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Résumé

Le transport de matieres dangereuses est connu pour son haut risque potentiel
pour le réseau routier. Un accident peut avoir de graves conséquences Saue la
SXEOLTXH HW OfHQYLURQQHPHQW VXU XQH ORQJXH Spu
matieres dangereuses est une problématique importante. Cette thése propose, pour la
premiére fois dans la littérature, une stratégie de réservation de voies paospeit
GH PDWLqQUHV GDQJHUHXVHV /YfREMHFWLI HVW GH SURSR
PDWLqQUHV GDQJHUHXVHYV TXL PLQLPLVHQW j OD IRLV OH
sur le trafic dans un réseau de transport dd a la réservation de voies.

Dans cette thése, nous nous focalisons sur deux nouveaux problemes
OfRSWLPLVDWLRQ GH WUDQVSRUW GH PDWLQUHV GDQJHL
GH YRLHV GDQV XQ UpVHDX GH WUDQVSRUW VHORQ VL O
(appelé LREFDR) ou pas(appelé LRPTIR). Pour chaque probléme étudié, nous
SURSRVRQV XQ QRXYHDX PR &ii&ds. BPolRIS MRPPIRMVDUW LRQ P XC
GpYHORSSRQV GYDERUG XQH PpW KRrEr&inte & RbEdgiQue QW OD P
floue pair obtenir des solutits Paretooptimales and une solution préférée en
fonction des criteres du gestionnaire. Ensuite, une méthode qui combine le
« cutandsolve» and le «cutting plane» est proposée pour réduire le temps de calcul.

Pour le LRPTDR, une méthode deutandsolve » est appliquée, dans laquelle une

nouvelle technique de piecing cut> et une stratégie de relaxation partielle sont
développées pour améliorer la performantes performances des algorithmes
SURSRVpPVY VRQW pYDOXpHV | O Doir@idnt.Gles @SURBBQFHYV Jp (
numeériques montrent que les algorithmes proposés sont plus performants que le

logiciel commercial CPLEX pour les probléemes étudiés.

Mots clé Transport de matieres dangereydeéservation de voieOptimisation

multi-criteres Optimisation combinatoire



Abstract

Hazardous material transportation is welbwn for its high potential risk. An
accidentmaycause very serious economic damage and negative impacts on the public
health and the environment over the long te@ptimizationfor hazardous material
transportation is an important issuer the first time in the literaturethis thesis
introducesthe lane reservation strategy into the hazardous material transportation
problem The goal is to obtain a best compromise betweeninipact on normal
traffic due to lane reservation and the transportation risk.

In this thesis, we focus on two novel probleimazardous material transportation
problem via lane reservation networkswith time-invariantandtime-dependentisk,
called LRPTIR and LRPTDR, respectively. Br these problemsmulti-objective
integer programmingand mixed integer programming models are formulated,
respectivelyFor the LRPTIR, we first develomaGconstraint and fuzzlogic based
method to obtain Pareto optimal solutions and a preferred soluliban a
cutandsolve and cutting plane combinednethod is proposed to reducéhe
computation timeFor the LRPTDR,an improved cutindsolve basedBcongraint
method is proposed, in which a newechnique of generatingpiercing cus is
developed and agptial integral relaxation strategy applied.The performance of the
proposed algorithms is evaluated by randomly generated instances. Computational
resuts demonstrate thator the considered problemshe cutandsolve method

outperforms software package CPLEX.

Keywords: Hazardous material transportation, Lane reservation, Mdhbjactive

optimization Combination optimization
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Notation

G (V, A): bidirected transpaation network

V: set of nodes

A: set of directed arcs, {),i j,i,] V

O: setof origin nodes{o1, 02, «, 0w} V

D: setof destination node$di, d, «,dw} V

W: setof hazardous matermshipments{1, 2, «, W}

K: set of time periodd1, . . . ,[K|[}

Cij: impact onthe normal trafficdue tothelane reserationonarc(i, j)
Tj: travel time orthereserved lanef arc(i, j)

travel time on th@eneralane(s) of arci(j)

: accidentprobability ofhazardous material on a reserveddneof arc(i, j)

. accidentprobability of hazardous material on thegenerallangs) of arc(i,

Ejj: population exposuralongarc(i, j)

Eix: population exposure along ar¢jj at time periok

Mij: totalnumber of lang onarc(i, j)

Syv: deadline of accomplishing shipmemnt

Qjj: thresholdof theaccidentprobabilityon arc(i, j)

Tint: safety time interval between any two shipmentsipggssame arc

N: averagalegree ofgraph
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CHAPTER 1 INTRODUCTION

This thesisinvestigates ehazardous material trarmpation problem vialane
reservatiofHMTLR). Its goal is to develop a new idea and methodology for reducing
the risk duringhazardous materidgtansporation This chapter first introduces the

research background and then presents the oatidéramewdk of the thesis.

1.1Background

Hazardous materigl are defined as the substances or materials that can
potentially cause harm to people, property, and environm&uith industrial
developmentthe productiorof hazardous materghas beefincreasing yar by year.
Usually, most kinds of hazardous materials are not udieectly in the place of
production but disposeé throughlong-distance transportation. This causes thgteat
amount of hazardousateriab need to beshipped in the transpation netwak every
day. According torelatedstatistis, more than 95% ohazardous mater&in China
need to be transportesnongdifferent cities Annualy, 200 million tons ohazardous
materiak are transportedf which 82%are transportethroughtheroad.For example,
the annualtransportatiorvolumeof liquid ammoniaandliquid chlorineis 0.8 andL.7
million tons, respectively According to the Office of Hazardous Materials Safety of
the U.S. Department of Transportation (US DOT), 800 000 hazardous material
shipments were carried out daily in 1998 [1]. With a conservative esglimat
production and shipment of hazardous mateted to increase by 2% annually, and
the total number of shipments every year in America has been over one million since
2005 [1]. Thus, large quantityand high frequencybecomes deatureof hazardous
material transportation.

Hazardous material transportatios well known for its high potential risk
Transport Canadaeportsthat n 2002, over 9% of hazardous materighipments
safely arrive at their destinationin Canadg1]. Although rare, accidents do happen

duringtheir transporation. An accident can cause very serious economic damage and



mighthave a negative impact on public health and the environment over the long term.
In particular, many transport routes pass throudian areas. In accordance with the
US DOT statistics, there were 488 serious incidéutsong a total of 15178 incidents)
in 2003, resulting in5 deaths, 17 major and 18 minor injuries, and total property
damage of $37.75 million [1]. In European countries, thereals® manyaccidents
involving hazardous material transportatiom roads and railways. For example, the
chemical accident irSeveso, Italy, in 1976 caused the contamination by 2, 3, 7,
8-tetrachorodibenzep-dioxin (a kind of hazardous chemicslibstance) to a large
population. Twenty years later, possibngterm effects, which were examined
through mortality andcancer incidence studies, indicated that the consequences of
hazardous materialransportation accidents were not only enormdug also
far-reaching [2]. Moreover, an accidental spil&y also take place in environmentally
sensitive areas, suchiasor near the natural protection areas or World Heritages.

Nowadays, traffic safety sabeen one of the hot reseaisbues in the field of
intelligent transportation systems {[§]]. As for hazardous material transportation,
many researcheisave pointed out that the potential risks of transporting hazardous
material may beas huge as thos of fixed installations according to historical
accidents [6], [7]. Thus, it isecessary to pay the same attention to the former to keep
themunder control and reduce thefh.has been also pointed out mmuch relevant
literature that the essentialobjedive of hazardous material transportatios to
minimize the transportation risk due its nature. Therefore, how to reduce the
hazardous materiatransportation risk becomes an importdiocus Reducing
transportation risks can laehievedoy many diffeent ways. Governments may enact
somelaws on hazardous material transportatam provide guidelines and specific
requirements on it. For example, information with regard to hazardous material
packaging, labeling and depositing, and specific trainingcéoriers and regulations
for vehicle maintenance are clearly specified by US DOT.

In transportation networks, risk variegth traffic flow androad structureetc.
Hazardous materiakansportation via dedicated lines will mattee overall traffic
flow on theselanesmore homogeneousnd smooth,which may lead to a potential

2



decreasén theprobability of accident8]. It is also found in9] that the likelihood of

a traffic accident varies with road structure (e.g., the number of lanes and their use).
The dedicated lane for special vehicles is called reserved itatieis thesis Lane
reservation strategyefers toreserving one or several lanes road segmerg by
specific traffic signssuch asmarking or isolation facilities ango on andallowing
only special vehicleso use them(within a specified timg in order to providehe
passage priorityor themin public trdfic. Lane reservation strategy is a flexible and
economic option for special everr situation, such as sp@amesand emergencies.
In fact, it has been successfully applied in real life. For examgdervedaneswere
applied to theAsian SportGames in 200 in GuangzhouChina.In France, one of the
lanes of Al between Charles De Gaulle Airport and Saint Denibdmsrecently
dedcated to taxis and buses only between 7:00 AdM:00 A.M.Other applications,
such asexclusive bus lanes and higlecupancy vehicle landsave beerapplied in
many cities around the world.

On a road segment, one ofits lanes is selected as a reserane, the other(s)
are calledthe general lane(gyccordingly Thus, the number of genetlaines will be
decreas#, which may make the general lanes more congemsteldwvorsen traffic
situationon the networkThe mostdirectimpactof reserved lanesn public traffic is
the increasein the travel time on the general lan@herefore, it isimportant to
effectively selectlanes to be reserved in the existingnsporation networkso as to
minimize the total traffic impact on the network.

From the aboveanalysis the hazardous material transportati@ptimization
problemvia lane reservatiogan be considered asmultrobjective problem with at
least two objectivesminimizing the total transportation risk and the total traffic
impact. To the best of olknowledge, there are very few studies on tibygic. The
problemconsideredn this thesis is different from some classical hazardous material
transportation problesy such as routingproblem combined facility location and
routingproblem and network degn problem The hazardous material transportation
optimization problem via lane reservationprovides a newidea of reducing
transportation risk This thesis focuses othe application oflane reservatiorto

3



hazardous material transportatiamd developingnew mathematical models and

methods fort.

1.2 Content

This thesis mainlyinvestigaés hazardous materiatransportationvia lane
reservationn networkswith time-invariantandtime-dependentisk, respectivelylts
aimis tochoose lanes to be resemva theexistingtransporation network and select
the pathfor each shipment from the reserved lariessobjectives are to minimiziae

impact on normal traffic resulted frolane reservatioandthe transportation risk

1.2.1 @ntribution

The contrilutions of this thesis are presented as follows:

(1) A new hazardous materialransportationproblem via lane reservationn
networks with time-invariant risk is investigaed. A multi-objective integer
programming moddk formulated for the considered pldem To solve the model, an
Oconstraint and fuzzjogic basedmethodis proposedto obtain Pareto optimal
solutions and a preferred solution.

(2) A cutandsolveand cutting plane combinedethodis developed to solve the
transforned single objective mrblems in which cut-andsolve methods applied to
find an optimal solution andutting plane methodor finding valid inequalitiess
exploited to accelera the convergencef cutandsolve methodA propery of the
consideed problems developed to muce the solution space.

(3) A new hazardous materiaransportationproblem via lane reservationn
networkswith time-dependentisk is investigaed. A multi-objective mixed integer
programming modeis developed A propert of this problem isalso devebped to
reduce the solution spac&n improved cuandsolve basedBconstraint methods
proposed for itin which a newtechniqueof generatingpiercing cus based on the
characteristis of the considered problem is developed apdraal integral relaation

strategyis applied



1.22 Outline

This thesis is organized as follows:

Chapterl introduces the research background and the ressigrificance Then,
the contribution and the outlirg# thisthesisarepresented.

In Chapter 2a review on hazdous material transportationfisst addressedlhe
related hazardous material transportatiggroblems and their state of the ayts
including risk assessmentrouting problem andnetwork designproblem, are
describé in detail. Then a review onlane resrvationproblemis also addressed.

Some applications of lane reservation are introducedtlaeid studies aregeviewed.

Finally, [basigprinciples| of key technologies, which wilbe applied to solving the

proposed problems, are introduced.

Chapter 3 investigaes a hazardous material transportation problema lane
reservation imetworks with time-invariantrisk. In this chapter, the background of the
problem is first explainedl’hen a multiobjectiveinteger linear programmingpodel
is presentedfor the considered problemAn Gconstraint and fuzziogic based
method is developetb obtain Pareto optimal solutions and a preferred solutiba.
Oconstraint metho@ applied to transirm the multiobjective problem into the single
objective onesFor the transformed single objective problenogtimization software
package CPLEXs applied.Finally, computational results omanstance based on a
real network topologynd randomlygeneatel instances are reported.

In Chapter4, a cutandsolveand cutting plane combinedethodis developed to
solve thetransforned single objective problemsnore efficiently Cutandsolve
methodis applied to find an optimal solution adtting plane méhod s exploitedto
accelerahg the process oftutandsolve method A propery of the considered
problemis also explored t@educe the solution spadénally, the performanceof the
proposed method isvaluatél by comparing the cuaindsolve method wih CPLEX,
andcomputational results on randonggneratd instances are reported.

In Chapter5, hazardous material transportaticia lane reservation in netwask

with time-dependentrisk is investigaéd. The backgroundof the time-dependent



problem is gren andthen theproblemis formulated as amulti-objective mixed
integer programming onelts propery is also explored.Then a improved
cutandsolve baseddconstraintmethodis proposedin the methoda newtechnique
of generatingpiercing cus basedon thecharacteristis of the considered problem is
developed and apartial integral relaxation strategys applied. Finally, the
performanceof the proposed method msvaluate by comparing the ctandsolve
method withCPLEX, andcomputational resultsrorandomlygeneratd instances are
reported.

Chapter6 conclude the thesis discusses itshortcoming and indicates the

direcion of the future research.



CHAPTER 2 LITERATURE REVIEW

This chapteprovidesliteraturereviews on hazardous material trar@pationand
lane reservation Firstly, severalrelatedhazardous materiatansportation problems
andtheir formulationare presentedrheir characteristicare analyzel to explainthe
differences betweenthe considered HMTLR problem and the®econdly, some
applicationsof lane reservationand studieson it are reviewed Its stateof-the-art
indicates thathazardous material transportation via lane reservationpimising
application This chaptearlso introduceshe principles of some technologies detail

which will be usedfor solutionalgorithrrs.

2.1 Literature review on hazardous material transportation

To summarize thetudieson the hazardous material transportation prob|é¢nis
subsectiorfirst classifes the problem There are commonly the types of problems
on hazardous material transportatidi

(1) Riskassessmeribr hazardous material transpatibn;

(2) Routing problem for lazardous material transpation

(3) Network desigrproblem for mzardous material transpation

These poblems deal with hazardous material transportation from different
perspective. They are related to théMTLR problemproposedn this thesis.This

sectionprovides areviewon them
2.1.1 Literature review omisk assessment

As we know, risk is the mostportant factorthat distinguistes the hazardous
material transportatioproblemfrom othertransportatiorproblems For the hazardous
materialtransportatiorproblem risk is a measuref the probability and severity of
harm to an exposed receptasuted from somepotential undesired events involving
a hazardous materidll][10]. The exposed receptor can be pess@mvironment, or

properties in theneighborhood The undesired eventefers tothe release of a



hazardous materiatlue to a accident. Spedfically speaking, the undesirable
consequenceof a release can be a health effect (death, injury, or-tleimy effects

due to exposure), property los$eanup costgproduct lossan evacuation of nearby
population, trafficinterruptionalong the impaed routeandan environmental effect
(such as soil contamination or health impacts on flora and faihall theimpacts
shouldbe converted to the same unit (for example dollars) to permit comparison and
computatiorof the total impact cogt].

Risk assessment can be qualitative and quantitativerisk assessmenthe
identification of possible accident scenarios dhd estimation othe undesirable
consequenceare requirad. Whenthe reliable data teestimatethe probability of an
accidentandits consequenceareabsen, the qualitative risk assessment is usually a
helpful tool. The elementsof quantitative risk assessmenate probabilities and
consequencesin order to obtain these datthe risk assessar ought to collect
considerable historicainformation on accident frequencies and fairly accurate
consequence models fbazardous materiakleases in case of accident$erefore,
unlike in qualitative risk analysisguantitative risk assessmecén obtaina precise
numeri@l result of risks As the main purpose of this thesis is develop
mathematicalmodelsand their resolutiorapproach we focus onquantitative risk
assessmerm thisthesis

Next, the traditionalmethod to assess rigk the literaturewill be introduced.n
guantitative sk assessmerds stategbreviously risk is defined as the product of the
probability ofa hazardous material accidearidits consequenceAlthough there can
be many kinds of consequences inaaardous materiaccidentalmost allstudiesin
this areaare only concerned with fatalitiesThey also asumethat each individual
within the danger zonshouldbe impacted equally and nobody outside of this area
can be affecied. Therefore, the undesirable consequencecasisidered to be
proportional to the si of the population in theeighborhoodf the accident, where
the size of thgpopulation exposurdepends on the substance carriet].[Population
exposuregefers to the number of population affected liyaasportatioraccidentln a
word, the traditional method to assess risk the literature is to multiply the
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probability of hazardous material accidents by population expo$tre method is
used as a surrogate for risk measure, as expressed by

R=p*c
wherep is the probabilityof a hazardous mated accident, anat is the estimated
population exposure.

Risk assessmernihtends to provide a risk analysis methodologipr hazardous
material transpoation It can be useful tpractitionersin identifying effective ways
to manage and reduce the railkring the transportof hazardous materisl Generally
speaking, isk analysisfor hazardous material transpatibnis notwithin the scope of
OperationsResearch (OR)since mosstudieson risk assessmedb not involveOR
models and techniqudsit probaility statistics geometryandsystematical analysis
method such as dgical diagrarrbased techniqueHowever, it can offer useful
information on hazardous materialtransportation modeling and analysfsr

researchrs inOR aswell as other relevant fiesd

2.1.2 Literature review omouting problem for lazardous material

transporation

Routing problers for hazardous material transportatidrave attracted the
attention of many OR researchseisce 1970s and there draitful resultsin this area
Hazardos materialrouting problem involves seleeéhg a pathfor each shipment
amongits alternative patts betweengiven origin-destination(OD) pairs so as to
minimize totaltransportatiorrisk. The problemcan bedistinguisted intolocal route
planningproblemand global route planningroblem In local route planningroblem
shipmens can be considered independerity RP D FDUULH lafid/a ®&Hidgy SHFW LY F
decision needs to be made for each shipnmigntAt the macro levelglobal route
planningproblemisa3PDQ\ WR PDQ\ " U R¥WWh@ipleSoughE anH &én

even greater number of destinatigig [12]; it is also aproblem fromdifferent

stakeholdg § SHUV.SHFWLYHYV

For each shipmentocal route planningroblemaims to find asingle commodity

and a single orighdestinatiorroute decisionSince theselecisiors are often madat



the micro level [1], somearcs in the transpogtion networkare likelyto be oveused
by hazardous materiahipments This coulddirecly lead to a increase of accident
probabilities on some roasegmerd, and further cau® the inequity in the spatial
distribution of risk. Although transpation risk may be considered by maostrriers
in their routing decisionghe carriersstill pay mae attention tadransporation cost.
However in global route planningproblem government has tonake the global
hazardous materialoute decision by taking into account alshipments For this
reasonthis problenmusuallyinvolves multicommodity and muiple origin-destination
routing decisionsBesidesthe totaltransportatiorrisk, government may consid#ére
equity in the spatial distribution of risk.

In this subsectionroute planningproblem refers to thelocal one andit is
reviewed In next subseamn, hazardous materiaetwork desigrproblem as atypical

global route planningroblem will be reviewed

2.1.2.1 A basic puting problem for fazardous material transpatibn

The (local) routing problem is to select the route(s) between a given
origin-destination pair for a givehazardous materiatransport mode, and vehicle
type. lakovou investigatd a classical auting problem for lzardous material
transporation[13]. He consideed a transportation networt = (V, A), whereV was
the set of nods andA was the setof arcs. An arcwas characterized by its length,
transport rate per ton mile, risk cost and capaciy. define the problem,he
following notations are first defined.

w A fM}: set of hazardous materials type

O{o, 00 «ow} V:setoforigin nodes

D{dy,d> «dw} V:setofdestination nodes

: amountof commodityw which will betransported from nodeto nodej

: transportatiorcost for transporting one urof volumeof commodityw from

nodei to nodeg

. expectedrisk cost fortransporting one unit of volunaf commodityw from
nodei to nodeg

1C



: amountof productw required at nodg

: flow capacity forarc(i, j)
Based on the abovetationsthe problemcan beformulatedas follows:
(2.1)

(2.2)

Subjectto

(2.3)

(2.4)

(2.5)

Constraint(2.3) imposes the flow balanceat nodes for each commodityhile
Constraint(2.4) ensure that the total flow of commodés on arc (i, j) does not
exceed the appropriatapacity.

The HMTLR problem addressed in this thesis dfferent from the routing
problem for hazardous material transportatidithough both of them involve
multiple origin-destination routing decisiorasd aim to find the set of Pareto optimal
routes between given origohestination pairsthe routing problemalso involves
multicommodityrouting decisionswhile the considered problem in this thesiges
not. The difference between the considered problewh ather hazardous material
transportatioa mainly comes from a novel way of reducing transportation risk, that is,

via lane reservation.

2.1.2.2 Classification ofouting problens for hazardous material transpatibn

The models of the routing problem can be grouped according tothar
characteristicsfor example,number ofobjectivesand the nature oftransportation
networks Thus, the existing route planning modebye presengd in various forms,
including single-objectiveor multi-objectivemodels time-invariant or time-dependent

models.
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Hazardous materiabutng problemis usually considered to baulti-objective
due to itsnatureof multiple stakeholderge.g., Kalelkar and Brinkgl4], Marianov
and ReVellg15], Huanget al [16]). And a few studis focused onsingle objective
problens such asErkut and Vertef1l]; Karaet al [17]; Verter and Erkut [18]. A
single objective routing problemwith a given OD paircan beconsidered ashe
classical shortest path problem.labetsetting algorithm (e.g. '"MLNVWUDYfV DOJRUL'
can be applied to find an optimal rodte this problem Karaet al [17] proposed a
simple PRGLILFDWLRQ RI 'M, ULchild\theDpydabeedjisting Wade
labeling shortest path algorithyrto find a route that minimizethe path incident
probability. The modification relies on thadjustment of the link attributésuch as
travel time, link volume, queue lengtind so orj19]) that is used to update the node
label andthe scanning processhis modified algorithm has theame computational
FRPSOH[LW\ DV W KAB iar eRmulthdhjecivevprdbl§ndthere isoften no
solution that can simultaneouslyoptimize all the conflicting objective functions.
Instead, a set of Paretptimal solutionscan befound A Paretooptimal solution is
the one where arobjective can beimprovel while without worsening at least one
other objective Multi-objective route plannings to find the set of Paretoptimal
routes between give@D pairs, see for exampl€elp][20].

In the literatue, most lzardous materiabuting problens aretime-invariantin
risk, which fail to capture the dynamic nature of transptanrisk at the tactical level.
In fact, the traffic conditions and risk factors such as probabsitof hazardous
materialaccidens and population exposure in transportation networks often vary with
time. For example, for a truaarryinghazardous materiglrisk on road segments is
time-dependent on population density subject to tofiday variation, peak and
off-peak periodsyarious weather conditions and so on. The tdapendent risk is
one of the important features of hazardous material transportatimor-dependent
hazardous materidransportation problems can be distinguisliei determinist
and stochastic settings.

In a determinisic time-dependent probleyrall of thelink attributes areassumed
to beknown andpart or all of then vary overtime. For example Nozick et al [21]
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investigatel a hazardous material routing and scheduling problem with deterministic
time-dependent riskBut their approach could notugrantee to generate all Pareto
optimal pathsJiaet al [22] investigateda hazardous material transportation problem
with determinisic time-dependentisk for minimizing the transportation riskhe
model guaranted the minimum distance between hazardous material shipments at
any time. They transformed th@oldem into a set of timelependent shortest path
problems for each trucland proposed a iterative heuristic. In [23][24], given a
departure timga sihgle least time path between @D pair can beobtaired by a
specificsearchwhich mainlyrelies on comparing deterministiok attributes, such as
labelsetting and labetorrecting algorithms

In a stochastictime-dependent problempart or all of thelink attributes are
known as random variablesith distribution functions that vary over timé&or
examplethetravel timeand the transportation risk [25]-[27] belongs tesuch a kind
of link attribute Erhan and Osmar2$] proposed aintegratedouting and scheduling
problem for hazardous mata&r transportation in anetwork with stochastic
time-dependenaccident probability, population exposure dravel time The model
aimed to minimize risk subject to a constraint on the toaak| timeof theshipment.
Mengetal. [26] examineda similar problemwith multiple objectives, whiclkould be
transformed into the timdependent mukobjective shortest path problem subject to
three kinds of time constraints. A dynamic programming method was deveigped
constructing a timapace network to solve this probleBoth the methods of two
works [25] and [26] are pseudepolynomial. Changet al [27] proposed an effective
algorithm for finding a path ia stochastic timelependent network that could address
multiple optimization criteria. In their work, travel time, transportation risk and other
link attributes along paths were random variablekwever, the performance of the
algorithm was sensitive teome parameterand the computational burden increases

with the number of the dominated paths.



2.1.3 Literature review ometwork desigrproblem for hazardous material
transportation

2.1.3.1 A basicnetworkdesignproblem for hazardous matertehnsportation

Network desigrproblem for hazardous materishnspatationis atypical global
route planningproblem Kara and Verte[28] first gave a definition of hazardous
material transportationnetwork designproblem as follows given an existing
transportationnetwork, tle network design problemntends to select the road
segments that should lespento hazardousnaterialtransportatiorso as to minimize
total transportatiorrisk. A classical hazardous matertednsportatiometwork design
problemwas presentedly Biancoet al. in [29]. Consideran undirectedransporation
networkG & (V, E), whereV is the set of nodes arttlis the set ofundirected) links
Assumehat each link & j> E can be traversed in both directions;Aet {(i, j), (, i):
<i,j> E}be the set of (directed) arcs, where ar§)( A represents link ikj> when
traversed from nodeto nodej. Let W denote a set diazardous materiathipments
(in the remainng of this subsectioralso called hazardous materiacommodities)

Eachhazardous materiatommodityw corresponds to a sourdestinationpair (Ow,

dw) and a amount of flo,. Let , , and be theunitaryrisk of arc (, j) related

to commodityw, the amount of flow oEommodityw on arc {, j) andthe capacity of

arc , j), respectivelyThe btlevel modelis presenteds follows

(P1): (2.6
Subjectto
(2.7)
(2.8
where solves the low level problem
(P2): (2.9
Subjectto
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(2.10

(2.12)

(2.12)

The high levelformulation models théeader problenil, wherethe government
selects minimunrisk routes as a subset of the transgarh network Expression

denotesthe link total risk over link < j>, thus is the

maximum link total riskover each link<i, j>. The leader problemPl assues an
equitable distributiorf the risk wer the networkConstraint(2.7) stateghat thetotal
risk over each linkshouldnot exceed , and constraint(2.8) is the non-negative
restricton on z;.

The low level formulation models théollower problemP2, wherethe cariers
select paths to minimize the transportation cost on the subnetind?2, given the
capacity vectoz = {z} imposed by the leader decisionaker(DM), the total risk
over network G fis minimized. Constraint (2.10) is the flow balanceequation

Corstraint (2.11) ensurs that the total flow on arci,(j) cannotbe greater thaits

capacity.Constraint(2.12) is thenon-negativerestricion on

Both tis classicalproblemand theconsideregroblem in this thesis aito sdect
the road segments for hazardous material transportsticasto minimize the total
transportation riskNeverthelessthis does not meathat they are the same problem
In classical hazardous materialransportationnetwork designproblem vehicles
carrying hazardous matergishareall the lanes orthe chosen road segments with
other users in the transpatibn network implicitly. However in the considered
problem in this thesjdane reservatiostrategyis introduced intdhazardous material

transrtationproblem

2.1.3.2 Studies onetwork desigrproblem for hazardous matertehnsportation

Network designproblem for hazardous material transportatidras attained
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relatively little attention inthe literature compared to route planning proldem
Therefore,there are only a fewpublishedworks, see, for examplg28]-[33]. As
mentioned abovdaraandVerter[28] first definedthis problemand alsgresented a
bi-level decision model for it. With some special transformations,biHevel IP
model s reformulated as a singlevel MIP model and solved by commercial
optimization software package CPLEErkut and Gzard30] presentd a bilevel
bi-objective (cost and risk minimization) network design problem similar to that
consideredby Kara and Vertein [28]. They proposed aduristic algorithm that
exploited the network flow structure at both levels, instead of transforming the
bi-level IP problem to a singleevel formulation.Erkut and Alp[31] addressed
hazardous materialetwork design problemwith the objective of minimizing risk
Theyconsidered ias a Steiner tree selection probléfith the topologyof this tree,

the btlevel problemwas convertednto a single levebne byprohibiting the carriers

to selectroute but it also leaded tocircuitous and high-cost routes.To avoid this
drawback theyadded edgedo the Steiner treéAnd they proposed a greedy heuristic

in which shortest pathsvere added to the tree so as tkeep the risk increase to a
minimum. These works have {evel modelsin common.The differenceamong them

is theapproactthat transforrathe btlevel model into a single level one.

2.1.4 Literature eview on other problems for hazardous material transportation

In the literature there are also othalassicalproblems fo hazardous material
transportation sich ask-shortest path problemmetwork planning problemvehicle
routing and scheduling problemndlocation and routing problen® comprehensive
literature survewyn them is shown iffable2.1.

Table 2.1 provides five important attributes ofthe problerms considered in
reference [33]47], including risk assessment, type of thtmonsideredproblerrs,
objectivesof the consideredoroblens, method of dealing with multiple objectives
and esolution methodor the transfamed single problemWe canobservefrom
Table 2.1 that (1)the traditional risk measures a common method of assessing the
transportation risk in théteraturesuch aq33]-[38] andin some works, population
exposure iglirectly regardeds thesurrogag of risk, see, for example, 2#[46]; (2)
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all of the problems are considered to be muoltflective andthe commorobjectives

include the transportation risk8J|-[47], the transportationcost [H]-[37],[40]-[41],

[43]-[47] and the total travel time3p]|[34][38]; (3) the weighted sumsanethodis

extensivéy applied totransformthe original multiobjective probleminto a single

objective one in the literature except [8]-[39]; (4) almost all of the problems are

considered to béime-invariantand only refeence [3l] addressed &-shortest path

problem with timedependentisk.

Table 21 Review on t¢her problems for hazardous material transportation

Author(s) Risk assessment| Problem Objectives Method of dealing with Resolution method
multiple objectves
Dadkar et. al | traditional risk| k-shortest  path minimizing travel| weighted sumsnethod | mixed integer program
[33] measure problem time and risk
Androutsopoulos| traditional  risk| k-shortest  pathl minimizing Tabu search
and Zografos measure problem time-dependent risk
[34] and travel time
Vermal[35] traditional  risk| network planning| minimizing risk and| weighted sumsnethod | CPLEX Optimizer
measure with problem cost
TRA dataset ang
GIS
Vermaet.al[36] | traditional risk| intermadal minimizing risk and| weighted sumsnethod | an approach based ¢
measure planning problem| cost leadtime
Nema and Guptg traditional  risk| planning and| minimizing risk and| weighted sumsnethod
[37] measure design problem | cost
Pradhananga traditional  risk minimizing number| paretebased ant colony algorithm
[38] measure of vehicles, travel evolutionary algorithm
time and risk
Ghateeet al [39] | Risk is a given| fuzzy  minimal | minimizing risk and| paretebased
parameter. FRVW ARZ | fuzzy cost flow evolutionaryalgorithm
Zografos and Risk is a given| vehicle routing| minimizing risk and| weighted sumsnethod | heuristic algorithm
Androutsopoulos| parameter. and scheduling cost
[40] problem
List and | traditional  risk| location and| minimize risk, risk| weighted sums method
Mirchandaniftl] | measure routing poblem | equity, and cost
Shobryq42] population location and| minimizing weighted sums method p-median problem
exposure routing problem | ton-miles and
risk-tons
Alumur and Kara| population location and| minimizing risk and| weighted sumsnethod | mixed integer
[43] exposure routing problem | cost programming model
Revelle et al | population discrete locatior] minimizing cost and weighted sumsnethod | p-median problem.
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[44] exposure and routing| risk
problem
Giannikos #5] population location and| minimizing four | weighted sumsnethod | goalprogramming
exposure routing problem | objectives* technique
Current and| population location and| minimizing five | weighted sums method
Ratick [46] exposure routing problem | objectives**
Jacols and location and| minimizing cost and weighted sums method
Warmerdanj47] routing problem | risk

* The five objectives are minimizingsk, cost,maximum individual riskand maximum disutility
caused byhe operation otreatmenfacilities

**The five oljectives are minimizingransportation risk, facility risk, maximum transportation
exposure faced by any individual, maximum facility risk faced by any individual, and
transportation, facility, and operaticgsts.

It can beconcludel from thissectionthat 1) thetraditional risk measuris widely
employedin hazardous materiagtansporation problems because of its computational
availability; 2) multiobjectivehazardous materiatansporation problems are widely
studied due to their nature; @eightedsumsmethodis usuallyapplied to deal with
multiple objectivesin hazardous materiairansporation problemsbecause of its
operational snplification, but studieson other methods such @onstraint method
and paretebased evolutionary algorithra are still very few in the literature;4)
although there are many classidazardous materiakansporation problens, the
hazardous materiagkansporation problem via lane reservation ®ill rare in the
literature This thesiswill investigatehazardous terial transportatioproblemsvia
lane reservatiom networkswith time-invariantandtime-dependentisk, respectively.
Before proceeding, @omprehensivaeview o lane reservations given in next

section

2.2 Literature review on lane reservation

With the development ofsociety urbanization acceleratesquicky. Urban
populationand thenumberof vehiclesare increasing year by year. Consequently,
traffic congestionbecomes aserious problem, which attracsé more and more
attentiors of government angeople Traffic conditioncan be improved by means of

economical and flexibléraffic management strategielSor example, lanes on some
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roadsegmentan be reserved only for some special $adkis is usually callethne
reservationstrategy In other wordsit refers torestricing one or several lanés road
segmerd andallowing only special vehicleto use them(within a specified timg In
this section, some applications of lane resowmain real life, such a8us lane and
BRT, HOV, andlane forlarge speciaévents, ardirst introduced.Then, studies on

lane reservatioare reviewed

2.2.1 Applications of lane reservation

2.2.1.1 Bus lane and BRT

Thefirst buslanein the world appearedin Chicagg American in 1940[48][49].
Hamburg,Germanybuilt thefirst Europearpublic buslanesin 1963[50]. Afterwards

many Europeancities beganto build bus lanesto relieve the increasinglyserious

congestionof urban traffic. In 1997, the first bus lane was put into"operationon

Chang®n Avenuein Beijing, which opers the door of buslanestrategyin China[51].
At present,the strategyof separatingbuses from other vehicles via bus lanesis
prevalenin moreandmorecounties For example pus lanestrategydevelors rapidly
andis highly acceptedy the publicin Brazil, ThailandandJapanIn China, there are
also many cites in whichbus lanestrategyis being implemeted, such a8eijing,
Kunming, Xi%n, Jinan, Guangzhou, Chengdu and so on.

The implementation of bus lanbaspositive impacton the speedof buseswith
an increasérom 10% to30%, up to 2685 km/h[52]. Choi and Cho[53] alsopointed
out that in Soth Korea after the implementation of bus landsetravel timeof buses
was greatly reducedasa result,about 12% of private caowness closethe public
transit, and the rate of traffic acciden$ alsodecreasedHowever,the traditional bus
lanestratay (usually referring t@xclusivebus laneXBL) may havenegativeimpact
on thegeneraltraffic. For example, irthe peakhour, the generallanes will be more
congestediue to theexclusiveness of the bus lan&hus, thevehicles on thegeneral
lanes wold slow down.In order toweakenthe negativeimpact due to bus lane
strategy, anew innovative dynamic bus lane (DBL) operation systenwhich bus

lanes are openeohly in sometime periods is introduced Like XBL, DBL has the
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positive impact on buses terms of their travel timeeductionand the negative
impact onnonbus vehicles in terms oftheir travel time increaseHowever, itis
shown thatDBL perforns better than XBLin improving bus operatiorand limiting
thenegative impact ononbusvehicles in terms ofraffic conflicts risk[54].

Bus Rapid Transi(BRT) system is a new and practicable passetrgasported
traffic mode based onexclusive bus lanes.A BRT system generallyincludes
specialized design, services and infrastrucifg. One of its main featureds that

exclusive bus lans in BRT systemresult ina faster travel and ensure that buses are

not delayed bjtraffic congestionSometimest is described as a "surface subway"

BRT originated fromCuritiba in Brazil30 years agoAfter employng BRT system in
Curitiba, thebus travekate ofpassengeris up to75%,and the number gfassengers
in a day reachesp to 19 million. BRT system carmapply to not onlysmall ciieswith

a populationof hundreds of thousandsut also super largeities [56]. Nowadays
BRT canbe foundin lots of citiesall over the worldFig. 2.1 and 2.2 show the bus

lane and BRT lane in some cities, respectivei].[

a. Exclusive bus lan€xXBL) b. Dynamic bus lane (DBL)

Fig. 2.1 Examples of bus lane in a city

Fig. 22 Example of BRT lane in a city
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2.2.1.2 High occupancy vehiclene

High oacupancy vehicleHOV, is a vehicle vith multiple occuparg. An HOV
lane is dangreserved #eakhoursfor the exclusive use of vehicles with a driver and

one or more passengers, includingrpools; vanpool$ and|transit buses[5§].

Sometimesvehicleson HOV lanescan be freefor getting throughtoll bridges or
roads.HOV lanesderived from North Americain the late 196Qsand developed

rapidy in the 1970s [59][60]. During this period HOV lanes wereprevaleniy

installed in New York,Los Angeles Seattle San Francischashingtm"DC and

Honolulu It was widely recognizedn the midof 1980s and mwadaysHOV lanes
have been widely apyihg not only in more than 40 cities Borth America but also
in many cities around the worldsuch asCanada, Australia, UK, Spain, the
Netherlands, and Austria in Eurof#l] [62]. Fig. 2.3gives a example of HOV lane
in a Canadian cityq7].

Fig. 23 Example of HOV lane in a city

HOV lane is darge capacity vehicle laparhich helps to carry mongassenger
by fewervehicles.Therefore, he installationof HOV lanes ha beerconsideed asan
efficient traffic management measuoé improving the efficiency of road use, eag
traffic congestionsaving energy and reducing emissitinhas beermainly applied
on road segments wheire the peakhours thecongestion isvery seriousand savng
travel time is particularly importantMore information on HOV lanes caeference

[63].
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2.2.1.3 Lane forlarge speciadvents

Infmodernsociety manylarge speciaeventssuch asOlympic GamesandWorld

Exposition are held frequentlyin many cities around the world. For example, in
Shanghai,there were 30 international and 40 national sport events, 176 large
expositiors held in 200964]. Theseevents have a commdeaturethat there are lot
of peopleenteringthe host cityduringthe eventperiod whichbrings great pressure to
its traffic in ashorttime. The organizerof thelarge special evestave realizeguch
a pressur@andbegan taesort tosomevariousmeasuresOne of effective method is
to set uptemporaryreservedlanes on the existing road segments ofdy the
participantof large special evest

In real life, lane reservatiostrategyhas beersuccessfully applietb some large
events for exanple, the Olympic Games in 2000 in Sydn&%]| in 2004 in Athens
[66], in Beijing and the Asia sports GamesGuangzhouChina[67]. Olympic lanes
refer tothe lanes reserved only for thehiclesamong competition and training
stadiums Olympic family residence Media Hote] airport Main Press Center
Broadcast and TV Centemnd otherservice facilities for the Olympic GameBig.
2.4.a shows Olympic landsr the Olympic Games in 2@0in Beijing, and all the
resered road segments are remarked withirethe urban transportationetwork of

Beijing, asillustrated in Fig. 2.4.b [68].

a. An Olympic landor the Olympic Games b. Resened road segments the city network

Fig. 24 Lane reservation for the Olympic Game<008 in Beijing
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2.2.2 Studies on lane reservation

In the previoussulsection, various applicatiors lane reservatiom reallife are
introduced As an interestingtraffic management strateghane reservatiomas been
extensively investigated in the terature. In this subsection, aeview on lane
reservation is given.

Study on the impact due tolane reservationis one of theinterestingtopics in

intelligent transportatiO'systeniw Li and Ju [69] presened a multimode dynamic

traffic assignment (DTA) moddbr analyzingthe impacif exclusive busanes. They
found thatthe total bus queue length laete zeroafter the installationof buslanes
andthe averagéravel cost of bus travelegas significantly reduced comparedth
that of car travelers which attraced more travelers tachangetheir modes from
private cars to busesChenet al. [70] presenéd a microscopic traffic simulation
approachd analyzethe impactof weaving sectionsn the capacity of general traffic
caused bythe installation of XBLs on an urban expressway Three typical
configurations of XBIs in Beijing were consideredincluding median bus lane with
off-on-ramp, curbside budane with onoff-ramp, and curbside bus lane with
off-on-ramp.It was found that theveaving section length and headwayl llifferent
impacts on the capacity of general traffic in different configuratidwasanand
Vedagiri [71] developeda micro-simulgion model to analyze theimpact on
heterogeneousaffic flow due toXBLs. The impactwas measurely thereduction in
speed of other vehiclasn generallanes With an XBL, the averagespeed of buses
could be up to 65 km/hat the capaciatedlevel of traffic flow, the traveltime for
buses redued around 70% for other personal vehicles, the increase in travel time
varied from 3%to 8%. Yang andWang[54] employed micro-simulation approacto
examinethe impacton buses andonbusvehiclesdue toXBL and DBL in terms of
travel time and traffic conflictSimulation results showed that both XBL and DBL
had positive impact on buses terms ofthe decrease of their travel tiraad negative
impact onnontbus vehiclesin terms ofthe increase ofheir travel time. However,

DBL perforned better than XBLon achieving the improvement of bus operatand



limiting negative impacon other vehiclesastraffic conflicts risk Martin et al. [72]
reported a tweyear studyevaluation on the impact of HOV lane o3 in Salt Lake
City. It was reportedhat a HOV lanecould cary the same number of people as a
nonHOV lane withonly 44% of vehicles during the P.M. peak peridtie results
alsorevealedhatthe average vehicle occupanmy HOV laneincreased by 17%nd
HOV lanecould save about3% and 30%of travel time duringhe A.M. and P.M.
peak periodrespectivéy.

Another important topic is lane reservation network degigoblem At the

macro level,lane reservation network design problesna global route planing

problem fromdifferentstakeholdgl S H U V.S-br EXaAmhpYeHn\bus lane network

design problem, tﬂstakeholde; include governmenttransportagency private car

owners andbus passenger Therefore,lane reservation network designoblem is

usually considered as a Hevel problem.Chen et al. [73] developed a bievel
programming model for the layout of bus lanes. The upper level problem was to
minimize the total travel * H DQG WKH WRWDO EXV ODQHVY OHQJW
times; the lower level problem was formulated as a capaoigtrained traffic
assignment modelvhich describedthe passenger flow assignment on bus lanes.
Mesbabhet al.[74] investigateda networkdesignproblemto determine which lanes to

be reserved as exclusive transit lanes on the existing netwbek.piioblemwas
formulated as a Hevel model. The upper levehodel was to minimize the impact

due to XBLsfroma PDQDJHUY SHUYVSH eWWwaf HeveltotkeUwad V- W K
IRUPXODWHG IURP D ald/ddngi$edSoH iadsl Hsplivvrodel, traffic
assignment model and transit assignment model. A decomposition method was
adopted tsolve the proposed model. Mesbahal.[75] proposeda genetic algrithm
approachfor the above problepwhich could be applied to larggze networks. Wu

and Lam [6] addressed a Hevel model for the HOV lane design problem in a
multi-modal transpodtion network. The upper level sought to minimize the total cost

of the multrmodal transport system whiie the lower levela multi-modal stochastic

traffic assignment modelas formulated The modelwas solved by two heuristic
algorithms.
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In recent yearsthere ha beena newlane reservatioproblem n the literature
The essence dhelane reservation problem is to decide which lanes to be reserved in
the existing transpaation networkso asto minimize the negativeimpact caused by
lane reservatiosubject toa total travel timeconstraint For this reason, this pblem
can be consided a global route planningproblemfrom a manage§ perspective
such asgovernmenttransportagency Wu et al. [67] first presented ra integer
programmingmodel for lane reservation problem for the Asian Games in 2010 in
Guangzhou, Gha. They proposed a heuristic to obtain near optimal solutions. Fang
et al. [77] proposed a cutindsolve algorithm for the lane reservation problem in
automated truck freight transportation and proved that the problem wdmardP
Then, their work was égnded to a capacitated lane reservation probfén fFanget
al. [79] consideredh lane reservation problem with tidependent travel time$he
problemwasformulated as a mixed integer programming model and -aradsolve
based algorithmwas proposedfor it. However, their workdid not consider
transportation risk.

From the aalysisof the above relatetiterature the state of the arts on lane

reservation problem can be concluded as folldwrstly, researcherbave paigclose

attentiornto|studies on the impactdue tolanereservationincluding the performance

of lanereservationthe effect orthe travel behaviorof people, and the travehte of
specialvehicleson reserved lanes argkneralvehicleson nonreserved lanesThe
commonapproachesare based oampirical dataandsimulation experimentsy some
traffic simulators. These #idies mainly provide sufficient suppors for
decisionmakes whenconsidering lane reservation as a traffic management strategy.
Secondly, a fewasearcherbave studied on lane reservatiogtwork desigrproblem

to someextent The problens are usually formulated as mtlitvel and multicriteria

models from diferentperspective®f differenf{stakeholdes. Thesemodek areuseful

tools to analyzethe requiremerg of differentistakeholdes in the different level.

Thirdly, lane reservatiorstrategy has been alreadyappliedto various applications
such as HOV lane, bus lane a@tympic lane.However, few studies haecusdon
hazardous material transportation via lane reservafionaddress thisssue, this
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thesis integrates hazardous matetransportatiorwith lane reservatiostrategyand
proposes a muklbbjective hazardous material transportation problem via lane
reservationBefore proceedingthe principles olsomekey technologies thawill be

appliedin this thesisarerecalked

2.3Key technologes

2.31 Risk assessment

This subsection deals withhow risk is incorporated intdvazardous material
transporation models, starting witlthe riskassessmerdn an arcand shifting it into
therisk assessment alongath

As pointed out in 11], researchers have not come to a consensus on how to
model the risk associated with hazardous material transportation. Different measures
can be used to estimate the transportation réfite that m quantitative risk
assessment, it is common to defiisk as the product of the probability of hazardous
material accident and its consequence.

One of the simple methods to assess risk is to multiply the probability of
hazardous material accidents by population exposure, assuming that the consequence
is prgportional to the size of the population in the neighborhood of the accident. Risk
assessment is a quite important task, but it is out of the scope tifasis Therefore,
in this thesis this method is used as a surrogate for risk meadure risk of

transportinghazardous material on arc {, j) is defined as the followingquation

wherep; is the probability of an incident on aii¢j) andc; is the population exposure
within the danger zone along argjj.
The risk oftransportinghazardous material along pathP is defined as the

following equation

How to dedue thetransportationrisk along apathfrom thaton an arcan be found in

[11).
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As we know, it idifficult to estimat, a priori,the probability of anaccident and
its undesirable consequencd&hereforelike the moststudies orhazardous material
transporationin the literaturethe probability of anaccident andhe consequencesre

considered aparametersvhen formulating the awsidered problemis this thesis
2.32 Multi-objectiveoptimizationproblem

Multi-objective optimization is a very importargsearch topic both for scientists
and engineers, nainly because of the multibjective nature of most realorld
problems, butilso because there are still many open quesiotings area.

Without loss of generalitya multi-objective minimization problem can be
formulated as follows:

Minimize f(x) = [f1(x), f2(X),..., fm(})] "
Subjectto
gix " i«
hi(x)=0, | «L
wherem, J andL arethe number of objective functions, inequality constraints, and
equality constraintgespectivelyandx andf(x) is the decision variable vectandthe
objectivevector respectively

A multi-objective optimization problem(MOP) requres the simultaneous
satisfaction of a number of objectives. These objectivesuswally different and
conflicting, and often characterized byariousmeasures of performance that may be
(in)dependent anthcommensurablgB0]. The aimof a MOP is to detemine, among
the setof all feasiblesolutions, a particularone which provides theoptimum values
for all the objective functiond'hus, MOP canbereducel to finding anx suchthatf(x)
is optimized.The difficulty encountered in solving MOPs is thatsthinique optimal
solution seldom exists for practical problentdowever therecommonlyexists a set
of good quality solutions. This set of solutiomsomprises all decision vectors that
cannot be improved irone objective without causingny degradation inother

objectives. Since the notion of an optimum solutiohaMOP s different from thabf

asingleobjectiveoptimizationproblem theconcept ofPareto optimais introduced.
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Let set {x|g(x) "O, j «J and h(x)=0, I= «L} be the feasible
solution spacex* is said to be aveakly Pareto optimasolution if and only if
there is nox such thaffi(x) < fi(x*) for all i ~ «m}. x* is said to be a
strictly Pareto optimakolution if and only if there is ne such thafi(x) ” fi(x*)
foralli ~ «m}and at least one strict inequalitl]. Set {f(x)[x  }is called
the feasible objective spac&he image of all the Pareto optimal solutions under
objective functions is calle®areto front The points on Pareto front aieferred to as

namednondominated points

2.33 BConstrainimethod

There have beenmany techniquesproposed for solving multtobjective
optimization problems over the last severayears. The strategiesf handling
objectives for a MOP can be mainly divided into twwo general categories:
scalarizationmethodand Paretebasedevolutionary algorithmScalarzation method
often refes to transforning the multiobjective problem into thesingle objective
problem by some scalarizationtechniqus, such asweighted sum method and
Oconstraintmethod Pareto methods, whidhse the conceptof Pareto dominance to
evaluate the quality of a solution, are maiotynbineal with evolutionary algorithms
such agyenetic algorithm

The most populascalarizatiormethod isthe weightedsummethod The essence
of this methodis to add all the objective functions together using different weighting
coefficients for each of them and transform thréginal MOP into a scalarizd
optimization problemThis technique is relativelgasyto implement ad can beused
together with some heuristics or metaheuristics. However, it still has several
disadvantages. Fitgt it is adifficult taskto determineappropriateveightsaccording
to the importance of thebjectives.Secondly this methodcanonly find the solutions
on the convexull of the Paretmptimal set but it dees notwork for the non-convex
search spacd8?].

Paretebasedevolutionary algorithmsise the concept of Breto dominance to

classify theindividuals in thepopulation and a mechanisto assign suitable fithess
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values topromote the dispersion of the populati®@mceevolutionaryalgorithms use
the concept ofpopulation they maybe able toobtain multiple Paretooptimal
solutions simultaneousliy a single run oglgorithms. However the performanceof
the Paretebased evolutionary algorithmss highly dependent on an appropriate
selection ofinitial population In addition, it is difficult to evaluatethe evolutionary
algorithms

To alleviate the difficulties faced by the weightedm methodand Paretebased
evolutionary algorithmsthe Gconstraint methods employed in this thesis The
Oconstraint methqgdalso called the-eonstraint or tradeff method is introduced by
Haimeset al [83]. This method is aimed to minimize only one objective function
(commonly it may be the most pierred or primaryone andbounding theothes by
some allowablevalues @ i {1, «,m}\{n}. In this way the multi-objective
optimizationproblem can béransformednto a single objectivene Given avector
of 0=(@ « Q1, @1 « @), one pointonthe Pareto fronis producel. Accordingly, the
entire Pareto frontan beshapé by changingthe vector of 0 To solve the single
objective problem,appropriate @ need be determine. A general mathematical

guidelinefor selectingQis provided as follow

Note that for each objective function there is an optimal decision vector such

that iS a minimum.

Miettinen in 1999 84] provedthefollowing theorems.
Theorem 1. If an objectiven and a vector0= (@, «, @1, @1, «, @) R™lexist,
such that* is an optimal solution to the following problem:
Minimize fn(X)
Subject to
fix "@ i {1, «,m\{n}
X ,

thenx* is a weakly Pareto optimal solution.
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Theorem 2. x* is a strict Pareto optimal solution if and only if for each objective
«m, there exista vector 0= (@, «, @1, @+1,«, @) R™ such thaf(x*) is the

unique objective vector corresponding to the optimal solution to the problem above.

2.34 Cut-andsolve mehod

2.34.1 Rinciple of cut-andsolvemethod

Cutandsolve (CS) methodwas firstly proposedor combinatorial optimization
problemsby Climer andZhangin 2006and it was proved that CS method was very
effectivefor Asymmetric Travelingsalesman Problefi85].

Traditionally, branchandbound method isa very generalexact procedure for
solving combinatorial optimization problem®asically, branckand-bound is a
divide-andconquer approach that tries to solve the original problem by splitting it
into smaller problems. The splitting of problems can be represented by the
branchandbound treelf the entire tree is generated, every feasible solutionbea
represented by at least one leaf node. If feasible solutions are too many, the search
tree will be too large to be completely explorétie efficiency of branchandbound
heavily depends onits pruning rules, whichmeansprunng some nodeswhile
guaranteeing optimality. If the search tree is pruned toeaoughsmall ong the
problem can beasier to besolved to optimalityBranchandcut is an extension of
branchandbound by increasing the probability of pruning. At some or all of the
levels in thesearch treecutting planes are added to tighten ¢berespondingelaxed
subproblers of the nodesyhich canreduce itssolutionspace

Cut-andsolve methodis different from traditional tree searehethodssuch as
branchandbound andranchandcut, sinceit has nabranchng stepsThat is to say,
it is a special braneandbound search strategy but can avoid making wrong choices
in depthfirst branchandbound.Cutandsolve methodwns two favorable properties.
Firsty, WKHUH DUH QR 3aWR dhe SeArEmaydetHogbecause of the
absece of branching Furthermore, compared with branchandbound and
branchandcut, its memory requirement is negligible. For these reasons, it has

potential for problems that are difficuld solve usinglepthfirst or bestfirst search
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tree method§85].

Given an integer programming problei®) with the minimization o&nobjective
function, at each level othe CS searchireg there areonly two nodescorresponding
to Soarse Problem (SP and Remaining Problem (RP), respectively.SP, whose
solution space is relatively smatlan besolvedoptimaly within a reasonable time
andits solution if it ists provides an upper bounéithe IR denoted a®)B. Andif it
LV 3 JRRG™ HQRXJK W KH QofvthK Hrfduht'gaNarXiSmetddJatiBRiX Q G
is updated Meanwhile, a lower bound of th®, Idenoted a$.B, can beobtainedby
solving the linear relaxation &P. Obviously, if this lowerbound is greater than or
equal to the best upper bound found sq tlaen the optimal value dRP is also
greater than or equal it In this caseRP has no better feasible solutions than the
solution corresponding tthe best upper bound foundét this point an optimal
solution ofthe IP is found.Otherwise, the currerRP is further decomposethto a
new SP and a newRP by addinga branching constraintor the nextiteration The
above procedure iepeateduntil a global optimunof the P is found.The general

procedure of cuandsolve methods givenin Fig 25.

Cut-and-solve method

1. define current problem as original problei®olve the linearrelaxationof current
problem.

2. generate aut

3. find an optimal solution insolutionspace removed biyre cut and obtainthe best
upper boundUBmin

4. updateUBmin if necessary

5. addthecut toremainingproblem

6. find alower boundLB
7.1f (LB * UBmin) returnUBmin
otherwisedefine the current problem as remaining problemrapéatfrom step2

Fig. 2.5 Generalprocedureof cut-andsolvemethod

To well understandhis method, the following points should be emphasiZgd:
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SinceSPis a subproblem of the original probleits optimal value is an upper bound
of the originalproblem.In theiteration the best upper bounlill be updatedf it can
be improvel. 2) After solving SP, its correspondingsolution space is removexivay
from the whole solution spacélence, the size of the solution spadethe current
problem in the nexiterationwill be reduced.3) It is relatively difficult to soive RP
optimally becausats solutionspace is large Soonly its linear relaxation problem is
solvedfor the ease of resolutiodpparently, the optimalalue ofRP is greater than
or equal to the lower bound obtainby its linear relaxationproblem 4) Since the
solution space of thRP (that is, the current problem in the néefration) is reduced
iteratively, its linear relaxation problermay alsobe tighter with theiteration If the
constrairs of this relaxed problem are tigbhough the lowerbound is no less than
the best upper boundn this casethe termination criterions satisfied and the
iteration stops.

Climer and Zhang)85] explicitly gavetwo theorems texplainthe optimality and
termination criterion of the ct#ndsolvemethod as bllows.
Theorem 1 When the cuéndsolve algorithm terminates, the current incumbent
solution must be an optimal solution.
Theorem 2 If the solution space for the original problem figite, and both the
algorithm for solving the relaxed remaining problamd the algorithm for selecting
and solving the sparse problem are guaranteed to terminate, then taadsblve
algorithm is guaranteed to terminate.

The proof of thetwo abovetheorems can be found [B5 andsee itfor more

details.

2.34.2 Definition of piercing cut remaining problem and sparse problem

The keyto the cutandsolve method is édw to cut the solution space of the
current problem intd&RP and SP. Unlike the cutting planes in branemdcut search,
the cutsused in cutandsolve methodintend toseparatesolutions from the original
solution spacewhich leads to thgenerationof RP and SP. Climer and Zhangisal

the termpiercing cutto refer to a cut thatould removeat least one feasible solution
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from the original (unrelaxed) problesolution space.

The piercing cutsplay a very important role irthe cutandsolve method.
Actually, the efficiency of tis method heavily depend on seleahg appropriate
piercing cutsFor example, ifthe solution space &P, partitioned by thepiercing cut
is not small enough,it will be difficult to solve SP within a reasonable time
conversely there may be no better feasible solutionthe solution space @P, and
thusthe best upper bound fousd farcannotalsobe improved rapidlyn theiteration
Therefore, it is important tgenerateeffective piercing cutsClimer and Zhanglso
offeredsomedesirable properties of piercing cussfollows [85]:

1) The piercing cut shoultemovethe optimal solution of the relad RP in orderto
preventthis solution from beinfpund innextiterations.

2) The subspace removed by the piercing cut from the solution space of thesl relax
RPshould be adequately small so tB&tcan be solvetb optimality relatively easily.

3) The piercing cuts should attemio capture an optimal solution of the original
problem. The algorithm will not be terminated until an optimal solution obtiggnal
problem has been found in the sparse problem.

4) In order to guarantee termination, the subspace removed by eacmgpieuci
should contain at least one feasible solution of the original problem.

Climer and Zhang defined wariable setthat includes the decision variables
whosereduced coswalues are greater thangaven value alpha Notice that ach
decision variable &s a reduced cost valu€he reduced cost values defined asa
lower bound on the increase of the EBlution cost if the value of the variable is
increased by one uniandcan be obtained from the optimal solution of the linear
relaxed RP. Then the piaging cut is defined aa constraintsuch thathe sum of the
decisionvariablesin this special variable set igreater than or equal to oriEhe key
of theproblembecomes how to determine the variables inctréainset.

Let Ur (r * 1) denotesucha st composed osomedecisionvariablesin r-th
iteration As decisionvariables areall binary ones the sum of the valuesf the
variables inUr must beeitherequal to zerpor greater than or equal to orith the
piercing cutat r-th iteration denoted by PG, RP is generatd by adding the
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constraintsuchthat thesum of the values of the variablesUh is greater than or
equal to ondo the current problemCP;; SR is generatd by addingthe constraint
suchthat the sum of the values the variable inU; is equal to zer¢to CP;. Note that
the cutandsolve method willhot terminateuntil an optimal solution o8R is found
andthe solution isproved to be the optimablution of the original problem. Then the
variableswhose values are neeroin this optimal solutiorcamot bein U, because
all variablesin U, aresetto zero inSR.

As stated abovelimer and Zhangntroduced a concept oéduced cosas atool
to selectvariablesfor Ur. An optimal solution of thelinear relaxation ofRP can
provide thereduced cosvalueof eachvariable, which islefined asa lower bound on
the increase of the objective valug¢hé value of this variable is increased by one unit.
For examplegiven avariablex, suppose thats redued costis ten andts valueis
zero inthe optimal solutionof an LP problem.If the value of x is increasd by one
unit, in other wordsx hasthevalue of one, then the objectivalue will beincreasd
by at least ten. Moreovethe values ofdecisionvariables with large ced cost
have a small chance difeing nonzeroin the optimal solution of the origindP
problem Therefore U can bedefined as set of the decision variables whose reduced
costs are greater than a positive gipamametet,. In thisthesis the vale forh; is
choseraccording to théollowing way: if the expectechumber ofelementsn Uy is n,

then-th largest reduced cost thifesedecision variablem U, is set as the value bf.
2.35 Cutting plane method

As we know, integer progranming (IP) problem isa kind of optimization
problemwhich is usually NRPhard anddifficult to be solved. There have been many
solution approachesor solving it, such asenumeration methqdranckhandbound
Boundng is commonly considered to berucial for solving IP problens by these
methods.In recent yearsvalid inequalitieshave received increasirgjtentionas a
boundingtechnique One purpose of thighesisis to proposea cutting planenethod
as a way of finding alid inequalites to obtain a tigher lower bound for linear

programming (LP) problens so that the convergence of the-anidsolve method can
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accelerate
Thefundamentaprinciple of thecutting planemethodcan bebriefly described as
follows. Initially, there issuchan integerlinear programIf) with the nonnegativity

constraints IP and its corresponding LPelaxation can be formulated as

and regectively, where and

. To explain the cutting planemethod consideran integer

programming probleras follows
Minimize e 2x1 € 3x2
Subjectto
X1+ 3% "7,
X1EX2 "3,
X1, X2 N.

This problem is illustrated in Fi@.6. The feasible integgointsof the problem
are indicatedy blacksolid dos. The LP relaxationof the IP problems obtained by
relaxing theintegralty restrictionsand its feasible solutiospace is representég the
polygoncontained in the solid lines. The boundary of¢tbavexhull of thesefeasible
integer points denoted byconySr), is indicated by dashetines. Obviously, it

representshe smakkstconvex set thatan contairthe lution space of IPSp. If the
optimal solutionof LP, , is integral it will be an extreme point of5p; that is to
say, it is on theconySp). If not, it is absolutely outside afon\Sr). Theremay exist

a linear inequalitythat can separate from conySp). The linear inequalityis

satisfied by all the feasible integeolutions of IP and violated by . Sudh linear

inequality is calleda cutting planefor Sp. The inequaity is added toLP as an

additional linear constraininda new LP is generatedThus, the nonrinteger solution

is no longer feasibléor the new LP. This procesgontinuesuntil an integral

optimal solution of thenew LP isfound. It is also an optnal solution of the original

IP.



Fig. 26 A cutting plane example

Thegeneralprocedureof a cutting planenethodis illustrated asfollows:
Stepl. Solve thel P relaxationof an IP problem
Step 2. If the solution to theLP relaxation isalso feasiblefor the IP problem,the
optimal solution of IP problem isbtainedand thealgorithmterminate. Otherwise,
go to Step 3.
Step3. Find one or more cutting planes that sepathésoptimal solutionof the LP
relaxation fromthe convex hull of feasibleteger points and addheseconstraintdo
the LP relaxation.
Step4. Return toStepl.

In a word, & each iteration, the current Lroblemis first solved, and valid
inequdities that areviolated by the optimal solutioaf LP problemare found Then
theseinequdities are added to the LPproblemuntil the optimal solutionof the P
problemis found

Fromthe above analysisve know that cuttingplane is a linear constraimthich
canreduce thesolution spacevithout loss ofoptimal feasiblepointsandcutting plane
methodcombinel with other techniquesan beused to obtain bounds for the global
optimum.Then the keyto thecutting planemethodis tofind inequalitiesviolated by
the current LP relaxatignhat is the generatiorof valid cutting planes

The generatiorof cutting planes islsocalledseparation algorithmwhich isthe
main featureof various cutting planenethod. Specifically speakingthe separation
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algorithm is to find inequalities violated laygivenfractional solutim , but valid

by a given set of linear inequality constraitsthe original problem, overify that

anysuch inequalitieslo notexist. The separation algorithm is presengesdfollows
As we knowaknapsack constraimian beusually written as follows

(2.13
where is a set of items, is the weight of item, b is the capacity of the
knapsackBinary variable  ={ } indicates that whether item

is selected in the knapsadle(, = 1)or not {.e., = 0).Its knapsaclpolytope is

the convex hull of feasible solutiomrsthe followingformula

(2.14)
Set is called a cover for (2.13) if . For any coverC, the cover
inequality(Cl) for (2.14) is definedn thefollowing form:

(2.15

Constraint(2.15) is valid by all poinsin H:. A Cl is calledvalid if it is satisfied by the

all points inH; andviolated bythe givenfractional solution
It was pointed outin [86] that valid Cls could be obtainedly solving a0

knapsack problenPp, asfollows:

(2.16)
Subject to

(2.17)

(2.18)

The above problem can be solved by the dynamic program proposed by Kaparis and

Letchford B7).

Define cover , Where is the optimal solution of problem

P«p. Thus, we have
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According to the definition ofC, if i BC, = 1, otherwise = 0. Then the

following formulaholds:

If , that is, , we have

The aboe processprovesthat the Cl defined by2(15) is violated by fractional
solution andit is a valid CI. Thereforein orderto find Cls for .13), problem
Pkp need be solved If its optimal value is greater than one, then @ledefined by

(2.15) is a valid CI.

2.4 Conclusion

In this chapterhazardous material transportatipnoblemswere dvided into
three categoried-or each reled problem its description, notation and formulation
areintroducel, its characteristics wermnalyze to explainthe differences between it
and the considered problem in this thesis anditésature reviewwas conducted
Then,lane reservatiostrategywasintroduced as a traffic management measure and
severalapplicationsof this strategyn real life weredescribé in detail. Additionally,
thestate of the artsnthe impact olane reservatioandthe lane reservation network
design problem was reviewed Thus, this thesis was motivatedto apply lane
reservationstrategyto hazardous materiatansportatiorfor the sake of reducing the
transportation riskFinally, some optimization methedand techniqus for solving
multi-objective andsingle objectiveproblemswereintroducel, which would be used

for theconsideregroblemsn this thesis
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CHAPTER 3MODEL AND METHOD FOR
HMTLR WITH TIME -INVARIANT RISK

3.1 Introduction

As stated in Chapter 1n industrial production, a huge quantity of hazardous
substance are shipped everyday through the transption networks. Although
almost lazardous matial shipmentscan safely arrive to their destination[1],
hazardous materialaccidents can happen enroute and result in undesirable
consequencedJnder this backgroundhazardous material transportation problems
have been widely studied in the literaur

It has been pointed out much relevant literaturéhat the essentiabbjective of
hazardous material transportatiproblemsis to minimize the transportation risk due
to its nature.As we know, the selection of routes in a network for hazardousialater
transportation can affect its risk factors, such as the probability of hazardous material
accidents and the risk exposure to the surrounding population and environment.
Therefore, appropriate routing decisions are very important for hazardous material
transportation management. In the last couple of decades, various applications of
OperationdResearch models to hazardous material transportation have focused on risk
reduction and fruitful achievements in this area have been published, please see [1]
for details As reviewed in Chapter 2he hazardous material transportatiproblem
can be divided into theéime-invariant problem and the timdependentproblem
according to thdeature of tharansportatiometwork Like mosthazardous material
transportatn problems studied in the literature, we first investigatéhis chaptea
time-invariant HMTLR problem, in which the transportation risk ionsidered
constant throughout the day.

As reviewed in Chapter 2he problems closely related to HMTLRclude the

routing problem, the network design problem and lttwation and routing problem



for hazardous material transportatiorhe outing problem for hazardous material
transportationinvolves multiple stakeholderssuch ascarriers and governments
which have their own different role in safelyshippng hazardous materials from
origins to destinationdn addition eachstakehol@ér may havedifferent priority. For
example, the transportation departmethorizel by government iscommonly
responsible fodespnating allowable routesith less risk as soon as possibileview
of public safetyandhealthy while carrier compaiesusuallytry to choosearoute that
can minimize transportationcosts and travel time§.herefore, thigoroblemcan be
considereda typgcal multi-objective problemwith multiple stakeholdersOther hot
research topgin this areasuch aghe networkdesign problenandthelocation and
routing problemfor hazardous material transportati@iso indicateshe natureof
multiple criteriaof hazardous material transportation problem

It can be observedrom section 2.2that in all the modelgpresentedin the
literature hazardousnaterial shipmentsshare the chosen road segments wither
transportation task In thischapter analternatve transportation way involving a lane
reservationstrategy is presentedhe essence of a lane reservation strategy is to
reserve lanesn some road segments (in some time intervals) in the traasport
network and to only allow special transportaticmsks to pasghrough them.
Transporting hazardous materials on reserved lanes can reduce thiwsker,the
lane reservation strategy may worsen the traffic situafiberefore,whenplanning
the reserved lanes ftiazardous materigtansportationa governmentegencyhas to
consider minimizing th@egativeimpact caused bthe lane reservation strategis
stated inChapter2, it has been successfulypplied inbus traffic,andsporive games
It is worthwhile topoint out that therdhave beema few mathematicalmodek to
optimally determine which road segments to be resef@@d[77]-[79]. However,
their workdid notconsider transportation risk factor explicitlshis chapteaddresses
amulti-objectiveHMTLR problem withtime-invariant risk.

In this chaptey the HMTLR problemwith time-invariantrisk is formulatedasa
multi-objective model Then an GOconstraint method is adopted to s®lthe
multi-objective modeland a fuzzy-logic-based approachis applied to choosea

4C



preferred solutionAn instancebased on real network topologies and randomly
generatedinstances are tested to evaluate the proposedethod Finally, the

conclusims and some potential directions for future researehdiscussed

3.2 Problem formulation

3.2.1Problem description

Let G = (V, A) be abidirectedhazardous material transpatibn network, which
is composed of a number nbdes.V is the set of noded\ is the set of the arcs that
connect the nodes. Arg, () denotes a road segment from node nodej. |W kinds
of hazardous materials must be carried from origihsV to their corresponding
destination® V.

The problem consideredn this chaptelis to choose lanes to be reserved in the
transport network and select the path of each shipment from the reserved lanes to
guarantee that each shipment must be finishedmiith deadline, and the risk caused
by all the shipments that pass the same road segment cannot exceed its threshold of
the accident probabilityin the considerechetvork, if one of the lanes on a road is
selected as a reserved lane, the other(s) aledctle general lane(sds shown in
Fig.3.1. Hazardous material transportation through the reserved lanes can reduce the
probability of accidents. Nevertheless, lane reservation will certainly impact the
normal traffic because only special shipment cassghem. The goal of the problem
is to seek a best tradeoff for minimizing the total impact on the normal traffic and the
total transportation risk, which provides useful decision supports for decis&ars.

Risk is the primary ingredient that distingoes hazardous material transportation
problems from others. Before proposing a formulation, some notions of risk

assessmeris recalked
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Fig. 31 Sketch of a road segment with reserved lanes

3.22 Assumption, notationandformulation

Before proposg the multi-objectivemodel,someassumptions and notatioas
presentedhere.

Assumptions

1. Both theprobability ofa hazardous material accident happening on amdc
the populatiorexposurealonga rcad segmerdgireconstantand timeinvariant

2. Potential accidents involving hazardous materials independently happen.

3. There are at least two lanes on a road such that one lane is allowed to be
reserved; otherwise, the impact on the normal traffithwltoo heavy.

4. Hazardous material shipments pass only through reserved lanes. That is, it is
required to reserve a lane on an arc if there is at least one type of hazardous shipment
passing through this arc.

Notations

w A M} set of hazardos materials type

Tj: travel time on the reserved lane of arg)(

: travel time on the general lane(s) of arg)( Note that > Tj
Ciji: impact on the normal traffidue to the lane reservation arc (, j)
M;: total number of lanes on ari¢j(

Sw: deadline of accomplishing shipmemnt

Qij: thresholdof theaccidentprobabilityon arc {, j)

. accidentprobability ofhazardous materia on a reserved lane of aii¢j()

42



. accidentprobability ofhazardous material on the general lane(s) of aii¢ (

j)- Note that >

Eij: population exposuralongarc {, )
Decision variables:

Formulation:
The hazardous material transportation problem with lane reservation can be
formulated as the following twobjective integer linear programming model.

Problem P:
Minimize (3.1

Minimize (3.2)

Subject to
(3.3

(34)
(35)
(36)
(3.7)
(38)
(3.9)
(3.10)

Objective(3.1) is to minimize the total impact of all resex lanes on the normal

traffic, where Cj is defined by according to[67]. The impactcan be

considered as thmcreasein travel time on thegenerallane(s) caused by the lane
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reservatiorstrategy which isproportionalto the ravel timeon the generdang(s) of
arc(i, j) andinversely proportional to thtal number of lanes oarc(i, j). According
to [70], an actually statistical result showed that the travel toh¢he generallanes
increasd about 53% after one of thréaneswas reservedn Al highway in Paris
This figure is very close to the theoreticaést result (50%) obtained by the
computational experiment done i7] using the abovdormula If the lane is not
reserved, therCj =0. Objective @.2) is to minimize the total transportation risk.
Constraints (3) and B.4) respectiviy mean only one path for each shipment
starting fromits origin ow and arriving toits destinationd,. Constraint .5) ensure
the flow conservation. Constrair8.§) expresses thahere is a shipment on arc {, j)
if and only if a lane is reserved on @onstraint 8.7) guarantees that the total travel
time of shipmentw camot exceedts deadlineSy. Constraint 8.8) requires thathe
risk caused by all the shipmerthatpassarc (, j) cannot exceeds risk thresholdor
the sake ofequity in the spatial distribution of riskConstraints 3.9) and 8.10)

specify thaD-1 restrictions on the variables.

3.3 Solution approach

In this section,an Gconstraint method is adopteal $olve the proposed problem.

After that a fuzzylogic-based approach is applied to obtapreferred solution.
3.31 Oconstraintmethodfor themulti-objectiveproblem

There are several commegchniqus to sole a multi-objective problem, such as
the weighted summethod the Bconstraint methodthe goal attainment approach and
metaheuristic$81]. The advantages tiie Bconstraint methotiave been presented in
Section2.3.2 With the Oconstraintmethod,the multi-objective IPmodel in this
chaptercan be transformed into a series of singigective IPmodek, which can be
solved with a commercial MIP solver, such as CPLEX.

The model proposed iection 3.2.3 has two competing objective functions
subject to a set of constraints. The fosef; is the impact on the normal traffic due to

lane reservation while the second oias the total transportation risk on those
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reserved lanes. iy when the lane is reserved foazardous material transportation
the shipmentcan pass the road segmenherefae, the first objective functiois
consideredas the main objective functionfhen, the multi-objective model is
transformednto asingleone in whichonly f1 is minimizedwhile f2 is added as a new
constraint to the feasible solution space.

The Bconstaint methodor the proposed problens described afollows:

1) Problem P in SectiorB.2.3is transformed into problemoPQ according to
basic principles of the Oconstraint methodProblem R( ) can berepresented as
follows.

ProblemPo( 0:

Minimize (3.1)

Subject to
(3.11)

and constraints (3)-(3.10).
where (s an upper limit of the value &f.

Complexity analysis If the shipments all start from the saroegin and the
deadlineof each shipment, thesk thresholdof each arc and the upper limit of the
second objective function are all large enoutjen thesingle objective IP problem
Po( 9 can be reduced ta Steiner tree problem88]. As a Steiner tree blemis
NP-hard [89], the single objective IP problem ialso NRhard. At presentthe
commerciallP solver like CPLEX can bestrongenough tosolve mediurrsize IP
problems. HenceCPLEX is appied to sole the singleobjective IP problemsRo( 0,
in this chapter

2) In order to solve problemoPY), it is necessary tdetermine@hat is limited by
the range ofobjective functionf,. To obtain the appropriaterange of fo, the
multi-objective problem P is decomposkdo two single problems P and P> with
objective functiond: andf. respectively.

A. Lower limit of each objective
The optimum values and of objectivefunctionf, andf, can be obtained

45



by solvingthe following problems PandP;, respectiely.
ProblemPy:

Minimize (3.1)

Subject to
constraintg3.3)-(3.10).

Note that an optimal vector ( : ) can be found by solvingP;.

Obviously,
ProblemP;:
Minimize (3.2
Subject to
constraints (3)-(3.10).
Note thatan optimal vector( , ) can be found bysolving P.. Similarly,

Let vertical and horizontadxesrepresent the values Gfandf, respectivelyas

shown in Fig3.2 The objective vector{ , ), minimizing each of th objective

functions corresponds to a point in thiejectivespacecalledthe ideal pont. If the
ideal objective vector were feasibtbe optimal solution afhe multiobjective model
is found.Generdl, this isimpossiblebecausesome conflicts amongbjectives exist.
Nevertheless, it can be considered as a reference pomtideal poinindicatesthe
lower limit of each objective.

B. Upperlimit of each objective

The nadir objective vectorepresents the uppéimit of each objectivan the

entirePareto sethut not in the entirebjectivespaceWe calculatethe upper limit of

each objectiveaccording to the followingrocessFirstly, let f> andfi: equal and

obtainedby solving P> and Py, respectively They can beconsidered as new

constraints(3.12) and (3.13) respectively Then new constrainf3.12) (resp. 8.13))
and constraintg(3.3)-(3.10) with objectivefunction f; (resp.f) composeproblem B
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(resp.Pa).

ProblemPs:
Minimize (3.1
Subject to
(312
constraints (3)-(3.10).
ProblemPa:
Minimize (3.2
Subject to
(3.13)

constraints (3)-(3.10).

Optimal values oproblems RandPs arenotedas and  respectively. @viously,

< and < .( , )isdefined aghenadir point as shown in Fi§.2

Fig. 3.2 Ideal and nadir points
3) In order tocalculate the alues of Q the range of thebjective functionfs,
range, need to be determinedFor values of, bounded by [ , ], rangecan be
defined as

range = E (3.14)

47



where and are obtained bgolvingproblemsP, andPxs.

Thenrangeis divided into S equal intervaldy S +1 points, namelyequidistant

grid points On constraint {1) is set bythesegrid pointsasthe following formula
,$=0,1,...,S (3.15)

4) Repeato solveproblem B( Qwith different values ofQ andfinally obtainSt+1

Pareto optimal solutien

3.32 Selection of greferredsolution

After S +1 solutions are obtained, DM may wishto select a preferrednefrom
them and also wants toknow its degree of optimalityln the literature there are
several approaches related to the selection of preferred solutions, shehkasean
clugering praedure the weightegsumapproachand thefuzzy-logic-based approach
Clusteranalysiscanclassifydatainto groups in whichindividuals are similar to each
other[90]. As one of the most common clustering techniqueskdmean clustering
procedure [91] is used when any preference of the objectives is absent. This method
chooses set of solutionsatherthan a singlesolutionand moreover, it is usually used
together withevolutionalgorithms such agenetic algorithra. The DM carchoose a
preferredsolution by theweightedsumapproachwhen apreferredweight vector is
provided. However, the method only gives #iesoluteweightedsum of objective
values of a solution, butails to indicatethe degree of optimality of a solutiofhe
fuzzylogic-based approactj92] cannot only provide a mogtreferredsolution but
also indicate its degree of optimalityTherefore, m this chaptey fuzzylogic-based
approachis appliedto assist &M in choosinga preferredsolution.

In the m-objective optimizabn problem withSt+1 Pareto optimal solution, the
membership function indicates the degree of optimaliyr thei-th objective

function in thes-th solution[92]. It is defined as follows.

In the case of objective functionsitig minimized,
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17 "m, 1"s"St+1 (3.16)

where and denote thdower and uppelimits of objective functiorfi of P
respectively and representshie value of the-th objective function in the-th

Pareto optimal solution, suchthat <[ , ].

For each solutiors, the membership degree is calculded based on its

individual membership functionas follows[92].

(3.17)

The solution with the maximumalue of is selected ashe most preferred
solution.If a DM canoffer a preferred weighvectorfor impact on normal traffic and

transportatiorsecurity anotherway of calculaing is provided by addingweight

factors i.e,

(3.18)

where &is the weight ofthe i-th objective finction and itcan be anypositive real

number The weight factor & can be selected by a Ditcording to his/her specific

preference of the applicatiom thischapteythe latter formula is employed.
Generaly, the algorithm to obtain a single prefedesolution for the proposed

multi-objective problem is describ&d thefollowing figure
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Algorithm

I. Apply the Gconstraint method to obtain Pareto optimal solutions

1. Transfornthe multiobjective model P inta single objective modeldP()
2. Solve problens P1 - P4 to obtain ideal and nadir points

3. Determinethe range obbjective functionfby (3.14)

4.5etSDQG GHWHUPLQ@PRPWBIS))YDOXHV RI1 0

5. SolveproblemPo ( ) and obtain Pareto optimal solutions

II. Apply the fuzzy-logic-basedapproachto choos apreferred solution

6. Calculate the membership function by (3.16)

7. Calculatethemembershigdegree by (3.18)

8. Selecta preferred solution

Fig. 33 Procedue of the Bconstraint and fuzzjogic basednethod

3.4 Computational results

In this section, the performance of the propoaggbrithm is evaluated byan
instance using a real network topology &%dsets of randomly generated instances.
Each set includes fiverardomly generatedinstances and each item in the
computational result tables is the average value of the five instaffwesalgorithm
was implemented in C, with which CPLEX (Version3)2wvas combined to solve the
transformedsingle objectivdP problems, Je., Problems ¢ 0-Ps+. CPLEX was run in
default settings. All the computationakperimentswere done on a HP PC with a
Pentium IV Processor BGHZ and 4.00GB RAMn the window?7 environment.

In this thesis the averagedegreeof graphG is definad asN =[A|/|V| [93] [94],
where Y| and 4\ is the number of nodes and arcs, respectiVélg. average degree of
graph G is defined as its number of arcs per node, whiphes thedensityof the
graph. ParameterS is set to 20. That means 21 Pareatimal solutions can be
obtained foraninstance. Total computation time represents the total running time for
obtainingS+1 solutions and choosing a preferred solution.

To check whether it is beneficial to reserve lanes for hazardous material
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transportation, the total transpoitet risk and average transportation duration of
shipments using reserved langdl be comparé with those on a no reserwahe
network. To achieve this purposk, is also necessaryto solve a new shipment
problem with minimurarisk objective on a no reseedlane network. That means

finding a minimumrisk path for each shipment when no lanes are resenfend

lanereservatiorproblem ismodeledwith decision variable  which is redefined as
=1 if andonly if shipmentw passes ard,(j), and constraints3(2)-(3.5), (3.7)-(3.9)

in which andTj are replaced by and respectivelyHowever, since both

the accidenprobabilty and the travel time would be higher compared to those of the
lanereservation case, it is possible that no feasible solutions exist for this new
problem due to thdeadline constrair(8.7) andrisk threshold constrair{8.8). Hence,

in thisno lanereservationproblem, these two constraints are relaxed to guarantee that
feasible solutions can be obtained.

Let Risk and Duration represent the total transportation risk and average
transportation duration of shipments for problem P, respectivel\Ride# be the total
transportation risk for the relaxed problem without using reserved lands
Duration.s be its corresponding average transportation duration of shipments. To
check whether it is beneficial to reserve lanes for hazardous material tramgporta
the ratiosRisk/Risk, and Duration/Duration,, should becalculatel. They indicate
how the transportation risk and duration change before and after reserving lanes for
hazardous materialehicles. On the other hant,can also examine how mucthe
travel time on thegenerallane(s) increases due to the lane reservaimtegy Let
GR be the growth rate of travel timahich is defined athe totalincrease in travel

time divided by the total travel time aihe generallane(s) before implementaticof

the lane reservatiostrategy That is,GR=

3.4.1An instance based on a real network topology

Firstly, an instance based on a real network topology from the city of Ravenna,
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Italy [31] was testedIn [31], the instance foRavenna has 105 nodes, 134 arcs. A
transporation network with the same number of nodes and arcs as those of the
QHWZRUN RI 5DYHQQD ZDV SURGXFHG EDVHG RQ :D[PDQ!

[95]. 12 shipments in the form of origitkestination pairs werset. The data of the

parameters including , Tij, : and Sy were generated based othe

Euclideandistancebetweennodes Let U(a, b) be a uniform distributionbetween

parametes a andb, with a < b. The value ofljj was generated a%; = * U(0.5, 0.8)

andQj was generated aQj= * U(0.4, 0.6).The proposealgorithm finds the

Pareto solutions i3.305%. The transportatiomisk and the transportatioduration

can be reduced by 73.8% and 12.5% after reserving landsagardous material
vehicles, respectively. The travel tinen the general lane(s) due to the lane
reservationstrategy increases 11.9%or the instance, 21rig points are produced

and 15 different objective vectors aetained. The distribution of theon-dominated
points on the tradeff curve is shown in Fig3.4, where vertical ordinate and
horizontal abscissa represent the value of the first and sedgective functions,
respectively. It is observed that the points are diverse and well distributed over the
Pareto front. DMs can choose one of them as a preferred one for the problem

according to the proposed fuzilngic-based approach.

b

the nadir
the preferre

K

% the idea

Fig. 34 Distribution ofnon-dominatedpoints of the problem with @eal network topologyn Italy

3.4.2 Randomly generated test instances

Test instancewere generated in the following wayhe transpodtion network G
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(V, A) was generatd based on the random network topology generator introduced by
Waxman P5]. The nodesvererandomly and uniformly generated in the plane [@]10
x [0, 1] and the arcsvere generated by the probability function tlaepeneéd on

the distances between thedes. The probability function between two nodg¢swas
defined as , whered(i, j) andL were the Euclideandistance and

the maximum distance betweeondesi andj, respectively, and Os " . The OD

pairswererandomly generated from the set of nodes.

Let =d(i, j) andTj = * U(0.5, 0.8) The deadlines, was set to bedis(ow,

dw) * U(1, ) [77], wheredis(ow, dw) Was the shortest travel time froow to dw in a

reserved path. Similarly, let = d(i, j) *U(8, 20) considering the effects of the

number of lanes, truck configuration, population density, and road conditidimeon

accident pobability given by P6]. =  *U(0.2, 0.3), whose univas 107. Note

that Qjj= * U(0.4, 0.6).Ej was generated byJ(10, 80), whose unitvas 10°.

Lastly, M; was generated byJ(2, 5) [96].

For simplicity, in Case 1, the weights for the two objective functions are set to be
equal, i.e.,& = & = 0.5. Table3.1 summarizes the computational result of Case 1
on the random generated instances With 4. It is observed in Tab& 1that the total
computation time (in CPU seconds) moderately increases with the number of nodes
and shipments but not for the membership degree of the preferred solution. Given the
number of shipments, the more the number of naglédee more computatiotime is
neededFor examplethe computation times of sets-3h dramaticallyincreasewith
|V| from 70 to 110 as shown in Fig. 8. Likewise, given the number of nodes, the
more the number of shipments, the more time is needed. For example, the
computaton time for sets 149 is more than that for sets-13, respectively. One of
the largest instances that can be solved by CPLEX within 3 h of CPU time limit has
110 nodes440 arcs, and®0 shipments, while the membership degree of the preferred

solution fa each set almost settles down between 0.8 and 0.9. From J.4btbe



values of RisKRisk, and Duratiof/Duratiory range from 0.27 to 0283 and from

0.590 to 1335, respectively, while GR ranges fradr21to 0.1%. In other words, the
transportatiorrisk can be reduced froil.7% up to B.1% after reserving lanes, and

the average transportation duration of shipments after reserving lanes is less than or
almost equal to that before reserving lanes. On the other hand, the travel time on the
general lar(s) caused by the lane reservation strategy increases by no modd%han

This indicates that lane reservation can offer great benefits to hazardous material

transportation at a reasonable cost.

Table 31 Computational resustof Case 1 on the random generated instancesNvitt

Membership Total

. Risk / Duration/
set |V| W degreeof the computation . . GR
. . Riskar Durationy
preferred solution  time (CPU s)
1 30 10 0.822 14.527 0.253 0.841 0.134
2 40 10 0.818 20.463 0.263 0.886 0.127
3 50 10 0.782 22.761 0.247 0.685 0.134
4 60 10 0.854 29.688 0.252 0.709 0.134
5 70 10 0.835 47.155 0.270 0.800 0.126
6 40 15 0.875 31.430 0.248 0.923 0.132
7 50 15 0.860 58.578 0.280 1.017 0.136
8 60 15 0.859 104.721 0.271 0.971 0.18
9 70 15 0.886 142.079 0.258 1.040 0.1
10 80 15 0.868 159.863 0.263 0.900 0.127
11 50 20 0.848 93.207 0.267 0.882 0.134
12 60 20 0.872 158.480 0.258 1.000 0.130
13 70 20 0.870 212.329 0.259 0.987 0.137
14 80 20 0.863 317.590 0.261 0.956 0.133
15 90 20 0.867 750.118 0.250 1.119 0.126
16 100 20 0.867 785.301 0.275 1.124 0.124
17 110 20 0.875 587.669 0.261 1.006 0.1z
18 120 20 0.825 3464.027 0.259 0.976 0.1Z
19 130 20 0.854 3188.770 0.254 1.0% 0.123
20 140 20 0.869 9263.910 0.265 1.067 0.1
21 150 20 0.870 14159.337 0.251 0.964 0.120
22 160 20 0.860 10303.592 0.260 0.951 0.124
23 170 20 0.856 23491.573 0.265 1.054 0.119
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24 180 20 0.878 38234.871 0.251 1.088 0.136

25 190 20 0.861 21964.948 0.259 1.062 0.121
26 60 25 0.862 285.351 0.269 1.067 0.136
27 70 25 0.893 714.119 0.280 1.066 0.133
28 80 25 0.847 748.568 0.274 1.054 0.130
29 90 25 0.883 1498.118 0.250 1119 0.1%
30 100 25 0.868 4518.394 0.283 1155 0.126
31 70 30 0.871 1033.827 0.270 1.050 0.135
32 80 30 0.889 1556.263 0.262 1.104 0.131
33 90 30 0.881 3214.654 0.260 1.198 0.130
34 100 30 0.894 10639.205 0.270 1.335 0.127
35 110 30 0.885 30164.856 0.270 1.174 0.121

Fig. 35 Computation times of sets 335

Table 3.2 shows that, given the number of nodes and shipmdinés,total
computationtime increases with the graplegree.For example, the computation
times of sets 555 increase withN from 5 to 9 as shown in Fig. 8. It is worth
pointing out that the larger the size of the instances is, the sharper the increase is. For
example, the computation time for gt with V| = 50,|W] = 5, andN = 9 is 1683
times more than that of s&6 with |V| = 50, W] = 5, andN = 5, whereaghe
computation time for se80 with [V| = 90, W = 25, andN = 9 is17.759times more
than that of se®6 with |V| = 90,|WM = 25, andN = 5.



Table 32 Computational resustof Case 1 on the random generated instancesdifiientN

Membership Total . .
) Risk: / Duration/
set [Vf W N degreeof the computation . i GR
. ) Riskn Durationa,
preferred solution  time (CPU s)

36 50 5 5 0.855 13.069 0.266 071 0.1%
37 6 0.768 15.253 0.267 0.618 0.131
38 7 0.774 16.561 0.257 0.6 0.126
39 8 0.742 18.600 0.286 0642 0.138
40 9 0.765 21.995 0.282 0.643 0.121
41 60 10 5 0.836 47.444 0.266 0719 0.1z
42 6 0.817 51.377 0.259 0.714 0.120
43 7 0.816 55.393 0.273 0662 0.117
44 8 0.808 71.565 0.254 0660 0.126
45 9 0.860 146.428 0.257 0821 0.119
46 70 15 5 0.852 114.028 0.255 0962 0.120
47 6 0.846 200.269 0.258 0943 0.120
48 7 0.843 310.696 0.265 0867 0.122
49 8 0.870 350.886 0.274 0.895 0.120
50 9 0.858 418.692 0.269 0943 0.118
51 80 20 5 0.870 360.217 0.259 1.005 0.1z
52 6 0.862 646.714 0.254 1.340 0.120
53 7 0.850 1137.061 0.260 0965 0.122
54 8 0.838 1487.926 0.3 0953 0.120
55 9 0.865 2853.311 0.327 1.332 0.117
566 90 25 5 0.886 2835.420 0.281 1.217 0.123
57 6 0.868 12828.213 0.290 1.203 0.1z
58 7 0.864 8310.987 0.270 1.173 0.149
59 8 0.872 9033.214 0.290 1.095 0.11
60 9 0.863 50355.016 0.318 1.064 0.118

Table 3.3 shows how the membership degree of the prefesabation and the
average membership degree of solutichange with the number of grid points given
the number ofnodes, number of shipments, and graph degfde average
membership degrdae defined as the totahembership degree afl solutionsdivided
by the number ofdutions. It can bebserve from Table3.3 that the membership
degree of the preferrexblution does not necessarily increase with the number of grid

points. However, the average membership degree of solutioresasesvith it.
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Fig. 36 Computation times of sets &b

Table 33 Computational resuitof Case 1 on the random generated instances with diffSrent

Membershigdegreeof the Average membershipdegree
set |V WM N ) .
preferred solution for asolution

61 50 8 7 10 0.813 0.682
62 15 0.813 0.691
63 20 0.824 0.701
64 25 0.815 0.69
65 30 0.814 0.697
66 75 12 6 10 0.863 0.744
67 15 0.861 0.746
68 20 0.869 0.751
69 25 0.868 0.754
70 30 0.868 0.754
71 100 16 5 10 0.857 0.705
72 15 0.855 0.716
73 20 0.859 0.719
74 25 0.858 0.723
75 30 0.860 0.724
76 125 20 4 10 0.863 0.722
77 15 0.864 0.727
78 20 0.86 0.733
79 25 0.866 0.734
80 30 0.866 0.734

Now, it is the turn toanalyze how the membership degree of the preferred

solution and the average membership degree of solutbasge with the weight
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vector given the number of nodes, numbkshipments, and graph degree. Note that,
in Case 1theweights for the two objective functions are set to be equal 8les, &

= 0.5. Let us consider other two cases, called Cas®sd23, in which the weight
factor for the main objective functias larger than the other one. In Case 2, &et=

0.7 and & = 0.3; in Case 3, se&l = 0.9 and & = 0.1. In Table3.4, both tte
membership degree of the preferred solution anchtleeage membership degree of
solutions for Case 2 (respectivelzase 3) are higher than those for Case 1
(respectively,Case 2). As we know, the membership degree indicatesdeal the
solution is. t is clear that the performance of geferred solution is degraded when

the weight of the mainbjective function is reduced.

Table 34 Computational resudtof Case 1, 2 and 3 on the random generated instances

Membership degree of th  Average membership
set V| W N Case

preferred solution degree for a solution

81 40 5 9 1 0.842 0.713
0.842 0.773

3 0.913 0.83

82 50 10 8 1 0.856 0.762
0.864 0.806

0.943 0.906

83 60 15 7 1 0.864 0.722
0.878 0.803

3 0.928 0.875

84 70 20 6 1 0.833 0.736
0.885 0.815

3 0.943 0.906

85 80 25 5 1 0.873 0.732
0.8% 0812

0.9% 0.885

3.5 Conclusions

In this chaptey a new hazardous materishnsportatio problem with a lane

reservation strategwas presentedThe proposed multbbjective model intended to
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minimize two competingbjective functions: the impact on the normal trafii@ the
transportation risk. Then, an efficiesgorithm based on th@constraint methodvas
developedo solve themulti-objective model and a fuzdggic-based approacvas
proposed to help DMs derive a best compromise solution. The results of
computationalexperimens showed that the Gconstraint methodcould solve the
multi-objective optimization problem withim reasonable time and find efficient
Pareto optimal solutions The computational resultalso showd that the lane
reservation strategsould greatly reduce the transportation risk at a reasonable cost of

its traffic impact on the normal traffic.
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CHAPTER 4 A NEW AND EXACT METHOD
FOR TRANSFORMED SINGLE O BJECTIVE
PROBLEMS OF HMTLR wITH

TIME -INVARIANT RISK

4.1 Introduction

In Chapter3, we investigaed a problemwhich intended to choose lanes to be
reserved in the trapsrtation network and select the path of each shipment from the
reserved lanests objectivesvereto minimize the totaimpactdue to lane reservation
and minimize the total transportation riskVe developed a muibbjective integer
programming model fo HMTLR with time-invariant risk and proposed a
Oconstraint method for itWith the Gconstraint methodthe proposegroblemwas
transformed intoa series of singleobjective IP problems In this method, the
transformed single objectivproblemswere solved bya commercialoptimization
softwarepackag@ CPLEX, whichwaseasy to be carried out.is well knownthatthe
performance of theGconstraint methoddepend on the solution time of the
transformed single objective problemblowever, dthough CPLEX is able to
optimally solvethe transformedsingle objective problem,the ime consumptiorof
CPLEX is a big burdenfor large size instancesas indicated irChapter 3 Soit is
necessaryo resort toother efficient algorithns for these single objectivproblens
basedon ther characteristicswith which it may be possible to solve larggre
problems within a shortéime.

Asdescribe in Chapter 2 he cut-andsolvemethodhas two favorable properties
Firstly, unlike the traditional tree seares, the cutandsolve search have no
branchingbut a seech path That meansthaWKHUH DUH QR 3ZURQJ™ VXEWUF
the searchmay get lost.In addition the cut-andsolve searchconsume very little

memory space so thats memory requirementan benegleced Due to these
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propertiesof the cutandsolve method it hasa high potential for problemshat are
difficult to solve using deptfirst or bestfirst search tree method85]. In this
chapter, to reduce the computation time of the transfosimggie objectivgproblens,

we propose aewcut-andsolveand cutting plane combinedethodfor them

4.2 Solution approach

In this section,the cutandsolve and cutting plane combinedhethod is
introducel to solve thdransformedsingle objective problemsin this method, based
on the property of the problem, preprocessing is presenteéd reducethe search
spaceof solutiors. After that, theremainingproblemsand spase problems relad to
the transformed single objective probkerare presentedTo obtain better lower
bounds a cutting plane method smbealdedin the cutandsolve methodto tighten

theremaining problems
4.2.1 Preprocessing

Before using the ctéindsolve method, propertiesf the modelproposed in
Chapter 3 areanalyed so asto reduce the search spadé the values ofsome
variablescan be determined in advanddesearchspacecanberedu@d which may
help to reduce the solution time

In transformed single objective modej( 9, for j DN, letp(ow, j) andp(j, dw)
denotethe shortest travel duratisfirom oy to j andfrom j to dw in an exclusively
reserved pathrespectively whereow and dw are the original node anddestination
node ofshipmentw, respectivelyp(ow, j) andp(j, dw) can beobtainel using ) OR\G TV
shortest path algorithm. Define #&t as follows:

For w BW, Av={j|p(Ow, ]) +p(, dw) >Sv, | DN}

Apparently if shipmentw pasgs through the nodes i\, the travel time
deadlineconstraint(3.7) will be violated.So in any feasible solutiorghipmentw
would notpassthroughany noden Aw. Thus, we have

(4.2)

With the pe-processingthe solution space of the original problesnreduced
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without losing the optimality of the original problembecausehe values of some
decisionvariables are fixed to zeandno feasible solutiorof Po( § is excluded. After
the preprocessing, aewtightenedmodelP ¢ ) is obtainedby addingconstraint(4.1)
to Po( 0. In the next subsection, a eamdsolve and cutting plane combinadethod

for P ¢ Qwill be presented

4.2.2 Definition of piercing cutsparse problem and remainipgpblem

The principle of the cuaindsolve method has been describe€hapter 2In the
cutandsolve method piercing cut PC), sparse problemSR) and remaining
problem RR) play a very important roleTo applythe cutandsolve method, we
need to definghem

For Po( , we usethe techniqueof generating piercing csiintroduced byClimer
and Zhand85]. They defined avariable setincluding the decision variables whose
reduced cosvalues are greater thangaven value alpha Then the piercing cut is
defined asa corstraint such thatthe sum of the decisiomariablesin this special
variable set isgreater than or equal to on€he keyto generatingpiercing cus
becomes how to determine the variatse

LetU: (r « 1) denotesucha set The U, should bealsodefined according tesome
propertes of the problemAs aur problemis different from theesymmetrictraveling
salesmarproblemstudiedin [85], it is necessaryo analyzeits propertiego obtain an
appropriateU,. Note thatour problem hastwo kinds of decision variablesin two

differentlevels the lane reservation variabjg in the strategic levedndthe shipment
pathvariable in tactical level.The formervariabley; is consideredo be more
important than  for thefollowing reason.The pathof eachshipmentis composed

of all reservedanes which means that only theserved lanean beselectedor the
shipmentpath For example,given an arc (i, j), if y; = 0, then = 0 for all

shipmentsBecausearc (i, j) is not reserved, anghipmentcannotpass througlit. As
implied in constraint(3.6), the reservation of one lane pot may result in different

shipmentpaths.Thereforey; is considered as thmorerelevantvariade to Uy, rather
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than

Let Y(yj) denote the reduced coatdlueof y; in the optimalsolution of the linear
relaxation problem o€P:. ThenUr (r « 1) is defined a$ollows:
Ur={yilYly)>h, (] DA} (4.2)
wherehy is a given positive number.
OnceU: is determinedPC; (r 1) is defined aghefollowing formula

PG :
(4.3
Using PG, the solution spacd €P: is separated into two subspac@sdSR andRP:

can be obtained by adding new constraintSka

SR andRP; are defined as follows:

SR:
Minimize (3.1
Subject to
Constraints 3.3)-(3.11), (4.1)
and (4.9
(4.5)
RP:
Minimize (3.
Subject to

Constraintg3.3)-(3.11), (4.1), (4.4),

ard (4.6)

It is worth pointing out that when= 1, the original problen® 1s considered as

CP1. For this reasorgonstraint 4.4) should be removed f&P. andSP.
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4.2.3 Cutting plane method to tighten remainprgblem

As describe in Chapter 2, in the cutting plane methqdcutting planesare
iteratively generattand theircorresponding constrainéseadded successively to the
current relard problem untilits fractional solution becomes an integare Valid
inequalitiesfor a problem separatedby the cutting plane methqdcan reduce the
solution spaceA tight lower bound of theemainingproblemfor HMTLR can be
obtained bythe cutting plane methadn the cutandsolve methodwhen thelower
boundobtainal by the remainingoroblem is greater than or equal to the current best
upper boundanoptimal solution of the original problerms found andhe CSmethod
stops.If atighter lower bounds obtainedfewer iterationshould berequired.On the
other handa tight lower bound caralso provide someuseful informationfor the
generéon of the piercing cut.In a word, the cutting plane methothy contribute to
fasterconvergencef the cutandsolve method

The separation algorithm for tipeoposedproblemis presenteds follows

As stated in Chapter,2a knapsack constraintan be writtenin the following

form:

(2.13)
where , , andb areaset of items, the weight of itemandthe capacity of the
knapsack respectively is a bnary variabk, andif =1, itemi is selected in
the knapsackotherwiseijt is not.

Set is called a coverfor (2.13) if . Then the coverinequality
(CI) for (2.13) is definedas follows
(2.15

A Cl is calledvalid if it is satidied by the feasible solutioandviolated by a given

fractional solutiorof the original problem
Let Tij, Sw correspond to , b and in the knapsack problem,

respectivelyThen, taveltime deadlineconstraint 8.7) can
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be consideredas a standard knapsack constraint fofimerefore, he CI for 3.7) has

the following form:

whereA, is asubset ofA.

Similarly, the CI forrisk thresholdconstraint(3.8) has the following form:

whereW,is asubset of\V.
Valid Cls for constraing (3.7) and (3.8) could be obtainedy solving a0
knapsack probles) Rp1 and Rp2, respectivelyasfollows:

Problem Ry

(4.10)

Subject to
(4.11)

(4.12)

Problem Ry
(4.13)

Subject to
(4.14)

(4.15)

The above problems can be solved by the dynamic program proposed by Kaparis
and Letchfod [87]. The separation algorithrfor finding valid Clsfor constraint(3.7)

is presented in the following figurand that focconstraint(3.8) is omitted here



Separation algorithm

Given a fraction solution ,forh=1, « ,|W andn=0, « , Sy, define:

1. Setf(h,n):= * forh=1, « ,|[W andn=0, « , Sy. Setf(0, 0) := 0.
2.Setg(h) := " forh=1, « ,|WM.
3.for h=1to|W do

4. forn=0toSydo

5 if f(h i 1, n) < f(h, n) then

6 Setf(h, n) :=f(h i 1, n)

7. end if

8 end for

9 forn=0toSy i do

10. iff(h i L,n)+ (i )<f(h,n+ )then
11. Setf(h,n+ ):=f(h il n)+1i )
12 end if

13. end for

14, forn=Syi +1toSydo

15. if f(hiln)+(1i )<g(h) then

16. Setg(h) :=f(h i 1, n) +(1i )

17. end if

18. end for

19. if g(h) < 1then

20. Output the violated cover inequality.
21, endif

22. end for

Fig. 41 Procedure othe separation algorithm

4.2.4 Overall algorithm

The procedureof the proposed algorithmmombinedthe cut-andsolve method
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with the cutting plane methaslgivenin theFig. 4.2

Cut-and-solveand cutting plane combined method

1. Setr := 0 and best upper bouttBmin:= +".
2. Obtain a new modd? «afterthe preprocessing for original modé&, and then st

current problenCPy:=Ps

3. Solve the linearelaxation problem o€P: and obtairalower boundLBo andits
correspondingsolution If the solution is integralan ogimal solution of the
original problemis foundandthe algorithmterminate.

4. Find possibleCls by the separatioalgorithm If there exist any Cls, add them
CP. and go to step 3.

5. while (LB " UBmin) do

6. Setr :=r + 1.

7. Define piercing cuPC; by (44) and obtairSR andRP..

8. Solve SR optimally and obtain its optimal valueB; if it exists. SetUBmin :=
UB: if UBr < UBmin.

9. Solve the linear relad RP and obtaira lower boundLB; and itssolution If the
solution is integral, séiiBmin := LBy if LB < UBmin, and go to step3l

10. Find possibleCls by the separation algorithrdescribed in Fig4.1. If there
exist any Cls, add them BP. and go to step 9; otherwise §&#+1 := RP.

12.end while

13. Return UBmin and its correspondingokition asthe optimal value andhe

optimal solutiorof the original problemrespectively

Fig. 42 Procedure othe cut-andsolveandcutting planecombinedmethod

4.3 Computational results

In this sectionthe performanceof the proposednethodis evaluaed. In order to
compare theomputationtime of the citandsolve method with that of CPLEXhe
samerandomly generatei@dst instancem Chapter 3 werused The proposednethod
was coded in C. The computational experimengsawalso carried out on an HP PC

with a 3.10GHz Intel Core processor aned3B RAM underWindows 7 environment.

67



Table 4.1 summarizes the computational resutin the randomly generated
instancesvith N =4. ColumnsT1 and T2 represenihe averageomputatia time (in
CPU second9)f five instances for each set by CPLEX andd¢heandsolvemethod
respectively.Firstly, it is worth pointing outhat the total computation tinseof the
cutandsolve methodmoderately increaseith the number of nodes and siments
Given the number of shipments, the more the number of nodes, the more computation
time is required For example, the computation tis#r sets 1-15 increase with the
number ofnodes. Given the number of nodes, the more the number of shipments, the
more time isequired For example, the computation time for sets1®6is more than

that for sets 145, respectively.

Secondly, t can be also observed fromable 4.1 that the proposednethod is
more efficient than CPLEXfor large size instancebor example,for most instances
in Table 4.1,i.e., sets 485, the computation time required by the -amdsolve
method is less than that by CPLBEXg. 4.3 gives thérends of two curvesf T1 and
T2 for instances witfW|=20. As illustrated in the figure,the trend of T2 curveis
almost identical to Tturve but T1 increases with the number of nodesre sharply
than T2. For example, for setllwith [V| =50, the ratioT1/T2 is only 1.060 times
while for set24 with |V| =170, T1is 5.904 timesas much a3 2.

Table 41 Computationatesuls on the random generated instances With4

set |V W T1 T2 TUT2
1 30 10 14.527 17.979  0.808
2 40 10 20.463 21.899  0.934
3 50 10 22.761 25.327  0.899
4 60 10 29.688 27.457  1.081
5 70 10 47.155 38.446  1.227
6 40 15 31.430 23.946  1.313
7 50 15 58.578 49.445  1.185
8 60 15 104.721 89.514  1.170
9 70 15 142.079 110.060  1.291
10 80 15 159.863 119.234  1.341
11 50 20 93.207 87.957  1.060
12 60 20 158.480 120.276  1.318
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13 70 20 212.329 177.132 1.199

14 80 20 317.590 253.652 1.252
15 90 20 750.118 463.054 1.620
16 100 20 785.301 671.657 1.169
17 110 20 1587.669 950.602 1.670
18 120 20 3464.027 1820.074 1.903
19 130 20 3188.770 2142.012 1.489
20 140 20 9263.910 4172.901 2.220
21 150 20 14159.337 7448.342 1.901
22 160 20 10303.592 4641.092 2.220
23 170 20 23491.573 4747.636 4.948
24 180 20 38234871 6475983 5.904
25 190 20 21964.948 6900.594 3.183
26 60 25 285.351 189.817 1.503
27 70 25 714.119 597.049 1.196
28 80 25 748.568 579.046 1.293
29 90 25 1498.118 964.507 1.553
30 100 25 4518.394 2478.616 1.823
31 70 30 1033.827 786.720 1.314
32 80 30 1556.263 1082.922 1.437
33 90 30 3214.654 1946.094 1.652
34 100 30 10639.205 7689.428 1.384
35 110 30 30164.856 13391.541 2.252

Fig. 43 Comparison of T1 and T2

Table4.2 givesthe total computation tinseof the proposednethod with different

N. It can beseen from this tablethat given e number of nodes and shipmenie
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total computatiortime increases with the graplegree For examplethe computation
time for set45 is 2.269 times more than that for set 41. It is worth poirgirigthat
the larger the size of the instances is, rilygicer the increase is. For example, the
computation time for setO with N = 9 is 1301 times more than that of sef @ith N

= 5, while the computation time for sé0 with N = 9 is17.299timesas much ashat

of set B with N = 5.

Table 42 Computationakesuls on the random generated instances wifferentN

set [V W N T1 T2 TUT2
36 50 5 5 13.069 16.627 0.786
37 6 15.253 18471 0.826
38 7 16.561 20.048 0.826
39 8 18.600 20.655 0.901
40 9 21.995 21.624 1.007
41 60 10 5 47.444 43.728 1.085
42 6 51.377 48.834 1.052
43 7 55.393 48.141 1.151
44 8 71.565 58.642 1.220
45 9 146.428 99.238 1.476
46 70 15 5 114.028 103.394 1.103
47 6 200.269 101.326 1.976
48 7 310.696 174.949 1.77
49 8 350.886 222.472 1.576
50 9 418.692 250.411 1.672
51 80 20 5 360.217 346.435 1.040
52 6 646.714 403.757 1.602
53 7 1137.061 709.389 1.603
54 8  1487.926  1177.199 1.264
55 9 2853311  1550.122 1.841
56 90 25 5  2835.4®  1327.554 2.149
57 6 12828.213  7742.349 1.657
58 7 8310987  6472.951 1.245
59 8  9033.214  4795.675 1.884
60 9 50355.016 22965.672 2.193
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4 4 Conclusions

In this chapter thetransforned singleobjectivemodelproposedn Chapter3 was
solvedby a cutandsolveand cutting plane combinedethod A specific property of
the considered problem was exploredreduce the solution space of theginal
problem Moreover,a cutting plane method was developed to tightemaining
problem which could help to acceleratethe process ofcutandsolve method
Computational results shea thatfor the transformed single objective problernise

proposed methodutperfornedthe software package CPLEX.
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CHAPTER 5 M ODEL AND METHOD FOR
HMTLR WITH TIME -DEPENDENT RISK

5.1 Introduction

As mentionedin the previous chapters,hazardous material transportatitias
become a increasingly important problem worldwide andhas attraced many
UHVHDUFKHUVYT BEasdfitl. \MkeRahast lalD ofMhK Hazardous madd
transportation problemsChaptes 3 and 4 have investigated the HMTLR problem
with time-invariantrisk. That is to say, the risk of a road segment in a transportation
network isassumed to be constamthich fails to capture the dynamic nature of the
reatlife traffic environment. In redife, for examplerisk on road segmentsay be
time-dependent @ population density subject to tinoé-day variation peak and
off-peak periods, various weather conditions and sorbe. timedependent risksi
one of the important features ofhazardous materialtransportation The
time-dependentransportatiorproblem is todecidethe path for eackhipmentand its
starting timeof each arc on the pa#io as to minimize the transportation risk.

Note that ime-dependen hazardous materiaransportation problems can be
distinguished into deterministic and stochastic settings. The dynamic characteristic of
transportation networkis usuallyexpressed bpne or mordink attributesfor a road
segmentFora deterministictime-dependent transportation problem, part or all of the
link attributesare assumed to be variant lalitof the link attributesreknown. Fora
stochastic timalependent transportation problem, liné& attributesare considered as
random variables wht time-dependent distribution functions. For tirdependent
hazardous material transportatidine mainlink attributesusuallyincludetravel time
and transportation risk.

Time-dependent hazardous material transportagwoblems have not been
widely studied and only a few related publications can be faarttie literature such

asNozick et al [21], Jiaet al [22], Erhan and Osmar2}], Mengetal. [26] , Chang
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et al [27]. These works has beeaviewedin Chapter 2In thischapterwe propose a
new problem:HMTLR with time-dependent riskin which the transportation risk is
considered to be deterministic and tiependentThe consideredporoblem will aim
to reserve laneboth on some road segmerdadin some specific time periods m
transportatio network To the best of our knowledge this is the first work for
hazardous material transportation lae reservatiowith time-dependent risk

As we knowthefactorsof the transportation risk generally include the hazardous
material accident probdiby and the population exposure to the accidents. The
accident probability estimatias influenced by the nature of roads, characteristics of
the trucks, transportation environment and driver conditi®fl gtc. Estimatng the
accident probabilityis a complicate and difficult work. For simplification, the
probability of an accident is regarded to be timeariant in thischapter Population
exposureis determiné by population densityand arealn real life, the population
density along a road segntestrongly depends on timend spaceThe population

density in hospitals, schools, factories and so on in day time is greater than that in

night, and the opposite happenin residentiaNareas. In this wok, the accident

probability on reserved lanes mssumedo beknown andthe population exposure
along road segmests assumedo betime-dependentTherefore the transportation
risk varies with time and space This work was motivated by the dynamic
characteristic of risk anidl is a natural extension of opreviouswork in Chapter 3

In this chapterthe HMTLR problem withtime-dependentisk is formulated as
new multiobjective model The objectivesare tominimize the total mpact on the
normal traffic and the total transportation riSken,some propertiesf the modehre
explored to reduce the search space of solutions and &andg#olve based
Oconstraint methods developedFinally, randomly generateshstancesaretested to

evaluate the proposed method.



5.2Problem formulation

5.2.1Problemdescription

The network considered inithchapter is identical to that i@Bhaptes 3 and 4.
Comparedwith Chapter 3 the additionalassumptions in th chapterinclude 1) any
two hazardous material shipments on the same road segmestt maintaina
minimum time intervalcalledsafetytime interval 2) travel time ora reserved lanis
time-invariant thoughout the daynevertheless the risk on a road segmens
time-dependent because the population exposure varies with time in nature. The
population exposure on each airg)X attime period[lk, lk+1), denoted agix, depends
on the departure time dm nodei. Without los of generality,setl: = 0 as the
beginning time of thérst period Usually there are only several time periodsa day
[97]. Sotravel timeT;j on the reserved lang less than the length of a time period, i.e.
Tij < lk+1 £l. The problem igo choose lanes to be reserysédlect the path for each
hazardous material shipment, and decide the travel time period for each shopment
each arc inits path The objective ofthis problem is to seek a best tragi for
minimizing thetotal traffic impact on the normal traffic and the total transportation

risk.

5.2.2Notation andormulation

In additionto those defined iChapter3, the following notationsare introducel
to model the considered problem

Additional setsand parameters:

K{1, ... ,|K|}: setof time periods

Tint: safety time interval between any two shipmentsipggssame arc

Eix: population exposure along ai¢jj at time periok

Decision variables:

is the arriving or leaving timef shipmentv at noda.
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Formulation:
The mathematical model forthe HMTLR problem in networks with

time-dependentisk is presented by consings (5.3)-(5.17).
Problem

Minimize (5.1)
Minimize (5.2)
Subjectto
, (5.3)
, (5.4)
, (5.5)
: (5.6)
, (5.7)

. (58)



: (5.9)

, (5.10)

: (5.11)

(5.12)

, (5.13)
, (5.14)
, (5.15)
, (5.16)

(5.17)

whereM is avery large positive number.

Objective 6.1) is to minimize the total impact on the normal traffic. Objective
(5.2) is to minimize the total transportation riskonstraint $.3) (resp. 5.4)) mears
thatfor shipmentw, there is one and only ompathdeparting from the source node
(resp. arrisng at the destination node) during one and only one time period
Constraint §.5) ensurs the flow conservation constraint for noden W{o,, d.} on
space and timelt represerd that if shipmentw arrives at anodei (i o, d.) via a
reserved lanauring time periodk, it must also depart fromvia a reserved lane
during time periodk, or it does not visiti. Constraint $.6) guaranteeghat no
shipmentwould pass throughrc §, j) during any timeperiodif nolaneon thearc has
beenreserved. Constraints.f) and 6.8) meanthatif shipmentw passes through the

reserved lanen arc (i, j), then itstravel time isTj;. Constraint $.9) means that there

is exactly one time periokfor on any noéi. In a feasible solution, shipment
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passes through ard, () if and only if two conditions are satisfied: >0 and

. Constraing (5.9) and 6.10) imply thatarrive time  shoud be located

within one and only one timperiod and on exactly one ar€onstrain$ (5.11) and
(5.12) guarantedhatif two or more shipments pass the same reserved tlagethe
safety time interval between any two shipments must be satisfied. Cotsstrai

(5.13)-(5.17) specify the restriction on thaecisionvariables.

5.3 Solution algorithm

In this section, an improvezlit-andsolve baseddconstraint method idevelogd
for solving the multiobjective modelThe principle of Bconstraint methothas been
presented inChapter 3. In tis chapter, we present only the transformed single
objective problem andnimprovedcut-andsolve methodin which a newtechnique
of generatingiercing cus according to theharacteristiof the consideregroblemis

deweloped
5.3.1Transformedsingle objective model
Similarly, objective functiorfiis chosen as theain objective functionWith the

Bconstraint methogresented inChapter 3, themulti-objective model  can be

transformednto asingle objective model , Whichis presented a®llows:
Problem
Minimize (5.1)
Subject to

Constraints§.3) - (5.17)
(5.18)

Complexity analysis Problem is NP-hard

Proof: If only onetime periodis considered and itkength is large enough, the

proposedime-dependent problem wibe reducel to a timeinvariant oneMoreover
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if the shipments all start from the samgin andthe safety time intervalTint, IS

smdl enoughand the upper limit of the second objective functi®farge enough,

then thesingle objective problem can be reduced ta Steiner tree problens§],

which is a famoudNP-hard problem Therefore the single objectiveMIP problem is

also NRhard.
For soling problem , it is necessary to determine th@ngeof 0. Once

therangeof Qis determined, then a series @fcan be fixedPlease see Chapter 3 for

how todetermire the range of@.
5.3.2Cut-andsolvemethod
In this section animprovedcutandsolve methodis proposedo solveproblem
. The improved CS methothas two characteristics compared with that

presented in Chaptdr The firstoneis a partial integral relaxation strategwhichis
appliedto get agood” LBs. Thesecondneis a newtechniqueof generatingiercing

cut, whichis proposed to accelerate the CS method.

5.3.2.1Preprocessing

Before using the cedindsolve method, propertiesf the modelare analyzedn
order toreduce the search spadé the values ofsome variables can be fixed

advancethe searchmacemaybe reduced so as $peed up the CS process.

As defined in Sectio®.2, =1 means that tharriving time of shipmentv at
nodei occursattime periodk and otherwise  =0. The following propertyholds.
Property 1. If =1, then ,

Proof. Note that if =1, then =1. It implies that . That is,
. For arc {, j), it can be deducd that
Note thatTj < lw14k. Thus holds which implies

two cases. In one case, , and in the othercase,
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. This is to sayeither or Ct

follows that
From Property 1, constrainb.09) will be added toproblem to obtain
problem
Problem
Minimize (5.1)
Subject to

Constraints%.3) - (5.18),

(5.19)

5.3.2.2Definition of piercing cut, remaining problem and segproblem

The principle of the cuandsolve method has been describedChmapter 2.An
important factoiwhich influences the efficiency ofthe cutandsolve method is that
tight LBs should begenerated atach iteration. Foan ntegerprogramming model,
LB is usually obtained by solvinglinear relaxation problem d®P. Our greliminary
simulation experiments shad that the linear relaxation oRP commonlyprovided

Y HU\ 3EH3.G0 obtain an improved.B, the partialintegral relaxationstrategyis
applied toRP, in which only and are relaxedscontinuous variabkewhile
theintegrality ofy; and is maintainedThe partial integratelaxation strategy is
based on the following observations

1) The variables retad to the path®f shipmentsare and yj. Note that

means thashipmentw passes thragh the reserved lane on ai¢ jj during

time periodk and otherwise, f are not relaxed, theesultsof our

preliminary simulationexperiment show that most of thaake thevalues of zero,

which meas that very feweservedanes are passed by ttghipmens at any time

period TheLBr obtained in this case is usuallyH U\ 3 Hie(efore, should be
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relaxed to obtain more subpat&smilar observation can be also found for .

2) Anotherimportant decision variablg meanswvhetherthere is a reserved lane
on arc {, J). Constraint(5.6) implies that oly when the lane is reserved twaizardous
material transportatigrthe shipmentcan pass the roasegment and resening one

lane ornot may result incompletelydifferent pathsof shipmentsOur preliminary

simulation experimens show if yj are relaxed as the same as , a considerable

number ofy; take thevalues greater #n zero.Ilt means that there may exist a
reservedane on thecorrespondingirc. However, thexperimens alsoshowif y; are

not relaxed, a bettetBr can beobtained Therefore y; are considered asiteger

variablesin this chapterSimilar observatio can be also founidr

Anotherkey issue for theeutandsolve method is to find an approprigtierang
cutthat separagethecurrent remaining problem into a new sgaproblem and a new
remaining problemif the solution pace ofSPis too small, the optimal solution is not
3JRRG™ HQRXJK W BerXauad the saiKieh sp&ce BPis too large, it
will take too muchtime to obtain an optimal solutiorClimer and Zhang introduced a
general procedure for genergj piercing cuts based on reduced cost from an optimal
solution of linear relaxed problemi85]. In their work, PC: was definedas a set
including thedecision variablesvith large reduced cosBut the general procedure
not appropriatéo MIP becausé has been shown by ougreliminary experimera
results that théower bound of theproposed problerobtained by théineaty relaxed
RPis not good enough anthe reduced costs dfecision variableare often missing.

Referencq 79] proposed a new pieing cut technique for MIP using the number of

SFULWLFDO OévaNesf” 6L Qabe fractional in an optimal solution of

therelaxedRP, ( , , ), there may be mulfiie paths for someshipmens.

The link with the greatest value of LV FDOOHG FULWLFD® OLQN"’

of the piecing cut based o08FULWLF D O O L ©@NThe&ongitierd ptolieqn h >
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this chapteris different from that in 79]. The piecing cut in [/9) camot be used
directly for our problem. Anew piecLQJ FXW EDVHG RQ 3FULWLFDO OLC
follows.

Let L, represent the set of shipments whidvemultiple paths in the fractional

solution and represent the first node where mydtth appears for shipment

Define a; asthe set of the most potential afos all shipments irL;, which imples
that the arcén ar are very likely to beedected in the final optimal solution of.A hat

is,
, (5.20)

where refers to the arc with the largest value among all the arcs outgoing

from node

The piercing cut is a combination of some decision variables in a certain set,

calledU:. In this chapterl; refers to the set dhesedecision variables , Where

v is ashipment whichthasmultiple patts in the fractional solutiorand ( , ) isthe

most potential arcs for shipmentSet U, is defined as follows:

(5.21)

Thepiercing cut(PCy) is defined as follows:

: (5.22)

whereh, is a given integer in [1, .

Accordingly, the additional constraint associated wBR; can be written as

follows:

(5.23)

As mentioned abovéyP: and SP; are generated by adding constraifi2%) and
(5.23) to CP;, respectivelyThat is,
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RP::
Minimize (5.1)

Subject to
Constraints§.3)-(5.19), (5.22)

and (5.24)

S
Minimize (5.1)

Subject to
Constraints§.3)-(5.19), (5.23) and 6.24).
It is worth pointing out that whein= 1, the original problem is considered as

CP1. Henceconstraint $.24) should be removed f&®P. andSP..

The process of thenproved cutandsolve methodis illustrated in Fig5s.1.

5.4 Computational results

To evaluate the efficiency of the proposed metHdd} irstances (31 setg 5
instances) wereandomly generated. The proposed algorithm was coded in C. The
computational experiments were carried out on an HP PC with eéGH0ntel Core

processor and-&B RAM underWindows 7 environmenfThe CPLEX MIP solver

(version12.5 under default settings was usedsolve problem . It wasrun until

problem was solved to optimality.

The transportation netwoi® (V, A) in this workwas generated according to the
randon network topology generator proposed by WaxmaB@5].[ The
origin-destination pairsvere randomly selected from the set of nodearameteiK

was setfrom 1to 5 because in real life the number of time periods wasenytlarge

[97]. Let be the accident probability of hazardous materalon the general

lane(s) of arci(j). Note that > . Our preliminary experimera resultsshowed
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Setr:=0 ,UBmnin ' CP1=

v

Relax with partial integrality strategy and solve the
relaxed problem

The solution ioptimal

Setr:=r +1. DefineCP; asRP;.;

A

v

DefinesetU, andPC;, and then obtai8P; andRP,

A 4

Solve SP;

UBr < UBmin

%t UBmin:: U Br

v

RelaxRP; with partial integrality strategy, solve the
relaxed problem and obtain a lower bouui for RP;

\ 4

UBmin " LBr

\ 4

Obtainthe global optimalalueUBy;»of

Fig. 51 Flow chart of the cuaindsolve method for the transformed single objective problem
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that the values of thmput parameters , Ti, WEik, Tint, and Mjj, had little

effect on the performanceof the proposedlgorithm for a considerable number of
instances and they wegeneratedaccording to the following ways. The data of
parametersvere setin the similar wayin Chapter 3 [~ d(i, j) and T = i U(0.6,

0.9), where Uwas a uniform distribution = d(i, j) *U(8, 20) = * U(0.6,

0.9), whose unitvas 107; Ejx was generated by(10, 80), whose unitvas 10; Tin=
10; Mjj was generated by(2, 5). The number of iterations ddconstraintmethod S
was setto 20.

Table 5.1 summarizes the computational resutin the randomly generated
instanceswith N =3, W|=5 and |K| = 3. Thetotal computation timeor an instance
representss total running time for obtaining1 solutionsin the Gconstraint method.
ColumnsT1 and T2 represetihe averageomputation time (in CPU seconds)five
instances for each set in which problemi$ solved bythe optimizaibn software
packageCPLEX and the C®asedmethod respectively.lt can be observe from
Table5.1 that the proposed Clsasedmethod is morefficient than CPLEX andoth
thetotal computation timemoderatelyincrease with theumberof nodes. It is wott
pointing out thathe trends of two curvesf T1 and T2arealmost the sameBut T2
increases with the number of nodesreslightly than T in Fig.5.2 For example, for
set 1 withY| = 20,T1lis only 1.261 timess much a32, whereas for s with |V| =
100, the ratiolT1/T2is 2.223 times

Table 5.2 summarizes the computational resutin the randomly generated
instanceswith N =3, W|=10 and |K| = 3. It can be observed froMable 5.2 that the
computation timse of CPLEX and the proposed methdussticaly increase with the
numberof nodes, but the latter increases mdightly thanthe former.Take sets 10
and 11 6r examplegiven the number of shipments and time periods¢timeputation
times T1, T2 for set 1 are 6.636and 4.440times as much athose for set 10,
respectively. From Tablés1 and5.2 it canbealsofoundthat the CS based method
is moreefficient for the sets witfW]=10 than for the sets with\] =5. For example,

given the number of nodes and time periodE,T2 for set 3 is aly 1.476, whileit
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increases t8.573for set 12.

When the number of nodes increases to 60 in Tal@deCPLEX cannot find 21
optimal solutions of within 36000sbut the proposed methadndo it well
for ses with up to80 nades Set athresholdof the computation timdor each problem

to 36000s/21. When thiaresholdis reachedanda problemis notsolved to

optimality, CPLEX is terminatedror sets 1416, although CPLEX fadlto find all
optimal solutions, it canprovide lower bound and upper boursdof (s) which

were not solved to optimality when CPLEX is terminafBide gapbetweerthe lower
and upper bounds denotedas (upper bound+lower bound)/upper boundnd it

implies the extent of optimality. GAP ifable 5.2 denots the averagegap for
problems (s) that were not solved to optimalifyhe averagegap of sets 146

are 5.309%, 3.217% and 3.949%. The gaps are relatuady, which meanshatthe
obtained solutions might be relativetiose tooptimality for sets 14.6. The gap of
set 14 is bigger than those of sets1® which isbecause of one of thestance with
complex structureln Table5.2, given thajW|=10, thecomputatiortime for set 16 is
nearly up to 36000s so that this set can be considered as one of the-daajest

problems which can be solved in reasonable time.

Table 51 Computational resudtwith N=3, [W|=5 and|K|= 3

set V| T1 T2 T1/T2
1 20 42.492 33.689 1.261
2 30 159.133 101.038 1.575
3 40 229.150 155282 1.476
4 50 328.191 174.90 1.875
5 60 319.409 200.318 1.593
6 70 865.940 252.521 3.429
7 80 1375.141 465.90 2.95
8 90 2089.713 830.78! 2.515
9 100  2353.98 1058.735 2.223




Fig.52 Comparison of T1 and T2

Table 52 Computational resudtwith N=3, W|=10 andK| =3

et |V T1 T2 T1/T2 GAP
10 20 529.566 385.258 1.3% 0
11 30 3514.437 1710.633 2.0% 0
12 40 11489.591 3215313 3.573 0
13 50 28094.791 6698.321 4194 0
14 60  >36000.000 5703.657 2 5.309%
15 70  >36000.000 7568.321 2 3.217%
16 80  >36000.000 35434.710 2 3.949%

Table 5.3 shows the total computation tisef the proposedmnethod wih N=4,
[W|=5 anddifferent [K]|. It canbe seenfrom Table5.3 thatfor a given number oY,
the computation time increasegpiickly with the value ofK. For example, the
computation times for 100 nodes wiK]| = 3 (set30) and|K| = 5 (set31) are11.329
and24.237timesmore tharthat with|K| = 1 (set D), respectivelyAs shown inTable
5.1 and Table5.3 the computation timalso increaseswith the averagedegree of
network.When |[K| = 3, given the number of nodes and shipmethis,computation
time with N = 4 is more than that witN = 3. For examplethe computation timéor

set24 is 2.645 times as much as that for set 5.

Table 53 Computational resudtwith N=4, [W|=5 and|K|=1-5

set M K| T1 T2 TUT2
17 o 1 26.923 23804 1.131
18 3 63.177 41.690 1.515
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19 5 160.727 141.198 1.138
20 1 45.259 31.647 1.430
21 40 3 202.990 165.206 1.2
22 5 311.470 251.380 1.239
23 1 53.883 37.412 1.440
24 60 3 625.306 529.896 1.180
25 5 1289.057 1141.264 1129
26 1 83.74 51.417 1.628
27 80 3 2920.514 831.62 3.512
28 5 4002.699 1575.91 2.540
29 1 149.272 101.348 1.473
30 100 3 3885.786 1148.12 3.384
31 5 9610.322 2456.343 3.912

55 Conclusions

This chapterinvestigated theHMTLR problem with time-dependentrisk, in
which the transportation riskvaried with time throughout the dayA new
multi-objective mixed integer programming model whst preseneéd for this
problem.A pre-processingroperi of the considered problemasexplored tareduce
the solution spaceThen a improved cutandsolve method was developéar the
transformed single objectiveroblens, in which partial integrakelaxation strategy
and new piercing cut generation technique were propdSethputational results

showedthat the proposed mettoutperfornedthe software package CPLEX.
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CHAPTER 6 CONCLUSIONS AND
PERSPECTIVES

This thesisinvestigatedhazardous merial transportatiorproblemsvia lane
reservationin networkswith time-invariant and time-dependentisk for desigrnng
time-andsafey guaranteedoutes for eachhazardous m@iterialshipmentby optimally
selecting laneto beresered from the existingtransportatiometwork The objectives
are to minimize the total traffic impactdue to lane reservation and the total
transportation risk

Firstly, ahazardous material transportation problem with lane resensttiategy
in networks with time-invariantrisk wasinvestigaéd. A multi-objectiveinteger linear
programmingmodel for the proposed problem wé&smulated The BOconstraint
method wasusedto transform the mulobjective problem into thsingle objective
ones. he complexity ofthesesingle objective problems wagrovedto be NP-hard
and optimization software package CPLEMXas applied to obtain Pareto optimal
sdutions A fuzzy-logic-based approacivas also exploited to help DMs select a
preferred solutiofirom Pareto optimal solution€omputational results omanstance
based on a real network topologgd randomlygeneratd instanceshowed thathe
Oconstrant method could efficiently solve tle considered multi-objective
optimization problem withina reasonable time and find efficient Parejtimal
solutions Computational resultalso demonstratethat the lane reservation strategy
could greatly reduce thansportation risk.

Secondly a newresolution methodcalled a cutandsolve and cutting plane
combinedmethod was developedo solvethe transformed single objectivaroblem
in Chapter 3 A preprocessingproperyy was also explored taeduce the soliudn
spaceCutting plane methotbr finding validinequalitieswas developetb accelerags
the convergenceof cutandsolve method Computational results on randomly
generatd instancesdemonstratedhat the proposed algorithmvas more efficient
sinceit took about an average @6.4%6 computation time of CPLEX for different
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sized problems.

Finally, hazardous material transportativia lane reservation in netwaskvith
time-dependentrisk was investigaed, in which population exposurelong road
segmentavas assumedo betime-dependentA multi-objective mixednteger linear
programmingmodel wasormulated A pre-processingroperly wasalso explored to
reduce the solution spacehen a improvedcutandsolve baseddconstraintmethod
was proposedThe improvedcutandsolve method different fromthatin Chapter 4,
adoped a newtechniqueof generatingpiercing cus and apartial integral relaxation
strategy was proposed forthis method. Computational results shed that the
proposed algorithntould find Paretooptimal solutios fasterthan CLPEX forthe
transformed single objectivaroblems. It ould be seen thathe proposed algorithm
took aboutan average oft3.236 computation time of CPLEX for problems with
differentsizes

Future works may be condied fromseveral aspects

(1) Firstly, the transportationisk andthe negativeimpactdue tolaneresenation
are assumed as knowparametes in this thesis Note that isk is defined asthe
produd of the accidentprobabilityand populatiorexposureAssessng the probability
of each hazardousmaterial release may need manyhistorical dataand some
techniquessuch asusing logical diagrarbasedapproach determinng population
exposuredepends onnot only the nature ofhazardousmaterials but alsahe
geanetrical shapesf the impact areaAdditionally, the negdive impacton normal
traffic is a complicatd issue related to traffic flowthe size and type of vehiclaea the
transportation networks, etGenerally speaking, when performitige assessmeruf
transportation riskand impact some hypotheses awrgsually introduced.If such
hypotheses are removiddhding resolutionmethodsbecomes morehallenging

(2) Another future workmay be tcexpand the mathematical model. For example,
hazardousnaterialvehicles areallowed to stop duringheir trip so asto avoid peak
risk periods orsomeroad segments

(3) The Bconstraint method used in this thesis can only obtain the waatoP
optimal solutions. Thus, one of the future research directions is itaprove
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Oconstraint methodo ago seek forall thestrict Paretooptimal solutions

(4) Although the at-andsolve based Gconstraintmethodis able to optimally
solve the consideredproblems within a reasonable timethere isstill a heavy
computationaburden onlarge size problemsstudying properties of the modehay
help to reduce the search space. Exploiting efficient piercing cuts is another way to
improve the efficiency of the candsolve methodAdditionally, it is necessary to
developefficient heuristic algorithms basedn the characteristics of tleonsidered

problers.
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