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1

INTRODUCTION

“The three R’s of Vision: Recognition, Reconstruction, Reorganization."

- Jitendra Malik, UC Berkeley

1.1/ CONTEXT AND MOTIVATION

Since the 1960s, computer vision has been a very active research field. The ultimate goal

of computer vision is to let the machine perceive the world as human. For this purpose,

there are three major problems to solve: recognition, reconstruction and reorganization.

This thesis tackles the challenge of reconstruction, particularly 3D scene reconstruction

of dynamic environments. There are various purposes on 3D scene reconstruction, such

as historical building preservation, film industry, city planning, map-based autonomous

navigation, etc. As a general goal, the sought 3D map should be of high quality so that

the distance measurement is precise (e.g. less than 10mm) and clean (e.g. only contains

the desired objects). Early studies on the 3D reconstruction problem focus on the passive

sensing approaches, e.g. Structure-from-Motion approaches, that estimate the scene’s

3D structure based on the multi-view geometric constraints. However, such approaches

are very often imprecise and sensitive to noise, e.g. bottom-left image of Fig. 1.1. Recent

advances rely on the active sensing techniques, e.g. laser scanners, that offer precise 3D

point cloud measurement of the scene, e.g. bottom-right image of Fig. 1.1. Such accurate

3D data allow the possibility of reconstructing high quality 3D maps which provide reliable

knowledge that plays a vital role in scene modelling, understanding, and landmark-based

robot navigation.
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2 CHAPITRE 1. INTRODUCTION

When reconstructing the 3D maps, many approaches assume that the environment is

nearly static with very few moving objects. However, in practice, some scenes can be

highly dynamic, especially the uncontrolled outdoor scenes, e.g. a train station at rush

hour. The reconstructed 3D maps of such cases are of low quality due to two reasons:

(i) the dynamic parts provide very noisy information for the registration process. (ii) the

moving object tracks also introduce numerous outliers all over the process. Therefore, it

is necessary that the moving objects are detected, segmented and removed for accurate

3D map reconstruction.

FIGURE 1.1 – Examples of moving objects in two consecutive frames. Middle-left is the
respective dense optical flows where the colors encode the flow directions. Middle-right
shows some detected features (green dots) with their motion trajectories (red lines). The
bottom images are the reconstructed 3D point clouds using stereo vision (left) and Velo-
dyne 3D laser scanner (right), respectively.

Identifying moving objects is a natural ability for humans. For example, Fig. 1.1 shows two

consecutive frames of a video. It is effortless for a human to point out the moving objects

(e.g. the van and the cyclist) and separate the feature trajectories with respect to their

motions. However, these are very difficult tasks for machines. To address this difficulties,

this thesis focuses on the study of motion detection and segmentation and the reconstruc-

tion of high quality 3D maps. In particular, motion detection discovers the moving objects

from a dynamic scene, while the motion segmentation separates them according to their

distinctive motion behaviours. These are important problems because their outputs are

beneficial for many related fields in computer vision, such as video analysis, scene un-

derstanding, and multi-body 3D reconstruction.
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1.2/ SCOPE AND CHALLENGES

This thesis addresses the problem of dynamic scene 3D reconstruction via the analysis of

moving objects in terms of their detection and segmentation. By priorly removing the de-

tected moving objects, the static map is reconstructed by registering the static scene parts

of the dynamic sequence, while the multiple rigidly moving object reconstructions are ob-

tained from the registration of the segmented motions. Furthermore, semantic information

is learned using images and transferred to the reconstructed 3D maps. Specifically, we

have investigated the motion detection and segmentation problems in two different sce-

narios, as well as solutions for precise sparse point cloud registration problem, as follows:

i Unknown camera motion case: we consider a 2D-and-3D camera system which is

rigidly attached to a moving platform (e.g. a moving car), see Fig. 1.2 as an example.

The 2D camera is one rgb camera (e.g. the Point-Grey-Flea-2 color camera) and

the 3D camera is a laser scanner (e.g. the 64-layer Velodyne laser scanner). The

2D-3D camera system is assumed to be fully calibrated so that the intrinsic and

extrinsic parameters of the sensors are known. Additionally, the data acquisition of

both 2D and 3D cameras are assumed to be synchronized for immediate 3D to 2D

correspondence.

ii Known (or precisely estimated) camera motion case: here, we only make use

of the point cloud data acquired from 3D laser scanners. Given a point cloud se-

FIGURE 1.2 – Example of a 2D-and-3D camera system [1] rigidly mounted on a mobile
platform. Such system contains a Flir color camera (red bounding box) and a Velodyne
3D laser scanner (blue bounding box)
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quence, the camera ego-motions can be recovered precisely by using the traditio-

nal Simultaneous Localization and Mapping (SLAM) approaches. The estimated 3D

camera motions are then compensated prior to the detection and segmentation of

the moving objects.

iii 3D Map Reconstruction and Enhancement: to register a set of sparse point

clouds, we take advantage of well calibrated and synchronized 2D-3D camera sys-

tems. Once the 2D and 3D correspondences are established, the 3D to 3D feature

correspondences can be inferred from their 2D to 2D feature matching pairs, which

allows a fast (but rough) point cloud registration using minimal 3-point RANSAC al-

gorithm. Afterwards, the precise registration is achieved by using Iterative Closest

Point (ICP)-based approaches.

1.2.1/ UNKNOWN CAMERA MOTION CASE

In such cases, it is very challenging to detect and segment the moving objects since both

the static and dynamic scene parts appear to be moving. To address this problem, the

motion segmentation methods which deal with feature tracks obtained by tracking (e.g.

the Kanade-Lucas-Tomasi (KLT) feature tracker and optical flow tracking) are very effec-

tive. Most of these methods rely on the affine projection model which assumes that the

scene is planar. Moreover, when both the camera and the dynamic objects move along

the same direction with similar velocity, the resulting feature tracks are numerically uns-

table due to the perspective projection effects. To overcome such difficulties, our motion

segmentation directly segments the raw 3D feature trajectories. Since the feature tracks

are analysed in a 3D space, our method does not rely on the affine projection or the

perspective projection assumptions.

Furthermore, due to the drifting and occlusion problems in feature tracking, the feature

trajectories inevitably contain noise, outliers, or missing entries. We design a robust mo-

tion segmentation algorithm in the presence of noise and outliers, as well as a novel

feature trajectory construction approach to handle the problem of feature tracking loss.

We also consider the practical scenarios that feature trajectories from dynamic objects

and static scene parts are imbalanced. In this regard, we propose a flow-likelihood-based

sampling approach to balance the number of feature trajectories from both static and

dynamic scene parts.
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1.2.2/ KNOWN CAMERA MOTION CASE

The moving object detection problem can be simplified as a change detection problem af-

ter compensating the camera ego-motion. Still, it is a challenging problem due to the lack

of knowledge, e.g. the size, the velocity, and the number of moving objects. Traditional

image-based approaches focus on camera motion compensation using image homogra-

phy registration by assuming that the scene is nearly planar. The dynamic scene parts are

then detected based on pixels or patches differences. For non-planar scenes where paral-

lax effects arise, the "Planes + Parallax" Decomposition-based approaches are proposed.

However, such approaches work well only for slow camera motions in which consecutive

images are largely overlapped. The probabilistic model-based methods are very popular

when point cloud data are involved. For example, local occupancy grid maps are applied

to record and predict the states of the occupancy grids. Such approaches highly rely on

the prior knowledge of the map.

While detecting the dynamic parts in unknown environments, many practical difficulties,

such as sudden illumination changes, night vision, and large field of view (FoV) require-

ment (e.g. 360◦) etc., lead the current methods to fail because they either rely on image

information which is sensitive to illumination changes or probabilistic models that require

prior map knowledge. We therefore seek a robust algorithm which detects the moving

objects solely relying on non-textured 3D point clouds. To this end, a novel Flow Field

Analysis (FFA) approach is introduced to detect the motion flows of moving objects based

on (but not limited to) 3D point clouds acquired from laser scanners. The FFA approach

analyses the spatial and temporal displacement of objects, which addresses the motion

detection problem in essence. The detected motion flows can be further clustered into

their respective motions using the Sparse Flow Clustering algorithm.

1.2.3/ 3D MAP RECONSTRUCTION AND ENHANCEMENT

Once the moving objects are detected and segmented, a forward step is to obtain high

quality 3D reconstruction. The 3D static map reconstruction is conducted by only regis-

tering the static scene parts, while the multi-body reconstruction of the rigidly moving

objects is achieved in a similar manner. Iterative Closest Point (ICP) is one of the most

commonly used algorithm due to its simplicity and robustness. However, the convergence
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of ICP algorithm requires a careful initialization and rich geometric structures of the point

clouds. To overcome these problems, we find out that initialization using the 3-point RAN-

SAC registration algorithm is very effective. Further, a Dual-Weight ICP (DW-ICP) algo-

rithm is employed to iteratively estimate the rigid transformation by assigning different

weights to the RANSAC inlier point pairs and the ICP correspondences.

Due to noise, the registered point clouds from multiple observations suffer from multi-

layered artefact which is addressed by employing a 3D Thin Plane Spline algorithm. Fur-

thermore, a ball pivoting algorithm is applied to construct 3D meshes of the smoothed

point clouds. The textures of meshes are mapped from the color images and then refi-

ned by using mutual information. Finally, thanks to the recent advances in deep learning,

we now are able to obtain faithful semantic labels using image information. To semanti-

cally understand the static and the dynamic objects, we learn their semantic labels using

image information and transfer those labels to the 3D point clouds by using a max-pooling

strategy, which is a significant step towards scene understanding.

1.3/ CONTRIBUTIONS

Our contributions have been published in several articles [2, 3, 4, 5, 6, 7, 8]. Our works

dealing with unknown camera motion cases have been published in [2, 3, 5], and the

contributions are summarized as follows:

i We propose a novel framework for motion segmentation using a 2D-3D camera

system attached on a mobile platform. The proposed framework clusters the raw

3D feature trajectories using the Sparse Subspace Clustering (3D-SSC) algorithm

and the SMooth Representation clustering (3D-SMR) approach, which outperforms

the state-of-the-art motion segmentation methods.

ii We present a simple but effective scheme for incomplete trajectory construction to

handle the practical problem of feature tracking loss.

iii We introduce an effective flow-likelihood model which samples the feature trajec-

tories based on their optical flow values, and balances the number of trajectory

samples from the static and dynamic scene parts.

The corresponding papers are listed below:
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• Cansen Jiang, Danda Pani Paudel, Yohan Fougerolle, David Fofi, and Cedric

Demonceaux. Static map and dynamic object reconstruction in outdoor scenes

using 3-d motion segmentation. IEEE Robotics and Automation Letters (RAL),

1(1):324–331, Jan. 2016 (Invited presentation at ICRA’16, Stockholm, Sweden

∼ 35% acceptance rate), paper link, video link;

• Cansen Jiang, Danda Pani Paudel, Yohan Fougerolle, David Fofi, and Cedric De-

monceaux. Reconstruction 3d de scènes dynamiques par segmentation au sens

du mouvement. In Le 20èmè congrès national sur la Reconnaissance des Formes

et l’Intelligence Artificielle (RFIA). Clermont-Ferrand, France, Jun. 2016, paper link;

• Cansen Jiang, Danda Pani Paudel, Yohan Fougerolle, David Fofi, and Cedric

Demonceaux. Incomplete 3d motion trajectory segmentation and 2d-to-3d la-

bel transfer for dynamic scene analysis. In IEEE International Conference on

Intelligent Robot and System (IROS). Vancouver, Canada, Sept. 2017 (∼ 45%

acceptance rate), paper link, video link.

In cases of known camera motions, our contributions have been reported in [8], and are:

i We present a novel algorithm for moving object detection by using the 3D vector

flow analysis. Our algorithm efficiently and accurately detects the motion flows via

Radon transform, and outperforms the state-of-the-art methods.

ii We further propose a new Sparse Flow Clustering (SFC) model under the sparse

subspace self-representation framework with improved performances due to the

introduction of a spatial closeness constraint which significantly outperforms the

state-of-the-art approaches.

The corresponding paper is noted below:

• Cansen Jiang, Danda Pani Paudel, Yohan Fougerolle, David Fofi, and Cedric De-

monceaux. Static and dynamic objects analysis as a 3d vector field. In IEEE Inter-

national Conference on 3D Vision (3DV). Qingdao, China, Oct. 2017 (Oral presen-

tation ∼ 7% acceptance rate), paper link, video link.

Finally, our contributions in high quality 3D reconstruction of static map and multi-rigid

bodies are detailed in [4, 6, 7], as follows:

i We propose a robust and accurate optimization framework for sparse point cloud

registration. Our formulation is leveraged from the closest-point and consensus-

http://ieeexplore.ieee.org/abstract/document/7378903/
https://www.youtube.com/watch?v=D5CvIjGHFfg&t=1s
https://hal.archives-ouvertes.fr/hal-01338632/
https://hal.archives-ouvertes.fr/hal-01569325/
https://www.youtube.com/watch?v=kMP0WkroPCw
https://hal.archives-ouvertes.fr/hal-01584238/
https://www.youtube.com/watch?v=LewA8Lhn5Xo
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based methods, while complementing each other in their unfavourable conditions.

ii We introduce a dynamic scene understanding framework for simultaneous dynamic

object extraction, static map reconstruction, and semantic labels assignment.

The corresponding papers are indexed below:

• Cansen Jiang, Dennis Christie, Danda Pani Paudel, and Cedric Demonceaux.

High quality reconstruction of dynamic objects using 2d-3d camera fusion. In IEEE

International Conference on Image Processing (ICIP). Beijing, China, Sept. 2017

(∼ 45% acceptance rate), paper link, video link;

• Cansen Jiang, Yohan Fougerolle, David Fofi, and Cedric Demonceaux. Dynamic

3d scene reconstruction and enhancement. In IAPR International Conference on

Image Analysis and Processing (ICIAP), pages 469–479. Catania, Italy, Sept. 2017

(Oral presentation ∼ 10% acceptance rate), paper link.

• Dennis Christie, Cansen Jiang, Danda Pani Paudel, and Cedric Demonceaux. 3D

reconstruction of dynamic vehicles using sparse 3D-laser-scanner and 2D image

fusion. In IEEE International Conference on Informatics and Computing (ICIC),

pages 61–65. Lombok, Indonesia, Oct. 2016, paper link.

1.4/ ORGANIZATION

This thesis is divided into seven chapters. Chapter 2 comprehensively studies the related

works on moving object detection and segmentation. In Chapter 3, we introduce the fun-

damental knowledge in Subspace Clustering approaches, Robust Estimation methods,

and Convex Optimization algorithms. The proposed 3D-SSC and 3D-SMR algorithms for

motion segmentation problem with unknown camera motion are presented in Chapter 4.

When camera motion is known, a Flow Field Analysis-based approach is employed to

detect the motion flows which are further clustered using the proposed Sparse Flow Clus-

tering algorithm, as detailed in Chapter 5. Afterwards, a DW-ICP algorithm is suggested

for accurate point clouds registration in Chapter 6. This chapter also provides a 2D-to-3D

label transfer strategy for 3D scene labelling and understanding. Chapter 7 concludes our

work and summarizes some future perspectives.

https://hal.archives-ouvertes.fr/hal-01528396/document
https://www.youtube.com/watch?v=gi0ZF-UwyUE
https://link.springer.com/chapter/10.1007/978-3-319-68560-1_46
http://ieeexplore.ieee.org/abstract/document/7905690/
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LITERATURE REVIEW

“Know how to solve every problem that has ever been solved."

- Richard Feynman, The Feynman Lectures on Physics

Moving object detection and segmentation has been a popular research field over the

last few decades. Date back to 1975, Limb and Murphy [9] proposed to estimate the

velocity of moving objects of images from television stream, which introduced the interes-

ting problem of Moving Object Detection (MOD). Later, such techniques were intensively

driven by the second-generation coding [10] which aims to detect, segment, and remove

the moving object to achieve very low bit rate video streams. For decades, the MOD

problem has evolved from simple scenarios, i.e. static camera in planar scene, to more

complicated cases, i.e., moving camera in non-planar scenes. Meanwhile, the quality and

functionality of cameras have been profoundly improved, i.e. from noisy, low-resolution

2D cameras to high quality 3D cameras. Despite the significant amount of static-camera-

based approaches, this thesis focuses on the moving camera cases. In other words, only

the algorithms that are applicable to moving camera setup are discussed.

In details, most of the methods are grouped into two main categories, namely 2D-based

(or image-based) MOD and 3D-based MOD. The 2D-based MOD approaches are ap-

plicable to the detection of moving objects using 2D data (images), while the 3D-based

methods are dedicated to the motion discovery using 3D data. Note that the 3D data

are generally considered as 3D point clouds acquired from 3D sensors, such as 3D laser

scanners, RGBD cameras, stereo cameras etc. Within the scope of 2D-based MOD, there

are two main sub-categories as Planar Scene and Non-Planar Scene. According to Irani

and Anandan [11], planar (or 2D) scenes contain the scenes in which depth variations

9
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are negligible compared to the camera-to-object distance. On the contrary, non-planar (or

3D) scenes have significant depth variations. Note that due to the non-negligible depth

variations, the changes of camera pose result in strong parallax effects 1. Therefore, de-

dicated algorithms are required to effectively perform MOD on both the planar and the

non-planar scenes. In terms of camera types, the 3D-based methods are classified into

three sub-categories, namely stereo camera, RGBD camera and laser scanner. In this

chapter, we briefly discuss the most representative approaches in terms of their key tech-

niques, performances, strengths and limitations.

2.1/ 2D-BASED MOVING OBJECT DETECTION

Early moving object detection approaches [13, 14, 15, 16] relied on the maintenance of

background models, i.e. the median background model [17]. These background models

are learned and updated over a period. By subtracting the background model, the tem-

poral changes are detected as moving objects. However, such approaches are limited to

the MOD of static camera cases. In dealing with moving camera cases, more advanced

algorithms are required for both planar scenes and non-planar scenes.

On the one hand, since the planar scenes rarely suffer from parallax effect, camera mo-

tions can be relatively easily compensated by applying the image homography 2 [18].

More concretely, given a set of feature correspondences between two images, the pro-

jective transformation matrix can be estimated to register the two images. Thus, algo-

rithms developed for static cameras have been able to adapt to the moving camera sce-

narios [19, 20, 21].

On the other hand, with strong parallax effects, the motion compensation using a single

projective transformation matrix is insufficient. In this regard, multi-layer homography ap-

proaches [22, 23, 24] were proposed to segment the scene into multiple planes and

register them respectively. Besides, to independently analyse the parallax areas, parallax

decomposition [11, 25, 26, 27] was introduced. More recently, the motion segmentation

techniques [28, 29, 30] which do not require camera motion compensation are applied

1. Parallax is a displacement or difference in the apparent position of an object viewed along two different
lines of sight, and is measured by the angle or semi-angle of inclination between those two lines [12].

2. The operations of 2D transformation, e.g. affine transformation and projective transformation, of images
are generally called Image Homography in computer vision.
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to detect and segment moving objects through raw feature trajectories clustering. Some

other methods, e.g. low-rank minimization [31, 32], belief propagation [33, 34, 35], split-

and-merge mechanism [36, 37], are also employed to handle the difficult problem of MOD

in 3D scenes.

Being one of the most demanding problem in computer vision, the MOD problem received

considerable attention over a long time. Although there are significant contributions in

literature, the MOD is still an unsolved problem. The following sections discussed the

most classical approaches with their strength and limitations.

2.1.1/ MOD APPROACHES FOR PLANAR SCENE

We can consider three major types of planar scenes, namely the Pan-Tilt-Zoom (PTZ)

images [38, 39, 40, 41], the Unmanned Aerial Vehicle (UAV) [42, 43, 44, 45, 46, 47]

images, and the remotely shot images [48, 49, 24, 50]. For instance, images taken from

a UAV are typical 2D scenes where the heights of ground objects are far smaller than the

height of the UAV. Ideally, such planar scenes are free from parallax effects due to the

small depth difference of the scene structures. Thus, by simply applying the image ho-

mography, the scene changes due to camera ego-motion can be eliminated. Afterwards,

solving the MOD problem becomes finding the changed area (or the foreground area) of

the images.

2.1.1.1/ FRAME DIFFERENCE-BASED APPROACHES

Traditional MOD approaches [19, 20, 51, 52, 53, 54, 46, 55, 56, 57] focus on the mea-

surement of pixel-wise or block-wise inter-frame image difference. Then the thresholding

techniques are employed to obtain a binary mask which defines the moving object re-

gion. In the consideration of outliers, different robust estimation schemes are employed

to improve their performances. For examples, MOrphological Processing (MOP) [52, 46]

yields closed and continuous object-regions segmentation. Statistical robust estimation

schemes, e.g. M-EStimator (MES) [51] and RANdom SAmple Consensus (RANSAC) al-

gorithm [55, 56], have been included to penalize the impacts of the outliers. Assuming

planar backgrounds, Cast Shadow Detector (CSD) [14, 53] using a physics-based signal

model has been proposed to reduce the false alarms due to moving shadows.
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The frame difference-based approaches are very efficient and easy to implement. Ho-

wever, such methods are very sensitive to noise and fail to detect moving objects with

homogeneous textures. Although some robust estimation techniques have been incor-

porated in their frameworks, these methods still require the scene to be specified and

empirically predefined thresholds, making them difficult to be generalized. (e.g. a dyna-

mic background 3).

2.1.1.2/ PROBABILISTIC-BASED APPROACHES

In a more sophisticated manner, statistical approaches, e.g. Single Gaussian Model

(SGM), Gaussian Mixture Model (GMM), and Maximum-A-Posterior (MAP) criterion,

maximize the probability of each pixel in the foreground or the background. In this context,

the SGM-based methods [58, 59, 60, 61] model the background pixel with a zero-mean

Gaussian. Given a new observation, the Gaussian model predicts the probability of the

pixel being a background pixel (or being a foreground pixel). Similarly, some thresholding

techniques have also been employed to separate the background and the moving objects.

Unfortunately, these SGM models are not able to handle periodically changing areas (i.e.

the waving trees and the moving stairs) which should be defined as dynamic background

rather than moving objects.

To address the dynamic background problem, the GMM-based approaches [62, 63, 64,

65, 26, 66, 67, 68, 69, 70, 71, 72] have been introduced to model each pixel with multiple

Gaussians. Each Gaussian has its corresponding mean and covariance which represent

the specific behaviour of the data distribution. For instance, for a waving leaf, three Gaus-

sians can be used to model the measurement noise, the light change and the leaf’s mo-

tion. Since the GMM (also the SGM) models the background areas, it is trivial to obtain

the corresponding background model of the scene. Considering the image registration er-

ror, the Spatial Distribution Gaussian (SDG) model [61, 63, 73] has been used to optimize

the pixel matches. On one side, the matching of background pixels after homography re-

gistration can be more precise. One the other side, the evolution of object appearance is

learned for better prediction.

Generally, the Expectation Maximization (EM) [74] algorithm determines the best mixture

3. A dynamic background refers to the background containing periodic changicng areas, such as grass
lands, waving tree leaves, and water surface etc.
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model and updates the mixture model over a long term observation. The EM algorithm

computes the expectation of the log-likelihood and then maximizes the expected log-

likelihood, which essentially is under the framework of MAP. There are more MAP-based

approaches [58, 21, 75, 76, 59, 47] which maximize the posterior distribution of the lear-

ned probability model using the Bayes’ theorem [77]. In fact, such probability model learns

the temporal changing behaviours of each pixel using the previous observations. Thus,

such approaches requires a long term observations as initialization. When the camera

is moving very fast, i.e. a camera mounted on a driving car, the EM-based methods are

usually inappropriate due to the lack of data observations.

To overcome the difficulty of small data samples due to short term observation, the

Kernel-based Density Estimation (KDE) [16, 78, 59, 79, 80] has been applied to find a

density function which best fits the current data distribution. The KDE 4, which is more

reliable when only a few data samples are available [81], aims to extrapolate the measu-

red data into a regular density function (e.g. the Epanechnikov Probability Density Func-

tion [78, 82]). Unlike the parametric fitting of a mixture of Gaussians, the kernel density

estimation is a more general approach that does not assume any specific shape for the

density function. In fact, since the KDE does not assume any specific underlying distri-

bution, it can converge to any density shape with sufficient samples. However, the KDE

relatively requires more computation time.

Belief Propagation Algorithm (BPA) [26, 83, 84, 85, 86, 35] which is invented to calculate

the marginals in Bayes nets is a marginal probability (so-called Belief) estimation mecha-

nism for graph optimization. Given an image sequence, each image is considered as one

layer where each pixel (or component) has a marginal probability describing its state. The

BPA maximizes the likelihood by iteratively updating the marginal probability between the

connected components. Since the BPA aims to optimize the marginal probability through

the image sequence, it is generally considered as marginal-MAP. Similar to other MAP

algorithms, the BPA algorithms rely on the long term observations, which makes such

method not suitable for fast moving camera scenarios.

4. The KDE has two major components, namely the bandwidth function and the kernel function. A kernel
function is a positive and unit-variance Probabilistic Density Function (PDF) centred at the sample point.
The bandwidth is a function that describes the relationship of the sample point and its neighbourhood. The
Gaussian is a widely used kernel function with its variance as the bandwidth.
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2.1.1.3/ SPATIAL-TEMPORAL MECHANISM-BASED APPROACHES

When the camera is moving fast, the conventional probabilistic models (e.g. the Gaussian

model), however, are not sufficient to solve the accumulated errors in image registration.

To address this problem, the Spatial-Temporal Mechanism (STM) [87, 88, 89, 90, 91, 55,

92, 79, 49, 61] has been proposed. The STM constrains both the motion smoothness of

the foreground object (the spatial domain) and the preservation of object appearance (the

temporal domain). Building on top of the SGM or GMM model, the STM is imposed by

adding spatial and temporal terms to the mean(s) and the (co)-variance [87, 88, 55, 49]. In

other words, the Gaussian evolves according to the background or object motion as time

passes. Thus, the accumulated registration errors due to camera motion are penalized.

Moreover, given the initially detected sparse and discontinued foreground object seg-

ments, the STM maintains the spatio-temporal object appearance. Based on the traditio-

nal object segmentation approaches (e.g. the Markov Random Field segmentation [79]),

the STM contributes to the refinement of foreground object segmentation [89, 91, 55].

Taking the advantages of motion spatio-temporal consistency, the Detection And Tracking

(DAT) approaches [25, 93, 94, 46, 95, 96, 71] have also been proposed. In the MOD

stage, moving objects are detected using the traditional approaches such as inter-frame

difference method [25, 93, 46], Markov Random Field [97], implicit shape model object

detector [94], hierarchical image segmentation [96], motion flows [95], or background

subtraction [71], etc. In the second stage, the detected objects are tracked through out the

following images. Thanks to the prior knowledge of the moving objects from the history,

the DAT approaches perform more robustly, especially when the camera itself moves

smoothly.

2.1.1.4/ LOW-RANK REPRESENTATION-BASED APPROACHES

Low-Rank Representation (LRR) algorithms [98, 99, 70, 31, 100, 101] are inspired by

the compressive sensing techniques. When the camera is stationary or moves slowly, the

contents of the observed sequence are highly repeated and redundant. Thus, the conca-

tenation of these data forms a low-rank matrix or tensor 5. To analyse such a low-rank

5. The one-dimensional, two-dimensional, and three-dimensional data collections are called vector, ma-
trix, and tensor, respectively.
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matrix, Principal Component Analysis (PCA) [99, 31] techniques are employed to disco-

ver the principal components of the data. For instance, the combination of the principal

components of an image sequence forms a background model. Specifically, LRR-based

approaches are background modelling techniques based on self-learning dictionaries.

Afterwards, the MOD is achieved by subtracting the background model.

The most classical LRR approach is the Robust PCA [99] which addresses the back-

ground modelling problem as a low-rank constrained optimization problem. The Robust

PCA also models the sparse corrupted entries, making it robust to noise and outliers.

Following this direction, a unified framework named DEtecting Contiguous Outliers in the

LOw-rank Representation (DECOLOR) [31] was proposed as a `0-penalty regularized

RPCA which is capable of modelling static and dynamic backgrounds from slowly mo-

ving cameras. On top of DECOLOR, the 3D Total Variation (3DTV) circulant sampling

method [102] in compressive sensing is employed to detect and segment the foreground

objects.

In a more sophisticated manner, a 3-Term Decomposition (3TD) algorithm [70] syste-

matically models the decomposition of the background, the turbulence, and the moving

objects as a low-rank optimization problem. In the 3TD algorithm, three types of norms,

namely the nuclear-norm, the Frobenius norm and the `1, are adopted to model the back-

ground, the turbulence and the moving objects, respectively. Similarly, an Inexact Aug-

mented Lagrange Multiplier (IALM) [100] is applied to decompose the video sequence

into background, moving objects and camera-motion matrix between consecutive frames.

Note that the LRR-based approaches (RPCA, DECOLOR, 3TD, IALM, etc.) vectorize

every frame as a single vector such that the image sequence is concatenated as a

two-dimensional matrix. Unlike such methods, the Tensor-based Low-rank and Saliently

Fused-Sparse Decomposition (TLSFSD) model [101] preserves the natural space-time

structure of video sequences by representing them as tensors. The TLSFSD uses the

tensor nuclear norm to exploit the spatio-temporal redundancy of background. In addition,

a saliently-fused sparse regularizer is employed to adaptively constrain the foreground

with spatio-temporal smoothness and geometric structure information. The TLSFSD is

acclaimed to have state-of-the-art performance [101].
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2.1.1.5/ LEARNING-BASED APPROACHES

There exist two major types of learning-based approaches [103, 104, 26, 105, 57, 106,

107, 108, 35], namely the STatistically Learning (STL) and the SEmantically Learning

(SEL) approaches. The STL-based approaches, e.g. the GMM-based background mo-

delling [109], learn the scene background through a spatial-temporal statistical analysis

of the observed data. To overcome the weakness of background modelling of slow motion,

the scene conditional background learning approach [35] is proposed with the awareness

of slow motion.

Within the context of statistical learning, the two-layer Independent Component Analysis

(ICA) model [26] learns the object motions based on the ICA bases encoding, as well

as their joint distribution for co-activation analysis of the motion patterns. More straight-

forwardly, the Layered Motion Segmentation algorithm [105] is introduced by represen-

ting the scene as a composition of layers. The layer segments are combined to product

the latent images for the representation of piecewise parametric motions. More recently,

a sparse representation-based dictionary learning approach [57] is proposed assuming

that the data are self-expressive. The sparse representation theory assumes that in any

signal, there exists a sparse linear combination of atoms from a dictionary that approxi-

mates it well [110]. The dictionary can be learned from a training set and used to ap-

proximate the new observations. The MOD is performed by subtracting the approximated

scene with the new observation. By nature, the sparse representation-based approach is

very robust to noise and outliers.

Unlike the unsupervised learning approaches, the SEL approaches focus on the object-

specific supervised learning for moving object detection, i.e. pedestrian detector using

distance transform map [111], moving vehicle detection using template matching [112],

road scene semantic information aided moving object segmentation [26], flying object

detection by spatio-temporal cube representation-based AdaBoost classifier [106, 107],

convolution network-based semantic motion signature for moving object segmenta-

tion [108].

In practice, both the STL-based and the SEL-based approaches require some kind of trai-

ning dataset. The STL-based approaches are usually unsupervised learning techniques

that adaptively learn and update a scene model from early observations. However, the
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SEL-based approaches often rely on manually labelled training data making them difficult

to generalize to unknown scenes.

2.1.2/ MOD APPROACHES FOR NON-PLANAR SCENE

The non-planar scenes contain significant depth variation such that the parallax effect

is non-negligible. For example, indoor environments and city street environments are

typical non-planar scenes which contain objects located at different depth layers. Re-

call that image registration using homography transformation is valid to either planar

scenes or pure-rotation camera motion. In other words, when the camera is freely mo-

ving, the ego-motion compensation cannot be fully addressed by applying a single ho-

mography transformation between successive frames. To tackle the MOD problem for

images of non-planar scenes, three major types of approaches were proposed, namely

the Plane+Parallax Decomposition, the Trajectory Analysis, and the Motion Segmenta-

tion.

2.1.2.1/ PLANE+PARALLAX DECOMPOSITION

Since the non-planar scenes have significant depth variation, when the camera moves,

such depth variation leads to the parallax motions. Early approaches [113, 114] sugges-

ted to decompose the scenes into multiple layers and fit multiple 2D planar surfaces. Al-

though the scene registration using multi-layered homography partly addresses the non-

planar scene problems, there remains ambiguity between the parallax motions and the

object motions.

As discussed by Irani et al. [11], the effects of parallax are only due to the camera trans-

lation and the non-planar scene variations, unlike camera rotation or zoom. Therefore, a

Planes + Parallax Decomposition (PPD) [11] breaks down the scenes into: the planes and

the parallax. With the help of PPD, MOD of the decomposed planes is performed using the

afore-discussed traditional algorithms. To identify the parallax motions, the parallax-based

shape constraint and the parallax-based rigidity constraint are enforced to detect the mo-

ving objects from the parallax motions. The PPD-based methods [25, 115, 11, 26, 27]

are general to different types of non-planar scenes. However, such methods require the

knowledge of a consistent reference point or reference plane, which is not always pos-
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sible. Also, the number of planes to fit is also difficult to specify.

2.1.2.2/ FEATURE TRAJECTORY ANALYSIS

The Feature Trajectory Analysis (FTA)-based approaches [116, 117, 118, 119, 120, 121]

aim to detect and track the sparse features through multiple frames, and analyse those

feature trajectories. Since feature detection for low-textured regions is relatively difficult,

dense optical flow tracking [122] is usually employed. Getting feature trajectories classi-

fied as either background trajectory or motion trajectory, object segmentation algorithms,

such as normalized graph-cut algorithm [123], are applied for dense moving object ex-

traction.

Original FTA-based approach [116] focuses on the clustering of feature trajectories based

on their motion velocities. The scene is segmented into blocks where the feature trajec-

tories having similar motion velocities are clustered together. Under the affine motion

assumption, the dominant motion cluster is considered as the background motion cluster,

while other clusters are considered as foreground objects. Such approach requires very

precise feature tracking and motion estimation and not robust to noise.

A Robust SIFT Trajectories (RST) analysis approach [120] has been proposed to detect

the major foreground object of the scene. Based on the RST, a consensus foreground

object template is generated and updated during the tracking of the moving object. Such

methods is efficient and robust, but restricted to single moving object detection. Inspired

by the RST approach, the Matched Regional Adjacency Graph (MRAG) algorithm [121]

groups the super-pixel trajectories. The MRAG construction relies on regions’ visual ap-

pearance and geometric properties with a multi-graph matching scheme. The MRAG ap-

proach is able to detect and track multiple moving objects, yet it is not able to handle

occlusions.

Inspired by the motion boundary detector [124] which seeks motion discontinuities by

detecting edges where motion cues aggregated from adjacent regions change abruptly,

an Embedding Discontinuity Detector (EDD) [118] was proposed. The EDD localizes the

object boundaries by detecting density discontinuities in a trajectory spectral embedding.

By nature, such method is incapable to detect small moving objects.

Background Trajectory Subspace (BTS) analysis approaches [117, 119] have been pro-
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posed to model the subspace of the background feature trajectories with certain rank

constraints 6. The bases of BTS are defined by a combination of 3 feature trajectories un-

der the RANSAC framework. All trajectories which are the projections of stationary points

(assuming the background is static) must lie in the BTS. However, if the BTS contains mo-

tion feature trajectories, the rank of BTS will be higher than 3. Thus, any feature trajectory

which leads to a higher rank of BTS belongs to the moving objects.

2.1.2.3/ OPTICAL FLOW-BASED APPROACHES

Optical Flow (OF)-based approaches [126, 127, 128, 129, 130, 53, 131, 132, 133, 134,

135, 136, 137, 138, 37, 117, 139, 140, 95, 141] have been abundantly developed in

literature. The OF was inspired by the physical 3D-to-2D projection model under the as-

sumption of brightness consistency, and is resulted from the relative motion between the

camera and the objects. Thus, different motions generally result in different OFs in terms

of flow directions and amplitudes. The OF of each pixel can be estimated using Horn and

Schunck’s method [142], Lucas-Kanade method [143], or their variations [144]. There are

three major usages of OF in MOD: pixel-level motion estimation, pixel-to-pixel matching,

and spatial-temporal feature tracking.

Straightforwardly, pixel-wise or patch-wise Displaced Frame Difference (DFD) [139, 37]

approaches have been proposed by taking the advantages of OF-guided pixel matching.

The dense pixel (or feature) matching are established by compensating its OF motion

between two consecutive frames. Afterwards, inter-frame difference-based approaches

are applied to detect the changing pixels which are further grouped by using object based

segmentation techniques for moving object extraction.

Since the OF encodes the relative motion between the object and the camera, it is natural

to discover the moving objects by detecting the OFs which violate the physical model

(such as the Motion Epipolar Constraint [126]) of the OF. Therefore, the Flow Violation

Policy (FVP) [126, 132, 95] has been proposed to detect moving objects by comparing

the true OFs with the estimate OFs. The true OFs (or the artificial flows) are generated

based on the object’s 3D motion model by priorly estimating the camera motion and

the camera calibration parameters. Then, the estimated OFs are compared with the true

6. Under the orthographic projection assumption, the trajectory matrix, which is constructed by concate-
nating the vectorized feature trajectories (as detailed in Chapter 3.3.3), is a rank 3 matrix [125].
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ones. Hereafter, the estimated OFs, which are strongly different from the supposedly

true flows, are considered as coming from moving objects. However, such FVP-based

approaches require precise camera ego-motion estimation and are sensitive to the scene

depth variances.

Focus of Expansion (FOE)-based approaches [126, 133, 136] have been developed ba-

sed on the FVP. The FOE is a point where all the OF of static objects meet at. In fact,

OFs of each independent rigid motion meets at a distinctive point. Thus, any OF vector

not passing through the FOE belongs to moving objects. The FOE-based approaches can

detect very small moving objects with fast moving cameras, however, their performances

highly rely on the precise estimation of OFs and the FOE.

Object Contour Tracking (OCT) approaches [126, 128, 129, 130, 53, 132, 134, 135, 138,

140, 141] using optical flow field segmentation have been widely used in literature for both

planar and non-planar scenes. Since distinctive moving objects produce distinctive motion

fields, the discontinuity of the optical flow field indeed corresponds to the contours of

the moving objects. To obtain the complete segmentation, Level-set segmentations [145,

137, 146], Piecewise-smooth Flow Field segmentation [147, 148], hierarchical motion field

segmentation [149] or Markov Random Field [128, 130, 140, 135] are applied after getting

the initial object contours from the optical flow field. Afterwards, the object contours are

tracked and updated along the motion of the moving objects. The OCT-based methods

are very promising for simple scenes with few moving objects. However, when there are a

lot of moving objects, or when the tracks of moving objects are intersecting, such methods

usually produce many false alarms and even fail.

2.1.2.4/ EPIPOLAR CONSTRAINT-BASED APPROACHES

Epipolar Constraint-based methods [150, 151, 152, 153, 154, 155, 27, 156] belong to

another major branch in MOD based on the camera geometry. The Epipole is the point of

intersection of the line joining the optical centres (also called the baseline) with the image

plane [18]. The epipole in one image is the mapping of the camera center of another

image. Given a 3D point with two epipoles corresponding to two different cameras, the

plane going through these three points intersects the two images at two lines – so-called

the epipolar plane and the epipolar lines. Since all epipolar planes intersect both camera
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centres, all epipolar lines will intersect at the epipoles. Therefore, for image points cor-

responding to the same 3D point, these image points, 3D point and optical centres are

coplanar, which is called the Epipolar Constraint.

Accordingly, when a static scene is observed by moving cameras, the two epipolar lines

by passing their respective matching points and epipoles are coplanar. For any epipolar

lines of matching pairs that violate this condition, these matching pairs are originated from

a moving object. In other words, when the matching pairs come from the moving objects,

their respective epipolar lines will not lie on the same plane. Practically, feature matches

are very often noisy, MOD using epipolar constraint can be unstable. Thus, thresholding

techniques and other robust estimation schemes are also incorporated, such as Probabi-

listic model [150, 156], Trifocal Tensors [153], Multi-frame Affine Motion Constraint [151],

Spatial-temporal Mechanism [152], Space-time Invariant Condition [154], Semantic Infor-

mation [155], Parallax Decomposition [27], etc. Although the epipolar constraint-based

methods can efficiently perform MOD for both planar and non-planar scenes, such me-

thods are very sensitive to image noise.

2.1.2.5/ ENERGY MINIMIZATION-BASED APPROACHES

ENergy Minimization (ENM)-based approaches [129, 52, 91, 157, 80, 118, 72, 158] are

also widely used, because the MOD problem is a pixel labelling problem which can be

represented in terms of ENM. The ENM function usually has two terms: one data-driven

energy term that penalizes the solutions that are inconsistent with the observed data, and

one regularization term that enforces spatial and temporal coherences.

ENM-based approaches are usually applied to problems such as camera-ego motion

estimation [52, 157], contour extraction of moving objects [129, 148], pixel-wise mat-

ching pairs searching [118], spatial-temporal directional energy minimization for mo-

ving object extraction [159, 91], MRF-based energy minimization for moving object seg-

mentation [80, 160], total-variational energy minimization for moving object segmenta-

tion [72, 158]. The ENM-based approaches are usually robust to noise and produce sa-

tisfactory object extraction. However, such methods involve a time-consuming iterative

refinement process and require sophisticated parameter tuning.
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2.1.2.6/ TWO-FRAME MOTION SEGMENTATION

One of the most popular motion segmentation approach relies on FTA. The MS methods

aim to cluster the feature trajectories into their corresponding motions. In other words,

moving object detection and segmentation are simultaneously achieved. This section in-

troduces some of the most representative MS approaches by categorizing them into:

two-frame MS and multi-frame MS.

Two-frame MS approaches [147, 149, 161, 145, 137, 162, 146] mainly focus on the joint

optical flow field estimation and the flow field segmentation. For example, a simultaneous

motion estimation and segmentation approach [147] is proposed by using the MAP-based

Gibbs Distribution Potential (GDP) function. Such GDP function jointly minimizes the dis-

placed frame difference, the motion field residual and maximizes the priori probability of

the segmentation. For the same purpose, a Dense Discontinuity Preserving (DDP) [149]

motion estimation technique is introduced under a hierarchical constrained optimization

framework which jointly recovers the dense estimation as well as a parametric represen-

tation of the motion field via a half-quadratic formulation of robust cost functions. Besides,

variational approaches [145, 137, 161, 162, 146] consist of a data term (describing both

the brightness and gradient constancy) and a regularization term for spatial-temporal

smoothness. Eventually, a level-set segmentation is applied to densely segment the mo-

ving objects.

Similar to the FVP-based approaches, the Unique Epipolar Constraint (UEC) ap-

proach [163] has been proposed. The UEC approach defines a total cost energy func-

tion containing a data term measuring the fitness of fundamental matrix and a disconti-

nuity penalty term enforcing the spatial smoothness. Afterwards, a region growing algo-

rithm [164] is employed to segment the independently moving objects. As a drawback,

the affine motion assumption requires the epipoles to be located at infinity, which is not

always true.

These two-frame MS approaches usually rely on the accurate computation of optical

flow. However, such optical flow estimation is difficult and imprecise in practical envi-

ronments, especially for low textured objects. Some two-frame MS approaches depend

on the sparse feature correspondences. For instance, Two Perspective View (TPV) ap-

proaches [165, 166] exploit the algebraic and geometric properties of the multi-body
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epipolar constraint and its associated multi-body fundamental matrix for object motion

estimation and segmentation. A rank constraint on a polynomial embedding of the cor-

respondences is derived, which benefits to the independent motion estimation and the

multi-body fundamental matrix. The feature points are then clustered using either the epi-

poles, the epipolar lines, or the individual fundamental matrices. As mentioned by the

authors, such methods are mainly designed for noise-free correspondences. In a simi-

lar manner, the TPV epipolar constraint is used to formulate the sparse self-expressive

subspace segmentation problem [167], which is inspired by the SSC [29]. Then a colla-

borative clustering step alongside with a mixed-norm optimization scheme is employed.

Different from the affine motion assumption in [163, 29], the TPV-based approaches di-

rectly work on the perspective camera model. Following this direction, a Branch-aNd-

Bound (BNB) [168, 169] combinatorial optimization technique was incorporated to solve

the chicken-and-egg dilemma –estimating and fitting unknown number of fundamental

matrix for unknown motions. More recently, a Randomized Voting Scheme (RVS) [170]

was proposed for rigidly moving object segmentation. However, in the presence of out-

liers, such approaches are not reliable.

A bottom-up frame-to-frame motion segmentation is proposed by using a multi-scale Mo-

tion Split-And-Merge (MSAM) [171, 172] clustering on the SIFT key-point matches. The

MSAM initially splits the key-points into consistent segments using the J-Linkage [173],

then the neighbouring segments are merged until converged. Remarkably, instead of fea-

ture tracking, the key-points are detected and matched across frames, which helps the

BFF motion segmentation with significant missing data.

In an algebraic manner, a Hybrid Quadratic Surface Analysis (HQSA) [174] was proposed

by casting the general MS problem of segmenting data samples drawn from a mixture of

linear subspaces and quadratic surfaces. The proposed HQSA used both the derivatives

and Hessians of fitting polynomials to separate the linear data samples from the qua-

dratic data samples. Since the HQSA makes no affine motion assumption, the natural

perspective motion cases can be elegantly solved.

Few other methods require a system initialization which is considered as the prior know-

ledge to assist the MS in new observations. For example, the MS is formulated as a mani-

fold separation problem with a Dynamic Label Propagation (DLP) mechanism [175]. Such

approach relies on a fixed number of frames for initialization, and the label history predicts
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the new observation using a dynamically changing graph. Similarly, Sparse Background

Model (SBM) [176] is constructed using the training data. Afterwards, the MAP frame-

work is employed to maximize the probabilities of both foreground and background labels

taking the prior knowledge of the SBM.

At last, the two-frame MS approaches incur that the motion between two frames are

relatively small, which often yields to ambiguous segmentations. Especially when fast

moving camera meets slowly moving objects, the two-frame MS approaches are usually

not recommended.

2.1.2.7/ MULTI-FRAME MOTION SEGMENTATION

Multi-frame MS approaches are more popular than the two-frame-based methods due

to the fact that longer observations provide more reliable information. Thus, in general,

the multi-frame MS approaches are usually more robust. Most of the recent studies fol-

low a standard procedure as feature trajectory construction (e.g. dense optical flow tra-

cking [122]), affinity matrix construction (e.g. sparse subspace representation [177]), and

spectral clustering (e.g. k-means spectral clustering [178]). In the following contents, we

roughly classify the multi-frame MS literature into several categories: Matrix Factorization

techniques, Algebraic methods, High-Order Clustering, Subspace Self-Representation

methods, and other approaches.

Matrix Factorization Techniques (MFT) [179, 180, 181, 182] initially aim to factorize

the feature track matrix, in which each column corresponds to one feature trajectory, into

multiple segments under low-rank constraints. During the MFT, the Singular Value De-

composition (SVD) [183] is applied to the track matrix. Because the number of non-zero

singular value corresponds to the number of motions, the singular vectors with respect to

the non-zero singular values are the bases of the different motions. A split-and-merge

scheme is employed to cluster the tracks based on the singular vectors [179]. Differently,

a Shape Interaction Matrix (SIM) [180, 181, 182] is built using the decomposed singular

vectors. The SIM is permuted into a block-diagonalized matrix where each sub-block re-

presents a motion cluster. Although being sensitive to noise, the groundbreaking work of

SIM inspired many other methods. For example, a robust Space Separation and Model

Selection (SSMS) algorithm [184] is proposed by incorporating techniques as dimension
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correction, model selection using the geometric Akaike Information Criterion (AIC) [185],

and least-median fitting. Different from SIM, the SSMS algorithm directly analyses the

raw data rather than the shape matrix derived from them. As a follow up, a more robust

Affine Space Separation (ASS) [186] is proposed due to the observations that, with weak

perspective effects, the projective subspace clustering problem can be more effectively

solved as an ASS problem. More recently, a Robust Shape Interaction Matrix (RSIM) [187]

is proposed to handle corrupted and incomplete feature trajectories.

Also inspired by the SIM algorithm, the Orthogonal Subspace Decomposition (OSD) [188]

approach decomposes the object shape spaces into signal subspaces and noise sub-

spaces. Instead of using the SIM contaminated by noise, the orthogonal shape signal

subspace distance matrix produces more robust shape space grouping. Some other

methods are: Discriminant Criterion [189, 190] for feature similarity analysis is exploi-

ted for robust motion segmentation. Degeneracies and Dependencies Implications [191]

approach segments articulate object motions. Although these methods achieved various

improvements, they fail when the subspaces intersect arbitrarily [28].

Inspired by [192], the Non-Negative Matrix Factorization (NNMF) [193] algorithm de-

composes velocity profiles of feature trajectories into different motion components with

respective non-negative weights. The NNMF then segments the partial track data using

weighted spectral clustering. In a similar manner, the Semi-Nonnegative Matrix Factoriza-

tion (SNMF) [194] approach models optical flow velocities of the dense point tracks which

are grouped into semantically meaningful motion components.

Algebraic Methods [195, 196, 28, 197, 198] do not need initialization and are very popu-

lar. Among them, the Generalized Principal Component Analysis (GPCA) [195, 196, 28]

is the most representative approach that offers an algebro-geometric solution to the MS

problem with no knowledge of number of subspaces and their dimensions. The GPCA

represents the subspaces with a set of homogeneous polynomials whose degree is the

number of subspaces and whose derivatives at a data point give normal vectors to the

subspace passing through the point. Applying PCA to the normal vectors, the basis for the

complement of each subspace is then recovered. As claimed by the authors, the GPCA

also provides a robust initialization to iterative techniques such as K-subspaces [199] or

EM [200] algorithms. However, the determination of number of clusters and their dimen-

sions only works for noise free data.



26 CHAPITRE 2. LITERATURE REVIEW

As an improvement, the Robust Generalized Principal Component Analysis (RGPCA) al-

gorithms [197] integrate 3 major techniques, namely the RANSAC algorithm, the influence

function, and the MultiVariate Trimming (MVT). Although these robust estimation schemes

contribute to the RGPCA be more robust against noise, such methods do not provide a

convenient estimate of the outlier percentage and can not be easily scaled when the sub-

space dimensions are high. More recently, a Robust Algebraic Segmentation (RAS) [198]

uses a hybrid perspective constraint to unify the representation of rigid body and planar

motions. The RAS is an algebraic process that partitions the image correspondences,

which can be determined by a set of 2Kth-degree polynomials, into K individual 3D mo-

tions. By incorporating robust statistics, the polynomials can be estimated regardless of

moderate image noise and outliers.

High-Order Clustering problems [201, 202, 203, 204, 205, 206] arise when data is drawn

from multiple subspaces or when observations fit a higher-order parametric model. To

address these scenarios, a Local Subspace Affinity (LSA) approach [201] is based on the

geometric and the locality constraints of feature trajectory. Both the geometric constraint

and the locality (after mapping to a unit sphere space) constraint show that the trajectories

of the same motion lie in a low dimensional linear manifold. Thus, the MS problem can

be cast as finding those linear manifolds, which derives the affinity matrix for spectral

clustering. However, in the presence of noise, the local subspace fitting can be unreliable,

especially for points lying near the subspace intersections.

Inspired by robust statistical model fitting, an Ordered Residual Kernel (ORK)-based ap-

proach [206] is proposed. The ORK elicits the potential of two point trajectories to have

emerged from the same subspace. Random samples of trajectories are fitted with initial

subspace hypotheses. The ORK (e.g. the Mercer kernel [207]) is then employed to mo-

del the subspace fitting residuals for subspace segmentation. The ORK-based method

performs well under severe outliers arising from spurious trajectories or mistracks.

In a more natural manner, TeNsor Decomposition (TND)-based approaches [208, 202]

have been proposed due to the fact that similarity measurement of an n-tuple of data

points leads to a multi-way similarity tensor. The TND approach seeks a two-dimensional

affinity matrix from its high-order tensorial representation of the data point tuples. Thus,

the affinity matrix can be built by sampling columns from the flattened form of the simi-

larity tensor. Eventually, spectral clustering is applied to the constructed affinity matrix.
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Building on top of TND-based multi-way spectral, a Spectral Curvature Clustering (SCC)

algorithm [203] presents an iterative sampling technique that significantly improves the

performances of TND-based methods.

More recently, the Sparse Grassmann Clustering (SGC) [205] combines both the high-

order similarity tensor decomposition and the low-rank matrix representation. In the high-

order similarity tensor decomposition, the SGC clusters the data by directly finding a

low dimensional representation without explicitly building a similarity matrix. By exploiting

the online estimation of Grassmann manifold via gradient descent, the SGC is based on

individual columns of similarities and partial observations, making it very efficient and

scalable. Similarly, a Hyper-Graphs Clustering (HGC) [204] has been proposed based

on the concept of Random Cluster Models for residuals fitting. The HGC relies on much

larger samples for subspace fitting, which yields to large hyperedges of hypergraphs. To

efficiently solve the large hyperedges problem, a guided sampling strategy was imposed

for effective sampling.

High-order model-based methods are capable of solving general model fitting and clus-

tering problems. However, model selection usually requires a priori. Moreover, such me-

thods are often computationally expensive.

Statistical Approaches have also been proposed in literature. For example, a MAP pro-

babilistic framework [209] is adopted to maintain the spatial consistency and smoothness.

In this framework, the set of multi-view correspondences are modelled by an irregular

Markov Random Field which encodes the relationships between the trajectories. Even-

tually, the similarity graph is segmented by a graph-cut algorithm. Similarly, a Minimum

Cost Multicuts (MCM) algorithm [210] is proposed. The cost of MCM is defined by edge

weights computed between synchronous and asynchronous trajectories. In a similar man-

ner, the MS is achieved by applying a graph-cut algorithm.

In addition, EM-based algorithms [211, 212, 213] are proposed to segment multivariate

mixed data with different strategies, such as Probabilistic PCA [212], k-Planes Cluste-

ring [214] and Lossy Data Coding and Compression [213]. There are two major steps in

these algorithms: initial cluster assignment by fitting subspace or hyper plane to the clus-

ters; and then iteratively update of the subspace fitting. In fact, such methods are very

sensitive to the initialization and their performances are not guaranteed.
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Subspace Self-Representation (SSR) [177, 29] property was discovered in the studies

of compressive sensing [215] and widely used for motion segmentation recently. The pio-

neering works by Elhamifar and Vidal [177, 216, 29] utilizes the Sparse Subspace Clus-

tering (SSC) for robust motion segmentation. We assume that the feature trajectories can

be represented by other feature trajectories from the same motion subspace. By incorpo-

rating the sparsity constraint based on a relaxed `1 optimization, the SSC is very robust

to outliers and achieves significantly better performances. However, the original SSC is

proportional to the cubic of the problem size such that it is computationally expensive for

large scale data. Accordingly, the Scalable Sparse Subspace Clustering (SSSC) [217]

algorithm adopts the "sampling, clustering, coding, and classifying" strategy. The SSSC

samples a small set of data and performs the SSC to obtain the sample clusters. The ove-

rall cluster assignment is then achieved by classifying the non-sampled data. Essentially,

the SSSC is a extension of SSC with scalability.

Inspired by the SSC, numerous methods have been proposed. Around the core idea of

SSR, a Subspace Segmentation via Quadratic Programming (SSQP) [218] algorithm,

which seeks to express each datum as a linear combination of other data, is proposed.

The SSQP employs a regularizer to the constraint of zero connection between different

subspaces, such that a block-diagonalized affinity matrix is obtained after spectral clus-

tering.

The Low Rank Representation (LRR) [219, 220] targets the lowest-rank representation

of a collection of data. Ideally, the LRR also produces block-diagonal affinities, while a

few inter-subspace connections exist in the presence of noise. In fact, the LRR better

captures the global structure of data and is more robust to outliers. Note that fundamen-

tally speaking, the LRR and SSC are both convex optimizations exploiting the intuition

of "Self-Expressiveness". Although the SSC employs the `1-norm optimization while the

LRR adopts the nuclear norm (denoted as `∗-norm), both methods produce sparse solu-

tions. By combining the SSC and the LRR, a general framework [221, 222] has also been

proposed for subspace estimation and clustering in the presence of noise and outliers.

Following this direction, the Latent Low-Rank Representation (LatLRR) [223] algorithm is

proposed to construct the dictionary by using both observed and unobserved data (latent

data), where the data can be understood as a low-rank constrained SIM. The LatLRR

algorithm integrates both subspace segmentation and feature extraction into a unified
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framework. In addition, computational efficiency of LatLRR is gained by positive semi-

definite programming.

By taking into account the latent subspace, the Latent Space SSC (LS3C) [224] is propo-

sed for simultaneous dimensionality reduction and clustering of data which lie in a union

of subspaces. The LS3C learns the projection of data and finds the sparse coefficients

in the low-dimensional latent space. The SSC measures the smallest principal angle bet-

ween data, which is sensitive to noise when the smallest angles are small. To address this

problem, the LS3C projects the data to a Hilbert space, followed by an efficient linear and

non-linear optimization based on the positive semi-definite Gram matrix. In addition, their

extended work [225] generalizes the kernel selection problem. To this end, a normalized

spectral clustering can be applied for final trajectories clustering. Similarly, a Low-Rank

Kernel Subspace Clustering (LR-KSC) algorithm is proposed by integrating both the non-

linear mapping of Hilbert space and the self-expressiveness of the subspace.

In consideration of spatial distribution of feature trajectories, a Weighted Sparse Sub-

space Cluster (W-SSC) [226] algorithm was proposed under the spatial closeness

constraint, under the assumption that feature trajectories from the same moving object are

close to each other. Such assumption yields a weight matrix encoding the spatial distance

between trajectories. The W-SSC improves the sparse representations by an element-

wise product with the weight matrix under low-rank constraint, making it more robust to

noise and outliers. Similarly, a Least Squares Regression (LSR)[227, 228] approach is

raised by introducing the grouping effect (GE) for subspace segmentation, where the GE

tends to group highly correlated data together. The LSR leads to a block-diagonal ma-

trix and a direct optimal solution can be obtained. The LSR experimentally shows the

effectiveness of the GE constraints, while the theoretical proof can be found in [30]. The

SMooth Representation clustering (SMR) [30] explicitly enforces the GE on the data self-

representation model, thus leading to a GE-based affinity matrix construction. Similarly,

the objective function of SMR is smooth and convex, so that it can be solved efficiently.

Moreover, since the SMR relies on a derivable objective function, it can be easily scaled

and fitted to large problems with dense feature trajectory segmentation.

Mixture of Gaussian Regression (MGR) [229] approach has been proposed by combi-

ning the SSR property, the GE, and the GMM model. The MGR firstly learns the self-

representation matrix with a MGR which is able to handle various type of noises, followed
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by a spectral clustering with GE constraint applied to cluster the affinity matrix constructed

from the self-representation matrix.

In most cases, when the objective function is smooth and convex, the sought optimal

solution is dense. In other words, such solution is more sensitive to noise. To overcome

such problem, an Efficient Dense Subspace Clustering (EDSC) [230] approach seeks a

clean block-diagonal and dense affinity matrix. Recall that SSC and LRR produce sparse

block-diagonal affinity matrix. The EDSC pursues dense block-diagonal affinities with effi-

cient solution by relaxing the objective function using the Augmented Lagrange Multiplier

(ALM).

In spectral clustering, a block-diagonal structure of affinity matrix is preferred. A Block-

Diagonal constrained SSC (BD-SSC) [231] and Block-Diagonal constrained LRR )(BD-

LRR) [231] were proposed. The block-diagonality is imposed by a k-block-diagonal La-

placian Matrix [231]. It is shown that both the BD-SSC and BD-LRR are relatively more

robust than their original versions.

Some other interesting ideas are also introduced in literature. For instances, the Ordered

Subspace Clustering (OSC) [232] takes into account the sequential occurring information

of subspaces. The OSC segments the data drawn from a sequentially ordered union of

subspaces. Similar to SSC, the OSC relies on a sparse representation with an additio-

nal penalty term on the sequential data. Besides, as inspired by the sparse and low-rank

decomposition-based feature correspondences [233], a simultaneous motion segmenta-

tion and feature correspondences have been achieved. For this purpose, the Partial Per-

mutation Matrices (PPMs) [234] aim to match feature descriptors while simultaneously

encouraging point trajectories to satisfy subspace constraints. Moreover, a STructured

Sparse Subspace Clustering (STSSC) [235] is proposed as a unified optimization fra-

mework for learning both the affinity and the segmentation simultaneously. The STSSC

employs a special subspace structured norm which ensures consistency between the

representation coefficients and the subspace segmentation. A Tree-Structured Coding

(TSC) [236, 237] is proposed to hierarchically cluster the feature trajectories according to

non-rigid motion components.

The subspace self-representation-based approaches, especially the SSC, LRR and their

variations, are dominant approaches in the state-of-the-art. Thanks to the advanced ro-

bust estimation schemes, these methods achieve excellent performance.
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Other methods also attempt to address the MS problem. For instance, dealing with the

common problems of Geometric Structure Degeneracy [104] in video motion segmen-

tation, a multi-stage unsupervised learning scheme is proposed by firstly fitting a dege-

nerate motion model, and then fitting the general 3D motion model. To exploit the fea-

ture trajectory properties, Illumination Subspace Clustering (ISC) [238, 239] approaches

consider that the changes of feature intensity can be locally approximated as a linear sub-

space corresponding to the feature motion. Besides, motion segmentation approaches

based on velocity variance [240], or trajectory length difference [241, 242], or using hi-

gher order tuples of trajectories [243], are proposed. The ideas of these algorithms are

interesting, yet they are still not as accurate and robust as the SSR-based approaches.

2.2/ 3D-BASED MOVING OBJECT DETECTION

Apart from the comprehensive studies on motion segmentation using 2D data, there are

also many approaches in literature rely on 3D data. In this section, we consider that the

3D data can be obtained from different ways, such as Structure-from-Motion (SfM) [244],

Stereo Vision [245], RGB-D Sensors [246], or Laser Scanners [247]. In detail, the SfM-

based approaches produce sparse or semi-dense 3D point cloud with least accuracy.

The stereo vision and RGBD cameras produce dense and moderate accuracy. Lastly, the

3D laser scanners usually have highest accuracy but provide sparse point clouds with

large field of view. Due to the large variety in density and accuracy of data, the 3D-based

approaches usually rely on the properties of the sensors. Thus, we review and categorize

the literature methodologies according to their data acquisition setups.

2.2.1/ STRUCTURE FROM MOTION

Structure-from-Motion-based approaches are the oldest 3D-based MS techniques that

usually work with sparse feature for motion segmentation. When the camera motion is

small and the scene is mostly static, the dense 3D reconstruction can be obtained. For

example, by considering a small camera motion which allows dense inter-frame corres-

pondences, a Concurrent 3D motion segmentation (C3D) [248] has been proposed to

integrate the depth information. The C3D is a variational approach which relies on image

sequence which consists of dense recovery of 3D structure and motion. Under rigid
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motion assumption, the C3D performs the motion segmentation based on level-set for

contour curve evolution, depth by gradient descent, and least squares motion estimation

within each region of segmentation.

Similarly, a two-stage dense SfM [33, 249] approach has been proposed. This method first

detects and reconstructs sparse features for camera ego-motion estimation. Afterwards,

the dense feature matches are established by solving an energy function similar to dense

optical flow estimation [250]. Under the appearance and structure consistency assump-

tion, the bilayer segmentation jointly optimizes the label assignment of background and

foreground for dense and high quality motion segmentation.

In the context of Simultaneous Localization and Mapping (SLAM), a Mono camera-based

approach, so-called Mono-SLAM [251], was proposed for real-time 3D reconstruction. A

feature "visibility" is defined by the relative position of the camera, the feature, and the

saved position of the camera from which the feature was initialized [251]. Whenever the

feature visibility is lower than 50%, it is considered as an outlier. In fact, the Mono-SLAM

predicts outliers rather than precisely detecting the moving objects. Similarly, a Collabo-

rative SLAM (Co-SLAM) algorithm [252] is proposed for highly dynamic environment 3D

reconstruction. The Co-SLAM uses the inter-camera mapping with a sophisticated point

state classification. However, such approach is very sensitive to feature matching accu-

racy.

2.2.2/ STEREO VISION CAMERA

Stereo vision cameras are widely used in the assistance of MOD due to the richness of

depth information. Recall that the 2D-based approaches [150] address the MOD problem

by camera ego-motion compensation plus geometric constraints, such idea can also be

extended to 3D scenarios. A GLobal Motion model (GLM) [253, 254] precisely recovers

the camera motion in 3D space, then geometric and motion information are employed

to discover the moving obstacles that violate the GLM model. The GLM still suffers the

drawback of being sensitive to noise like its 2D counterpart.

Among the stereo-based approaches, the Object Scene Flow (OSF)-based ap-

proaches [255, 256, 257, 258] are the most classical due to their robust performances.

The OSF aims to estimate the object motion between consecutive frames using the 3D



2.2. 3D-BASED MOVING OBJECT DETECTION 33

motion information. The OSF first estimates and compensates the camera motion, then

the object displacement is estimated by its inter-frame 3D point cloud registration. The

multi-frame OSF [259] is proposed to concurrently optimize both the optical flow estima-

tion and the piece-wise object segmentation. Inspired by the OSF, a semantic information

assisted Scene Flow Propagation (SFP) approach [260] is proposed for more reliable de-

tection. The SFP approach focuses on the potentially moving objects (e.g. people or cars)

with a recursive Bayesian probabilistic framework under the spatial-temporal consistency

assumption. Although the OSF methods are very promising, they are still unreliable for

light changing environments.

Spatial-Temporal Displacement (STD) [261] approach has been proposed by considering

that features are tracked across multiple frames with associated depth information. Ini-

tially, the sparse features are detected and tracked with Kalman filtering techniques [262].

Then, the STD algorithm measures the displacement of features to infer the moving ob-

jects. In a more robust manner, a Object Detection-by-Tracking (ODT) scheme [263] is

integrated. Instead of tracking the features, the objects such as pedestrians or cars are

detected prior to object-based tracking. By precisely tracking the moving objects and es-

timating their centroid trajectory, MOD becomes relatively easy. Due to the robustness of

object-based tracking against feature-based tracking, the ODT achieves very convincing

performances. However, such approach relies on precise object detector and is not robust

against occlusions.

By exploiting the color information, a Height-Color-Histogram (HCH) [264] has been pro-

posed by integrating the local convex-concave shape and the color information of the

surface for feature correspondences establishment. Getting the semi-dense feature cor-

respondences, the 3D flow field can be estimated, thus the motion segmentation can

be achieved using the flow field. However, this 3D flow-based motion segmentation ap-

proaches requires precise depth estimation, making such methods quite unreliable for

practical applications especially when the camera is moving fast.

2.2.3/ RGB-D SENSOR

Many of the 2D-based MOD approaches can be extended to the RGB-D case. For

examples, as inspired by the statistical model-based approaches [62, 63, 64] in 2D, a
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real-time dense 3D motion segmentation approach [265] is proposed based on the EM

algorithm. A RGB-D flow approach [266] extends the 2D-based object flow for moving ob-

ject extraction. Graph-based approaches [267, 268] follows the image-based graph mat-

ching techniques [243, 242] for MOD. To improve the computational efficiency, the propo-

sed method approximately infers the image labels and motion estimates via a variational

mean-field inference and graph-cuts. By extending the super-pixel in 2D to super-voxel

in 3D, a VOxel Segmentation (VOS) [269]-based approach is proposed. The VOS seg-

ments the 3D objects and tracks them with particle filter. Similarly, an object model lear-

ning approach [270] is proposed to fully reconstruct and track the objects. However, these

methods are constrained to simple indoor environments. Inspired by the background mo-

delling techniques, an Active Machine Learning (AML) [271] algorithm is proposed to au-

tomatically learn the background model, followed by a background subtraction for MOD.

The AML also iteratively learns and updates the background model during the observa-

tion. As a common disadvantage, their performances highly rely on a reliable initialization.

Also, these methods are not appropriate for fast camera motions.

Intuitively, benefiting from the depth discontinuity, the object segmentation becomes re-

latively easier and more precise for low texture scenes. Accordingly, a Depth Guided

Segmentation (DGS) [272] approach is proposed. To segment the moving objects, the

DGS measures the depth changes between consecutive frames. Similarly, a Time-of-

Flight camera-based foreground object segmentation approach, so-called TofCut [273],

was proposed by jointly maximizing the foreground pixel likelihood on both the color and

the depth information using an adaptive weighting scheme. The TofCut obtains very ro-

bust and precise foreground object segmentation. However, it is very limited to the appli-

cation of MOD because only one single foreground object can be segmented.

Under the SLAM framework, a groundbreaking work, called Kinect Fusion (KinFu) [274],

reconstructs the 3D scenes with the help of RGB-D camera. The KinFu extracts a set

of sparse features and estimates the camera motion which is further refined by an ICP

algorithm. In the point cloud fusion, a Truncated Signed Distance Function (TSDF) is

employed to represent the object surface. With the TSDF, any abrupt change of the state

is considered as moving object which will be discarded. Inspired by the KinFu, a more

robust MS algorithm [275] for TSDF volumes is presented. The segmentation problem is

cast as Conditional Random Field-based MAP inference in the voxel space. In the MOD,
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the sparse 3D point correspondences are used to determine the underlying motion groups

by applying a RANSAC framework in a greedy manner. Although these KinFu-based

approaches achieve very compelling results, such algorithms are particularly designed

for indoor environment applications using RGB-D cameras.

2.2.4/ LASER SCANNER

Since the 3D laser scanners produce very precise measure of the scene, they are wi-

dely used in outdoor robot navigations. The most representative approaches are the

Simultaneous Localization and Mapping with Moving Object Tracking (SLAM-MOT) fa-

mily [276, 277, 278, 279] which rely on a horizontal single-layered 3D scanner. The

SLAM-MOT simultaneously estimates the camera motion and constructs the map of the

environments. In the presence of moving objects, the camera localization becomes very

difficult. Therefore, MOD is one of the major objective in the SLAM-MOT framework. To

detect the moving objects, the SLAM-MOT [278] constructs a statistical occupancy grid

map which encodes the probability of the grids belonging to moving objects.

Inspired by the SLAM-MOT, various improvements are achieved. For instance, a spline

model fitting approach, so-called SLAM-MOT-Sp [280], integrates the prediction of ob-

ject motions under the motion consistency assumption. The SLAM-MOT approach is also

extended to the usage of a multi-layered 3D laser scanner [281]. Instead of a 2D occu-

pancy map, a probabilistic-based 3D-voxel map is constructed and MOD is achieved in

a similar manner. Intuitively, with more observation data, SLAM-MOT based on the 3D-

voxel map achieves relatively better results. Similar to the occupancy map, a ray-tracing

technique [282] is proposed. The spatial changes are measured in the built map which

is obtained from the odometry sensors refined with Iterative Closest Point (ICP) algo-

rithm. In a different manner, a Covariance Area Intersection (CAI)-based approach [283]

is proposed to record the states (the assigned probability) of the observed objects.

However, such probabilistic model-based approaches require the prior map information

and a relatively long term observation. Moreover, slowly moving objects and small size

objects are usually not detected.

Given the initial model of the 3D scene, Point Cloud Subtraction (PCS) approaches [284]

detect the dynamic objects by comparing the current map with the known static map. The
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key difficulty of such methods comes from the point cloud registration step which is sol-

ved by the Normal Distribution Transform Registration. In fact, such PCS approaches are

very similar to the image-based background subtraction techniques. However, as a com-

mon drawback, the initial clean reference model is required, which makes these methods

unsuitable for unknown dynamic environments.

More recently, a 3D feature displacement-based approach [285] is proposed to detect

and track the moving objects from a registered sequence using the 3D feature descriptor.

Unfortunately, such a method remains very limited by the object motion speed and size

and fails to detect objects such as fast moving cars or walking pedestrians.

2.3/ SUMMARY

In this chapter, we have comprehensively reviewed the approaches within the scope of

moving object detection and segmentation. The main ideas of the representative works

have been revisited and analysed in terms of their strengths and limitations. A quick

summary of these approaches is provided in Tables 2.1– 2.4.

As discussed, we consider the Subspace Self-Rpresentation (SSR)-based approaches,

especially the Sparse Subspace Clustering (SSC) and the SMooth Rpresentation cluste-

ring (SMR), are the most powerful and promising. Moreover, 3D-based approaches rela-

tively have less constraints (e.g. an affine project motion assumption) than the 2D-based

approaches. Therefore, we can conclude that:

i Motion segmentation on 3D feature trajectories should be more practical, accurate

and robust.

ii By properly incorporating the SSC and SMR approaches to 3D trajectories seg-

mentation, robust and efficient performances should be expected.

iii Current methods mainly rely on image (color or intensity) information. When only

point cloud data are available, more efficient and effective algorithms are desired.
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Representative
method

Scene
type

Frame
length

Cam.
motion

Background
modelling

Related
literature

In
te

r-
fra

m
e

D
iff

er
en

ce

Pixel/block-wise
difference

planar two 3 7 [19, 20, 54, 57]

Morphological
Processing

planar two 3 7 [52, 46]

Robust
Estimation

planar two 3 7 [51, 55, 56]

Cast Shadow
Detector

planar two 3 7 [14, 53]

S
ta

tis
tic

al
M

et
ho

d

Single Gaussian
Model

planar multi 3 3 [58, 59, 60, 61]

Gaussian Mixture
Model

planar multi 3 3

[62, 63, 64, 65, 26,
66, 67, 68, 69, 70,

71, 72]

Maximum-A-
Posterior

planar multi 3 3
[58, 21, 75, 76, 59,

47]

Kernel Density
Estimation

planar multi 3 3 [16, 78, 59, 79, 80]

Belief
Propagation

planar multi 3 3
[26, 83, 84, 85, 86,

35]

S
pa

tio
-te

m
po

ra
l

M
ec

ha
ni

sm

Registration
Error Modelling

planar multi 3 7
[89, 90, 91, 92, 79,

61]

Object Motion
and Appearance

Modelling
planar multi 3 7 [87, 88, 55, 49]

Foreground
Segmentation

planar multi 3 7 [89, 91, 55]

Detection and
Tracking

planar multi 3 7
[25, 97, 93, 94, 46,

95, 96, 71]

R
an

k
M

in
im

iz
at

io
n Low-Rank

Representation
planar multi 3 3

[98, 99, 70, 31,
100, 101]

PCA planar multi 3 3 [99, 31]

3-Term / Tensor
Decomposition

planar multi 7 3 [70, 100, 101]

Le
ar

ni
ng

Statistical
Learning

planar multi 3 3 [26, 105, 57, 110]

Semantic
Learning

planar multi 7 7
[111, 112, 26, 106,

107, 108]

TABLE 2.1 – Summary of image-based moving object detection approaches.
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Representative
method

Scene
type

Frame
length

Cam.
motion

Background
modelling

Related
literature

Planes + Parallax
Decomposition

non-
planar

two 3 7
[25, 115, 113, 11,

114, 26, 27]

O
pt

ic
al

Fl
ow

Displaced Frame
Difference

non-
planar

two 7 7 [139, 37]

Flow Violation
Policy

non-
planar

two 3 7 [126, 132, 95]

Focus of
Expansion

non-
planar

two 3 7 [126, 133, 136]

Object Contour
Tracking

non-
planar

two 7 7

[126, 128, 129,
130, 53, 132, 134,
135, 138, 140, 141]

Level-set
Segmentation

non-
planar

two 7 7 [145, 137, 146]

Piecewise
Segmentation

non-
planar

two 7 7 [147, 148]

Hierarchical
Motion Field Seg.

non-
planar

two 7 7 [149]

Markov Random
Field Seg.

non-
planar

two 7 7
[128, 130, 140,

135]

E
pi

po
la

r
C

on
st

ra
in

t Direct Epipolar
Constraint

non-
planar

two 3 7

[150, 151, 152,
153, 154, 155, 27,

156]

Robustification
Schemes

non-
planar

two /
multi

3 7
[150, 156, 151,

152, 154, 155, 27]

E
ne

rg
y

M
in

im
iz

at
io

n Pixel Labelling
non-

planar
two /
multi

7 7
[129, 52, 91, 157,
80, 118, 72, 158]

Moving Object
Extraction

non-
planar

two /
multi

7 7
[129, 148, 159, 91,
80, 160, 72, 158]

Tr
aj

ec
to

ry
A

na
ly

si
s

Motion Velocity
Analysis

non-
planar

multi 7 7 [116, 240]

Object Template
Matching

non-
planar

multi 7 7 [120, 121]

Trajectory Length
Analysis

non-
planar

multi 7 7 [241, 242, 243]

TABLE 2.2 – Summary of image-based moving object detection approaches.
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Representative
method

Scene
type

Frame
length

Cam.
motion

Background
modelling

Related
literature

Tr
aj

ec
to

ry
A

na
ly

si
s

Embedding
Discontinuity

Detector

non-
planar

multi 7 7 [118]

Trajectory
Subspace

non-
planar

multi 7 7
[117, 119, 238,

239]

Tw
o-

fra
m

e
M

ot
io

n
S

eg
m

en
ta

tio
n

Variational
Approach

non-
planar

two 3 7
[145, 137, 161,

162, 146]

Geometric
Constraints

non-
planar

two 3 7
[163, 165, 166,

167, 168, 169, 170]

Split-and-Merge
non-

planar
two 3 7 [171, 172, 173]

Other
Approaches

non-
planar

two 3 7
[149, 174, 175,

176]

M
ul

ti-
fra

m
e

M
ot

io
n

S
eg

m
en

ta
tio

n

Matrix
Factorization

non-
planar

multi 3 7
[179, 180, 181,

182, 192, 193, 194]

Shape
Interaction Matrix

non-
planar

multi 3 7
[180, 181, 182,

188, 189, 190, 191]

Algebraic
Methods

non-
planar

multi 3 7
[195, 196, 28, 197,

198]

High-Order
Clustering

non-
planar

multi 3 7
[201, 202, 206,

203, 204, 205, 206]

Tensor
Decomposition

non-
planar

multi 3 7
[208, 202, 203,

205, 204]

Statistical
Approaches

non-
planar

multi 3 7
[209, 210, 211,
212, 213, 214]

S
ub

sp
ac

e
S

el
f-

R
ep

re
se

nt
at

io
n

M
S

Sparse Sub-
space Clustering

non-
planar

multi 7 7

[177, 216, 29, 217,
218, 224, 225,
226, 231, 235]

Low Rank
Representation

non-
planar

multi 7 7
[219, 220, 221,

222, 223, 231, 233]

Least Squares
Regression

non-
planar

multi 7 7 [227, 228, 30]

Other SSR
Approaches

non-
planar

multi 7 7 [229, 232, 234]

TABLE 2.3 – Summary of image-based moving object detection approaches.
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Representative
method

Scene
type

Frame
length

Cam.
motion

Background
modelling

Related
literature

S
tr

uc
tu

re
fro

m
M

ot
io

n

Concurrent 3D
Motion Seg.

non-
planar

two 3 7 [248]

Two-stage Dense
SfM

non-
planar

two 3 7 [33, 249]

SLAM-based
Approaches

non-
planar

two /
multi

3 7 [251, 252]

S
te

re
o

V
is

io
n

Global Motion
Model

non-
planar

two 3 7 [253, 254]

Object Scene
Flow

non-
planar

two /
multi

3 7
[255, 256, 257,
258, 259, 260]

Spatio-temporal
Analysis

non-
planar

multi 7 7 [261, 262, 263]

Height Color
Histogram

non-
planar

multi 7 7 [264]

R
G

B
-D

S
en

so
r 2D-to-3D

Extension
non-

planar
two /
multi

3 7 / 3
[265, 269, 270,

271, 266, 267, 268]

Depth Guided
Segmentation

non-
planar

two 3 3 [272, 273]

Kinect Fusion
non-

planar
two 3 3 [274, 275]

La
se

rs
ca

nn
er SLAM-MOT

non-
planar

two 3 7 / 3
[276, 277, 278,
279, 280, 281]

Probabilistic
3D-Voxel Map

non-
planar

multi 3 3 [282, 283]

Point Cloud
Subtraction

non-
planar

two 3 3 [284]

3D Feature
Displacement

non-
planar

two 3 7 / 3 [285]

TABLE 2.4 – Summary of 3D-based moving object detection methods.
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PRELIMINARY

“If I have seen further, it is by standing on the shoulders of giants"

- Isaac Newton, Historical Society of Pennsylvania

This chapter presents the notations used throughout this document. Some essential

concepts and their properties in linear algebra are stated. Among them, the different

mathematical spaces with their properties are reviewed.

We briefly revisit the standard formulation of motion segmentation problem based on fea-

ture trajectories clustering. To begin with, being the common assumption of subspace

self-representation algorithms, the affine projection model and its rank constraints are

introduced. Later, given a set of feature trajectories, we construct the two-dimensional

data matrix in which each column is a vectorized feature trajectory of multiple moving

objects tracked across multiple frames. We also show that, in theory, this data matrix

can be decomposed into a block-diagonal matrix where each sub-block represents one

independent motion subspace. Thus, the sought motion segmentation problem turns out

to be a subspace clustering problem. To this end, two major techniques that inspired

our contributions are discussed in details. Specifically, the subspace self-expressiveness

property and the well-known Sparse Subspace Clustering formulation are recalled. In ad-

dition, the general form of subspace self-representation model for motion segmentation

is also pointed out. Moreover, the Smooth Representation Clustering approach is detai-

led. Lastly, some widely used spectral clustering techniques are listed and analysed. We

also introduce some robust estimation techniques which are incorporated in the develop-

ment of our algorithms. Three major involved techniques, namely the Random Sample

Consensus algorithm, the M-Estimator, and the Principal Component Analysis, are dis-

41
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cussed. Finally, some optimization approaches, particularly in convex optimization, are

presented. Since we formulate our problems in a convex optimization manner, we inten-

tionally focus on the `p-norm optimization and analyse the sparsity of their solutions.

3.1/ BASIC NOTATIONS

We use the notations of Table 3.1.

Objects Notations Examples

vector bold lower case
letter

a =
[

1 2 3
]

matrix
bold upper case

letter
A =

[
1 2 3
4 5 6

]

transposition [·]T If a =
[

1 2 3
]
, then aT =

 1
2
3

.

vectorization vec(·)
If A =

 1 4
2 5
3 6

, then

vec(A) =
[

1 2 3 4 5 6
]T

.

matrix elements subscript ai j If A =

[
1 2
3 4

]
, then a11 = 1, a12 = 2.

column-wise
representation

bold lower case
with subscript ai

if A = [a1, · · · , ai, · · · an], each ai is an
m-dimensional vector.

diagonal
elements

diag(·) If A =

[
1 2
3 4

]
, then diag(A) =

[
1

4

]
.

trace of matrix tr(·) If A =

[
1 2
3 4

]
, then

tr(A) = A11 + A22 = 1 + 4 = 5.

positive
semi-definite

� 0
A � 0 means that the symmetric matrix A is
positive semi-definite.

vector dimension Rm a ∈ R3 is a column vector that consists of 3
real-valued elements.

matrix dimension Rn×m A ∈ R3×2 is a matrix with 3 rows and 2
columns of real-valued elements.

TABLE 3.1 – Notations.
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Objects Notations Examples

real-positive
number R+N a ∈ R+N is a vector that only consists of

positive real-valued elements.

identity matrix Im
I3 ∈ R3×3 is a diagonal matrix whose
diagonal entries are equal to one.

absolute value | · | If a =
[
−1 2 −3

]
, then |a| =

[
1 2 3

]
.

`p-norm ‖ · ‖p ‖a‖2 denotes the `2-norm of vector a.

defined by :=
For a vector a ∈ Rm, its `2-norm is defined
by ‖a‖2 :=

√
a2

1 + a2
2 + · · · + a2

m.

optimal solution superscript *
Let a linear system be Ax = b, the optimal
solution to this problem is denoted as x∗.

derivative
operation ∇

Let f (x, y) = x2 + y2, the first ordered
derivative on x is denoted as ∇x f = 2x.

space mapping
operation

→
f (x) : Rm → R means that the function has
variable x ∈ Rm and result f (x) ∈ R.

TABLE 3.2 – Notations.

3.2/ SPACES

In mathematics, a space is a group of data with some specific structure. Such spaces

often form a hierarchy, i.e., a subspace may inherit all the properties of its parent space.

There are various types of spaces that are defined by their specific properties, e.g. Eucli-

dean space or Minkowski space. This section introduces some related spaces.

3.2.1/ VECTOR SPACE, AFFINE SPACE, AND SUBSPACES

Definition 1 : Vector Space

A vector space is a non-empty set V ⊂ Rm of objects, called vectors, on which

are defined two operations, called addition and multiplication by scalars (real

numbers), subject to the axioms (or rules) listed below. The axioms must hold

for all vectors u, v ∈ V and for all scalars c [286]:

1 . If u, v ∈ V, then u + v ∈ V.

2 . If u, v ∈ V with a scalar c, then cu, cv, c(u + v) ∈ V.

3 . There is a zero vector 0 ∈ V such that v + 0 ∈ V.
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For different vectors from the same vector space, axiom 1 in definition 1 implies that their

linear combination also belongs to the same vector space. In addition, axiom 2 indicates

the linear property of vector space where vectors multiplied by scalars remain in the

same vector space. In other words, vectors can be reproduced by the linear combination

of other vectors from the same vector space. Therefore, a vector space is closed under

addition and scalar multiplication. Moreover, a vector space must contain the zero vector

(axiom 3), such that a vector space passes through the origin. On the contrary, if a “vector

space" contains no zero vector, it is called an Affine Space. The affine space preserves

same properties of axiom 1 and axiom 2 when c , 0. Fig. 3.1 illustrates different examples

of a vector space and an affine space. Noticeably, plane Π2 is an affine space since it does

not go through the origin.

FIGURE 3.1 – Examples of vector space and affine space: The two planes represent a
vector space (Π1) and an affine space (Π2), respectively. L1, which lies in Π1 and passes
the origin, is a subspace of Π1. L2, which belongs to Π2, is an affine subspace of Π2.

Definition 2 : Vector Subspace

A vector subspace (or linear subspace) of Rn is any set S ⊂ Rn that verifies the

following three properties [286]:

1 . For u, v ∈ S, the sum u + v is also in S.

2 . For u ∈ S, the vector cu is also in S.

3 . The zero vector is in S.

The above definition 2 shows that a Vector Subspace is a vector space, and also a subset

of a higher-dimensional space. Similarly, an Affine Subspace can be defined as a subset

of an affine space. To illustrate, Fig. 3.1 shows an example of the vector subspace L1
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inside a vector space Π1, as well as an example of affine subspace L2 corresponding to

affine space Π2. In fact, both the plane Π1 and the line L1 are linear subspaces of the 3D

Euclidean space.

3.2.2/ COLUMN SPACE, ROW SPACE AND NULL SPACE

Let’s first introduce the concept of Spanning a space. If a vector space V ⊂ Rm×n consists

of all linear combinations of v1, v2, · · · , vn, then these vectors span the space. The Column

Space of V is spanned by the columns. Similarly, the Row Space of V is the span of the

rows. The Null Space is the span of vectors that are perpendicular 1 to the row space.

Consider an over-determined linear system

Ax = b, (3.1)

where A ∈ Rm×n (m > n) x ∈ Rn, and b ∈ Rn. When b = 0, the sought solutions of the linear

system are the span of vectors perpendicular to the row space of A. 2 Therefore, solving

linear system 3.1 is, in essence, finding the null space of A. In this regard, Singular Value

Decomposition (SVD) is an efficient way to solve such a problem. In general, the SVD

operation has the following form:

S VD(A) = UΣVT, (3.2)

where Σ is a diagonal matrix whose entries are the eigenvalues of ATA. Note that all

the singular values (entries of Σ) are no-less than zero because ATA is positive definite.

The columns of U are the eigenvectors of AAT, while the columns of V are the eigenvec-

tors of ATA. The solution space of problem 3.1 is the span of the singular vectors in VT

corresponding to the zero singular values.

1. For two vector spaces U ∈ Rm×n,V ∈ Rn×m, if UV = 0, then U and V are orthogonal to each other.
2. When b , 0, one can rewrite the linear system as A′x′ = 0. Where A′ ∈ Rm×(n+1); x′ ∈ Rn+1; the last

column of A′ equals to b; and the last element of x equals to -1.
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3.2.3/ SUBSPACE CLUSTERING

Given a set of data point {a1, a2, · · · , an} ∈ Rm which belong to K different subspaces {Si}
K
i=1,

the subspace clustering aims to group those elements ai into their respective subspaces

Si. Fig. 3.2 shows that the 3D data point set is from 3 different subspaces, namely the

red line L1, the blue line L2, and the plane Π. Clearly, the subspace clustering intends to

classify the 3D points into L1, L2 and Π.

The subspace clustering is applied to both linear subspace and affine subspace. In fact,

the affine subspace can be considered as lying on a higher-dimensional linear subspace.

For instance, a line L, which does not go through the origin, is an affine subspace. This

affine subspace is lying on the plane which passes through both the origin and the line

L. Therefore, both linear subspace and affine subspace are within the scope of subspace

clustering.

FIGURE 3.2 – Subspace clustering example: the linear subspaces, namely L1, L2 and Π,
are intersecting at the origin. p1, p2 are two elements in L2. The objective of subspace
clustering is to group the elements to their corresponding subspaces.

3.3/ SUBSPACE FORMULATION FOR MOTION SEGMENTATION

The motion segmentation problem is a fundamental problem in computer vision [25]. Gi-

ven an image sequence, it is recommended to detect and analyse the moving objects

(or motions) based on the feature trajectories. For rigidly moving objects, an independent

motion has a unique motion track which is determined by its velocity, direction, and spa-

tial position. Mathematically, an independent motion can be modelled as a unique motion

space where each feature trajectory associated to this moving object is a subspace. This

section introduces the fundamentals of the popular subspace clustering approach for mo-

tion segmentation.
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3.3.1/ AFFINE PROJECTION MODEL

Camera modelling is another fundamental problem in computer vision. Geometrically, the

camera models are the mapping of data from 3D space to 2D image space. Among the

different camera models, the perspective projection model is the ideal and the most ac-

curate model for a wide range of cameras [287]. However, the resulting equations from

perspective projection model are often complicated and non-linear due to the unknown

scale factor [288]. For simplicity, there are various approximation models, namely weak-

perspective projection model, orthographic projection model, and para-perspective pro-

jection model, which are generalized as Affine Projection Model [18]. The affine camera

projection model is relatively simpler compared to the projective camera model. Espe-

cially, when the depth variation of objects is small compared to the camera-to-object

distance, the affine projection model is valid as a proper approximation to perspective

projection model.

Given a 3D point [X,Y,Z]T projected onto the 2D space (or image plane) as [x, y]T, the

affine projection model has the following form:


x

y

1

 = K


1 0 0 0

0 1 0 0

0 0 0 1


 R t

0T 1


︸                                ︷︷                                ︸

P



X

Y

Z

1


, (3.3)

where K ∈ R3×3 consists of the intrinsic camera parameters. R ∈ R3×3 and t ∈ R3 are

the rotation and translation, respectively. The combination P ∈ R3×4 is called the camera

matrix of an affine camera. It is straight forward that P has the form of

P =


a11 a12 a13 t1

a21 a22 a23 t2

0 0 0 1

 , (3.4)

where t1, t2 are the translations in X and Y directions, respectively. Taking the first two

rows of P, we define the affine motion matrix A ∈ R2×4 as
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A =

 a11 a12 a13 t1

a21 a22 a23 t2

 . (3.5)

Finally, the affine projection model can be simplified as

 x

y

 = A



X

Y

Z

1


. (3.6)

3.3.2/ FEATURE TRAJECTORY SUBSPACE

Suppose a moving camera observes a 3D point [X,Y,Z]T over F frames, then we have

F image points x1, x2, · · · , xF and F affine camera matrices A1,A2, · · · ,AF . Stacking the

image points xi = [xi, yi]T into a feature trajectory vector leads to



x1

y1
...

xF

yF


=



A1

A2
...

AF





X

Y

Z

1


. (3.7)

Now, let’s consider N 3D points [Xi,Yi,Zi]T (i = 1, 2, . . . ,N) are observed in the ith frame

under the affine motion Ai, we have

 xi1 xi2 · · · xiN

yi1 yi2 · · · yiN

 = Ai



X1 X2 · · · XN

Y1 Y2 · · · YN

Z1 Z2 · · · ZN

1 1 · · · 1


. (3.8)

Combining Eq. (3.7) and Eq. (3.8), for N points observed in F frames, we have N feature
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trajectories under F affine motions:



x11 x12 · · · x1N

y11 y12 · · · y1N
...

...
. . .

...

xF1 xF2 · · · xFN

yF1 yF2 · · · yFN

︸                          ︷︷                          ︸
X∈R2F×N

=



A1

A2
...

AF

︸  ︷︷  ︸
M∈R2F×4



X1 X2 · · · XN

Y1 Y2 · · · YN

Z1 Z2 · · · ZN

1 1 · · · 1

︸                      ︷︷                      ︸
S∈R4×N

, (3.9)

where X is the data matrix encoding the set of image feature trajectories, M is the com-

bination of all affine motion matrices, and S is the shape matrix containing all the 3D

features in homogeneous coordinate. Consider the four columns of M as the four basis of

a linear subspace with intrinsic dimension of 4 and ambient dimension of 2F, and the ele-

ments of S are the scale factors, then the columns of X become points in this subspace.

Therefore, the assembly of N feature trajectories naturally forms a linear subspace.

Note that all these N features in Eq. (3.9) are under the same motion M. In cases of multiple

independent motions, say K different motions, Eq. (3.9) can be extended and factorized as

X = [X1,X2, · · · ,XK]

= [M1S1,M2S2, · · · ,MKSK]

= [M1,M2, · · · ,MK]



S1

S2

. . .

SK


.

(3.10)

where Mi,Si are the ith motion matrix and the ith shape matrix for K rigidly moving objects,

respectively. X is the assembly of all feature trajectories from K different motions. In prac-

tice, the trajectories are not sorted according to their motions, which raises the problem

of feature trajectories clustering. Naturally, the span of feature trajectories forms an inde-

pendent and unique affine motion space where each element (or feature trajectory) is an

affine subspace. Therefore, clustering the feature trajectories is essentially a subspace

clustering problem.
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3.3.3/ SUBSPACE SELF-REPRESENTATION MODEL

Given that X is disorganized, factorization of Eq. (3.10) compromises to a certain "per-

mutation" matrix 3 C of X. In other words, the subspace clustering problem raised by

problem (3.10) points to finding the permutation matrix C. Such a permutation matrix is

used to construct the Affinity Matrix which encodes the connectivity (or the similarity)

between the feature trajectories. More specifically, two feature trajectories from the same

subspace should have high affinity while two feature trajectories from different subspaces

have low affinity.

To this end, the SSC [29] algorithm introduced a very important concept which is called

the Subspace Self-expressiveness Property :

Definition 3 : Subspace Self-expressiveness Property [29]

One element can be represented (or approximated) by the linear combina-

tion of other elements from the same subspace, so called Subspace Self-

expressiveness.

Formally, suppose there exists a collection of data X = [x1, · · · , xN] where the columns

lie in multiple subspaces, then for all i = 1, · · · ,N, there exists a vector ri ∈ RN , such

that xi = Xri. The non-zero entries of ri are other elements from the same subspace.

To understand this concept, recall the linearity property of the affine subspace: the affine

subspace is bound under addition and non-zero scalar multiplication. Thus, the subspace

self-expressiveness property is induced from the linearity of subspace. For example, in

Fig. 3.2, p1 and p2 are from the same subspace. It is manifest that p1 can represent p2 by

multiplying a scale factor. An affinity matrix can then be constructed by using these linear

combination coefficients.

Formally, in SSC, the self-expressiveness property is expressed as:

X = XC subject to diag(C) = 0, (3.11)

where X is the data matrix (or the assembly of feature trajectories) and C is the coeffi-

cient (or the permutation) matrix. To avoid the trivial solution that C equals to identity, the

3. In this thesis, following [29], we refer the permutation matrix to a non-negative coefficient matrix. Dif-
ferent from the traditional definition of permutation matrix, such non-negative coefficients are not necessarily
to be 0 or 1.
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zero-diagonal constraint diag(C) = 0 is adopted. The non-empty coefficient matrix C is

used to build the symmetric affinity matrix Q = C + CT. Such affinity matrix Q encodes the

intra- and inter-subspace relationship for the later spectral clustering. To solve Eq. (3.11),

inspired by compressive sensing theory, the SSC aims to minimize the `0-norm of C to

obtain a sparse solution:

minimize
C

‖C‖0

subject to X = XC, diag(C) = 0.
(3.12)

In practice, solving problem (3.12) is very difficult due to the non-convexity of `0-norm (this

will be discussed in details in Section 3.5.1). Accordingly, problem (3.12) is relaxed as an

`1-norm optimization problem which also produces sparse solution, such that

minimize
C

‖C‖1

subject to X = XC,

1TC = 1T,

diag(C) = 0.

(3.13)

When dealing with affine subspace, in Eq. (3.13), the constraint 1TC = 1T is incorporated

to enforce the sum of each column of C to be 1. Alternatively, one can add an all-one row

to X so that the affine constraint is implicitly enforced.

Inspired by SSC, recent motion segmentation methods use such property to cluster the

motion trajectories. In summary, the self-representation model for motion segmentation

can be generalized as

minimize
C

‖X −D(X)C‖` + Ω(X,C) subject to ζ(C) (3.14)

where D(X) is the dictionary learned from X, and ‖ · ‖` denotes the proper norm. Ω(X,Z)

is the regularization term and ζ(C) are the constraints on C. By solving Eq. (3.14), a de-

sired self-representation matrix C∗ is obtained to construct the affinity matrix. Table 3.3

summarizes some state-of-the-art algorithms based on the subspace self-expressiveness

property. Note that, depending on the selection of `p-norm, the solutions of these methods

are either sparse or dense, as summarized in Table 3.3.
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Algorithm Ω(X,C) ‖ · ‖l ζ(C)

CASS[228]
∑

i ‖Xdiag(C)‖∗ ‖ · ‖2F ∅

LRR[219, 220] ‖C‖∗ ‖ · ‖2,1 ∅

LatLRR[223, 221] ‖C‖∗+‖L‖∗+λ‖E‖1 ‖ · ‖2,1 C∗ = C + E,C � 0

LSR[227] ‖C‖2F ‖ · ‖2F diag(C) = 0
LSR-Z[227] ‖C‖2F ‖ · ‖2F diag(C) = 0

LS3C[224]
‖C‖1 +

λ1‖PY − PYC‖2F +

λ2‖PY − PTYC‖2F
‖ · ‖2F

diag(C) = 0,PPT =

I,CT1 = 1

MSR[289] ‖C‖1 + δ‖C‖∗ ‖ · ‖2,1 diag(C) = 0
SMR[30] ‖C‖2F ‖ · ‖2F ∅

SSC[29, 177] ‖C‖1 ‖ · ‖1 diag(C) = 0
SSQP[218] ‖CTC‖1 ‖ · ‖2F C ∈ R+, diag(C) = 0

TABLE 3.3 – Subspace self-representation motion segmentation methods.

Different from the SSC which models the motion segmentation problem as a constrained

optimization problem, SMR [30] addresses the problem as an unconstrained optimization

problem by enforcing the Grouping Effect.

Definition 4 : Grouping Effect [30]

Given a set of d-dimensional data points X = [x1, x2, · · · , xN] ∈ Rd×N , a

self-representation matrix C = [c1, c2, · · · , cN] ∈ RN×N has grouping effect if

‖xi − x j‖2 → 0⇒ ‖ci − c j‖2 → 0,∀i , j.

The grouping effect implies that if the difference between two points (or feature trajecto-

ries) xi, x j is very small, then the difference between their respective self-representation

coefficients ci, c j is also very small. Geometrically, if two points are very close to each

other, then their respective self-representation coefficients are very similar to each other.

In other words, the grouping effect enforces the spatial closeness between the feature

trajectories. Explicitly, if the feature trajectories belong to the same moving objects, these

feature trajectories should be closely distributed and lie in the same subspace. Formally,

the grouping effect constraint is enforced as a regularization term:

Ω(X,C) =
1
2

N∑
i=1

N∑
j=1

wi j‖Ci − C j‖
2
2

= tr(CLCT)

, (3.15)
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where wi j = ‖Xi − X j‖
2
2 defines the spatial closeness of two feature trajectories. A symme-

tric spatial distance graph W can then be constructed as

W =



w11 w12 · · · w1N

w21 w22 · · · w2N
...

...
. . .

...

wN1 wN2 · · · wNN


. (3.16)

In Eq. (3.15), L is the Laplacian matrix defined as L = D −W, where D is a diagonal matrix

with entry dii =
∑N

j=1 wi j. By enforcing the grouping effect, Eq. (3.14) is then adapted as

minimize
C

‖X − XC‖2F + tr(CLCT). (3.17)

3.3.4/ SPECTRAL CLUSTERING

For most of the motion segmentation methods [29, 30, 187], the spectral clustering is

an important step to obtain the final segmentation. Getting the self-representation matrix

C∗, a symmetric affinity matrix Q = C + CT is constructed. By using the affinity matrix, a

Laplacian matrix is built to perform spectral clustering. In this section, two major spectral

clustering methods are presented.

3.3.4.1/ UNNORMALIZED SPECTRAL CLUSTERING

Let Q ∈ RN×N be a non-negative symmetric affinity matrix which also forms an undirected

weighted graph G. The Unnormalized Laplacian Matrix is defined as

L = D −Q, (3.18)

where D is a diagonal matrix whose entries are the sum of rows (or columns) of Q,

denoted as dii =
∑N

j=1 qi j. Note that L is positive semi-definite 4 because the following

condition always holds true [290]:

4. A matrix A is positive semi-definite if, for any vector x, xTAx ≥ 0.
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xTLx =

N∑
i=1

N∑
j=1

qi j(xi − x j)2 ≥ 0, (3.19)

where qi j are the entries of affinity matrix Q, and xi, x j are the elements of an arbitrary vec-

tor x ∈ RN . In addition, the smallest eigenvalue of L equals to zero with the corresponding

constant-1 eigenvector. Furthermore, L is a singular matrix due to the zero-summation of

entries of every column.

Proposition 1 (Number of connected components and the spectrum of L [290]). Let G be

an undirected graph with non-negative weights. Then the multiplicity K of the eigenvalue

0 of L equals the number of connected components A1,A2, · · · ,AK in the graph. The

eigenspace of eigenvalue 0 is spanned by the indicator vectors 1A1 , 1A2 , · · · , 1AK of those

components.

Proposition 1 says that the number of clusters equals to the multiplicity of zero-eigenvalue

of L. Thus, L can be reorganized as a block-diagonal matrix corresponding to the K

different clusters:

L =



A1

A2

. . .

AK


. (3.20)

Therefore, the objective of spectral clustering can be achieved by categorizing the La-

placian matrix L into a K block-diagonalized components. Such components are ideally

intra-connected but inter-disconnected.

With proposition 1, the unnormalized spectral clustering algorithm is summarized as

Algorithm 1: Unnormalized Spectral Clustering [290]
Input : Affinity matrix Q ∈ RN×N , number of clusters K.
Output: Cluster labels L.

1 Compute the unnormalized Laplacian L using Eq. 3.18.
2 Compute the smallest K eigenvectors u1, u2, · · · , uK of L.
3 Construct U ∈ RN×K with u1, u2, · · · , uK as columns, and each row of U is denoted as

ri ∈ RK , i = 1, 2, . . . ,N.
4 Cluster the points {ri ∈ RK}Ni=1 using K-means algorithm, and return the cluster labels
L ∈ {1, 2, . . . ,K}N .
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3.3.4.2/ NORMALIZED SPECTRAL CLUSTERING

To improve the clustering performance, there are two popular ways to normalize the La-

placian matrix, i.e. [178, 123]

Lsym := D
1
2 LD

1
2 = I − D

1
2 QD

1
2

Lrw := D−1L = I − D−1Q
. (3.21)

The first notation Lsym denotes a symmetric matrix, while the second notation Lrw is clo-

sely related to the random walk algorithm.

Proposition 2 (Properties of Lsym and Lrw [290]). The normalized Laplacians satisfy the

following properties:

i. For every x ∈ RN , we have

xTLsymx =
1
2

N∑
i=1

N∑
j=1

qi j

 xi
√

dii
−

x j√
d j j

2

≥ 0. (3.22)

ii. 0 is an eigenvalue of Lrw with the constant one vector 1 as eigenvector. 0 is an

eigenvalue of Lsym with eigenvector D
1
2 1.

iii. Lsym and Lrw are positive semi-definite and have N non-negative real-valued ei-

genvalues 0 = λ1 ≤ λ2 ≤ · · · λN .

The above proposition 2 shows that the normalize Laplacian matrices Lsym and Lrw have

very similar properties with the unnormalized Laplacian. Moreover, the multiplicity K of

the zero-eigenvalue of Lsym (also apply for Lrw) equals to the number of clusters. More

specifically, the following proposition holds true:

Proposition 3 (Number of connected components and spectra of Lsym and Lrw [290]). Let

G be an undirected graph with non-negative weights. Then the multiplicity K of the eigen-

value 0 of both Lsym and Lrw equals the number of connected components A1,A2, · · · ,AK

in the graph. For Lrw, the eigenspace of 0 is spanned by the indicator vectors 1Ai of those

components. For Lsym, the eigenspace of 0 is spanned by the vectors D
1
2 1Ai .

By incorporating the normalization of the Laplacian matrix, two different spectral cluste-

ring algorithms are proposed. Firstly, spectral clustering algorithm 2 using normalized

symmetric Laplacian is quite similar to its unnormalized version. The only difference

comes from the additional normalization step of algorithm 2.
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Algorithm 2: Normalized Spectral Clustering using Lsym [178]

Input : Affinity matrix Q ∈ RN×N , number of clusters K.
Output: Cluster labels L.

1 Compute the normalized Laplacian Lsym using Eq. 3.21.
2 Compute the smallest K eigenvectors u1, u2, · · · , uK of Lsym.
3 Construct U ∈ RN×K with u1, u2, · · · , uK as columns, and each row of U is denoted as

ri ∈ RK , i = 1, 2, . . . ,N.
4 Normalize ri as r̄i =

ri
‖ri‖

for i = 1, 2, . . . ,N.
5 Cluster the points {r̄i ∈ RK}Ni=1 using K-means algorithm, and return the cluster labels
L ∈ {1, 2, . . . ,K}N .

The next algorithm 3 uses the asymmetric normalized Laplacian matrix Lrw. Note that in

algorithm 3 the generalized eigenvectors of L are the same as the eigenvectors of Lrw.

This can be interpreted from the perspective of normalized graph cuts, so it is also called

the normalized cuts algorithm [123].

Algorithm 3: Normalized Spectral Clustering using Lrw [123]
Input : Affinity matrix Q ∈ RN×N , number of clusters K.
Output: Cluster labels L.

1 Compute the normalized Laplacian L as in Eq. 3.18.
2 Compute the smallest K eigenvectors u1, u2, · · · , uK of the generalized eigenproblem

Lu = λDu.
3 Construct U ∈ RN×K with u1, u2, · · · , uK as columns, and each row of U is denoted as

r̄i ∈ RK , i = 1, 2, . . . ,N.
4 Cluster the points {r̄i ∈ RK}Ni=1 using K-means algorithm, and return the cluster labels
L ∈ {1, 2, . . . ,K}N .

To sum up, the three spectral clustering algorithms 1 2 3 are quite similar, except that

their Laplacian matrices are different. All these algorithms seek a different representation

of data point xi ∈ RN to r̄i ∈ RK . The new data representations are the eigenvectors of the

Laplacian matrix, which yields to a lower-dimensional but more distinctive space. With

such representations, we simply apply the K-means algorithm to separate the different

clusters. As discussed in [290], the normalization-based methods usually give better re-

sults. Accordingly, evaluations of motion segmentation performance in this thesis mainly

use the normalization-based spectral clustering algorithms.

3.4/ ROBUST ESTIMATION METHODS

The observed data can be corrupted or affected by noise. Hence, estimation techniques
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are recommended. In this section, three major techniques, namely RANSAC algorithm,

M-Estimator, and PCA algorithm, are discussed.

3.4.1/ RANDOM SAMPLE CONSENSUS ALGORITHM

Definition 5 : RANSAC Algorithm [291]

RANdom SAmple Consensus (RANSAC) is an iterative method to estimate pa-

rameters of a mathematical model from a set of observed data that contains

outliers, when outliers are to be accorded no influence on the values of the esti-

mates.

RANSAC algorithm is one of the most popular techniques in robust statistics, i.e. in Com-

puter Vision [18], where it learns the best parameter fitting to the data. Intuitively, RAN-

SAC algorithm iteratively solve an overdetermined system 5 by randomly selecting the

best sub-samples which guarantee the largest percentage of inlier samples. A simple

RANSAC algorithm of a line-fitting example can be summarized as:

Algorithm 4: RANSAC Algorithm of Line Fitting.
Data: A set of 2D points x, inlier threshold τ, maximum iteration K.
Result: Optimal fitted line l∗.

1 iter = 0, maxInlierNb = 0;
2 for iter < K do
3 1. Randomly select two points;
4 2. Compute sample line fi(x) : Ax = b;
5 3. Count inlier number m : f (xi) ≤ τ, fori = 1, . . . ,N;
6 if m > maxInlierNb then
7 maxInlierNb← m;
8 l∗ ← fi(x);
9 else

10 go back to the beginning of current section;

In the above Algorithm 4, the computation time is determined by iteration number K which

can be approximated as

K =
log(1 − p)

log(1 − wN)
, (3.23)

where p is the probability of getting at least one sample set which contains only inliers. w

is the inlier ratio and N is the size of the sample set (or the number of parameters). Fig. 3.3

5. An overdetermined system has more equations (constraints) than the system unknowns, in contrast to
an underdetermined which has fewer equations than the system unknowns.
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shows that the iteration number is increasing exponentially as the number of parameters

increases. Moreover, taking the same value of p, the iteration time boosts dramatically

when inlier ratio w decreases.
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FIGURE 3.3 – RANSAC iteration estimation: Consider p = 99% of chance to have a solu-
tion, figures show the required iterations for specific inlier ratios, w = 80% and w = 50%
respectively, with regard to different parameter sizes. Clearly, for lower inlier ratio, the
algorithm requires significantly more iterations.

The main advantage of the RANSAC algorithm is its simplicity and generality in imple-

mentation as a robust estimation framework. Although relatively noisy data with significant

amount of outliers are presented, RANSAC algorithm can still performs highly accurate

parameter fitting. However, since the RANSAC algorithm is not a brute-force searching

algorithm, such that it may not always find the optimal solution. Especially, when the in-

lier ratio is less than 50%, the RANSAC algorithm performs poorly. Moreover, there is

no upper-bound of the computation time (see Fig. 3.3), which sometimes leads to non-

optimal solution when maximum iteration is reached.

3.4.2/ M-ESTIMATOR

The standard least-squares method minimizes
∑n

i=1(r2
i ), where ri is the residual error of

the ith datum. However, such method is not stable in the presence of outliers. Such method

considers the outliers having the same weights as inliers, which results in the strong

distortion in parameter fitting. To robustly estimate the parameters, the M-Estimator is

introduced to penalize the influence (or the weight) of the outliers.
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Definition 6 : M-Estimator

A maximum-likelihood estimator (or an M-estimator) is defined as the zero of the

derivative of a statistical function. Thus, the M-estimator is often a critical point

of the score function [292].

Mathematically, an M-Estimator has the general form as [293]:

min
n∑

i=1

ρ(ri), (3.24)

where ρ(·) is a symmetric and positive-definite function with a unique minimum at zero.

Instead of solving the function directly, an iterative re-weighted least-squares scheme is

applied. In each iteration, sample data are assigned with individual weights which hinge

upon the residual ri.

Let x = [x1, x2, · · · , xn]T be the parameters to be estimated. The M-Estimator of x based

on the kernel function ρ(ri) is the solution of the following m equations:

n∑
i=1

ψ(ri)
∂ri

∂p j
= 0, for j = 1, . . . ,m, (3.25)

where ψ is the derivative ψ =
dρ(x)

dx is called the influence function which measures the

influence of a datum on the parameter estimate. The weight function is then defined as:

w(x) =
ψ(x)

x
. (3.26)

Substitute Eq. (3.26) to Eq. (3.25), we have

m∑
i=1

w(ri)ri
∂ri

∂p j
= 0, for j = 1, . . . ,m. (3.27)

Eq. (3.27) is equivalent to solving an iterated reweighted least-squares problem

min
n∑

i=1

w(rk−1
i )r2

i , (3.28)

where superscript k−1 indicates the iteration number. To guarantee the robustness of the

M-Estimator, two constraints should be met:
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i A bounded influence function ψ(·).

ii The kernel function ρ(·) is a strict convex function which has a unique minimum.

3.4.3/ ROBUST ESTIMATION USING PRINCIPAL COMPONENT ANALYSIS

Definition 7 : Principal Component Analysis

Principal Component Analysis (PCA) refers to the problem of fitting a low- dimen-

sional affine subspace A of dimension d � D to a set of points {x1, x2, · · · , xn} in

a high-dimensional space RD [28].

Statically, the classical PCA [294] was first used to estimate the principal components of

a multivariate random variable x. Given a zero-mean multivariate random variable x ∈ RD,

we are seeking the d principal components y ∈ Rd, such that

yi = uT
i x subject to uT

i ui = 1 and

Var(y1) ≥ Var(y2) ≥ · · · ≥ Var(yd) > 0,
(3.29)

where y = [y1, y2, · · · , yd] are the d uncorrelated linear components of x. More specifically,

to find the first principal component yi, we seek a vector u∗i ∈ R
D, such that

u∗i = arg max Var
ui∈RD

(uT
i x) subject to uT

i ui = 1. (3.30)

The following theorem shows that the principal components of x can be computed from

the eigenvectors of its covariance matrix Σx
6.

Theorem 3.4.1 (Principal Components of a Random Variable [294]). Assume that

rank(Σx) ≥ d. Then the first d principal components of a zero-mean multivariate random

variable x, denoted by yi for i = 1, 2, . . . , d, are given by

yi = uT
i x, (3.31)

where {ui}
d
i=1 are the d orthonormal eigenvectors of Σx associated with its d largest eigen-

values {λi}
d
i=1 in which λi = Var(yi).

6. The covariance matrix of x is defined as Σx = E[xxT], where E[·] stands for the expectation operation.
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In theorem 3.4.1, {ui}
d
i=1 are the set of orthonormal basis of the lower-dimensional affine

subspace. Each basis ui has an associated eigenvalue λi which measures the variance

of the projection of data on this basis.
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FIGURE 3.4 – principal Axis Estimation using SVD: the red and green axis are perpendi-
cular to each other. The longer axes implies the larger associated singular value.

Geometrically, the PCA is closely related to the SVD. Given a set of points {x j}
N
j=1 in RD,

we seek to find an affine subspace S ⊂ RD of dimension d that best fits these points. Each

point x j ∈ S can be approximated as

x j = µ + Uy j, j = 1, 2, . . . ,N, (3.32)

where µ ∈ S is a point in the subspace, U is a D × d matrix whos columns form a basis

for the subspace, and y j ∈ Rd is the vector of new coordinates of x j in the subspace. To

solve Eq. (3.32), we can minimize the following equation

min
U

N∑
j=1

‖(x j − µN) − UUT(x j − µN)‖2 subject to UTU = Id, (3.33)

where µN is the mean of the data. Solving the above equation, y j = UT(x j − µN) for

j = 1, 2, . . . ,N are the desired elements in the affine subspace.

Theorem 3.4.2 (PCA via SVD [294]). Let X = [x1, x2, · · · , xN] ∈ RD×N be the matrix formed

by stacking the (zero-mean) data points as its column vectors. Let X = UXΣXVT
X be the

SVD of the matrix X. Then for a given d < D, an optimal solution for U is given by the
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first d columns of UX, an optimal solution for y j is given by the jth column of the top d × N

submatrix of ΣXVT
X, and the optimal objective value is given by

∑D
i=d+1 σ

2
i , where σi is the

ith singular value of X.

Theorem 3.4.2 offers the optimal solution of problem (3.33) via SVD, which essentially

leads to the same solution of problem (3.30). This equivalence contributes to the choice

of PCA for dimensionality reduction, since the optimal solution can be interpreted either

statistically or geometrically in different application contexts. Fig. 3.4 shows a simple ap-

plication of PCA in finding the principal axis using SVD. Remarkably, the perpendicular

red and green axis indicate the vectors which maximize the data distribution variance

(Eq. (3.30)).

3.5/ OPTIMIZATION

This section introduces some optimization techniques involved in this thesis. For the sake

of system efficiency and robustness, we formulate our problem as a Convex Optimization

Problem. Accordingly, this section mainly discusses those related convex optimization

skills.

3.5.1/ MATHEMATICAL OPTIMIZATION

Definition 8 : Mathematical Optimization Problem

Given the objective function f : Rn → R and the constraint functions gi : Rn → R,

an optimization problem, on the variable vector x = (x1, x2, · · · , xn), is generally

defined in the following form [295]

minimize f (x) subject to gi(x) ≤ bi, i = 1, 2, . . . ,m. (3.34)

Here the constraint functions are bounded by the constant set (b1, · · · , bm). A vector x∗ is

an optimum, or a solution of the problem 8, if it has the smallest objective value among

all vectors that satisfy the constraints: for any y with g1(y) ≤ b1, · · · , gm(y) ≤ bm, we have

f (y) ≥ f (x∗). Concisely, solving an optimization problem 8 aims to find the optimal solution

which has minimum cost (or maximum utility), among all candidates that meet the firm

requirements.
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The complexity of an optimization problem depends on many factors, such as the forms of

the objective and the constraint functions, the numbers of variables and constraints, the

structures of variables (like sparsity). Even when the objective and constraint functions

are smooth (i.e. polynomials) the general optimization problem 8 is surprisingly difficult

to solve [295]. Therefore, approaches to the general problem involve some compromise,

such as very long computational time, or the possibility of not finding the optimal so-

lution. For convex optimization problems, however, there exist very effective algorithms

that can reliably solve even large problems, with hundreds or thousands of variables and

constraints.

Definition 9 : Convex Optimization Problem

A convex optimization problem is a problem consisting of minimizing a convex

function over a convex set. A set C is convex if the line segment between any

two points in C lies in C; and a function is convex if and only if it is convex when

restricted to any line that intersects its domain [295].

FIGURE 3.5 – Illustration of convex and non-convex sets. Left shape (including its boun-
dary) is convex. The middle shape is non-convex because the line segment between two
points in the set is not contained in the set. The right shape is non-convex because some
boundary points do not belong to the set.

More formally, let C be a convex set, for any x1, x2 ∈ C and α, β ∈ R+ with α + β = 1, we

have:

αx1 + βx2 ∈ C. (3.35)

Figure 3.5 shows some simple examples of convex and non-convex sets.

Definition 9 also describes that a function f : Rn → R is convex if dom f is a convex set,

such that f satisfies the inequality

f (αx + βy) ≤ α f (x) + β f (y) (3.36)
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for all x, y ∈ Rn and all α, β ∈ R+ with α + β = 1. In other words, a function is convex if and

only if it is convex when restricted to any line that intersects its domain. Fig. 3.6 illustrates

that a convex function fulfils Definition 9 while a non-convex function does not.
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FIGURE 3.6 – Simple examples of convex and non-convex functions: shadowed areas
are restricted to the functions’ domain. f2(x) is not a convex function because L2 does not
intersect its domain.

The following sections introduce two well-known convex optimization problems, namely

Least-Squares problems and Least-Norm Optimization problems, which are mainly used

in the development of the proposed algorithms of this thesis.

3.5.2/ `p-NORM MINIMIZATION PROBLEM

The norm of a vector represents its length (or size) in a vector space, such interpretation

is also applied to the norm of a matrix 7.

Definition 10 : `p-Norm General Form

Consider a vector a = [a1, a2, · · · , am]T ∈ Rm which consists of m real-valued

elements, ai. The `p-norm of a is defined as:

‖a‖p :=

 m∑
i=1

|ai|
p


1
p

, (3.37)

where p ∈ (0,∞) induces the different properties of the `p-norm. When p = 0, strictly

7. Here, we consider the element-wise matrix norm (i.e. Frobenius norm) which is different from the
induced norms. For more details refer to [296, pp. 71–73].
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speaking, `0-norm is not actually a norm due to the presence of 0th-root in Eq. (3.37). In In-

formation Theory, more specifically in Compressive Sensing, a commonly used definition

of `0-norm is denoted as [297]:

‖a‖0 :=
m∑

i=1

|ai|
0, (3.38)

where |ai|
0 = 0 for all zero entries. In other words, Eq. (3.38) implies that the `0-norm of

a vector counts the number of non-zero elements. Solving Eq. (3.38) finds the sparsest

solution for the under-determined linear system, where the sparse solution contains the

minimum number of non-zero entries. The `0-norm optimization is widely used in many

compressive sensing applications [298], i.e. the following classical optimization problem:

minimize ‖x‖0 subject to Ax = b. (3.39)

However, due to the extreme non-convexity of the `0-norm, solving Eq. (3.39) is an NP-hard

problem [298]. Remarkably, Fig. 3.7 shows that, for 0 ≤ p < 1, the `p-norm is not a convex

function. It is certain that the corresponding `p space (the domain of `p-ball) is not convex

since it violate Definition 9. On the contrary, for 1 ≤ p < ∞, the `p-norm family is convex.

To efficiently solve Eq. (3.39), Donoho et al. [299] proved that the `1-norm optimization also

produces a sparse solution which is a proper alternative. Thus, minimize the `0-norm can

be relaxed as a `1-norm optimization problem.
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FIGURE 3.7 – `p-ball in two dimensions. As the value of p increases, the size of the
corresponding `p space decreases, which can be visually observed.

Following the definition of Eq.(3.37), the `1-norm of a vector a is defined as:

‖a‖1 :=
m∑

i=1

|ai|. (3.40)
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The `1-norm, also called Manhattan norm [300], is widely used in computer vision as

Sum of Absolute Difference (SAD). For instance, given two vectors a ∈ Rm and b ∈ Rm,

S AD(a,b) =
∑m

i=1 |ai − bi|. Fig. 3.7 shows the `1-norm of a unit sphere.

Relaxing the `0-norm minimization problem of Eq. (3.39) using `1-norm optimization, we

have:

minimize ‖x‖1 subject to Ax = b. (3.41)

Although the `1-norm is a convex function, solving problem (3.41) is very difficult due to the

non-smoothness of the function. Recent advances in convex optimization, however, are

able to solve such problem efficiently using algorithms like Linear or Non-linear Program-

ming. In this case, approximation of Eq. (3.41) can be cast as a Linear Programming (LP)

problem [295]:

minimize 1Tt subject to − t � Ax − b � t, (3.42)

where 1T is the an all-ones vector, and t is the residual threshold.

The `2-norm, also known as Euclidean norm which is the most popular norm from the

norm family, is defined as:

‖a‖2 :=

√√ m∑
i=1

|ai|
2. (3.43)

By taking the square power of the `2-norm, it becomes the widely used Sum of Squared

Difference (SSD) metric in computer vision. For example, give two vectors a ∈ Rm and

b ∈ Rm, S S D(a,b) =
∑m

i=1 |ai − bi|
2.

When dealing with matrix, the element-wise `2-norm, also called Frobenius norm, is defi-

ned as:

‖A‖F :=

√√√ m∑
i=1

n∑
j=1

|ai j|
2

=

√
tr(ATA) ,

(3.44)

where operator tr(·) denotes the trace of a matrix, i.e., the sum of its diagonal elements.

If `2-norm is applied to approximated problem 3.39, rather than taking the `1-norm ap-
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proximation, it becomes the famous Least-norm optimization problem:

minimize ‖x‖22 subject to Ax = b. (3.45)

Here, ‖x‖22 = xTx is a squared form of `2-norm. In fact, solving problem 3.45 is relatively

easy thanks to the smoothness of the function. Let

L(x, λ) = xTx + λT(Ax − y) (3.46)

be the Lagrange multipliers, the optimum locates at the zero-crossing point of the func-

tion’s first-order derivative, which fulfils the following two conditions:

∇xL = 2x + ATλ = 0, (3.47)

∇λL = Ax − y = 0. (3.48)

Since condition 3.47 results in x∗ = −ATλ
2 , substituting x in condition 3.48 leads to λ =

−2(AAT)−1y. Hence, x∗ = AT(AAT)−1y. Note that the smooth and convex `2-norm function

has a unique optimal but dense solution.

Lastly, when p = ∞, the `∞-norm is defined as

‖a‖∞ := max{|ai| : i = 1, 2, . . . ,m}. (3.49)

The `∞-norm actually finds the maximum absolute value among all the elements of the

vector.

3.5.3/ SPARSITY ANALYSIS

Definition 11 : Sparse Matrix

A sparse matrix (or a sparse vector) is a matrix in which most of the elements

are zeros. By contrast, most of the elements of a dense matrix are non-zeros.

We have seen that the `p-norm optimization problem returns sparse or dense solutions by

choosing the proper value of p. According to Definition 11, most of the entries of a sparse
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FIGURE 3.8 – Solving a linear system using `p-norm approximation: the dashed line is
the desired solution to the linear system. The coloured-solid dots (x1, x2, and x3) are the
tangent point between the dashed line and the different `p-norm functions. The coloured-
solid dots are also the solutions to the linear system using different `p-norms having the
same error.

solution are zeros, which yields to a robust solution. In other words, the sparse solution

suppresses most of the outliers due to the zero entries. The existence of sparse property

of the `p-norm optimization can be understood by their geometric properties. Recall the

classical optimization problem in solving a linear system using the `p-norm optimization:

minimize ‖x‖p subject to Ax = b. (3.50)

Taking different p values, Fig. 3.8 sketches the boundaries of the two-dimension `p-balls

where p = 0, 0.5, 1, 2, and 10. In this figure, the coordinates of x1, x2, and x3 are the so-

lutions to the problem 3.50 using different `p-norm optimization. Clearly, `0, `0.5, `1-norms’

solution x1 is on the x2-axis, which contributes to the sparsity of x1. However, since x2 and

x3 are not on the axis, they have NO zero entry. Therefore, solution x1 is relatively more

sparse comparing to solutions x2 and x3. Extending to a high dimensional system, opti-

mization using `0≤p≤1-norm results in sparse solution while `1<p<∞-norm leads to dense

solution.
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MOTION SEGMENTATION WITH

UNKNOWN CAMERA MOTION

“Motion is a powerful cue for image and scene segmentation in the human

visual system."

- Philip H. S. Torr, University of Oxford

This chapter is dedicated to the motion segmentation problem with unknown camera

motions. We seek for robust solutions that can simultaneously detect and segment

the moving objects without the knowledge of the camera ego-motion. Since data from un-

controlled outdoor environments are usually noisy, the sought algorithm should be robust

to noise and outliers. To this end, we proposed to use the Subspace Self-Representation

(SSR)-based approaches.

As detailed in Chapter 2, we conclude from the comprehensive review of literature that the

motion segmentation techniques using feature trajectories are good choices because no

camera ego-motion compensation is required. Among the numerous works in literature,

the Sparse Subspace Clustering (SSC) approach [29] is very promising due its robust-

ness to noise and outliers. For the sake of robustness, a sparse solution is preferred,

which can be achieved by optimization of some energy function with proper norm, e.g.

the `1-norm. However, such function should be convex but not necessarily smooth, which

leads to a high computational time. Therefore, the SMooth Representation (SMR) cluste-

ring approach [30], which relies on a smooth and convex energy function under the SSR

framework, is a good alternative. The SMR is a quadratic cost function, such that the opti-

mal solution can be directly obtained at the zero-crossing point of its first-order derivative.

69
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Besides, since object motions occur in a three-dimensional world, it is more natural to

directly perform the motion segmentation using 3D data. Moreover, 3D data, i.e. acquired

from 3D laser scanner, are not restricted by camera projection models compared to 2D

data (also say image data). Therefore, we proposed two algorithms which segment the

object motions using their raw 3D feature trajectories. By extending the 2D-based Sparse

Subspace Clustering (2D-SSC), we proposed a 3D-based Sparse Subspace Clustering

(3D-SSC) algorithm which inherits the aforementioned merits. We also proposed a 3D-

based SMooth Representation (3D-SMR) clustering algorithm which is a very efficient

algorithm with comparable performances with 3D-SSC. The proposed algorithms have

been validated by extensive synthetic and real data experiments.

This chapter is organized as follows. We briefly reintroduce our problem scenarios and the

motivations in Section 4.1. Then, a feature tracking and matching-aided 3D trajectories

construction architecture is presented in Section 4.5. The proposed 3D-SSC and 3D-SMR

algorithms and their implementation details are introduced in Section 4.3 and Section 4.4,

respectively. In Section 4.6, experiments with synthetic and real datasets are presented

and discussed. Section 4.7 summarizes our work.

4.1/ INTRODUCTION

Recently, visual Simultaneous Localization and Mapping (vSLAM)-based autonomous ro-

bot navigation techniques have achieved great success in static environments. Yet, in

dynamic scenes, the vSLAM remains a very challenging problem, mainly because the

moving objects contribute to a poor localization accuracy and map artefacts. Under such

circumstances, the localization estimates the camera motion by using either the featu-

res’ motion consensus [301] or the weighted cost minimization [302]. The dynamic scene

parts in both cases are treated as alien objects or outliers, and thus discarded. Such me-

thods make the assumption of mostly static environments where only few moving objects

exist. However, when a significant number of features belong to the dynamic scene parts,

it becomes difficult to discard them, which leads to the degradation of localization accu-

racy [303]. Thus, precise robot navigation in dynamic environments requires the detection

and the elimination of dynamic objects prior to the 3D map construction. By excluding the

dynamic objects, we obtain the static map consisting of only the static scene parts, which
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FIGURE 4.1 – Dynamic scene analysis pipeline. The red block shows the feature tra-
jectory construction supported by forward and backward feature tracking and matching
techniques, as detailed in Section 4.5. The green block depicts the moving object de-
tection using motion segmentation on 3D feature trajectories, as detailed in Section 4.4.
The blue block illustrates the 2D-to-3D label transfer for automatic semantic labelling of a
dynamic scene, as detailed in Chapter 6.

in itself, is of primary interest for scene modelling [304]. It is also an important step to-

wards scene understanding [305] and landmark-based navigation [306].

We aim to build the static map of a dynamic scene using a mobile robot equipped with

a 2D-3D camera setup. Building the static map requires the categorization of the moving

and the static objects. We propose the 3D-SSC and 3D-SMR motion segmentation me-

thods that categorize the static scene parts and the multiple moving objects using their 3D

motion trajectories. Our motion segmentation methods use the raw trajectory data without

any projection model assumption. We also propose a complete pipeline (see Fig. 4.1) for

static map building which estimates the inter-frame motion parameters by exploiting the

minimal 3-Point RANSAC algorithm on the feature correspondences only from the static

scene parts.

For mobile robots capturing dynamic scenes, both static and dynamic scene parts appear

to be moving. Therefore, a straightforward approach to distinguish the dynamic and static

parts would be to analyse their motion trajectories. In this regard, the scene parts that

reciprocate the robot motion are considered to be static, whereas the remaining ones be-

long to the moving objects or outliers. To do so, a complete pipeline for static map building

is shown in Fig. 4.1 which involves three main stages: (i) 3D feature trajectories construc-

tion; (ii) feature trajectories segmentation; (iii) 3D scene registration and understanding.

When the robot is equipped with 3D sensors, it is natural to represent and segment the
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features’ trajectories directly in 3D space. In practice, such feature trajectories obtained

by detecting and tracking the 3D feature points are very often noisy and imprecise. Ho-

wever, if both 2D cameras and 3D sensors are available, the 3D feature trajectories can

be retrieved by tracking their corresponding 2D features. In this work, a 2D optical-flow-

based method has been adopted to acquire the 2D feature trajectories which lead to the

formation of 3D feature trajectories thanks to the 2D-to-3D correspondences. In many

practical scenarios, many feature trajectories can be incomplete (or broken) due to the

loss of tracking. To overcome this issue, we present a novel feature trajectory construction

approach jointly benefiting from the feature tracking and matching techniques, as detailed

in Section 4.5.

Moreover, the feature trajectories obtained using dense optical flow tracking yield nu-

merical instabilities due to their non-uniform distribution on the static and the dynamic

objects 1. We tackle this problem by employing a Flow-Likelihood-based Sampling (FLS)

technique, so that the number of trajectory samples of moving objects and static objects

is balanced, making it more applicable for wider ranges of dynamic objects coverage. The

FLS technique samples the features by using their median-suppressed optical flow, under

the assumption that the median optical flow belongs to the scene background. A higher

value implies that the feature is more different from the background flow, hence it is more

likely to be originated from a moving object.

Using the 3D trajectories of sparse feature points, we propose the so-called 3D-SSC and

3D-SMR motion segmentation algorithms that categorize feature trajectories into their

respecting motions. Recall that many motion segmentation methods provide some so-

lutions for objects moving either in 2D space, and (or) in 3D space under specific ca-

mera projection model assumption. Contrastingly, the proposed methods performs mo-

tion segmentation using the raw 3D feature trajectories, which requires no projection mo-

del assumption. The 3D-SSC algorithm finds the minimal linear sparse subspaces that

best represent the motion trajectories, while the 3D-SMR minimizes the subspace self-

representation energy with strong regularization constraints. In this chapter, we show that

both the 3D-SSC and the 3D-SMR approaches outperform their 2D-based counterparts.

1. In practical scenes, it is very likely that the static scene parts, such as walls and grounds, have larger
coverage than the moving objects, such as walking pedestrians and cars.
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4.2/ NOTATION AND BACKGROUND

Motion segmentation aims to determine different distinctive motions from the features’

motion trajectories. We assume that a mobile robot captures a sequence of point clouds

of a dynamic scene consisting of multiple moving objects. We also refer to the statio-

nary objects or background as static scene parts. Similarly, the moving objects are called

dynamic scene parts. Let a set of feature points be detected and tracked across the

point cloud sequence to represent the features’ motions. For K objects following distinct

motions, there exist K subsets (or groups) of distinct trajectories, so called subspaces.

Feature trajectories from the same subspace are linearly dependent under the rigid body

motion assumption. In other words, all the feature trajectories lie in a union of K sub-

spaces.

Let X ∈ R3 and Y ∈ R3 be two three-dimensional points in Cartesian coordinates. These

two points are related by a rigid body motion – the rotation matrix R ∈ R3×3 and the

translation vector t ∈ R3×1, such that:

X =

[
R t

]
︸    ︷︷    ︸

T∈R3×4

 Y

1

 , (4.1)

where T represents the 3D-space rigid transformation matrix. Let {Yi}
P
i=1 represent a set of

P points that belong to the kth rigid body in an arbitrary reference coordinate frame. If the

moving coordinate frames { f j}
F
j=1 are related to the reference by transformations {T j}

F
j=1,

then all the 3D feature points X ji (i.e. the ith feature in the jth frame) can be expressed as:



X11 X12 · · · X1P

X21 X22 · · · X2P
...

...
. . .

...

XF1 XF2 · · · XFP

︸                         ︷︷                         ︸
Xk∈R3F×P

=



T1

T2
...

TF

︸  ︷︷  ︸
Mk∈R3F×4

 Y1 Y2 · · · YP

1 1 · · · 1

︸                    ︷︷                    ︸
Sk∈R4×P

, (4.2)

where M and S represent the motion and structure of a dynamic object, respectively. Each

column, say Ji, of matrix Xk represents one 3D motion trajectory of a 3D feature point.

Since all the entries of the last row of S are one, the feature trajectories of the same rigidly

moving object (i.e. the columns of X) lie in a subspace of R3F of dimension at most three.
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FIGURE 4.2 – 3D-SSC affinity matrix to block-diagonal matrix for motion segmentation: left
image shows a set of features extracted from a scene containing three moving objects,
namely the background, the van and the cyclist. Middle block shows the disorganized
sparse affinity matrix constructed using Eq. 4.6, while right block is the block-diagonal
matrix after spectral clustering. Each sub-block represents an independent motion.

Note that the rank of S can be at most 4.

In the cases of multiple motions, let {Sk}
K
k=1 be a collection of K linear subspaces of R3F

with dimension {Dk}
K
k=1. If {Xk}

K
k=1 correspond to K different unknown motions consisting

of Pk trajectories, the measurement matrix, say X, containing N measured trajectories

J1, · · · , JN of F frames can be denoted as:

X = [J1, J2, · · · , JN]

= [X1,X2, · · · ,XK]

= [M1S1,M2S2, · · · ,MKSK]

= [M1,M2, · · · ,MK]



S1

S2

. . .

SK


,

(4.3)

where Xk = [J1, · · · , JPk ] ∈ R3F×Pk is a rank-Dk matrix of the Pk feature trajectories that

lie in Sk, with N =
∑K

k=1 Pk. In practice, these trajectory matrix X is randomly distributed

rather than well-ordered. Therefore, the objective of motion segmentation is to classify

these disordered observations into a block-diagonal matrix of K sub-blocks, where each

sub-block corresponds to a distinctive motion.

Problem 4.3 is the so-called Motion Segmentation problem which can be modelled as an

energy minimization problem under the subspace self-representation assumption. Such

problem can be framed in either a constrained or unconstrained manner with different

regularization terms. As inspired by Problem 3.14 in Chapter 3 where the data matrix X is

constructed from image feature trajectories, the general SSR model for Problem 4.3 can
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be defined in a similar manner as:

minimize
C

‖X −D(X)C‖` + Ω(X,C) subject to ζ(C), (4.4)

where D(X) is the dictionary learned from X, and ‖ · ‖` denotes a proper norm. Ω(X,Z)

is a regularization term and ζ(C) is a constraint set on C. By solving Eq. (4.4), a desi-

red self-representation matrix C∗ is obtained to construct the affinity matrix. Note that the

selection of the norm and regularization terms determines the property (e.g. function’s

smoothness and solution sparsity) of the energy function. For sparse solutions, `0-norm,

`1-norm or nuclear norm can be chosen, while `2-norm and `F-norm are preferred for com-

putational efficiency. Besides, the regularization terms are some constraints, e.g. spatial

closeness constraint or motion smoothness constraint. These constraints usually yield a

more sophisticated cost function but a better overall performance.

4.3/ 3D-SSC MOTION SEGMENTATION

Given a set of 3D feature trajectories from K different motions, our objective is to cluster

those trajectories into K different groups where each group stands for one independent

motion. We assume that these motions belong to rigidly moving objects such that the

feature trajectories from the same moving objects are very similar to each other. Thus, a

trajectory can be approximated by taking a linear combination of other trajectories from

the same motion. More formally, each motion can be considered as a linear subspace

or affine subspace where each element can be represented by other elements, so-called

SSR property. To address this challenge, we formulate the 3D trajectories-based motion

segmentation problem under the SSR framework with sparsity constraint on the solution

set. There are two reasons for this selection: a) The SSR property allows the direct repre-

sentation of data, which solves the subspace clustering problem in a more natural manner

(see Fig. 4.3 for an illustration). b) The sparsity constraint yields the minimal number of

elements used in the expression of the current element. In other words, the chance of

having outliers in the subspace representation matrix is minimized, making the system

robust to outliers.
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FIGURE 4.3 – Illustration of 2D-SSC and 3D-SSC for motion segmentation: the 2D-SSC
approach (left) wrongly clusters the 2D feature trajectories of the road sign into the motion
of the van. On the contrary, the 3D-SSC (right) is able to correctly cluster the 3D feature
trajectories of the three moving objects, namely the background, the van and the cyclist.

4.3.1/ SPARSE SUBSPACE REPRESENTATION AND RECOVERY

Referring to Equation (4.3), one can observe that the problem of 3D motion segmentation

reduces to that of decomposing X = [J1, · · · , JN] into K subspaces {Xk}
K
k=1 and the SSR

matrix C. This problem is addressed in [29] by solving a relaxed optimization problem,

using the self-expressiveness property of the data. The solution is obtained under the

assumption that every column Ji can be represented as a combination of other columns

in X. To make the representation least ambiguous, the combination coefficients are kept

as sparse as possible. Therefore, the general SSR model for 3D feature trajectories seg-

mentation problem 4.4 can be reformulated as:

minimize
C

‖C‖1

subject to X = XC,

diag(C) = 0.

(4.5)

where C is the subspace self-representation matrix that encodes the relationships bet-

ween the elements. Each column of C, say ci, is a sparse vector whose non-zero entries

correspond to the selected elements from the same subspace. The values of those non-

zero entries are the scale factors of the linear combination of the selected elements for the

representation of the current element. By enforcing the constraint diag(C) = 0, the trivial

solution of identity matrix IN is avoided. Moreover, since Eq. (4.5) is a `1-norm optimization

problem, a sparse solution is granted.

Although this optimization problem is solved as in [29], our formulation includes a note-

worthy modification that is critical to the problem at hand: the entries of C are forced to be

non-negative so that similar motions in opposite directions are not considered to be the

same. This happens especially (but not limited to) when the observed objects are moving
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along the robot’s direction with twice speed. Such objects get categorized as background

(because of the opposite relative motions), if the non-negativity constraint is not conside-

red. Although the non-negative constrain is computationally more expensive, it helps to

avoid an extra step of post-processing.

Based on our empirical evaluations over several approaches to handle noisy data (also

discussed in [29] Theorem 2), optimization problem of Eq. (4.5) yields the following optimi-

zation program:

minimize
C

∥∥∥∥∥∥∥∥∥
 C

C


∥∥∥∥∥∥∥∥∥

1

subject to X = [X Id]

 C

C

 ,
diag(C) = 0,

ci j ≥ 0.

(4.6)

where Id is a 3F × 3F identity matrix and ci j are the entries of C. Problem (4.6) recovers

a subspace-sparse representation with the non-zero C∗ and the supposedly zero matrix

C∗ , which leads to a more restrictive model of disjoint subspace arrangement. Once

the sparse representation matrix C∗ is computed, a weighted graph G with weights Q =

|C∗|+ |C∗|T is built. The segmentation of trajectories into different subspaces is obtained by

applying spectral clustering methods, e.g. Unnormalized Spectral Clustering Algorithm 1,

Normalized Spectral Clustering Algorithm 2 or Random Walk Clustering Algorithm 3, on

the Laplacian of graph G.

4.3.2/ IMPLEMENTATION DETAILS

The proposed 3D-SSC algorithm is an extension of the image-based 2D-SSC algorithm

and is summarized in Algorithm 5. We refer [177] for its theoretical derivations. Our sys-

tem is based on the 2D-SSC [29] and CVX optimization toolbox [295], with the following

critical modifications: a) A modified system with 3D-SSC; b) Non-negative constraint in

sparse representation; c) Diagonal identity constraint (see Equation (4.6)) for corrupted

data recovery. Although he proposed system requires 3D data acquisition, it offers the

following advantages:
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i Direct 3D space motion analysis: perspective projection effects produced by the

affine projection assumption is avoided.

ii More precise motion behaviour analysis: the rotation and translation can be preci-

sely recovered from the segmented 3D motion trajectories.

iii Better perception of the scene structure: because the 3D data provide more mea-

ningful information, e.g. geometric structures, continuity or discontinuity, for better

scene understanding.

Algorithm 5: 3D-SSC Motion Segmentation.
Data: 3D feature trajectories X ∈ R3F×N .
Result: K clustered subspaces.

1 Sparse subspace recovery using Eq. (4.6).
2 Construct similarity graph G with Q = |C| + |C|T.
3 Spectral clustering on Q using Algorithms 1 2 3.

4.4/ 3D-SMR MOTION SEGMENTATION

Motion segmentation using 3D-SSC is very computationally expensive and not easy to

scale to large problems (e.g. more than 1000 feature trajectories). Thus, we seek an alter-

native solution with comparable performances and a much better efficiency. As inspired

by [30], we propose a second 3D-based motion segmentation algorithm using SMooth

Representation clustering, so-called 3D-SMR. Different from [30], our method performs

the MS in 3D space using raw motion trajectories, with spatial regularization constraints

(linear and angular motion consistency energy) to improve the trajectory clustering per-

formances. Alongside with the subspace self-expressive property, the 3D-SMR algorithm

intends to separate the motion subspaces by enforcing the grouping effects as well as the

motion consistency of their subspaces. Remarkably, our Grouping Effect (GE) constraint

describes the feature trajectories’ closeness (distances) in the 3D Euclidean space. Doing

so, 3D-SMR avoids the perspective effects that appear on the image measurements. The

GE constraint is enforced as a regularization term:

Ω(X,C) =
1
2

N∑
i=1

N∑
j=1

wi j‖Ci − C j‖
2
2

= tr(CLCT),

(4.7)



4.4. 3D-SMR MOTION SEGMENTATION 79

where C = [Ci, · · · ,CN] is the P×P square-sized self-representation matrix. W = (wi j) with

wi j = ‖Ji − J j‖
2
2 is the weight matrix defined by the spatial closeness (e.g. the Euclidean

distance) of feature trajectories, and L is the Laplacian matrix. To construct the weight

matrix W, a 0 − 1 weighted k-Nearest Neighbour (kNN) graph is used. Combining Eq. (4.4)

and Eq. (4.7), the 3D-SMR model is obtained:

minimize
C

‖X − XC‖2F + tr(CLCT), (4.8)

where ‖ · ‖2F denotes the square of Frobenius norm.

4.4.1/ MOTION CONSISTENCY CONSTRAINTS

On top of the GE constraint on the spatial closeness of feature trajectories, we also ex-

ploit the motion consistency. We make the assumption that, for a short video sequence,

the observed motion trajectories are smooth. In other words, the motion velocities and

directions are locally consistent.

Let V = {Vi}
N
i=1 and θ = {ϑi}

N
i=1 be the motion velocities and directions of feature trajec-

tories, respectively. To enforce the motion consistency constraint, we define a combined

regularization term as:

Ω(X,V, θ,C) =
1
2

N∑
i=1

N∑
j=1

w̃i j‖Ci − C j‖
2
2

= tr(CL̃CT),

(4.9)

where

w̃i j = E(Ji, J j) + ϕ(Vi,V j) + ψ(ϑi, ϑ j). (4.10)

Recall Eq. (4.7), the weight component E(Ji, J j) = ‖Ji− J j‖
2
2 describes the spatial closeness

of the feature trajectories. ϕ(Vi,V j) = α‖v̄i − v̄ j‖
2
2 measures the consistency of the motion

velocity, where v̄i and v̄ j are the median speeds of the feature trajectories Vi and V j in 3D

space. ψ(ϑi, ϑ j) = βatan2(ϑi × ϑj, ϑi · ϑj) computes the directional difference between the

feature trajectories, where atan2(·) function calculates the angle between the motion vec-

tors ϑi and ϑj within the appropriate quadrant. α and β are the constant values controlling

the weights of the regularization terms.
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FIGURE 4.4 – 3D-SMR affinity matrix to block-diagonal matrix for motion segmentation:
left image shows a set of features extracted from a scene containing three moving objects,
namely the background, the van and the cyclist. Middle block shows the disorganized
semi-dense affinity matrix (compared to Fig. 4.2) constructed using Eq. 4.13, while right
block is the block-diagonal matrix after spectral clustering. Each sub-block represents an
independent motion.

The Laplacian matrix in Eq. (4.9) can be written as: L̃ = D̃ − W̃, where d̃ii =
∑N

i=1 w̃i j and

the weight function W̃ = (w̃i j). Replacing the regularization term of Eq. (4.8) with Eq. (4.9),

a more practical 3D-SMR model is proposed as:

minimize
C

α‖X − XC‖2F + tr(CL̃CT). (4.11)

Since solving Eq. (4.11) is a smooth and convex problem, the desired optimal solution C∗

can be obtained by taking the first order derivative, such that:

XTXC∗ + C∗L = XTX. (4.12)

Equation (4.12) is a Sylvester equation [307] having a unique optimal solution which can

be solved efficiently by the Bartels-Stewart algorithm [307] with computational complexity

of O(n3).

Following [29] and [30], we employ two different affinity matrices which are defined as:

Q1 = |C∗| + |C∗|T (4.13)

and

Q2 =


∣∣∣∣∣∣∣ λC∗i

TC∗j
‖Xi‖2‖X j‖2

∣∣∣∣∣∣∣
γ , (4.14)

where λ > 0 and γ > 0 are scale factors to control the affinity variances. The effective-

ness of both affinity matrices Q1 and Q2 benefits from the block-diagonal property of C∗.

Moreover, Q2 measures the inner product of the normalized trajectories by the norms of
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their original features. Such normalization reduces the bias arose by the variation of the

features’ amplitudes [30]. According to our experiments, γ = 1 generally yields accurate

motion segmentation results, while λ = max(‖Xi‖2‖X j‖2) is set to avoid the numerical insta-

bility. Finally, a spectral clustering algorithm is applied to the affinity matrices Q1 and Q2

to segment the feature trajectories into their corresponding motions, see Fig. 4.4. These

procedurals are summarized in Algorithm 6.

Algorithm 6: 3D-SMR Motion Segmentation.
Data: 3D feature trajectories X ∈ R3F×N .
Result: K clustered subspaces.

1 Smooth representation-based affinity matrix construction using Eq. (4.12).
2 Construct similarity graph G with Q1 using Eq. (4.13) or Q2 using Eq. (4.14).
3 Spectral clustering on Q1 or Q2 using Algorithms 1 2 3.

4.4.2/ DISCUSSION

In essence, both the 3D-SSC and the 3D-SMR algorithms are based on the subspace

self-representation theory. Such approaches do not requires the prior knowledge of ca-

mera ego-motion and object information. The 3D-SSC finds a sparse solution which gua-

rantees its robustness to noise. Although the optimization problem of 3D-SSC can be

efficiently (compared to the brute-force search) solved by using the Alternating Direc-

tion Method of Multipliers (ADMM) [308] algorithm, obtaining the global optimal solution

is not guaranteed. In another way, the 3D-SMR seeks a direct optimal and dense solu-

tion which is more sensitive to noise. To improve its robustness, additional regularization

terms, e.g. the spatial closeness constraint, are required. Such regularization terms are

more meaningful for 3D points than image pixels. Notably, the dense solution leads to the

connections between different subspaces, which makes the spectral clustering problem

more difficult. In particular, for the subspaces having very few elements, the spectral clus-

ter performance can be highly degraded. Therefore, the 3D-SMR requires relatively more

feature trajectories in each motion subspace compared to the 3D-SSC.
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4.5/ FEATURE TRAJECTORY CONSTRUCTION

Prior to motion segmentation, the feature trajectories are acquired by feature tracking

across multiple consecutive frames. We use both 2D and 3D measurements to construct

the feature trajectories in 3D space. For a calibrated 2D-3D camera setup 2 the 3D scene

points are projected onto the 2D image to establish the 2D-to-3D correspondences. More

formally, let an image point x = [x, y]T and a 3D point X = [X,Y,Z]T be a correspondence

pair, denoted as x↔ X, we have:


x

y

1

 = K
[

R t
]

︸       ︷︷       ︸
P



X

Y

Z

1


, (4.15)

where K ∈ R3×3, R ∈ R3×3, and t ∈ R3 are the intrinsic parameter matrix, the rotation

matrix, and the translation matrix, respectively. P ∈ R3×4 is the so-called projection matrix

which encodes the camera parameters. All these matrices are assumed to be known and

correctly estimated after camera calibration. Therefore, 3D-to-2D correspondences can

be built efficiently by applying Eq. (4.15).

Initially, the 3D points ( i.e. acquired by a 3D laser scanner) are projected onto the image

space, and all these projections are considered as 2D feature points and tracked across

the sequence using a dense optical flow method. Note that there exists no one-to-one

correspondences between the 3D points and the 2D image pixels due to their differences

in data density and cameras’ field-of-view. Therefore, the 2D-to-3D correspondences are

established only for the overlapping field-of-view areas. To cover a wide range of speeds,

a large displacement dense optical flow [309] tracking algorithm has been adopted. To

reject the incorrectly tracked features, we utilize the forward and backward validation of

optical flow tracking, similar to [310]. The 3D feature trajectories are then retrieved thanks

to the 2D-to-3D correspondences.

Practically, some feature trajectories can be incomplete due to occlusions or loss of fea-

ture tracking. Most of the literature approaches [177, 195, 219] simply discard such incom-

2. A calibrated 2D-3D camera setup means that both the cameras’ intrinsic parameters and the relative
poses between the 2D and 3D cameras are known.
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FIGURE 4.5 – Incomplete feature trajectories construction: the red, green and blue da-
shed lines represent the trajectories of the pedestrian and two cyclists, respectively. The
green and blue rectangles highlight the appearing of the two cyclists, while the yellow
rectangles highlight the pedestrian being occluded and reappearing. The solid lines (on
top) represent the feature trajectories within two key frames, while the connected dashed
lines are the forward or backward extended trajectories.

plete feature trajectories leaving some potential moving objects undiscovered. To address

this problem, we define a trajectory to be complete if its feature is detected and tracked

throughout the frames of interest (i.e. between two key frames), whereas, an incomplete

trajectory is only partially detected and tracked between two key frames. The incomplete

trajectories mainly come from the failure of feature tracking due to occlusions or object

disappearances. Therefore, we propose the following simple but effective incomplete fea-

ture trajectory completion approach.

4.5.1/ FEATURE TRAJECTORY CONNECTION

Let J = [X1, · · · ,XF]T ∈ R3F be a complete 3D feature trajectory vector of F frames,

and J = {Ji}
P
i=1 ∈ R3F×P is the combination of P complete feature trajectories. Denote

Ĵ = [X1, · · · ,XF̂]T ∈ R3F̂ as an incomplete feature trajectory of F̂ frames (F̂ < F), and

Ĵ = {Ĵi}
P̂
i=1 ∈ R

3F̂×P̂ as the collection of P̂ incomplete feature trajectories. Since trajectories

of J and Ĵ have different number of elements, motion segmentation cannot be performed
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altogether. In other words, the row dimensions (trajectory length) of J and Ĵ must be

the same, while their column dimensions (feature numbers) are unconstrained. Thus, the

incomplete trajectories are required to be extended so that the length of Ĵ is 3F (same as

J), and the size of Ĵ is 3F × P̂ accordingly.

In practice, the incomplete feature trajectories mainly come from four different scenarios:

new object appearance (denoted as +), tracked object disappearance (denoted as −),

object going under occlusion (denoted as o), and previous object reappearance (denoted

as ++) as follows:

i Newly appearing objects are detected if new features are tracked through a mini-

mum number of required frames for motion analysis.

ii Disappearing tracked objects are detected using a feature tracking failure detection

method [310].

iii Objects under occlusion refer to a partial occlusion, where the object’s features

have both complete and incomplete trajectories.

iv Reappearing objects are detected using the Deep-matching [311] between the fea-

tures in key frames.

If a feature is untracked throughout two key frames, a forward or backward tracking is

activated, which yields to the extended incomplete trajectory having the same dimension

as a complete trajectory, denoted as dim(Ĵ) = dim(J). A forward feature tracking implies

that the feature is tracked from frame t to frame t + 1. On the contrary, the feature is

tracked from frame t to frame t − 1 is backward feature tracking. The forward/backward

feature tracking is carried out until the extended incomplete feature trajectory has the

same length as the complete trajectories.

The feature trajectory completion algorithm is illustrated in Figure 4.5. In this figure, there

are only two moving objects (a walking pedestrian and the background) between key

frames 1 and 2, and two new objects (the cyclists) appear in between key frames 3 and

4. Accordingly, the feature trajectories on the moving objects between key frames 1 and

2 are complete, while incomplete trajectories occur due to the newly appearing objects or

occlusions between key frames 3 and 4.

Figure 4.6 shows the constructed complete and incomplete trajectories with MS results.

In this figure, the walking pedestrian was completely occluded by the passing cyclist,



4.5. FEATURE TRAJECTORY CONSTRUCTION 85

FIGURE 4.6 – Feature trajectories’ completion for MS: left image shows the cyclist cros-
sing the walking pedestrian. The green trajectories in the middle image are tracked fea-
tures between two key frames, while the red and blue trajectories are acquired from ba-
ckward and forward feature tracking, respectively. The right image shows the MS results.

leading to incomplete trajectories of the pedestrians. Thus, the backward feature tracking

is activated to extend the incomplete trajectories, see the red trajectories of the middle

image. Besides, the newly appearing cyclist requires a forward feature tracking to extend

the incomplete trajectories, see the blue trajectories of the middle image. Doing so, both

the complete and extended incomplete trajectories are now represented with vectors of

same lengths, which allows the MS to overcome the loss of feature tracking. Although the

incomplete trajectories are extended by simple and direct extrapolation, the incomplete

feature trajectory construction offers the following advantages: (a) The lost tracked objects

are rediscovered and re-tracked. (b). The simultaneous motion segmentation on complete

and incomplete feature trajectories now becomes possible.

4.5.2/ FEATURE TRAJECTORY SAMPLING

Our primary interest is to perform robust motion segmentation while addressing a wide

range of the dynamic coverages and speeds. We define dynamic coverage as the area

that the dynamic objects cover in an image. For example, if the dynamic object covers

a small part of the image or quickly changes its appearance because of a high speed,

only a small fraction of the tracked features belongs to this object. This makes the data

highly imbalanced, causing numerical instability during subspace sparse representation.

To address this problem, we introduce a flow-likelihood-based sampling of the trajectories.

Let {vi}
N
i=1 be the measured optical flow speeds corresponding to the trajectories {Ji}

N
i=1

with N = P + P̂. Let {Li}
N
i=1 be the flow likelihood which is assigned to each trajectory, the

likelihood function is defined as:

L(Ji|X) ∝ e‖vi−v̄‖2/σ2
, (4.16)

where v̄ and σ are the median flow speed and standard deviation of the starting image,
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FIGURE 4.7 – Results of uniform sampling vs. the proposed flow-likelihood-based sam-
pling: the green lines show the tracked features from the first frame to the last frame. The
last column shows that more features are sampled from moving objects.

respectively. A subset of feature trajectories for motion segmentation is selected based

on the likelihood measure of Equation (4.16). In fact, if a feature has very distinctive optical

flow speed compared to the median flow (a background flow), it is more likely to be from

a moving object. This sampling avoids the problem of having too many samples from the

background, hence we balance the data for the optimization problem of Equation (4.4).

During this process, we also reject all the trajectories that do not follow the smooth mo-

tion. Fig. 4.7 exemplifies the proposed flow-likelihood-based sampling approach, as we

can observe that more features on moving objects (such as vans, train, cyclist and pedes-

trians) are sub-sampled using the flow-likelihood-based sampling method (last column in

Fig. 4.7).

4.6/ EXPERIMENTS

We conducted comprehensive experiments with both synthetic and real data. For syn-

thetic experiments, we simulate different number of independently moving objects with

different noise level to study the robustness of the algorithms. For real data evaluation,

we rely on the benchmark KITTI dataset [1] which contains a large amount of data from

real-world outdoor environments. We recall that the 2D-3D camera system of KITTI data-

set are fully calibrated. Our experiments show the feasibility of the proposed 3D-SSC and

3D-SMR in segmenting the 3D trajectories. Furthermore, both quantitative and qualitative
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results of reconstructed static maps using the proposed method are discussed in details.

All the experiments are conducted in a computer with Intel Quad Core i7-2.7GHz, 32GB

Memory.

(a) Initial uncategorised motions.
(b) 3D-SSC MS result.

FIGURE 4.8 – 3D-SSC MS on synthetic 3D data: (a) randomly generated 5 rigid motions
with uncategorised trajectories. (b) 3D-SSC segmented motions are labeled with different
colors.

4.6.1/ SYNTHETIC DATA

We build a system that contains multiple moving objects under different noise conditions.

More specifically, a set of synthetic data is generated with K moving cubes with different

sizes, positions, orientations, and motion behaviours. The motion feature trajectories are

randomly selected to generalize the algorithm evaluation. To quantify the robustness of

the algorithm under different Gaussian noise levels, the misclassification rate index used

is defined as

η =
number of misclassified features

total number of features
. (4.17)

To test the performance of the algorithm under different noise levels and number of

motions, various levels of white Gaussian noise are added to the feature trajectories. The

noise level ς is defined as

ς =
nosie amplitude
signal amplitude

, (4.18)

where the signal amplitude is the maximum distance among the features from the same

cube. Fig. 4.9 shows that the 3D-SSC behaves very robustly under 12% of noise for at

least up to 10 moving objects. Similarly, the 3D-SMR achieves very robust performances

even for 16% noise level. However, the 3D-SMR algorithm is relatively less robust than

the 3D-SSC when the noise level is lower than 12%. In practical scenarios, data obtain
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from uncontrolled outdoor environments are relatively noisy, the 3D-SMR algorithm might

be more appropriate.
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FIGURE 4.9 – Averaged motion segmentation performances of 3D-SSC and 3D-SMR on
synthetic data over 50 tests.

4.6.2/ EVALUATION ON KITTI DATASET

To evaluate our system with realistic outdoor scenes, we conduct extensive experiments

on the KITTI dataset. The experiments are conducted with seven different datasets, na-

mely Highway, Junction, Station, and Market. These datasets have been selected to co-

ver a wide range of moving objects in terms of quantity, size, speed, shape, occlusion,

etc. More specifically, the seven representative datasets were selected to cover different

practical scenarios as listed: a large number of moving objects (pedestrians and cars in

Market), fast motions (van in Junction), slow motions (pedestrians in Campus or Market),

large objects (train in Station) and small objects (pedestrians), severe occlusions (van in

Junction), static camera (Red Light, Campus, Pedestrian), and moving camera platforms

(remaining datasets). The selected sequences have rather demonstrated the effective-

ness and the generality of the proposed methods. The details of the evaluation datasets

are provided in Tables 4.1 and 4.2. Table 4.1 shows the detailed evaluation of Pedestrian

sequence where every 10 frames were considered as one subsequence. Note that all the

seven sequences were evaluated in the same way as Table 4.1 and summarized as one

row in Table 4.2. In this table, the speed indicates the relative speed of the moving objects

with respect to the camera. Note that the dynamic objects cover a wide range of speeds,

representing both fast and slow motions.

Trajectory Construction Evaluation: The feature trajectories are constructed using the

dense optical flow tracking approach and sub-sampled based on the flow-likelihood sam-
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FIGURE 4.10 – Feature trajectory sampling qualitative evaluation: from top to bottom are
the densely tracked features over 15 frames, 200 features after uniform sampling, and 200
features after applying FLS, respectively. The blue bounding boxes highlight that: there
is no feature sampled from the walking pedestrian using the uniform sampling, while the
FLS is able to sample features from the walking pedestrian.

pling technique. In this regard, we aim to have balanced trajectory samples from both the

background and the foreground objects. To quantify, column 3 and 4 of Table 4.1 show the

number of feature trajectories from the moving objects and the background, respectively.

There are two major remarks: first, the more moving objects involve, the more feature tra-

jectories of moving objects are sampled. Secondly, the averaged ratio of foreground tra-

jectories over background trajectories is around 87%, which implies that the background

trajectory samples are slightly more numerous than those from the foreground. Such fea-

ture distribution helps to balance the data for the subspace representation, thanks to the

likelihood-based sampling.

Some qualitative results can be seen from Fig. 4.7 where a significant number of features

belong to the dynamic parts, although they cover relatively small regions. Moreover, in

Fig. 4.10, it is clear that features belonging to background parts are far more than the

features belonging to the moving objects. Thus, when a uniform sampling approach is

applied, the features from moving objects, e.g. the walking pedestrian within the blue
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bounding box, are barely sampled. In contract, the proposed FLS approach is able to

sample most of the features from the moving objects.

Tables 4.1 and 4.2 also show the percentages of feature trajectories which are recovered

by the proposed trajectory completion approach. Those incomplete feature trajectories

mainly come from the loss of feature tracking due to the different issues discussed in

Section 4.5.1. Specifically, columns Mot. State show the changes of motion status wi-

thin the sub-sequences (interval of every 10 frames), where symbols +,−, o,++ denote

the four different motion scenarios, namely new appearing, disappearing, occlusion, and

reappearing. These scenarios lead to the existence of incomplete trajectories and thus

the loss of tracked objects. Thanks to the proposed incomplete trajectory construction

approach, these problems can be mostly addressed and moving objects can be more

sensitively detected and segmented. Accordingly, our complete and incomplete trajectory

construction architecture presented in Section 4.5 is essential to address such tracking

failures.

Motion Segmentation Quantification: We compare different state-of-the-art methods

in the evaluation of moving object detection and segmentation using the representative

seven datasets. These approaches are 2D-SSC [29], 2D-SMR-Q1 [30], 2D-SMR-Q2 [30],

Object Scene Flow (OSF) [256], our 3D-SSC and 3D-SMR 3. The evaluations of their

performances are summarized in Tables 4.1 and 4.2. The segmentation performances are

assessed using the popular Sensitivity and Specificity metrics as in [29]. The sensitivity

and specificity metrics are respectively defined as

Sensitivity =
number of true positives

number of true positives + number of false negatives
, (4.19)

and

Specificity =
number of true negatives

number of true negatives + number of false positives
. (4.20)

The quantitative results of Tables 4.1 and 4.2 show the effectiveness of the proposed

3. In this thesis, the performances of the compared algorithms are achieved by using
the codes provided by the authors with suggested parameter settings. In the spectral clus-
tering procedural, the K clusters is predefined to obtain the most favourable performances
of the algorithms. The source codes can be downloaded from the following links: 2D-
SSC http://www.vision.jhu.edu/code/; 2D-SMR https://sites.google.com/site/hanhushomepage/pyu;
OSF http://www.cvlibs.net/projects/objectsceneflow/

http://www.vision.jhu.edu/code/
https://sites.google.com/site/hanhushomepage/pyu
http://www.cvlibs.net/projects/objectsceneflow/
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FIGURE 4.11 – Qualitative comparison of different motion segmentation approaches, na-
mely 2D-SSC [29], 2D-SMR [30], OSF [256], and the proposed 3D-based approaches
(the 3D-SFC algorithm refers to Chapter 5.4). Red boxes highlight the undetected or in-
correctly segmented motions.

3D-SSC and the 3D-SMR algorithms. In general, both the 3D-SSC and 3D-SMR achieve

much better performances than their 2D counterparts. Note that this significant impro-

vement mainly comes from the direct clustering of the 3D data space which makes no

camera projection model assumption. Remarkably, both the 2D-SSC and the 2D-SSC

make the affine projection model assumption which is not always valid. Particularly, the

evaluated datasets are mainly scenarios for city-modelling and autonomous driving, such

scenes have strong perspective effects which violate the affine projection assumption.

Moreover, the 3D-SMR not only has better performances comparing to the 3D-SSC, but

also has much less computational time. The spatial closeness and motion consistency

constraints of 3D-SMR make the subspace representation more robust than the 3D-SSC.

Specifically, the 0−1 spatial distance graph constrains that only the neighbouring trajecto-

ries can be used for the SSR. In addition, the additional 3D motion consistency regulariza-

tion term improves the robustness of the 3D-SMR. Thanks to the efficient Bartels-Stewart

algorithm, the 3D-SMR requires much less computational time comparing to the 3D-SSC.

Although the OSF achieves slightly better averaged specificity as the expense of very low

sensitivity, it has much lower overall performances compared to the proposed 3D-SSC
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and 3D-SMR. Figure 4.11 shows some qualitative results of the proposed algorithms with

the state-of-the-art methods. Remarkably, the proposed 3D-based approaches achieve

notable improvements.

4.7/ SUMMARY

This chapter introduces the proposed novel framework for 3D motion segmentation using

the 3D-based sparse subspace clustering algorithm and smooth representation cluste-

ring approach that categorize the static scene parts and multiple moving objects. The

proposed methods have been tested using the comprehensive real-world KITTI datasets

and outperform their 2D-based counterparts. Our approach of sampling sparse feature

trajectories based on their flow likelihood allows the proposed motion segmentation ap-

proach to handle wide range of motions, both in terms of magnitude, speed and coverage.

Furthermore, the effectiveness of the incomplete trajectory construction, which is essen-

tial in many practical scenarios, is demonstrated. Finally, a complete framework for static

scene parts construction and dynamic object reconstruction with semantic labelling are

validated, which will be elaborated in Chapter 6.



5

MOTION SEGMENTATION WITH KNOWN

CAMERA MOTION

“Each system is trying to anticipate change in the environment."

- Kevin Kelly, Editor of Wired Magazine

In this chapter, we introduce an effective algorithm to detect the moving objects from a

set of registered point clouds. Compared to the previous chapter in which the camera

motion was unknown, we now suppose that the camera motion can be precisely reco-

vered after applying the point cloud registration techniques. We refer such scenarios as

Known Camera Motion cases where the precise camera motion can be obtained via va-

rious approaches, i.e. Visual Odometry or ICP point cloud registration methods. In other

words, the 3D point sets are roughly registered by compensating the camera ego-motion.

As a result, given F frames of registered point clouds, there exist continuous displace-

ments of point sets of moving objects, while the point sets of static scene parts have no

displacement. Therefore, the static scene parts should overlay together while the dynamic

scene parts should not.

By connecting the points of moving objects according to their temporal and spatial dis-

placement, they become a set of motion vectors. In this regard, we propose a 3D Vector

Field Analysis approach which identifies the static points and the motion flows. After com-

pensating the camera ego-motion, for every point in the previous frame, a flow vector is

established by subtracting its nearest neighbour in the current frame. The flow vector en-

codes the motion direction and velocity of the objects. By exploiting these properties, the

flow vectors of moving objects, so-called the motion flows, can be detected and classified

95
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into their independent motions.

In the following, we introduce the complete pipeline of dynamic objects detection based

on 3D point clouds. The 3D flow field analysis algorithm and the flow field segmentation

algorithm are also presented and will be discussed in details. Similarly, the performances

of such framework and the proposed algorithms are evaluated using extensive experi-

ments of the real-world uncontrolled KITTI dataset.

5.1/ INTRODUCTION

3D map reconstruction is one of the most active research topics in computer vision

due to the numerous application requirements in robot localization [278, 312, 313],

autonomous driving [314, 1, 306], city map modelling [315, 316, 317, 318]. Benefi-

ting from the emergence of affordable 2D and 3D cameras, high quality 3D maps

of both indoor and outdoor environments can be obtained from nearly static environ-

ments [319, 320, 321, 284, 318, 322, 323, 324]. However, high quality 3D map recons-

truction remains a very challenging task for many practical scenarios such as streets or

markets, mainly due to the numerous dynamic parts of the scene which yield significant

"ghost" effects.

While detecting the dynamic scene parts in unknown environments, many practical diffi-

culties, such as sudden illumination changes, night vision, and large field of view (FoV)

requirement etc., lead current methods to fail [278, 280, 279, 283, 325, 256, 260]. These

methods either rely on image information which is sensitive to illumination changes, or

probabilistic models that require prior map knowledge, making them impractical for many

real-world scenarios. Therefore, we propose a novel dynamic object detection method

which only uses 3D point cloud information, making it robust to light changes, and sui-

table for 360◦ FoV. Further, a complete framework for dynamic object detection, motion

segmentation, and static map reconstruction is presented, see Fig. 5.1.

For a mobile camera system, both foreground and background observations are obser-

ved as moving objects due to the camera ego-motion. To (partly) compensate such phe-

nomenon, registration techniques are applied so that the static parts of the scene co-

herently overlap while the motion trajectories of the moving objects are preserved, see

Fig. 5.1 Block 1. Naturally, given an accurate object-based point cloud segmentation with
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FIGURE 5.1 – Overview of the pipeline to detect and segment the motion flows. Block 1:
Given a short 3D point cloud sequence, an Iterative Closest Point algorithm is applied
to register the point clouds to compensate the camera ego-motion. Block 2: For each
point, we compute a Smooth Flow Vector (SFV) using the neighbourhood (local) flow
field within a bounding box. The SFV is estimated by the Eigen decomposition of the
centred neighbouring flows (the flow stack), as detailed in Section 5.3.1. Block 3: An
enclosing cylinder (centred at the SFV) is determined to bound the inlier neighbourhood
which are projected onto the SFV to build a set of 1D histograms. The shifting effect of
the histograms correspondence to the object motion. Such phenomenon can be studied
via the properties of the motion line located by the Radon transform on the 2D histogram,
as detailed in Section 5.3.2. Block 4: The Sparse Flow Clustering algorithm regroups the
detected motion flows into their independent motions, as detailed in Section 5.4.
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point correspondence knowledge, the moving objects are discriminated by their displa-

cements across frames. The precise establishment of point cloud correspondences and

object segmentation are very challenging [326, 327, 328]. In this work, we propose a

method that establishes the feature correspondences using local flow consistency and

performs the dynamic object segmentation on these (rather imprecise) correspondences.

Our method is composed of three main steps described as follows.

Smooth Flow Vector (SFV) Estimation: The motion behaviour –either static or

dynamic– of each point in a 3D scene is associated to a Flow Vector encoding its mo-

tion velocity and direction. The SFV is estimated by the subtraction of the corresponding

points of consecutive frames which are registered by compensating the camera ego-

motion. Such point correspondences are quickly established by using nearest neighbour

search, although such correspondences may not be precise. Under local motion consis-

tency assumption, the smooth flow vector is estimated as the local dominant flow vector

within a small neighbourhood, which can be modelled and solved efficiently and optimally

as an eigen-decomposition problem.

Motion Flow Identification: We identify the flows which correspond to the moving ob-

jects. The static objects coherently overlap while moving objects do not, which inspires

the analysis of neighbour-points evolution along the flow vector. We propose a novel

and efficient histogram analysis approach, see Fig. 5.1 Block 3. For each flow vector, an

enclosing cylinder is adapted to select the most representative neighbour points which

preserve a persistent geometric structure. The projections of those points onto the cur-

rent flow vector are stored in a histogram. The motion flows can be identified by detecting

shifts within the concatenated histogram from all the frames, as detailed in Section 5.3.4.

Sparse Flow Clustering (SFC): To cluster the motion flows into their corresponding ob-

jects, we propose an algorithm which relies on the self-expressive property of motion

flows’ subspaces, as inspired by [29, 30]. The SFC algorithm produces a sparse simila-

rity graph which encodes the relations between the motion flows, from which we extract

the corresponding motions using a spectral clustering.
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5.2/ BACKGROUND AND NOTATIONS

Let X = {x1, · · · , xm}, where xi ∈ R3, be a 3D point set (cloud). And let W = {w1, · · · ,wm},

where wi ∈ R3, be the set of flow vectors associated to X. The 3D vector field Ω defined

by X and W is notated as Ω : X → W. Given a sequence of point sets from a dynamic

scene, we define S = {Xt, t = 1, . . . , n} as the collection of multiple observed point sets that

evolve over time t. Likewise, Z = {Wt, t = 1, . . . , n − 1} is the collection of the flow vectors

associated to X.

For two 3D point sets A and B, the vector field Ω : A→W can be obtained by the element-

wise subtraction between the two point sets. We define the element-wise subtraction

operation A	B as

A	B = {wi := yi − xi, ∀xi ∈ A}, (5.1)

where xi is an element of A, and yi = N (xi,B) is the closest point of xi in B. The sub-

traction xi − yi defines the flow vector wi. The closest point function N (x,B) is defined

as

N (x,B) = argmin
y∈B

‖x − y‖. (5.2)

Similarly, the nearest neighbourhood set of points within a radius r is given by

N (x,B, r) = {y ∈ B : ‖x − y‖ ≤ r}. (5.3)

We also define P(S,w), projection of set S on the flow vector w (similarly, P(x,w) for

point x), such that

P(S,w) = {p : p = wᵀx, x ∈ S}. (5.4)

We refer an illustrative example of Eq. (5.4) to Fig. 5.2 which shows that a set of 3D points

are projected onto the given 3D vector space. Note that the projection result of a three

dimensional point to the given 3D vector axis is a 3D point, but we only take into account

its scalar abscissa p on the axis. The origin of the axis is a specified 3D point, e.g. the
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FIGURE 5.2 – Illustration of projections of 3D point set on a 3D vector. Left image contains
a set of 3D points S (the black dots) and a 3D vector w (the red arrow). The color-coded
dots highlight the projection positions of the 3D points onto the 3D vector space. Right
image is the constructed 20-bin 1D histogram by using the projection values P(S,w).

mean values of the 3D point set.

Furthermore, Θ ⊂ S are the points within an infinite cylinder centred at xc, of radius r and

axis wc, is given by

Θ(xc,S,wc, r) = {x : ‖x − xc‖
2 −P(x,wc)2 ≤ r2, x ∈ S}. (5.5)

In other words, Eq. (5.5) rejects the points which have point-to-axis distances larger than

the cylinder radius r, see Fig. 5.3.

FIGURE 5.3 – Interpretation of an enclosing cylinder centred at xc and axis wc. The dis-
tances from points x1, x2 to the cylinder axis wc are notated as d1 and d2, respectively.
Since d1

2 = ‖xc − x1‖
2 −P(x1,wc)2 ≤ r2, x1 ∈ Θ is considered as inside the cylinder. In

contrast, x2 < Θ is outside the cylinder.

5.3/ FLOW FIELD ANALYSIS

Our objective is to detect the moving objects inside a 3D point cloud sequence. In es-

sence, the object motion is defined by its temporal displacement which can be described

by a set of motion flows. We propose the 3D Flow Field Analysis model under the local

motion consistency assumptions similar to the optical flow estimation [142] and the 3D
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FIGURE 5.4 – Motion and static flow analysis: Row 1 and Row 2 are the graphical repre-
sentations of the flow field analysis of a moving object and a static object, respectively.
In comparison, Col. 1 shows the enclosing cylinder preserving the local structure. Col. 2
shows the 20-bin 1D histograms of cylinder-point projections of each frame. Remarkably,
the histograms of motion flow (upper) are shifted along the flow direction, while the histo-
grams of static flow (lower) are overlaid together. In Col. 3 are the concatenated all-frame
histograms from Col. 2. The motion line L∗ (solid red line) is estimated using the Radon
transform in Col. 4 according to the criteria of Eq. (5.11).

scene flow estimation [329] where two assumptions are made: (i) the motion behaviours

of optical flows are similar within a small neighbourhood and (ii) the local geometric struc-

ture does not change rapidly.

5.3.1/ SMOOTH FLOW VECTOR ESTIMATION

Given n point sets S = {Xt, t = 1, . . . , n}. For t = 1, . . . , n−1, we compute the point-wise flow

which represents the evolution of points over time, as follows:

Wt = Xt+1 	 Xt. (5.6)

In other words, we consider the difference between consecutive positions. Taking the

locally homogeneous assumption of neighbouring flow vectors, we perform the smoothing

of vector field by updating each wi ∈Wt as

v∗i = argmax
v∈R3

∑
w∈Ω(N)

wᵀv s.t. ‖v‖ = 1 (5.7)

where v∗i is the returned desired smoothed flow vector to replace wi. N = N (xi,Xt, r) is

the neighbourhood (within the radius r) that defines the local flow field Ω(N). Eq. (5.7) finds

the consensus flow v∗i which minimizes the overall distances between v∗i and the flows

within Ω(N). The problem of Eq. (5.7) can be solved efficiently as an eigen-decomposition
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problem. Its solution can be obtained by computing the eigenvectors of the covariance

matrix WTW, where the rows of W are wᵀ for all w ∈ Ω(N). The desired smoothed flow

vector corresponds to the eigenvector of the largest eigenvalue. Note that, all the w ∈

Ω(N) are normalized to unit vectors to obtain the optimal solution.

5.3.2/ STATIC POINT AND MOTION FLOW DISCRIMINATION

Consider that the structure of the local point sets is preserved. Thus, Θt = Θ(x,Xt,w, r), t =

1, . . . , n (the measurements of a local point set moving along w from Eq. 5.7) are ho-

momorphic. Therefore, the shape of distribution of projections Pt = P(Θt,w) remain

unchanged over time interval [1, t]. Let Ht be a k-bin 1D histogram of projections Pt at

time t. The motion state of the point sets can be described by the following equation:

Ht+1(b) = Ht(b + α(t)), (5.8)

where b is a bin of the histogram, and α(t) = βt (with constant value β) is the displacement

of the histogram (or projections) from t to t + 1. Eq. (5.8) implies that the histogram is

replicated from t = 1, . . . , n due to the temporal local structure and speed consistency.

Given histograms Ht(b), t = 1 . . . , n, our task is to estimate β and b that satisfy Eq. (5.8) for

all t, which can be modelled as a minimization problem as:

argmin
β,b

n−1∑
t=1

||Ht+1(b) −Ht(b + βt)||2. (5.9)

To efficiently solve problem (5.9), the n 1D histograms Ht are concatenated into a 2D

histogram M = [H1, · · · ,Hn] of size k × n, as illustrated in Fig. 5.4 middle columns. Let a

line L in the 2D histogram be defined by L(t) = βt + b, for slope β and offset b. The optimal

parameters β∗ and b∗ are obtained by

L∗ = argmax
β,b

∫
Ht(L(t)) dt. (5.10)

Since the Radon transform [330] computes the volume integration in different angles at

different positions in a continuous manner, problem (5.10) can be solved efficiently and glo-

bally by applying Radon transform on M, as illustrated in Fig. 5.4. Three measurements
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are made along the line L∗ to categorize the point sets into static or dynamic. Since the

slope β∗ represents the magnitude of speed, β∗ of a static point set is very small. Further,

if st = Ht(L∗), t = 1, . . . , n are values Ht(b) on the line L∗, two measurements are defined:

S =

n∑
t=1

st and E = −

n∑
t=1

stlog(st). (5.11)

where S and E measure the strength and distribution homogeneity, respectively. A point

set is considered to be static, if β∗, S and E values are below their respective thresholds.

Otherwise, the point set is assumed to be dynamic.

5.3.3/ DYNAMIC NEIGHBOURHOOD SEARCH

Practical scenarios, in which the sizes and the speeds of objects may significantly vary

(from pedestrians to trucks), impose to analyse the scene in a dynamic manner. Our

analysis algorithm is mostly driven by 3 parameters that are the size of bounding box (for

fast neighbourhood search in Eq. (5.7) on local flow field estimation), its location, and the

radius of the enclosing cylinder, which can be reduced to 2 parameters by considering

a fixed size bounding box and the radius as a ratio of its size. We consider motions as

being "slow" when the analysed point sets translated by the estimated motion remain

within the bounding box. Consequently, the slow motions are not problematic because

the corresponding point sets remain in the same bounding box. Otherwise, the bounding

box is translated to follow the analysed object, and is updated as soon as consecutive

frames have led to a coherent motion, as illustrated in Fig. 5.5. Our experiments show

that it is sufficient to choose a radius smaller than 20% of the size of the bounding box

then to dynamically adapt this radius proportionally to the object to camera distance.

Precisely, we use a dynamic searching strategy along the flow direction. Let B = {Bt, t =

1, . . . , f } be the assembly of f frames of point sets within a local bounding box. Initially, the

bounding box (centred at xc) covers f < n frames, due to the high speed. Let Pt(Bt,w), t =

1, . . . , f be the projections of B along the motion direction w, and δt = median(Pt), t =

1, . . . , f be median values of projections of Pt. The bounding box is translated to xt =

xc + δtw, until all n frames are covered.
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FIGURE 5.5 – Dynamic local neighbourhood search of a fast moving object: left shows
that the bounding box covers only 5 frames. Middle shows the translation of bounding
box along the flow direction. Right shows the enclosing cylinder with full frames.

5.3.4/ IMPLEMENTATION DETAILS

Given n consecutive frames of point sets, an ICP-based registration algorithm is applied

to compensate the camera ego-motion. Notably, robust ICP algorithms [331, 318] are

preferred to obtain precise camera motion estimation. According to our expertise, ICP

registration on edge and plane feature points generally yields satisfactory results, similarly

to [318]. Starting from the registered point sets as input, Algo. 7 is applied to discriminate

the static and the dynamic points, and to estimate the motion flows of the dynamic points.

For the sake of computational efficiency, the points from ground plane are detected and

removed beforehand. Note that the detection of ground plane for the data acquired by a

ground-vehicle is a relatively easy task. In step 4, the enclosing cylinder radius is defined

as r = 0.4(1 + d/D), where is d is the object to camera distance and D is the camera’s

maximum data acquisition distance (e.g. D = 100 for Velodyne 3D laser scanner). In step

7, τS is defined as 40% of the total number of neighbours within the enclosing cylinder

(sum of the 2D histogram M). τβ = 0.175 denotes that the slope of L∗ is 10 degree.

τE = 1.8 is empirically studied and used for all our experiments.

We recall that the Radon transform computes the volume integration in different angles

at different positions. Thus, its maximum response directly gives the desired solution of

problem (5.10). In Fig. 5.4 Col. 2, the 1D histograms from dynamic scene part have shifting

effects along the flow direction, as expected. Differently, these histograms tend to overlap

with each other for the static scene parts. These phenomena lead to the different beha-

viours (refer to the above discussions in Section 5.3.2) of the motion line L∗ of static and

dynamic points.
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Algorithm 7: Motion Flow Identification.
Data: Point sets S = {X1, · · · ,Xn}, where the centre point set at t = n

2 is noted as X. The size of local
neighbourhood is notated as N .

1 Setting: n = 9, k = 20, bounding box size 4 × 4 × 4, τβ = 0.175, τS = 0.4N , τE = 1.8.
2 for xi ∈ X do
3 Place a 3D bounding box at xi for local flow field estimation (W) using Eq. (5.6), and perform

eigen-decomposition: [V,D] = eigen(W) to obtain the dominant flow v = V(:, 3).
4 Fit an enclosing cylinder Θ(xi,X, v, r).
5 Project cylinder points to axis v using Eq. (5.4), and compute histograms Ht, t = 1, . . . , n to construct M.
6 Compute the slope β∗ of L∗ using Radon transform on M, motion strength S and stability E using

Eq. (5.11).
7 If β∗ < τβ, S < τS and E < τE , reject static point xi.

Result: Detected motion flow set Ω.

5.4/ SPARSE FLOW CLUSTERING

We cluster the dynamic point set, obtained from the flow field analysis (discussed in

Section 5.3), into similar subsets for objects’ motion behaviour analysis. Our clustering

process uses both the spatial and the motion vector information. On the one hand, we

make the assumption that the vectors from one cluster are self-expressive. Thus, a flow

vector can be approximated by the linear combination of the other flow vectors from the

same cluster. On the other hand, we ensure that the clustered vector fields have bounded

space subset within a predefined radius.

Let X = [x1, . . . x j, . . . xn] and W = [w1, . . .w j, . . .wn] be the 3 × n matrices of the point

set and the corresponding flow vectors of the moving objects, the self-expressive sparse

representation (similar to [29]) can be written as

W = WC, (5.12)

where the sparse n × n matrix C = [c1, . . . c j, . . . cn] with c j j = 0 to avoid trivial solutions,

for all j = 1, . . . n. Similarly, for a predefined squared radius bound εr (where the sparsity

comes from), the bounded space subset is ensured by enforcing the constraint

∥∥∥x j − Xc j
∥∥∥2

2 ≤ εr, ∀ j. (5.13)

Therefore, the sparsity-constraint relaxed optimization problem for flow clustering can be

written as
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minimize
C

‖C‖1,1 ,

subject to W = WC, diag(C) = 0,∥∥∥x j − Xc j
∥∥∥2

2 ≤ εr, ∀ j.

(5.14)

This is a convex problem, whose optimal solution can be found using second order cone

programming [295]. Its equivalent problem is the semi-definite programming given by

minimize
C,S

m∑
i=1

n∑
j=1

si j

subject to W = WC, diag(C) = 0,

− si j ≤ ci j ≤ si j, ∀{i, j}, I x j − Xc j

(x j − Xc j)ᵀ εr

 � 0, ∀ j,

(5.15)

where si j are the elements of S.

5.4.1/ INFLUENCE OF NOISE AND OUTLIERS

In practical scenarios, the flow data might be contaminated by noise or outliers. Let

w j = w0
j + e j, (5.16)

where e j ∈ R3 is the noise or outlier entry of noise free data w0
j . Replacing Eq. (5.12) with

Eq. (5.16), we have

W = WC + E. (5.17)

Due to the local structure persistence and temporal flow speed consistency assumptions,

the sought sparse representation from the current frame is valid for the neighbour frames.

Therefore, the sparse clustering problem of Eq. (5.15) can be reformulated as:
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minimize
C,Ex ,Ew

‖C‖1,1 + Ew + Ex,

subject to
∥∥∥w j −Wtc j

∥∥∥2

2
≤ εw, ∀ j, c j j = 0, t = 1, . . . , n,∥∥∥x j − Xtc j

∥∥∥2

2
≤ εx, ∀ j, c j j = 0, t = 1, . . . , n,

(5.18)

where Ew = λ1
∑n

j=1 εw and Ex = λ2
∑n

j=1 εx. Xt and Wt are the 3D points and their flow vec-

tors at frame t, respectively. Note that the squared radius bound εw and εx are constrained

to be non-negative, but not predefined. Similarly, Eq. (5.18) can be solved as a semi-definite

programming problem. Weight parameters λ1 and λ2 are simply set to 1.

5.4.2/ IMPLEMENTATION DETAILS

The Sparse Flow Clustering (SFC) algorithm consists of three major steps (see Algo. 8)

which are implemented using CVX [332] optimization toolbox. In the sparse optimization

step, a binary n× n connectivity graph D = [d1, · · · d j, · · · ,dn] is used to enforce the spatial

closeness constraint on the selected sparse representation elements, such that Eq. (5.17)

becomes:

W = W(C · D) + E, ∀di j > τd, di j = 0, else di j = 1, (5.19)

where operator (·) stands for the dot product, and τd is the point-to-point spatial distance

threshold. Two major remarks on spatial distance constraint can be made: a) It is more

meaningful to use sparse representation only on the local neighbourhood. b) Exploiting

the sparsity of C improves the algorithm’s computational efficiency.

In step 2 of Algo. 8, a sparse symmetric similarity graph G = |C∗| + |C∗|T is constructed.

Since G encodes the connectivity information among the flows, a K-mean spectral clus-

tering is employed to group the flow clusters. In fact, K can be determined by finding the

number of graph components, which can be obtained by analysing the eigenspectrum of

the Laplacian matrix of G [333]. However, other model selection techniques [241] should

be employed when there are connections between points in different subspaces. In the

following experiments, we provide the number of motions as an input to all the algorithms

for fair comparison.

Note that the proposed SFC does NOT rely on feature tracking and feature trajectory

(unlike [29, 30]), making it more practical for highly dynamic environment motion analy-

sis. Moreover, the SFC algorithm, which is proposed under the robust sparse subspace
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representation framework, offers new research perspectives for vector field analysis.

Algorithm 8: Sparse Flow Clustering.
Data: 3D point sets [X1, · · · ,Xt] and flows [W1, · · · ,Wt].
Result: K clustered subspaces.

1 Sparse flow representation using Eq. (5.18).
2 Sparse similarity graph: G = |C∗| + |C∗|T.
3 K-mean spectral clustering on G.

5.5/ EXPERIMENTS

We conduct extensive evaluations on the challenging real-world KITTI benchmark [1] that

contains highly dynamic environment scenarios. Note that the proposed method only uti-

lizes locally registered Velodyne 3D point clouds (i.e. using ICP-based algorithm [318]),

and that GPS and IMU information are not used. Recall that the seven representative

datasets were selected to cover different practical scenarios as listed: a large number of

moving objects (pedestrians and cars in Market), fast motions (van in Junction), slow mo-

tions (pedestrians in Campus or Market), large objects (train in Station) and small objects

(pedestrians), severe occlusions (van in Junction), static camera (Red Light, Campus,

Pedestrian), and moving camera platforms (remaining others). The selected sequences

have rather demonstrated the effectiveness and generality of the proposed methods.

The detailed results are synthesised in Table 5.1 and Table 5.3. The performances with

the state-of-the-art methods are assessed using the Sensitivity and Specificity metrics.

For comparison with MS-based methods, the misclassification rate metric suggested by

[29, 30] is adopted.

Sequence
2D-SSC 3D-SSC 2D-SMR-Q1 2D-SMR-Q2 3D-MOD

Mean Med. Mean Med. Mean Med. Mean Med. Mean Med.
Campus 0.067 0.063 0.096 0.067 0.071 0.066 0.067 0.064 0.055 0.037

ColaTruck 0.506 0.545 0.092 0.103 0.341 0.373 0.385 0.340 0.095 0.097
Junction 0.116 0.081 0.077 0.050 0.136 0.155 0.148 0.155 0.008 0.007
Market 0.174 0.162 0.139 0.124 0.175 0.148 0.146 0.152 0.032 0.023

Pedestrian 0.114 0.113 0.086 0.044 0.099 0.112 0.125 0.127 0.038 0.033
Red Light 0.037 0.032 0.036 0.033 0.087 0.046 0.064 0.044 0.052 0.014

Station 0.097 0.079 0.086 0.093 0.150 0.167 0.140 0.151 0.102 0.045

TABLE 5.2 – Quantitative evaluation on KITTI dataset: using Mean and Median values of
Misdetection rate metric.
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5.5.1/ MOTION DETECTION EVALUATION

Our 3D-based Moving Object Detection (3D-MOD) algorithm is compared against four

representative algorithms. We recall that the 2D-SMR, 2D-SSC, 3D-SSC, and 3D-SMR

are trajectory-based motion segmentation algorithms which group the feature trajectories

into their corresponding motions. For the evaluation of moving object detection, we define:

True Positive – as long as a motion trajectory is NOT classified as background motion,

and True Negative – if a background trajectory is classified as background motion. When

several motions are involved, a feature trajectory might not be correctly classified into its

corresponding motion, and will be considered as a true positive.

Table 5.1 summarizes the performances of 2D-SMR-Q1 [30], 2D-SMR-Q2 [30], 2D-

SSC [29], 3D-SSC and 3D-MOD using sensitivity and specificity metrics. The main cha-

racteristics of the results are summed up as follows: a) The 3D-SSC has very similar

performance to its 2D counterpart in terms of sensitivity, but a much higher specificity

at the cost of lower computational efficiency. b) 3D-MOD achieves the best sensitivity

and specificity in most cases. In average, the 3D-MOD shows a sensitivity that is slightly

better than the other methods but with a significantly higher specificity. c) The 3D-based

methods (3D-SSC and 3D-MOD) exhibit very stable performances and a much higher

specificity, thanks to their robustness to perspective projection effects. d) Regarding the

computational efficiency, our 3D-MOD approach can be seen as an intermediate method,

although it can be easily parallelized if online motion detection application is required.

Similar to Eq. (4.17), table 5.2 adopts the mean and median Misdetection Rate error metric

defined as

η =
number of false positive + number of false negative

number of features
. (5.20)

For a more compact illustration, the corresponding Whisker’s box-plot [334] statistical

comparison is summarized in Fig. 5.6. Similar remarks from Table 5.1 can be observed:

the 3D-SSC and 3D-MOD has significantly better performances than other methods due

to their persistent high specificity. Fig. 5.6 also shows that the 3D-MOD outperforms the

other methods with lower median misdetection rate as well as much higher robustness.

Table 5.3 concludes the comparisons between the 3D-MOD against the Object Scene

Flow (OSF) [256] algorithm. Since the OSF method produces dense moving object de-

tection and segmentation, for the purpose of fair comparison, a 3D Region Growing [335]
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FIGURE 5.6 – Misdetection rate comparison on KITTI dataset.

is applied to the detected motion flows to densely segment the moving objects. Remarka-

bly, the 3D-MOD is faster and consistently exhibits a much higher sensitivity with a slightly

lower specificity.

The main reasons that 3D-MOD surpasses the state-of-the-art methods can be summa-

rized as:

i The 3D-MOD relies on a pre-registration of point clouds, while the motion

segmentation-based methods utilize the raw feature trajectories without registra-

tion.

ii The 3D-MOD analyses the motions using relatively high quality 3D data, while the

OSF estimates a low-precision 3D scene structure using stereo vision technique.

iii The 3D-MOD analyses the 3D motion behaviours under local flows consistency

assumption, which addresses the problem in essence.

5.5.2/ MOTION SEGMENTATION EVALUATION

For motion segmentation quantification, we use the Misclassification Rate (same as [29,

30]) to compare the algorithms’ performances, see Fig. 5.7. Overall, our 3D-SFC achieves

the best results for the evaluated datasets. Fig. 4.11 shows the outstanding performance

of the proposed 3D-SFC algorithm on MS. Note that, prior to the flow clustering, the

detected static flows are removed (Fig. 4.11 bottom-right image), which largely simplifies

the motion flow clustering problem. Moreover, the 3D-SFC is proposed under the sparse
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Sequence
Object Size Speed OSF 3D-MOD
Min. Max. Min. Max. Sens. Spec. Time Sens. Spec. Time

Campus 527 17483 0.35 5.56 0.404 0.988 60.8 0.928 0.993 9.31
ColaTruck 3339 29795 4.87 7.22 0.579 0.994 66.1 0.772 0.936 28.8
Junction 1397 10479 3.50 16.7 0.613 0.966 73.9 0.933 0.980 27.2
Market 148 8310 0.35 1.34 0.506 0.962 72.2 0.954 0.944 26.2
Pedestrian 291 15344 0.35 5.56 0.519 0.983 69.5 0.933 0.982 11.6
Red Light 1149 3977 0.36 8.33 0.578 0.987 84.5 0.937 0.987 14.0
Station 4010 45473 0.35 7.12 0.164 0.996 71.3 0.882 0.972 29.2
Average / / / / 0.480 0.982 71.2 0.906 0.971 20.9

TABLE 5.3 – OSF and 3D-MOD quantitative evaluation: Col. 2-5 indicate the minimum
and maximum object size (in pixel) and speed (m/s) of moving objects, respectively. Both
sensitivity and specificity are computed using dense segmentation of 3D point cloud.

representation framework with extra spatial closeness constraint, which produces a very

reliable similarity graph for spectral clustering.

5.6/ SUMMARY

We have proposed an original 3D Moving Object Detection algorithm based on Flow

Field Analysis under the local motion consistency assumptions. We have presented a

novel 3D Sparse Flow Clustering approach relying on the self-representation property of

flow subspaces and spatial closeness constraints. By integrating the proposed 3D-MOD

and 3D-SFC algorithms, the proposed framework is robust, efficient and accurate. In

many aspects, both the 3D-MOD and 3D-SFC algorithms outperform the state-of-the-art
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methods since we have compared all these techniques on comprehensive highly dynamic

real-world KITTI datasets, for which they consistently exhibit a better accuracy, lower

misclassication and misdetection rates.

Our algorithms serve many applications such as accurate robot localization and autono-

mous driving in crowded environments. We also leave high-level tasks, such as semantic

scene understanding and objects’ behaviours analysis, as future perspectives.





6

SCENE RECONSTRUCTION AND

UNDERSTANDING

“When you have all these traces of trash moving around, you can ask

yourself how can we make the system more efficient. Then we can make

better decisions. "

- Carlo Ratti, Massachusetts Institute of Technology

The previous chapters address the problems of moving object detection and segmen-

tation for both known and unknown camera motion cases. A step forward is the re-

construction and the understanding of the 3D scenes. In this chapter, we present a novel

two-step 3D point cloud registration scheme which consists of the minimal 3-Point Ran-

dom Sample Consensus (3P-RANSAC) algorithm and the Dual-Weight Iterative Closest

Point (DW-ICP) approach. The point cloud registration is initialized using the 3P-RANSAC

algorithm which exploits the properties of Gibbs 3D rotation representation and the Cay-

ley transform. Such algorithm solves the 3D transformation problem in a linear manner

under the RANSAC framework for the seek of robust estimation. The initial registration is

refined via the proposed DW-ICP which contains two energy terms, namely the matching

consensus energy and the closest-point energy. The DW-ICP iteratively minimizes the re-

gistration error by incorporating the robust estimation techniques (e.g. M-Estimators). The

proposed point cloud registration scheme is applied to the reconstruction of both static

scene parts and the rigidly moving objects.

To understand the 3D scene, we propose to use a 2D-to-3D semantic label transfer ap-

proach which learns semantic knowledge of the scene using image information and as-

115
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FIGURE 6.1 – Moving car reconstruction from a mobile platform: on top row are selected
frames of a moving car. The middle row shows the registered sparse point cloud, the
smoothed point cloud, and the reconstructed mesh of the point cloud, respectively. The
bottom row shows the fine reconstruction in different views.

signs the corresponding labels to the 3D objects. The proposed approaches are valid

using the afore-discussed seven representative datasets to produce high quality static

map reconstruction, rigidly moving object reconstruction and semantic labelling of the

reconstructed scenes.

6.1/ INTRODUCTION

Scene reconstruction and understanding are two major tasks in 3D Computer Vision. The

reconstruction offers the exact observation of the 3-dimensional world of its size, shape

and geometric structure intuitively, whereas the semantic scene information allows the

understanding of the world. Both have always been active areas of research due to their

wide range of potential applications, such as scene representation, understanding, and

robot navigation [336].

For a moving 2D-3D camera setup, the 3D reconstruction of the scene can be obtained

by registering a sequence of point clouds with the help of Visual Odometry (VO) measu-

rements [316, 337]. However, the VO-based registration is valid only for the static scene

parts. Therefore, such reconstruction suffers from several visual artefacts due to the dy-

namic parts. In this regard, 3D-SSC and 3D-SMR motion segmentation approaches cate-

gorize the scene into static and dynamic parts before performing VO. Moreover, although

camera ego-motion can be roughly estimated using ICP-based approaches as discussed
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in Chapter 5, such algorithms are rather preliminary and naive. To this end, we propose a

pipeline for the high quality reconstruction of both static scene parts and dynamic objects,

making them dense, coherent, and complete, see Fig. 6.1 for instance.

Given multiple sparse and partial point clouds observed from different view ports, the pro-

posed pipeline (see Fig. 6.2) aims to produce high quality reconstructions by exploiting

both the 2D and the 3D observations. The point clouds are registered roughly with the

help of 3P-RANSAC on the point cloud correspondences. Since the 3-point RANSAC al-

gorithm estimates the 3D-to-3D rigid transformation between two point sets, the accuracy

of the registration highly relies on the quality of the correspondence set. We recall that

the 3D-to-3D feature correspondences are established by the tracking of their associated

2D features, which is sensitive to noise. Moreover, point cloud registration from long term

observations inherently suffers from multi-layered problems due to the multiple scans of

the same area. This can largely decrease the quality of the registration while increasing

the memory consumption. To address these problems, a more robust and effective algo-

rithm, called Dual-Weighted Iterative Closest Point (DW-ICP) algorithm, is proposed. A

3D reconstruction enhancement framework is presented to produce photographic qua-

lity results of real outdoor scenes. Finally, the semantic information of the 3D scene is

assigned using the 2D-to-3D label transfer strategy.

The DW-ICP Algorithm: Iterative Closest Point (ICP) is one of the most commonly used

algorithm due to its simplicity and robustness. However, the convergence of ICP algorithm

requires a good initialization and rich geometric structures. To overcome these problems,

an initialization using 3-point RANSAC registration algorithm is recommended. Moreover,

a DW-ICP algorithm is introduced to iteratively estimate the rigid transformation by assi-

gning different weights to the RANSAC inlier point pairs and the ICP correspondences,

as detailed in Section 6.2.3.

3D Reconstruction Enhancement: Due to the noise of data, the 3D registration from
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multiple observations has multi-layered artefacts. To address this problem, we employ a

3D Thin Plane Spline algorithm which smooths and combines the multi-layered object

surface into a single layer. Furthermore, a ball pivoting surface triangulation approach is

applied to construct 3D meshes of the smoothed point clouds. Finally, the textures of the

3D meshes are mapped and refined using mutual information, as detailed in Section 6.3.

The 2D-to-3D Label Transfer: Thanks to the recent advancement in deep learning, it is

now possible to obtain faithful semantic labels using image information. To associate the

semantic labels with static and dynamic objects, we transfer their labels obtained by using

object detector (e.g. the Yolo [338] detector) on the corresponding images. The transfer

of these labels is carried out by the max-pooling over multiple detections. We argue that

the semantic understanding of dynamic 3D scenes has obtained very little attention in

literature: Geiger et al. [305] propose a 3D traffic scene understanding framework which

predicts the motions of vehicle tracklets by fusing semantic (Sky, Road, and Traffic Lane)

and 3D scene flow information. Different from [305], our method results in the motion

trajectories of generic objects alongside with their labels (e.g. pedestrian, cyclist, car), as

well as the labels of static parts (e.g. traffic lights).

6.2/ ROBUST POINT CLOUDS REGISTRATION

To register a sequence of sparse point clouds, we formulate an optimization problem

supported by a set of noisy feature trajectories. The accurate registration is obtained by

jointly optimizing the registration of feature matching pairs and the closest-points corres-

pondences, which is the key prior to obtain high quality textured surface reconstructions.

6.2.1/ LINEARIZED RIGID MOTION FORMULATION

Given a set of correspondences between two 3D point clouds, the exact solution for rigid

motion parameters, e.g. R and t, can be obtained in a linear manner. Let X = [x, y, z]T and

Y = [x′, y′, z′]T be two corresponding 3D points under rigid transformation, denoted as

X = RY + t, (6.1)
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where R is the 3 × 3 rotation matrix and t is the 3 × 1 translation matrix. Let g be the Gibbs

representation [339] of a rotation matrix R, we have G = [g]× is a 3 × 3 skew-symmetric

matrix, where g = e tan θ
2 = [gx, gy, gz]T with e = [ex, ey, ez]T is the Euler rotation axis and

rotation angle θ. Applying the Cayley Transformation [340], R can be represented as:

R = (I3 + G)−1(I3 − G), (6.2)

where I3 is a 3 × 3 identity matrix. Replacing Eq. 6.1 using Eq. 6.2, we have:

X = (I3 + G)−1(I3 − G)Y + t, (6.3)

multiplying (I3 + G) on both sides, we have:

(I3 + G)X = (I3 − G)Y + (I3 + G)t. (6.4)

Notate t̃ = (I3 + G)t = [t̃x, t̃y, t̃z]T and reorganize Eq. 6.4, we have:

(X − Y) = −G(X + Y) + t̃. (6.5)

To linearise Eq. 6.5, we fill in the elements of variables as follows:


x − x′

y − y′

z − z′

 = −


0 gz −gy

−gz 0 gx

gy −gx 0




x + x′

y + y′

z + z′

 +


t̃x

t̃y

t̃z

 . (6.6)

Expand Eq. (6.6), we have:


x − x′

y − y′

z − z′
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−(z + z′) 0 (x + x′) 0 1 0
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gx

gy
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t̃x

t̃y

t̃z


. (6.7)

Eq. 6.7 is a linear system such that the parameters can be estimated using a Linear Least

Square approximation. Since the skew-symmetric matrix has rank 2, each matching pair

provides 2 independent equations, the linear system requires minimum 3 matching pairs
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to be solved. To maximize the number of inliers, a Random Sample Consensus (RAN-

SAC) framework is adopted. However, in the presence of inaccurate correspondences,

obtained from noisy motion trajectories, the quality of RANSAC registration is usually not

very satisfactory. Therefore, we refine the registration by minimizing the dual-weighted

closet-point energy.

6.2.2/ ROBUST CLOSEST-POINT ENERGY MINIMIZATION

When two overlapping point clouds of the same rigid object are given, the transformation

is generally obtained by minimizing the energy derived from the closest-points distance.

In most of the cases, this energy is minimized using an iterative method – also known

as Iterative Closest Point (ICP) algorithm [341, 342]. In every step, the ICP algorithm

considers the closest points across two point clouds, say the reference and the model,

to be the corresponding ones. Let X = {X1, ...,Xn} be the reference point cloud, and Y =

{Y1, ...,Ym} be the new model, the robust method of ICP iteratively minimizes the following

energy:

EI(T̂) = min
T

n∑
i=1

ρ( min
j∈{1,··· ,m}

|Xi − TY j|), (6.8)

where T̂ is the desired transformation matrix. Note that the energy term EI includes a

robust cost function to handle noisy and partial data. Our choice of robust cost, say ρ(x),

is the Tukey’s biweight function [343]:

ρ(x) =

(τ2/6)(1 − [1 − (x/τ)2]3) if |x| ≤ τ

(τ2/6) if |x| > τ
, (6.9)

and the weight of each corresponding pair is defined by:

w(x) =
1
x

dρ(x)
dx

=

[1 − (x/τ)2]2 if |x| ≤ τ

0 if |x| > τ
, (6.10)

where τ is the inlier threshold, such that outliers (|x| > τ) are assigned with zero weights.
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6.2.3/ MODIFIED CLOSEST-POINT ENERGY MINIMIZATION

While the consensus-based registration method requires a subset of accurate correspon-

dences, the closest-point-based method requires rich geometric structures of the point

clouds. This prohibits to make a choice of one method over another. Therefore, we pro-

pose to minimize a combined energy function – one from consensus, noted ER, and the

other from closest-point, say EI. We minimize the energy function in an iterative manner,

hence use the terminology Dual-Weighted Iterative Closest Point (DW-ICP).

First, we define an energy function that measures the quality of the inlier set obtained

from 3-point RANSAC. Note that due to the sparsity and the noisiness of feature points,

the estimated transformation matrix obtained from RANSAC can be imprecise. Let {Xi ↔

Yi}, i = 1, . . . , k be the inlier set, the energy ER for matching consensus is expressed as:

ER(T̂) = min
T

k∑
i=1

ρ̃(|Xi − TYi|), (6.11)

where k ≤ m, n, and ρ̃(·) is the Huber’s weight function:

ρ̃(x) =

 (x2/2) if |x| ≤ τ̃

τ̃[|x| − (τ̃/2)] if |x| > τ̃
, (6.12)

w̃(x) =
1
x

dρ̃(x)
dx

=

 1 if |x| ≤ τ̃

(τ̃/|x|) if |x| > τ̃
, (6.13)

where τ̃ is the threshold for inlier matches. The Huber loss function is selected under the

assumption that the provided inlier set is noisy without severe outliers that need to be

completely discarded. In the spirit of Eq. (6.8) and Eq. (6.11), we formulate our combined

energy function as follows:

E(T̂) = min
T̂

α
√√

1
n

n∑
i=1

ρ( min
j∈{1,··· ,m}

|Xi − TY j|) +

(1 − α)

√√√
1
k

k∑
i=1

ρ̃(|Xi − TYi|)

 ,
(6.14)
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where α is the regularization term to control the influence of the EI and ER energy terms.

Rather than optimizing the closest-point energy EI or matching consensus energy ER in-

dependently, the DW-ICP aims to iteratively and simultaneously optimize the joint energy

E of Eq. (6.14).

6.2.4/ DISCUSSIONS

The proposed method uses the 3D motion trajectories of a sequence of segmented point

clouds obtained from 3D-SSC and 3D-SMR as input. First, we use the 3-Point RANSAC

registration to roughly register the point clouds as initialization. Afterwards, the DW-ICP is

applied to refine the registration. Note that (also refer to Eq. (6.14)) the DW-ICP iteratively

minimizes a combined energy term, one from consensus ER and other from closest-point

EI, during the optimization process. On the one hand, EI minimizes the overall registration

error of the whole 3D point clouds. On the other hand, ER minimizes the registration error

of the inlier obtained from RANSAC. These two terms are usually complementary to each

other, which is the key to the success of the proposed optimization framework.

On top of traditional ICP, there are two main advantages of DW-ICP: (a) The feature mat-

ching constraint promises a proper registration regardless of the poor geometry structure

of the point clouds. (b) Robust estimation framework is preserved such that the algorithm

is generic and robust to outliers during a long term registration.

6.3/ 3D MESH GENERATION

The complete pipeline for high quality 3D reconstruction of rigidly moving objects, using

2D-3D camera setup attached to a moving vehicle, is shown in Fig. 6.2. This section

details the reconstruction of photo-realistic high quality 3D models, which serves for the

important topic in computer graphic –3D meshes generation [344, 345, 346]. A full pi-

peline is presented in Fig. 6.2 (blue box), which consists of three major steps, namely

Moving Least Square (MLS) [347] point cloud smoothing, 3D Mesh Reconstruction, and

Weighted Blend Texture Mapping [348].

Point Cloud Smoothing: Due to the measurement noise of the laser scanner and im-

perfect registrations, any point cloud registered over long sequences suffers from outlier
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and multi-layer effects. The reconstructed meshes of such point cloud suffer from many

visual artefacts, such as spiky mesh and holes. Thus, a MLS algorithm, which smooths

an unorganized point could using a polynomial fitting, is applied.

Surface Reconstruction: Prior to the surface reconstruction, a poisson-disk distribu-

tion [349]-based sub-sampling removes the redundant points (overlapped points) due to

the multiple observations of the same scene. Later, a Ball Pivoting Triangulation algo-

rithm [350] is used to establish the neighbour-points relationships, followed by a dilation

operation for hole filling. Next, a Taubin Surface Smoothing method is adopted to smooth

the reconstructed surface while preserving the sharp edges. Finally, a Least Square Sub-

division approach [351] is performed to up-sample and is followed by the re-meshing of

the point cloud to produce high quality meshes.

Texture Mapping: We use the 2D images acquired by the 2D-3D camera setup for tex-

ture mapping. During this process, a photographic alignment between the 3D mesh and

the images is required. Since the 2D-3D camera setup is calibrated, and the motion of

the camera is known, all the images are aligned with respect to the mesh reconstructed

frame. The camera poses (between the cameras and the reconstructed mesh) are estima-

ted by computing the inverse of the transformation matrices (obtained from registration)

and using the camera calibration parameters. Furthermore, the blurring effect during the

texture fusion from multiple images is reduced by using a Weighted Blending algorithm.

6.4/ 2D-TO-3D LABEL TRANSFER

We consider that the semantic scene understanding should answer two questions: What

is the object? And what is it doing? In other words, the object of interest should be dis-

covered and recognized with semantic labels. Further, the object behaviour, such as a

moving or parked cars, should be understood. In this context, semantic scene understan-

ding has been partially addressed in [305] for moving vehicle motion prediction. We focus

on the fusion of knowledge from 2D and 3D data to fully address the semantic scene

understanding problem.

Since 2D image-based semantic labelling achieves very satisfactory performances [338],

we propose to transfer the retrieved 2D object labels to their corresponding point clouds.

Recall that the 2D-3D correspondences are established using a projective projection mo-
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del: x ∼ KPX where x is the 2D projections of the 3D points X. K and P are the intrinsic

and extrinsic parameters obtained from camera calibration. Thus, the label of x can be

transferred to X. Let Γ be the semantic label assigned to a 3D object. SΓ is the real-

world-averaged size of object class Γ, and Si is the object size (volume) measured from

its 3D point cloud. To accurately transfer the 2D labels over m different observations, a

max-pooling strategy is applied to obtain the desired label Γ∗ for the given 3D object, such

that:

Γ∗ = argmax
Γ

ηiρi, i = 1, . . . ,m, (6.15)

where ηi = 1
e|Si−SΓ |/SΓ

is the 3D size similarity, and ρi ∈ [0, 1] is the confidence score of the

2D labels obtained from the detector. Beside the objects labels, the motion status are also

assigned as either static or dynamic with their motion trajectories. To sum up, there are

two layers of semantic understanding in our framework: 1). Precise object localizations in

both 2D image and 3D maps. 2). Motion behaviour analysis of moving objects, serving

for higher level scene understanding.

6.5/ EXPERIMENTS

We evaluate the performances of the registration algorithms using both synthetic and

real data. Since it is difficult to obtain the true motions of the camera and the rigidly

moving objects, we focus on the synthetic data which simulate the motion behaviour of

the true object motions. The DW-ICP algorithm parameters were set as α = 0.8, τ = 0.08m

and τ̃ = 0.03m. The stopping condition of the DW-ICP iteration is defined as: rotation

tolerance εR = 10e-6, translation tolerance εt = 10e-6, and max iteration as 100. In addition,

we evaluate the static map reconstruction performances using the KITTI dataset with

manually labelled groundtruth. Further, we qualitatively evaluate the 3D reconstruction of

large-scale city scenes with and without moving object removal.

6.5.1/ POINT CLOUD REGISTRATION QUANTITATIVE EVALUATION

Synthetic Datasets: The synthetic datasets were generated from three different objects,

namely the Van, Red Car, and Cola Truck, see Fig. 6.3 for example. We simulate the

motion behaviours of rigidly moving objects with smooth rotation and translation for 100
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frames. Practical scenarios, such as partial overlaps, occlusions, and poor 3D geometric

structures, are also simulated. We applied 10 levels of Gaussian noise, from 0.005 to

0.050 in meters. The maximum noise level is chosen as 2.5 times higher than the expected

accuracy (0.02m) of the Velodyne laser scanner. We compare the performances of the

algorithms using the averaged absolute rotation and translation errors.

Synthetic Point Cloud Trajectory

Zoom in View Zoom in Region Side View

FIGURE 6.3 – Synthetic Trajectory of Van Object: first row shows the complete van object
model with different side views. Second row shows the synthetic trajectory of the van
object with various view ports.

Fig. 6.4 shows the performances of 4 different algorithms, namely 3-Point RANSAC [316],

RANSAC+ICP refinement [341], RANSAC+Robust-ICP [331] and RANSAC+DW-ICP. The

overall performance of the algorithms are ranked (from top to down) as: DW-ICP, Robust-

ICP, RANSAC+ICP and RANSAC. The Robust-ICP (using M-Estimator) has significantly

better performance against that of traditional ICP. Most importantly, the proposed DW-ICP

consistently outperforms the other approaches, regardless of rotation or translation.

Real Datasets: Table 6.1 depicts the dataset information, where the 3D Error (averaged

Leave-One-Out Error) metric is used to quantify the registration performance. The re-

gistration error of our method is consistently lower than 3P-RANSAC [316], although we

have slightly more computational time due to the DW-ICP refinement process. Moreover,

the high quality reconstructions of Fig. 6.1 and Fig. 6.5 are obtained using the propo-

sed framework of Fig. 6.2. Note that the objects are reconstructed from long-term and

long-distance observations (see column Distance of Table 6.1), under the situations that
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FIGURE 6.4 – Quantification of point cloud registration using synthetic data: the top to
bottom rows are translation and rotation errors on Van, Red Car, and Cola Truck dataset,
respectively.

both target objects and camera system are moving in high speeds. Remarkably, the 3D

reconstruction using 3P-RANSAC is not only sparse and noisy, but also has multi-layered

problems. On the contrary, the framework effectively overcomes the accumulation errors

during the registration process and produces easily recognizable results. Figure 6.5 de-

monstrates that significantly more satisfactory results of our method are achieved com-

pared to that of [316].

Object # Frame Sides Distance
3P-RANSAC Ours

(m) Error (m) Time (s) Error (m) Time (s)
Van 44 3 16.5 0.0150 3.1 0.0131 4.6

Red Car 60 3 10.8 0.0084 2.8 0.0080 4.3
Cola Truck 48 2 30.0 0.0234 3.7 0.0229 4.1

TABLE 6.1 – Rigidly moving object dataset information: Col. Sides is the number of object
sides (left, right, back, and front) being captured. Col. Dist. is the averaged distance from
the camera to the object. Col. 3P-RANSAC [316] and Col. Ours show their respective
averaged 3D error and computational time.
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FIGURE 6.5 – Qualitative comparison of reconstructed Van and Cola Truck: the top row
images are the 3D reconstruction of rigidly moving Van and Cola Truck using 3P-RANSAC
[316]; the bottom row images are the obtained high quality 3D meshes using the proposed
framework.

(a) 2D feature trajectories. (b) 3D feature trajectories.

Incorrect
Segmentation

(c) Dense segmentation based on 2D-SSC [177]. (d) Dense segmentation based on 3D-SSC.

FIGURE 6.6 – Qualitative comparison of 2D-SSC vs. 3D-SSC in motion segmentation: (a)
and (b) show the 2D and 3D feature trajectories for 10 frames, respectively. Arrows in (a)
represent the direction of the feature motions. (c) and (d) show the 3D region growing
segmentation based on the segmented feature trajectories using 2D-SSC and our 3D-
SSC algorithm, respectively.

6.5.2/ STATIC MAP RECONSTRUCTION EVALUATION

Benefiting from the effectiveness of the proposed 3D-SSC, 3D-SMR and 3D-MOD motion

segmentation methods, the static maps of all the representative datasets are reconstruc-

ted. Although the camera motion is unknown, in most cases, we can safely assume that

the major cluster or the most widely distributed cluster of the trajectories corresponds to

the background objects. The remained clusters are considered as moving entities which

should be detached. Thus, as a prior step to the static map reconstruction, we densely

segment the moving objects in each frame. In this step, we apply the 3D Region Gro-

wing [335] technique, which takes the sparse feature points (trajectories) of the moving

objects as initial seeds, for dense 3D point cloud segmentation, see Fig. 6.6 and Fig. 6.7.
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(a) 2D-SSC MS result. (b) Our 3D-SSC MS result. (c) Reconstructed static map.

FIGURE 6.7 – Train station sequence static map reconstruction results: (a) and (b) show
the 2D-SSC and 3D-SSC MS results, respectively. Incorrect segmentations are highligh-
ted with red rectangles. (c) shows the reconstructed static map without moving objects
from 9 frames. Last row images show some selected corresponding sequential images.

The first row of Fig. 6.6 shows both the 2D and the 3D feature trajectories, and the second

rows are the dense segmentation results using 2D-SSC and 3D-SSC, respectively. Note

that the traffic pole in Fig. 6.6c is wrongly segmented as the same motion of the moving

Van, which is due to the incorrect motion segmentation of the 2D-SSC.

A more challenging Station dataset (shown in Fig. 6.7) contains a fast moving car, three

slowly moving pedestrians, and a intermittently occluded train by moving objects. Inter-

estingly, by applying the 3D-SSC, all moving objects: pedestrians, fast driving car, and

occluded train are detected and removed correctly in the reconstructed static map (see

Fig. 6.7c). Recall that the objects moving in the same direction with similar speed share

the same motion subspace. Therefore, the car and the train are grouped together (blue

objects in Fig. 6.7b), so as the two pedestrians (yellow objects in Fig. 6.7b).

6.5.2.1/ STATIC MAP RECONSTRUCTION QUANTIFICATION

Intuitively, the static map can be obtained by registering the static scene parts from mul-

tiple observations. Thus, the quality of the overall static map relies on the dense seg-

mentation of each frame. To quantify, we manually segment and label the dynamic scene

parts of three sequences, namely Cola Truck, Junction and Station sequence. To this end,

Table 6.2 summarizes the quantification results of the static map reconstruction. Starting

from the second column, the columns represent the number of moving objects, the num-
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ber of correctly and incorrectly removed objects, and accuracies in removing the dynamic

objects and maintaining the static scene parts. The Dynamic Accuracy is defined by

Dyn. Acc. =
number of points segmented from dynamic objects

total number of points from dynamic objects
, (6.16)

and the Static Accuracy is defined in a similar manner. Specifically, if the moving objects

are over segmented –some parts of the static scene are removed– then the Stc. Acc. will

be lower than 100%. Note that these measurements are made on the densely segmented

point clouds, unlike in the motion segmentation evaluations which are mainly based on

the sparse feature trajectories. A higher dynamic accuracy (Dyn. Acc.) means a better

removal of dynamic objects. Similarly, the higher static accuracy (Stc. Acc.) stands for a

more complete static map. Results show that the dynamic objects are removed correctly

with very high accuracy, meanwhile, the static scene parts are maintained very well. The

reported computational time includes the time for both MS and static map reconstruction.

Sequence # Objs. Corr. Incorr. Dyn. Acc.(%) Stc. Acc.(%) Time (min.)
Cola Truck 1 1 0 97.55 100 6.00
Junction 2 2 0 91.02 100 13.40
Station 5 5 1 91.60 92.47 3.16

TABLE 6.2 – Static map reconstruction quantification based on 3D-SSC motion segmen-
tation results.

6.5.2.2/ STATIC MAP RECONSTRUCTION QUALIFICATION

To show the distinctive performances of the proposed approaches, we compare the static

map 3D reconstruction after removing the dynamic objects using the proposed 3D-SSC

and 3D-SMR. Moreover, we compare the static map reconstruction before and after fea-

ture trajectories completion. Finally, we show the improvement of 3D registration using

the proposed DW-ICP.

Figure 6.8 shows the full scene 3D reconstruction and the static scene reconstruction of

the Junction sequence. As can be seen from Fig. 6.8a, the "ghost" artefacts from tra-

jectories of moving Van and Cyclist significantly degrade the quality of the reconstructed

3D map. By removing the moving objects, a much higher quality static map is achieved,

see Fig. 6.8b. However, as highlighted by the red bounding box, part of the moving van
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Moving Car

Moving Cyclist

(a) Reconstructed full scene using [316].

(b) Static map reconstruction without incomplete trajectory completion.

FIGURE 6.8 – Junction sequence results: (a) shows the full scene 3D reconstruction using
80 frames. (b) shows the reconstructed static map without moving objects based on the
3D-SSC motion segmentation results. Last row images show the corresponding image
sequence for every 15 frames.

trajectory still remains, which due to the existence of incomplete feature trajectories. In

other words, the moving van is partially occluded by a cyclist, which leads to the failure

of pixel-level feature tracking. Likewise, Fig. 6.11a contains the new appearing cyclist,

which occludes the pedestrian (recall Fig. 4.5). In such cases, discarding the incomplete
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Truck Trajectory

(a) Reconstructed full scene using [316]. (b) Reconstructed static scene.

FIGURE 6.10 – Cola Truck sequence static map reconstruction based on 3D-SSC motion
segmentation results: (a) shows the full scene 3D reconstruction where the red rectangle
highlight the reconstruction of the tree shadow. (b) shows the reconstructed static map
without moving objects. Last row images show some images of the sequence.

(a) Reconstruction with incomplete trajectories. (b) Reconstruction after trajectory completion.

FIGURE 6.11 – Incomplete trajectory recovery assisted static maps reconstruction based
on 3D-SMR motion segmentation results: (a) shows that the reconstructed static map
contain some neglected moving objects due to the loss of feature tracking. With the help of
incomplete feature trajectory completion, finer static maps of (b) is achieved by removing
those loss-tracked moving objects.

trajectories might lead to the misdetection of some moving objects. Differently, rather than

discarding those incomplete feature trajectories, we extend them to have the same fea-

ture number as of the complete feature trajectories, which allows the concurrent motion

segmentation on both complete and incomplete trajectories. Fig. 6.9 and 6.11b show

that higher quality static maps are obtained by taking into account the incomplete feature
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FIGURE 6.12 – 3D reconstruction of Market sequence based on 3D-SMR motion segmen-
tation: left and right images show the reconstructed static map with and without incom-
plete trajectory completion, respectively. The red bounding boxes highlight the failures of
moving object removal. Right image shows that major parts of the moving objects are
removed after the trajectory completion.

trajectories recovery.

Furthermore, Fig. 6.9 illustrates the high quality 3D reconstruction of Junction sequence

by integrating the feature trajectories completion algorithm, the 3D-SMR motion segmen-

tation method, and the DW-ICP registration approach. It is noteworthy that the small ob-

jects (e.g. the traffic poles) are also well registered, as remarked in the green bounding

box. More interestingly, Fig. 6.10 demonstrates the significant improvement of the obtai-

ned reconstruction result using the proposed methods on the Cola Truck sequence. For

instance, the red rectangle region in Fig. 6.10a highlights the tree shadow which is barely

recognizable. On the contrary, the same shadow in Fig. 6.10b has been recovered more

realistically. In the close-up view of all the built maps, similar differences are abundant.

The superior performance of our method is mainly due to two reasons: i) point cloud re-

gistration using only the static scene parts yields more robust results; ii) the proposed

DW-ICP algorithm is more effective than the 3P-RANSAC algorithm.

6.5.2.3/ STATIC MAP WITH KNOWN CAMERA MOTION

The previous sections show the remarkably better results of static map reconstruction

compared to the full scene reconstruction. However, these reconstructed scenes are re-

latively simple with not many (less than 5) moving objects involved. Practically, there exist

much more complicated scenes where the trajectories of moving objects are intersecting

with severe occlusions. In such cases, motion segmentation approaches like 3D-SSC or
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3D-SMR are not effective due to two main reasons: (i) feature trajectory construction is

very difficult; (ii) the number of moving objects is changing at all time. Fig. 6.12 illustrates

that major parts of the moving objects are detected and removed by applying the feature

trajectory completion algorithm. Yet, some untracked moving objects still remain.

Recall that the proposed flow field analysis approach does not rely on feature trajectory

construction, and is able to detect motions without prior knowledge. After compensating

the camera ego-motion estimated using the lidar odometry approach [352], through the

flow field analysis, the proposed 3D-MOD algorithm is able to detect and remove the

moving objects in highly dynamic scenes, e.g. the Market sequence of Fig. 6.13 and

Fig. 6.14. Note that there are many challenges raised by the Market sequence, namely

unknown number of motions, slow motions, small-size objects, severe occlusions, inter-

secting trajectories, unconstrained motions and sudden illumination changes.

The 3D reconstructions of Market sequence are shown in Fig. 6.13 using Lidar-Visual

Odometry [318], Fig. 6.12 left using 3D-SSC, Fig. 6.12 right using 3D-SMR and Fig. 6.14

using 3D-MOD. Despite these difficulties, the static map produced by our framework is

of very high quality because our framework is not sensitive to light changes, occlusions,

slow or very fast motions, etc. To conclude, when the camera ego-motion is unknown or

cannot be estimated precisely, 3D-SSC and 3D-SMR approaches are adequate options

to obtain high quality static maps, especially when the scene is simple. In cases of known

camera motion (or precisely recovered camera motion), the 3D-MOD approach is an

optimal option which sensitively detects wide range of moving objects.

6.5.3/ LABEL TRANSFER EVALUATION

Figure 6.15 presents the automatically labelled 3D map of Junction sequence with the

proposed 2D-to-3D label transfer strategy. In this figure, the semantic information of

the 3D objects is accurately discovered using the proposed max-pooling strategy, which

avoids multi-labelling from different observations. Furthermore, the accurate object mo-

tion velocities are estimated using 3-point RANSAC and ICP point cloud registration.

Objects are categorized as either the static or the moving objects. Then the accurate on-

line motion information (e.g. motion direction, linear and angular speed, etc.) is obtained

thanks to the precisely recovered odometry from the proposed framework.
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6.6/ SUMMARY

We have proposed a complete pipeline for high quality reconstruction of dynamic objects

using 2D-3D camera setup attached to a moving vehicle. Starting from the segmented

motion trajectories of individual objects, we compute their precise motion parameters,

register multiple sparse point clouds to increase their density, and develop a smooth and

textured surface from the dense (but scattered) point cloud. The success of our method

relies on the proposed optimization framework for accurate motion estimation between

two sparse point clouds. Our formulation for fusing closest-point and consensus-based

motion estimations, in the absence and the presence of motion trajectories respectively,

is the key to obtain such accuracy.

Moreover, thanks to the successful motion detection and segmentation, moving objects

are densely segmented using 3D region growing technique. After removing these dyna-

mic objects, the static scene parts are used to reconstruct the static maps. Afterwards,

high quality static maps are obtained by registering those static scene parts using the DW-

ICP algorithm. Extensive experiments on both synthetic and real datasets have shown the

efficiency of the proposed methods.
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FIGURE 6.15 – Semantically labelled dynamic scene using 2D-to-3D label transfer: The
top and bottom images are the last and the first semantically labelled images of Junction
sequence. Middle image is the top view of our reconstructed dynamic scene with semantic
labels. Dashed lines connect the objects in 3D map and 2D image. The solid red and
green curves are the trajectories of the cyclist and the van, respectively (the remaining
objects are static).



7

CONCLUSION AND FUTURE WORK

“We can only see a short distance ahead, but we can see plenty there that

needs to be done."

- Alan Turing, Computing Machinery and Intelligence

In this thesis, we have studied two different cases of moving object detection and segmen-

tation. When the camera motion is unknown, we show that the motion segmentation pro-

blem can be solved effectively by analysing the 3D feature tracks. Such problem is solved

as a subspace clustering problem under the subspace self-representation assumption.

In general, the subspace clustering problem can be formulated as an energy minimiza-

tion problem in either a constrained or unconstrained manner with different regularization

terms. In this regard, we propose the 3D Sparse Subspace Clustering (3D-SSC) ap-

proach under the subspace self-representation framework. Experiments confirm that the

proposed 3D-SSC approach is accurate and robust. By incorporating the motion consis-

tency regularization terms, the 3D SMooth Representation (3D-SMR) clustering method

achieves comparative performances with significantly better computational efficiency. Mo-

reover, our sampling of the sparse feature trajectories based on their flow likelihood allows

the proposed motion segmentation to handle wide ranges of motions in terms of magni-

tude, speed and coverage. Our experiments illustrate the effectiveness of the incomplete

trajectory construction, which is essential in many practical scenarios.

Although the proposed 3D-SSC and 3D-SMR achieve very satisfactory results, there still

remain inherent drawbacks of such methods: (i) Feature trajectory construction is sen-

sitive to the environment changes and noise. Feature tracking in itself is a very challen-

ging problem in outdoor environments, therefore, a good compromise between trajectory

139
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length and quality should be made. (ii) The adopted spectral clustering approach requires

the number of moving objects as input, however, this is impractical for many real-world

scenarios. Thus, it would be interesting to investigate an automatic spectral clustering

method.

Regarding the cases of known camera motion, we illustrate that both the static and the

dynamic objects can be analysed as a 3D Vector Field. Under the local motion consis-

tency assumption, the motion flows are detected by locally analysing the spatial and the

temporal displacement of the point clouds via Radon transform. We then present a novel

3D Sparse Flow Clustering approach relying on the self-representation property of flow

subspaces and the spatial closeness constraints. By integrating the proposed algorithms,

we introduce a robust, efficient and accurate framework for static map reconstruction. In

many aspects, the proposed algorithms outperform the state-of-the-art methods on the

comprehensive highly dynamic real-world KITTI datasets, in which they consistently ex-

hibit better accuracies, lower misclassification and misdetection rates, and consequently

offer great potential for very high quality 3D reconstructions of static maps as well as

moving objects.

While the proposed algorithms are proved to be very effective, there remain gaps to be

filled: (i) The flow field analysis algorithm relies on the linear local motion consistency

assumption. Therefore, when the object has a pure rotation as well as small translation,

it is very difficult to be detected. A step forward is to relax such a strong assumption to

adapt the algorithm to more general cases. (ii) For the extreme cases, such as a partially

observed planar object moving perpendicularly to the camera’s principal axis, it becomes

an ill-posed problem to detect such motions. Therefore, more information, such as texture,

is required to overcome these difficulties.

Finally, we suggest a complete pipeline for high quality reconstruction of dynamic objects

using a 2D-3D camera setup attached to a moving vehicle. Starting from the segmen-

ted motion trajectories of individual objects, we compute their precise motion parameters,

register multiple sparse point clouds to increase the density, and develop a smooth and

textured surface from the dense (but scattered) point cloud. The success of our method

relies on the proposed optimization framework for accurate motion estimation between

two sparse point clouds. Our formulation for fusing closest-point and consensus-based

motion estimations, respectively in the absence and presence of motion trajectories, is
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the key to obtain a high accuracy. Remarkably, thanks to the success of motion detection

and segmentation, the moving objects are densely segmented using 3D region growing

technique. On one hand, by removing these objects, only the static scene parts are used

to reconstruct the static maps. On the other hand, photo-realistic multi-body 3D recons-

tructions are achieved by registering the independent moving object tracks. At last, the

semantic labels are attached to the reconstructed static map for further scene understan-

ding.

We have demonstrated the effectiveness of the proposed framework for high quality 3D

map reconstruction with basic semantic labelling. As a future perspective, we aim to in-

vestigate a higher level scene analysis and understanding, e.g. interactive motion unders-

tanding and motion prediction of moving objects. Moreover, although the temporal static

maps are reconstructed, the maintenance of the reconstructed maps over a long term

observation (e.g. a few months or years) is still an open problem.
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Abstract:

This thesis studies the problem of dynamic scene 3D reconstruction and understanding using a

calibrated 2D-3D camera setup mounted on a mobile platform via the analysis of objects’ motions.

For static scenes, the sought 3D map reconstruction can be obtained by registering the point cloud

sequence. However, with dynamic scenes, we require a prior step of moving object elimination, which

yields to the motion detection and segmentation problems. We provide solutions for the two practical

scenarios, namely the known and unknown camera motion cases, respectively. When camera motion

is unknown, our 3D-SSC and 3D-SMR algorithms segment the moving objects by analysing their

3D feature trajectories. In contrast, by compensating the known camera motion, our 3D Flow Field

Analysis algorithm inspects the spatio-temporal property of the object’s motion. By removing the

dynamic objects, we attain the high quality 3D background and multi-body reconstruction by using

our DW-ICP point cloud registration algorithm. In the context of scene understanding, semantic object

information is learned from images and transferred to the reconstructed static map via our 2D-to-

3D label transfer scheme. All the proposed algorithms have been quantitatively and qualitatively

evaluated and validated by using extensive experiments of real outdoor scenes.

Keywords: Moving Object Detection, Motion Segmentation, 3D Map Reconstruction, Dynamic Scene Ana-

lysis
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