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Event-Driven Hybrid Bond Graph
Application: Hybrid Renewable Energy System for Hydrogen Production and
Storage

Abstract
From a general perspective, this research work constitutes a general contribution towards a
simpler modelling and diagnosis of the multidisciplinary hybrid systems. Hybrid renewable
energy systems where hydrogen, as an energy vector, is used to store the surplus of the
renewable power fits perfectly under this description. Such system gathers different energetic
components which are needed to be connected or disconnected according to different operating
conditions. These different switching configurations generate different operating modes
and depend on the intermittency of the primary sources, the production needs, the storage
capacities and the operational availability of the different material resources that constitute the
system. The switching behaviour engenders a variable dynamic which is hard to be expressed
mathematically without investigating all the operating modes. This modelling difficulty is
transmitted to affect all the model-based tasks such as the diagnosis and the operating mode
management. To solve this problematic, a new modelling tool, called event-driven hybrid
bond graph, is developed. Entirely graphic, the proposed formalism allows a multidisciplinary
global modelling for all the operating modes of the hybrid system at once. By separating
the continuous dynamic driven by the bond graph, from the discrete states modelled by an
integrated automaton, the proposed approach simplifies the management of the operating
modes. The model issued using this methodology is also well-adapted to perform a robust
diagnosis which is achievable without referring back to the analytical description of the model.
The operating mode management, when associated with the on-line diagnosis, allows the
implementation of reconfiguration strategies and protection protocols when faults are detected.
This thesis is written in 5 chapters. After a general introduction that presents the context and
the problematic, the first chapter presents the state of art of the modelling and the diagnosis
of the multi-sources systems. The proposed event-driven hybrid bond graph is detailed in
chapter 2. The third chapter introduces the diagnosis and the operating mode management.
Chapter 4 presents the application and chapter 5 is preserved for the general conclusion.

CRIStAL
Centre de Recherche en Informatique, Signal et Automatique de Lille – CNRS UMR
9189 – Avenue Paul Langevin – 59650 Villeneuve d’Ascq



xiv Abstract

Bond Graph hybride piloté par événements
Application : Système d’énergie renouvelable hybride pour la production et le
stockage de l’hydrogène

Résumé
Ce travail de thèse constitue, d’un point de vue général, une contribution à la modélisation
et au diagnostic des systèmes multi-domaines hybrides. Il est appliqué à la supervision des
systèmes multi-sources de production d’énergie propre où l’hydrogène est utilisé comme moyen
de stockage. Un tel système associe des composantes énergétiques de nature différente et
fait l’objet de commutations produites par la connexion et déconnection d’un ou plusieurs
composants. Ces commutations génèrent différents modes de fonctionnement et sont liées à
l’intermittence des sources primaires, aux besoins de production, aux capacités de stockage
et à la disponibilité opérationnelle des ressources matérielles qui constituent le système. La
présence de ces commutations engendre une dynamique variable qui est classiquement difficile
à exprimer mathématiquement sans exploiter tous les modes. Ces difficultés de modélisation
se propagent pour affecter toutes les tâches dépendantes du modèle comme le diagnostic et
la gestion de modes de fonctionnement. Pour résoudre ces problématiques, un nouvel outil,
appelé, Bond Graph Hybride piloté par événements a été développé. Entièrement graphique,
le formalisme proposé permet une modélisation interdisciplinaire globale du système quel
que soit son mode de fonctionnement. En séparant la dynamique continue gérée par le
Bond Graph Hybride des états discrets modélisés par un automate intégré au formalisme,
l’approche proposée simplifie la gestion des modes de fonctionnement. Le modèle issu de cette
méthodologie est également bien adapté au diagnostic robuste, réalisable sans recourir aux
équations analytiques. Cette gestion des modes de fonctionnement associée au diagnostic
robuste permet l’implémentation de stratégies de reconfiguration et de protection en présence
de défaillances. Le mémoire de thèse est décomposé en cinq chapitres. Après une introduction
générale qui présente le contexte et la problématique, le premier chapitre présente un état
de l’art sur la modélisation et la supervision des systèmes multi-sources. Le BGH piloté
par événement est détaillé dans le deuxième chapitre. Le troisième chapitre est consacré
au diagnostic et à la gestion des modes de fonctionnement. Le quatrième chapitre présente
l’application et le cinquième donne une conclusion générale.
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General Introduction

PhD thesis framework

The research results summarized in this PhD thesis are obtained at CRIStAL (Centre
de Recherche en Informatique, Signal et Automatique de Lille, CNRS UMR 9189) under
the supervision of Professor Belkacem Ould Bouamama and Doctor Anne-Lise Gehin.
This work is performed in the framework of a global project concerning the domain of
the sustainable energy development. It is supported by the University of Lille, the school
Polytech Lille and the region Hauts-de-France. This support is manifested through
funding the subventions of the PhD grant and covering the cost of the experimental
platform.

General context

Today electricity production and the transport sectors represent the major contributors
in inducing the global warming [1]. Due to the fast growing in the energy demand, this
energy-pollution dilemma pushes more than ever toward an energy transition using
clean energy sources. Solar and wind energies, as the most abundant energy sources,
represent sustainable clean alternatives to confront the increasing climate change and
pollution problems. However, despite their long-term sustainability, these sources
are not permanently available and they do not provide stable power. Their power
production depends on variant factors such as the random conditions of the ambient
environment, the weather, the day-night and seasonal cycles. The fact that the majority
of renewable sources does not provide a stable power over daily-time basis emphasizes
the need of a power storage unit. Moreover, due to the seasonal intermittency between
the solar and the wind energy as shown by Fig. 1, combining both sources contributes
in increasing the overall seasonal reliability of the system.

For the local storage units, different techniques can be used to store the surplus
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Figure 1 – Wind and Solar energy seasonal intermittency in north of France [2]

of the generated power by the renewable sources. In fact, each storage technology is
characterized by two main criteria: the energy and the power capacities. The energy
capacity is defined as the total amount of energy that can be stored in the conventional
size of the concerned storage. Capacitors, for example, are known for their small energy
capacity, while batteries are used to store much more energy. The power capacity
defines how fast the stored energy can be recovered. In this case, capacitors are high
power storage devices while batteries tolerate medium power.

Fig. 2 illustrates the main power/energy storage options used in the Hybrid Re-
newable Energy System (HRES). The figure shows the classification of the storage
techniques according to their power and energy capacities. The choice of the storage
techniques depends on the system objectives. Of course, the batteries are the most
widely used storage technology in the HRES. They represent a fair trade between the
capacity and the power oriented storage.

However, the storage capacity of the batteries is limited, and since they store power
chemically, they are not a very practical solution for long-term storage, other factors
support this such as the degradation, self-discharge and power losses.

As an interesting energy carrier, hydrogen is an energy oriented storage, it represents
a suitable solution for long-term and large-scale storage. It offers more flexibility in
the storage scale, when needed more hydrogen tanks can be added with less material
involvement. The dynamical characteristics of the hydrogen related equipments Electrol-
yser (EL)/Fuel Cell (FC) make the hydrogen storage characterized as slow dynamical
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component. For high power systems Ultra-Capacitor (UC) can be considered. For
system where both energy and power capacities matters such as in the electrical cars
hybrid storage such as UC/ battery is considered.

In this work, we are more interested in the hydrogen/ battery hybrid storage. The
produced hydrogen represents a unique use flexibility, it can be stored to eventually
regenerate electricity, mechanical work or to be used in various chemical applications.
As car fuel, hydrogen can be transmitted from the storage tank to the car tank
more effectively and faster than charging the embedded batteries. These hydrogen
applications are illustrated in Fig. 3, the figure shows how hydrogen can play a major
key role in controlling the pollution on many levels. Providing solutions for both
major pollution sources: production of electricity and the transportation, hydrogen
can lower the dependency on carbonized fuel in both contexts electrical cars [3, 4]
and combustion engine powered vehicles [5, 6]. It also can be used as power source in
stationary applications. As a raw product, it can be involved in many chemical process.
Methanation, for example, is one interesting chemical application where greenhouse
gases: carbon oxides (CO2, CO) and hydrogen are used to produce Methane. It can
also be mixed with the Methane to produce Hythane (mixture of 20% hydrogen and
80% Methane).

One main step holding the expansion of the hydrogen production through electrolysis,
is the cost of the electrolyser and its lifetime. Combined with multiple renewable energy
sources, the EL and the FC represent interesting energy storage devices. They couple
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Figure 3 – Green hydrogen applications: variety and flexibility

electricity, as the most common useful energy form, with hydrogen, as a zero-emission
flexible energy storage. When produced using electricity issued from renewable sources,
green hydrogen can lower the cost of the energy production. From energetic point of
view, such combined systems are often defined HRES.

Hybrid Renewable Energy Systems (HRES)

A HRES represents set of energy components that belong to different energetic domains
in order to harvest energy from multiple sources, transform it into electricity and then
store it. The stored energy is recovered when needed. This kind of HRES allows higher
reliability and higher power generation of the conventional single source single storage
renewable systems.

From dynamical point of view, some HRES units (such as the wind turbine, elec-
trolyser, fuel cell and utility grid...) have different operating modes. They need to be
disconnected and reconnected to the power system according to different operating
conditions and protection measures. Having such interconnection between different
varieties of sources and storage units, where each or some can be connected and dis-
connected, engenders a dual discrete-continuous dynamical behaviour. Mathematically,
this implies that the system dynamical behaviour, usually described by the State-Space
Equations (SSE), evolves continuously with respect to the time and discontinuously
according to the Operating Mode (OM) (switching state). Therefore, for each OM a
different set of SSE is needed to represent the dynamical behaviour. In control and
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automatic engineering, this class of systems is identified as Hybrid Dynamical Systems
(HDS) or more precisely switching systems. Because of this dual dynamical aspect,
such systems are very difficult to be interpreted as fully continuous nor as only discrete.

It worth to note that in this work, we would refer by the word hybrid to both
characteristics (continuous-discrete dynamic) and multi-domain energetic process.

Power and operating modes management

Operating Modes Management

We donate by OM the discrete state of the system in which it operates according to a
fixed and well-defined set of working components. Different OM can be identified for any
system with different number of available components and different control strategies.
In case of the HRES, a transition from one OM to another occurs when one or more
component is disconnected or reconnected to the global system. This OM transition
can be controlled externally or autonomous depending on inner conditions such as
the state variables of the system. The fact that different OM are related to different
active-inactive component configurations emphasises the need for a Operating Mode
Management (OMM) strategy to control the component connections/disconnections.
It is obvious that the lower layer of the continuous control that drives the power flow in
or out of each component changes for each component configuration i.e OM.

Power and energy management

The power management refers to the lower layer of the power control allowing to satisfy
the user predefined operating conditions for each component of the HRES.

It consists of managing the power flow, extracted via the renewable sources and
directed it into the different storage units. Since the power management is related to the
HRES operating components, for each OM a specific power management strategy can
be applied conveniently to the active components. The control laws for each component
are usually continuous and based on conditions such as, meeting the load power, the
common bus voltage stability, storage capacity, components power limits, power quality,
predictions, etc.. On the other hand the energy management takes in consideration
the amount of the stored/produced energy. Normally, it defines the storage switching
OMM according to the stored energy in each unit.

It is worthy to note that in the literature the expression power and energy manage-
ment is used to denote both concepts: switching OMM and the set of the control law
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for the each of the active components.
As a consequence for having the different OM with the OMM, HRES modelling

becomes more complicated. The model is needed to be very flexible to test many OMM
strategies. Showed in Fig. 4, many other model-based tasks relying on the modelling
become quite challenging such as the cost-operating study, designing and sizing studies,
control, observers, Model-based diagnosis, optimization, training, prognostic and system
checking etc...
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Figure 4 – HRES model-based tasks

The majority of the existing modelling methods in the HDS literature tends to use
a multi-model or/and heterogeneous graphical-analytical approach in which empirical
and analytical models are used to describe the real system behaviour. While some
are very hard to derive, others do not reflect the system structure neither the physical
sense of the occurring phenomena. In such methods, an engineer, in order to derive an
appropriate model, would need deep knowledge in all the related fields along with all
the different operating modes of the hybrid dynamics. This can be very exhausting and
time-consuming for large systems specially when accompanied with the multidisciplinary
aspect as in the case of the HRES.

Problematic

Dynamic modelling represents the first step toward the proper design of any system.
Designing tasks such as sizing, operating condition management, control, diagnosis
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and cost studies are very crucial but simply achievable through an adequate modelling.
Energy and power efficiency of the HRES depend heavily on the implemented OMM.
The OMM choice can not be based on only the real-time or short-time estimation of
the system optimal configuration. Running simulations using a whole year historical
weather data, available global wide (such as the mean solar intensity, daylight time
and mean temperature), can be a very essential key to increase the system reliability
and avoid the power shortages, the undersizing, oversizing... This shows the vital role
of having virtual prototyping for the HRES that allows performing simulations for
long-term periods in relatively short-time of computing. Having that said, estimating
the global efficiency based on long-term simulations is sensible and very dependent on
the implemented OMM. The utility of the model does not stop on this conception phase,
many model-based tasks rest on the easiness and the flexibility of finding and modifying
the model. The model-based diagnosis constitutes an example of such tasks. The
diagnosis can play a non-negotiable role in the reliability, the safety and the protection
of such system. In real-time, it can be used to define the unavailable services and
components following to failure detection and isolation. This indicates the dependence
of the OMM on the diagnosis results.

The common main problem in all these tasks is the difficulties encountered in the
modelling of such systems. The multidisciplinary aspect of the different components
(chemical, mechanical, electrical and thermofluidic) and their energy coupling constitute
the main deadlocks that makes the modelling effortful since deep physical knowledge
in various domains is required. Additionally, the switching behaviour induces different
set of non-linear dynamical equations that describe the system, this suggests that to
extract the model the user must investigate all the component possible configurations
i.e OM separately. These two issues constitute the general challenges for the whole
class of the HDS with multi-physical dynamics. Combined with the need to implement
different OMM strategies for long-period simulations, the previous problems can be
more serious for the HRES in particular.

Other modelling challenges are more related to the HRES in particular. For instance,
the components are characterized by high non-linearities in the behaviour. Having this
combined with the cellular structure, the existing non-linearity in each cell makes the
model need an enormous computing power. A trade between the explicit structural
modelling and the model reduction is needed.

All the challenges encountered in the modelling constitute also obstruction factors
in achieving other model-based tasks such as the model-based diagnosis. Beside
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the modelling-related problems, the model-based diagnosis for HRES faces other
complications. First, the exiting model-based approach must be compatible with the
multi-physical nature of the system along with the changing dynamic due to the switching
and flexible with the change of the OMM strategies. The diagnosis approach must
be consistent and coherent with the modelling approach. If the model uses graphical
representation, the diagnosis need to avoid expressing the algorithm in equation-based
approach. When different paradigms are used, deriving the needed representation is
more time-consuming and can strip the advantage of having less physical knowledge
offered initially by the proposed modelling. Moreover, since the modelling parameters
are never obtained with full accuracy, the diagnosis must allow to include the parametric
uncertainties to achieve a robust Fault Detection and Isolation (FDI).

From a general perspective, this research work constitutes a general contribution
towards a simpler modelling and diagnosis of the multidisciplinary switching systems.
HRES where hydrogen is used to store the surplus of the renewable power fits perfectly
under this description. A such system gathers different energetic components which
are needed to be connected or disconnected according to different operating conditions.
These different switching configurations generate different operating modes and depend
on the intermittency of the primary sources, the production needs, the storage capacities
and the operational availability of the different material resources that constitute the
system. The switching behaviour engenders a variable dynamic which is hard to be
expressed mathematically without investigating all the operating modes. This modelling
difficulty is transmitted to affect all the model-based tasks such as the diagnosis and
the operating mode management. To solve this problematic, a new modelling tool,
called event-driven hybrid bond graph, is developed. Entirely graphic, the proposed
formalism allows a multidisciplinary global modelling for all the operating modes of
the hybrid system at once. By separating the continuous dynamic driven by the bond
graph, from the discrete states modelled by an integrated automaton, the proposed
approach simplifies the management of the operating modes. The model issued using
this methodology is also well-adapted to perform a robust diagnosis which is achievable
without referring back to the analytical description of the model. The operating mode
management, when associated with the on-line diagnosis, allows the implementation of
reconfiguration strategies and protection protocols when faults are detected.
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Contributions

The general contributions offered by this work can be generalized for all the class
of the hybrid dynamical systems characterized with a multi-physical dynamic. They
can be related to the HRES modelling, the robust diagnosis, the OMM and the
reconfiguration.

Scientific methodological contributions

General

3 Developing new modelling tool named Event Driven Hybrid Bond Graph for
multidisciplinary switching systems.

3 Adapting the approach to achieve the OMM separately from the dynamic of the
system and based on the operating conditions.

3 Achieving the model-based diagnosis using the graphical Bond Graph without
referring to the analytical equations of the model.

3 Extend the graphical diagnosis approach to include the parameter uncertainties
in order to generate robust FDI with dynamical and adaptive thresholds.

3 Use the model causality properties to create a map for the available services in
case of detected failure.

3 Include the diagnosis results in the OMM to achieve a reconfiguration strategy.

HRES specific

3 Developing the exiting theory of the Hybrid Bond Graph in order to cover systems
with cellular structure.

3 Developing the LFT for the active bond graph resistance elements RS.

Technical contributions

3 Modelling the HRES using the developed BG theory and assemble the global
model using the Event Driven Hybrid Bond Graph.

3 Developing a parameterized simulator including all the common components of
typical HRES.

3 Validation of the model using an experimental set-up.
3 Testing the simulator with proposed OMM and reconfiguration over one day

weather data.
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In addition, since in the literature the electrolyser robust diagnosis is not addressed,
most of the analytical demonstration are given and detailed using the electrolyser as an
example for a pedagogical illustration.

Validation

The results were the subjects of 4 international conference presentations, listed here:

â I. Abdallah, A.L Gehin et B. Ould-Bouamama, « Event driven hybrid bond
graph for diagnosis », IEEE European Control Conference (ECC) 2016 , Aalborg
Denmark, July 01, 2015.

â I. Abdallah, A.L Gehin and B. Ould-Bouamama, « Functional Hybrid Bond
Graph for Operating Mode Management », IFAC ICONS, Reims France, June 03,
2016

â I. Abdallah, A.L Gehin and B. Ould-Bouamama, «Hybrid Bond Graph Modelling
of Multi-Source System for Green Hydrogen Production», IEEE MED’17 2017,
Valletta Malta, July 06, 2017

â I. Abdallah, A.L Gehin and B. Ould-Bouamama “Bond Graph for Online Robust
Diagnosis Application: Hydraulic System”, IFAC 2017 World Congress, Toulouse,
July 13, 2017

Moreover, 3 articles were submitted to international journals. The details of these
publications are as follows:

â I. Abdallah, A.L Gehin and B. Ould-Bouamama, “On-line Robust Graphical
Diagnoser for Hybrid Dynamical Systems”, submitted to Engineering Applications
of Artificial Intelligence in January 2017. Accepted in May 2017.

â I. Abdallah, A.L Gehin and B. Ould-Bouamama, « Event Driven Hybrid Bond
Graph for Hybrid Renewable Energy Systems. Part I: Modelling and Operating
Mode Management”, submitted to International Journal of Hydrogen Energy in
May 2017. In review

â I. Abdallah, B. Ould-Bouamama and A.L Gehin, « Event Driven Hybrid Bond
Graph for Hybrid Renewable Energy Systems. Part II: Robust diagnosis and
Operating Mode Management”, submitted to International Journal of Hydrogen
Energy in May 2017. In review
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The thesis structure

The present PhD thesis is written in 5 chapters. After this current general introduction,
the first chapter addresses the state of art of the modelling, the diagnosis and the
operating mode management of the HRES. The modelling and the diagnosis methods
provided by the literature of the multi-physical and the hybrid systems are also exposed.

The second chapter introduces the Event-Driven Hybrid Bond Graph (EDHBG)
tool for the HRES modelling. In this chapter, first the BG is adapted for the HRES
modelling. New elements are defined allowing to represent the cellular structure of
most of the HRES components. Other elements are modified or generalized allowing to
model coupled phenomena. Then the proposed tool is introduced to include the OMM.
The second part of this chapter addresses the inclusion of the modelling uncertainties
taking into account the HRES specific BG elements.

The third chapter extends the developed approach in order to perform and implement
the robust FDI. The chapter starts by explaining the classical approaches used to
generate the equation-based diagnosis. Then it is shown how to use the modelling
approach proposed in chapter II to perform graphical diagnosis. The proposed diagnosis
approach is extended to include the parametric uncertainties allowing a robust fault
detection. In the final part of this chapter, the OMM is developed to include the
real-time diagnosis results.

In the fourth chapter, the proposed approach is applied on a representative ex-
perimental multi-source platform. Normal and faulty behaviours of the system are
considered. The on-line diagnosis helps defining the available services and the possible
OM. In case of a crucial fault detection, a safety OM is considered. In order to monitor
the effectiveness of the proposed approaches, simulations of both scenarios are done
under the same weather conditions. At the end of this chapter, the results are discussed
and compared. The fifth chapter is preserved for a general conclusion and perspective.
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Chapter1
State of art: modelling, diagnosis and
Operating Mode Management (OMM) of
HRES

1.1 Hybrid Renewable Energy System (HRES)

1.1.1 Introduction

In order to promote the use of the different renewable energies and increase the power
reliability of the renewable energy systems, multi-sources can be combined. Due to
the daily and the seasonal intermittency between the different sources, combined long-
term short-term storages are recommended. Having all these components together
suggests the need to implement an OMM that controls the (de)activation of the
different components. The modelling represents an essential task that, beside helping
to design the system, allows achieving many other tasks such as designing and choosing
the propre OMM and implementing a robust model-based diagnosis. The existing
modelling technique in the literature are not suitable to express the model of such
systems with many domains involved and with different OM. Other problems face the
modelling is vital need of an adequate flexibility towards testing different OMM. In
the literature several publications are made concerning the HRES, where few have
addressed the described problematic. Since many components are involved in those
systems, different variety of HRES is found sharing the same propose.

13
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1.1.2 HRES components and structure

From a structural point of view, renewable energy systems can be classified into two
main classes: isolated and grid connected [7, 8].

• Isolated systems provide an energetic independence with less geographical con-
straints, they are less fault tolerant and require a reliable local power storage.
Such systems need to be wisely designed and sized in order to satisfy a high
reliability condition and avoid the power shortages.

• Grid connected systems are more reliable less dependent on the storage but are
more expensive. The environmental fingerprints of such systems still depends
partially on the electrical sources of the grid.

1.1.2.1 Renewable sources in the HRES

As the most abundant renewable energy forms, solar energy and wind energy are
worldwide available. They receive an increasing interest in the research and development.

Photovoltaic solar panels (PV)

The PV is a device that harvests the power provided by the sun irradiations and
transforms it into electricity. The PV work relies on generating an electrical current
from the electrons mobilised by absorbing the sun radiation. Fig. 1.1 shows the PV
general concept, where Iph represents the global current of the mobilised electrons by
absorbing the incident photons. Some part of the mobilised current passes through
the N-P layer junction, this is often expressed as the diode reverse current Id. The
remaining current Ir constitutes the net generated power without counting the ohmic
losses through and between the different layers. Today many Solar Photovoltaic Panel
(PV) technologies exist, the majority are silicon-based (others are Gallium Arsenide-
based). In the silicon-based class, there is the mono-crystalline and poly-crystalline PV.
Mono-crystalline PV are characterized by higher efficiency due to higher silicon purity,
they require more processing (Czochralski process) to be produced therefore there
are more expensive. Poly-crystalline PV are generally less efficient and manufactured
more simply, they are more affordable. Both PV types maintain the same functioning
principles and phenomena, their efficiency differences is resulting from the difference in
the silicon structure and purity. There is a large mathematical physical theory that
describes the phenomena involved in the PV functioning. Fig. 1.2 shows a very popular
equivalent electrical model of the PV. This very common one-diode electrical model
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Figure 1.1 – PV functioning general concept

consists on modelling the total current Iph by a current source. The diode d mounted
in parallel to the current source Iph represents the diode reverse current losses. Rs and
Rsh represent respectively the serial and shunt resistances. For more accuracy, some

I

shR

Rs
phI

dI shI 

V

rI

d

Figure 1.2 – PV cell one-diode electrical model

works have considered a PV model with more than one diode [9], others have studied
the serial or the parallel resistance effect on the model accuracy [10]. For instance,
Bajpai et al. [8] has reviewed number of published works of many electrical equivalent
models for the PV. Depending on the required accuracy and the available computing
power, different modelling assumptions can be carried out.

A PV module is assembled using many PV cells mounted in different configurations
(serial-parallel). The mathematical equations describing the PV behaviour specially
the diode are highly non-linear. In a structured modelling, many cells models must
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be assembled to construct the global model of the module, having one diode model
of each cell requires already a huge computing power. Having the two diode model
implies spending too much of the processing power on a small improvement in the
model accuracy.

From a control point of view, the extracted power from the PV depends on the
ambient operating conditions such as (temperature, incident solar irradiation, etc...).
For the same ambient conditions, the extracted power is affected by the operating
voltage on the output of PV cell as shown by Fig. 1.3. For each combination of
the ambient operating conditions, there exist an optimal voltage UMPP at which the
extracted power is optimal, this voltage is called Maximum Power Point (MPP).

W
T 

p
o

w
er

 W
 

WT rotation speed 

Optimal power curve 

         U= UMpp 

Vw1 

Vw2 

Vw3 

Vw4 

P
V

 p
o

w
er

 W
 

PV operating voltage 

Optimal power curve 

         λ= λopt 

W
T 

p
o

w
er

 W
 

Wind incident speed  
Vin Voff Vs 

Prated 

m
o

d
e 

I 

m
o

d
e 

II
 

m
o

d
e 

II
I 

m
o

d
e 

IV
 

Vr 

Figure 1.3 – PV optimal power curve

In order to control the operating voltage on the PV model a DC/DC converter is
needed. The curve (or 2D surface) that defines the optimal point UMPP according to
the irradiation G ( and temperature T ) is called the optimal voltage curve. It can be
obtained experimentally or provided by the manufacture. Having irradiation G and
temperature T measurements, the lookup tables can be used to set the PV voltage at
the optimal point UMPP using the DC/DC converter.

In [11], Hua et al. introduced the control strategies in order to track the MPP,
these algorithms are now called MPP tracking. Different algorithms are proposed,
reviewed and compared with different DC/DC converters.
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Wind Turbine WT

The WT extracts part of the kinetic energy of wind and turn it into useful mechanical
work and then electrical energy. In order to continue blowing, the wind can never be
stripped off of all its kinetic energy. Thus, the WT extracted energy is always limited
by maximum theoretical limit of 59% (Betz limit). This power extraction efficiency

W
T 

p
o

w
er

 W
 

WT rotation speed 

Optimal power curve 

         U= UMpp 

Vw1 

Vw2 

Vw3 

Vw4 

P
V

 p
o

w
er

 W
 

PV operating voltage 

Optimal power curve 

         λ= λopt 

W
T 

p
o

w
er

 W
 

Wind incident speed  
Vin Voff Vs 

Prated 

m
o

d
e

 I
 

m
o

d
e

 II
 

m
o

d
e 

II
I 

m
o

d
e 

IV
 

Vr 

Figure 1.4 – The aerodynamical efficiency of a WT according to the rotation speed on
different incident wind speeds

between the wind kinetic energy and the extracted mechanical power is often referred to
by the aerodynamical efficiency coefficient denoted as Cp. This latter depends mainly
on the aerodynamical properties, the airfoil and the ratio between the incident wind
speed vw and the rotation speed of the WT blades as illustrated by Fig. 1.4. Usually
look up tables are constructed from wind-tunnel experimental tests, nevertheless some
authors, such as in [12, 13, 14], have presented analytical empirical Cp formula used
into block simulation model.

There is a large variety of Wind Turbine (WT) generators used in the HRES.
Mainly, WT are divided based on the control strategies, into two classes: Fixed Speed
WT and Variable Speed WT. Fixed speed WT uses control laws that drive the rotating
blades at constant speed regardless of the incident wind speed vwi. On one hand, this
makes this kind of WT cheaper and less vulnerable to mechanical failures, on the
other hand they are characterized with very low efficiency. Variable Speed WT uses
control laws that allow controlling the rotating speed of the blades. This kind of WT
is more advanced, it allows the WT to extract the maximum power from the incident
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wind by adapting the rotation speed according to vwi. In [15], Cheng et al. presented
and compared variable speed wind turbine generators. In general, two main classes of
electrical generators are used in WT, Double Fed Induction Generator (DFIG) and
Permanent Magnet Generator (PMG). The WT most used generators are reviewed in
[16].

• PMG [17] uses a permanent magnet usually as a rotor as shown in Fig. 1.5, they
tend to be used in small power WT. They are more immune to mechanical failures
and need less effort in the maintenance.
• DFIG [16] are self induction WT generators where the permanent magnet in
the PMG is replaced, as in the asynchronous generators, by electrical coils as
illustrated by Fig. 1.6. However, unlike the asynchronous generator, the electrical
coils of the rotor are not directly connected to the generator outputs. The output
of the generator supplies the rotor with controlled power via converters. These are
very common WT generators as they allow very high power and control flexibility.
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Figure 1.5 – PMG wind turbine schema
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In order to maintain Cp at its maximum, a Maximum Power Point Tracking (Mppt)
control algorithm is usually needed. Authors in [18, 19] reviewed nine Mppt for the
PMG.

For protection measures, most of the WT have a certain limited operating range,
defined according to the incident wind speed between vin and voff . Within its operating
range, a WT is usually associated with different OM as illustrated by Fig. 1.7. They
are related to many essential limitation factors involved in the WT work. For instance,
all the WT needs a minimum wind speed vin to be effectively operational, this limit is
called cut in speed. Whenever the wind speed vw is less than this limit, the WT is in
mode I, where it is stopped as the generated power is not enough or does not worth the
operational cost of the WT. When the wind speed overpasses the cut in limits vw > vin,
the WT operates in mode II. In case of variable speed WT, the control laws will track
the optimal rotational speed in order to extract the maximum power. For some high
power WT, in order to avoid the mechanical wearing related to the high speed rotation,
another OM mode III is triggered when the wind speed reaches vs (vw � vs > vin).
The mode III changes the control strategy form seeking the WT optimal rotational
speed to aim on setting it constant. In order to avoid overpassing the power limits of
the WT electrical components, when the wind speed vw reaches the rated value vr, the
WT starts a power regulation control. Above this limit vr, the maximum rated power
is fixed regardless of the increase in the incident wind speed vw. Beyond voff , the WT
breaking system is set active and the WT is then stopped.

In most of the high power industrial WT, all the four modes are present. However,
for small WT, mode III can be sometimes ignored, also but less likely mode IV. Two
limits are for sure present in all the WT applications the cut in speed and the cut off.

1.1.2.2 Storage units in the HRES

Most of the renewable sources collect power from the ambient environment, this last
is characterized by cyclic and/or random variations such as the day sun light and the
wind speed etc. The instability in the available power suggests the use of the short-term
storage. Because of the seasonal intermittency of the solar and wind renewable energy,
a long-term storage is also required. Generally in HRES, there exist many storage
technologies. Four solutions are presented:
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Figure 1.7 – WT different operating modes

Batteries

The batteries are the most used storage technology. They represent of short-term storage
device with moderate capacity to mass ratio. Hybrid Electrical Vehicule (HEV) and
HRES share the interest in developing battery technologies with high energy capacity,
high cyclic charge endurance and low manufacturing costs. Many battery technologies
are developed to satisfy these operating conditions and reduce the self-discharge and
the ageing. In this context, a progressive improvement in Lithium-based batteries is
noticed.

Hydrogen

To store the power in form of hydrogen three main devices are needed. An EL is
supplied by electricity, as a main source, to produce hydrogen from water. The FC in
its turn, uses the stored hydrogen to recover and reproduce electricity. Hydrogen tanks
are also required.

The EL and the FC present reversibly the same phenomena. For each device, two
main technologies are present: alkaline and Proton Exchange Membrane (PEM).
Alkaline EL/ FC uses liquid electrolyte with non noble electrodes. It represents the
first introduced electrolysis technology. Despite the fact that it is well-developed and
cost effective, this technique does not allow high current density and high hydrogen
purity.
PEM EL/FC uses solid proton exchange electrolyte. It is more suitable for high
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current density, high power small size cells allowing more compact systems specially in
case of the FC suitable for embedded applications. The PEM provides (resp. requires)
a high hydrogen purity (leak-less) and more dynamic operation. However, the PEM
is more expensive and have less lifetime spam than the Alkaline technologies. Other
techniques such as solid oxide electrolysis are very efficient but still in research phase.
Carmo et al. [20] performed a full review and compared all these technologies.

As for the hydrogen storage also two main technologies are widely used. The first
consists in storing hydrogen in a normal container under high pressure. The second is
to use the metal hydride. Due to the high specific volume of the hydrogen, the first
technique requires lot of energy to be spent on the hydrogen compression. However, the
hydrogen containers requires less maintenance. The second technique is more volume
effective but more expensive, requires more control (temperature, etc) and has a limited
lifetime.

The FC and the EL constitute playgrounds for multi-physical energetic phenomena.
These are detailed in Chapter 4.

Ultra-Capacitor

Unlike the Hydrogen storage, UC are characterized with their lower time response.
In a multi-storage context, they are used to absorb and provide high power peaks in
relatively short-time.

Utility Grid

The Utility Grid (UG) can be used as a backup source and/or a dump storage.

1.1.2.3 HRES coupling options

Having a system with many components of these different options and their combinations
to harvest and store the power leads to different coupling configurations and structures.
The main classifications found in the literature are described in the list defined below.
Single source HRES use one type of power source such as PV [21, 22, 23, 24] or
WT [25] in different storage contexts (hybrid or single, grid connected, or isolated).

Systems with single source such as PV coupled to battery bank as a single storage
are less expensive and categorized as short-term storage systems, they are susceptible
of losing part of the stored power and their storage capacity with the time. For a
long-term flexible storage unit, solar-hydrogen can be produced via electrolysis in a
multiple storage contexts such as (batteries with EL/FC) [6, 23, 24]. To produce
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solar-hydrogen, an additional cost is needed for hydrogen electrolyser and its storage
unit.

A WT may be also used as a single source along with multiple storage system
(hydrogen, batteries and super-capacitor) [25]. Single sources systems are less defiant
against power shortage, failures, specially if they are not grid connected [21]. Having
the rated powers, sometimes single sources systems can be more expensive and can
harvest less power than multi-sources, this is related to the weather conditions, sources
natures and the location. This points out the need for an optimization studies between
the (cost-power-components). Such studies provide the perfect set of sources (n× PV
with m× WT) having the lowest cost to the higher generated power according to the
annual weather data.
Multi-source HRES use multiple sources of different natures to harvest renewable
energy from the surrounding environment. Having these different sources indicates
the possibility of different electrical coupling configurations where the sources can be
coupled through a DC or AC bus [26].

DC bus-Coupled Systems: In this configuration, all the different sources are
connected together via DC bus through the convenient power converter if needed as
shown in Fig. 1.8a. DC sources and loads can be connected directly or through DC/DC
converter. AC loads can be supplied with power from the DC bus through an AC
inverter.

The DC-coupling configuration is simple and synchronization needless for the
different sources. On the other side, it leads to less reliability for the AC loads against
the inverter failures.

AC bus-Coupled Systems: In this configuration, similarly all the different sources
are connected together via AC bus through the convenient power converter as shown in
Fig. 1.8b. In this case, the system is more flexible, AC voltage and frequency can be
chosen for a more effective power transmission. On the other hand, the sources inverters
must be synchronized, the system is more sensitive to the quality of the generated
power.

Other configurations are also possible (AC high and low frequency, combined DC
and AC bus), these are shown and discussed in [7].

To design a HRES, different set of sources and/or storages are available in the
literature [27, 28, 29, 30, 31, 32, 33]. Fig. 1.9 sums up the different HRES structure-
based classes. Due to theses different configurations and components that can be used
in the HRES, a large variety of the HRES can be found.
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Tab. 1.2 sums up the significant HRES studies along with the used components for
each one.



24
C
H
A
PT

ER
1.

State
ofart:

m
odelling,diagnosis

and
O
M
M

ofH
R
ES

Sources Storage Bus
PV WT Other UG FC Bat EL SC DC or AC

3 3 DC Khanh et al. [21]
3 3 3 DC Bigdeli [34]
3 3 3 3 review Yilanci et al. [22]
3 3 3 3 DC Lu et al. [23]
3 3 3 3 DC, both Zini et al. [24] and Bajpai et al. [8]
3 3 3 3 DC Nasri et al. [35]
3 Diesel 3 3 both Halabi et al. [36]
3 3 3 DC Jiang [37]

3 3 3 3 3 3 DC Zhou et al. [25]
3 3 - Finn et al. [38]

Review review Nehrir et al. [7]
3 3 both Dursun et al. [39]

3 3 3 3 3
DC,DC,
DC,AC,
DC

González et al. [40], Belmili et al. [41],
Torreglosa et al. [42], Fetanat et al. [43],
and Ipsakis et al. [44]

3 3 3 3 3 3 both Panahandeh et al. [45]
3 3 3 3 review Logesh et al. [26]
3 3 3 3 AC, both Ahmed et al. [46] and Das et al. [17]

3 3 3 3 3 3 DC,DC,
AC

Coelho et al. [29], Paska et al. [30],
and Wang et al. [31]

3 3 3 3 3 3 -,DC,DC,
both,DC

Vivas et al. [47], Garcia et al. [27], [48],
Gao et al. [32] and Agbossou et al. [33]

3 3 Diesel 3 3 DC Dahmane et al. [12]
3 3 Diesel 3 both Bernal-Agustín et al. [49]
3 3 Bioethanol 3 3 DC Feroldi et al. [50]
3 3 3 3 DC Brka et al. [51]

Table 1.2 – HRES Publications
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1.1.3 Power management

Due to the operational redundancy in the HRES where several devices can be used to
produce and store the power simultaneously, a global control strategy to manage the
power for the different components is needed. As the lower layer of the HRES control,
the power management consists of the set of the continuous control laws applied on
each of the system components (power regulation, Mppt, etc.). The main objectives of
such management are:

• Ensure the energy balance, voltage and frequency regulation [52].
Having a non-steady power generation coupled with variable consummation
induces power fluctuations. Almost all the electrical applications need a stable
high quality electrical power. This accents the obligation of a voltage regulation
in DC bus added to the frequency regulation in AC bus. Using the storage
or/and the grid coupled with power electronics to the HRES allows to control
the current flow in order to have a steady voltage at DC bus. Colson et al. [52]
has reviewed many power management approaches used to stabilize the voltage
and the frequency at AC bus. The sources can also be controlled, when possible
after dropping the Mppt, to stabilise the power flow.
• Components power capacities
An appropriate power management must consider the component limitations such
maximum of the directed current through the converters or into the battery and
the hydrogen units. This is different from the storage capacity which designates
the limit of the amount of energy that can be stored. Since, the activation of the
concerned storage can be based on its storage capacity, this latter can be related
to the OMM while the power limits concerns more the continuous control laws.
• Components healthy operating conditions
The power control associated to the power management must take into consider-
ation the healthy operating conditions of the different components. Therefore,
such power control must:

– Ensure an optimal operating range for the sensible components such as the
EL and the FC.

– Respect both the sources and storage, components different dynamics [53,
54, 55].

Since the system components are divided into two groups with different missions,
renewable sources and storage units, two main axes of power management strategies
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can be distinguished.
First, let consider a general case where there is a variable load Pload and a variable

generated power Pgen from all the renewable sources, the residual power is defined as
the "algebraic" excess of power Pr = Pgen − Pload.

For the renewable sources: it is clear that for a better productivity the sources
are preferred to be always working, if ignoring the protection measures, on extracting
the maximum available power. Therefore, the majority of the consulted works considers,
in default, the sources power control is the Mppt algorithms. As a result, the sources
generated power Pgen is variable and weather dependent. For the general case the power
balance comes down to satisfy the excess of power Pr. Nevertheless, some works with
multi-sources PV/WT have really considered only one source as the primary source in
context of multi-sources HRES, therefore the primary source is working at the MPP,
and the other is controlled in order to satisfy the rest of the variable load profile (not
tracking the MPP).

For the backup sources or storage units: Very common power management
strategies to satisfy the residual load Pr, introduced by Lasseter [56], are the Unit Power
Control (UPC) and Feeder-Flow Control (FFC). The UPC, illustrated in Fig. 1.10,
consists in draining a constant power Pcons from a local storage/source which is usually
a limited power source or sensitive for dynamic loads (for example batteries, FC/EL).
At the same time a secondary storage/source such as the grid is used to compensate
the rest of the variable load profile Pr − Pcons. This strategy, used in default conditions,
allows protecting and extending the lifetime of the sensitive storage components. For
the FFC, the secondary storage/source (grid) injects or stores a constant maximum
power and the other storage/sources is used to satisfy the variable residual profile as
showed in Fig. 1.11. The FFC allows satisfying peak power input or outputs. Khanh
et al. [21] used these two power management strategies in a HRES where PV/FC are
considered without storage. The available hydrogen was not considered nor the slow
dynamic of the FC.

Another power management strategy for HRES, known as peak shaving strategy
[57] or frequency based distribution [58], consists on managing the storage components
each according to its dynamical behaviour. For example, in a HRES combining a fast
dynamical storage and a slow one such as (Batteries+FC/EL), the batteries have a
fast dynamic response compared to the FC/EL. Power management could filter the
storage consummation Pr as shown in Fig. 1.12, by attributing the fast changes in
the demand to the batteries and the slow changes to the FC/EL. Compared to the
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Figure 1.10 – UPC power management
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Figure 1.11 – FFC power management

UPC, frequency-based distribution strategy is more tolerant and less protective for the
concerned sensitive components. Zhou et al. has combined these power managements
(FFC, UPC along with the peak shaving technique) for a WT/batteries/EL/FC/UC
in [25]. Using an emulator representing the system, the fast (high frequency) dynamical
change of the residual power Pr is handled by an UC, while the slow dynamical changes
are dealt with using the batteries and FC/EL unit. When the FC/EL power is constant
the batteries satisfy the dynamical rest.

Figure 1.12 – Power management according to components different dynamics
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1.2 Modelling of HRES

1.2.1 Modelling of the multi-physical systems

1.2.1.1 General overview

As mentioned before the HRES gathers different components characterized by their
distinct energetic nature. WT encloses mechanical, electromechanical and electrical
components coupled together. PV represents an electronic device, while batteries,
EL and FC constitute the mediums for electrochemical-thermal and fluidic coupled
phenomena. Additionally, the hydrogen tank operates according to the thermodynamical
principles. Integrated together to constitute a global model of the system, the different
nature of these elements represents an additional constraint for the modelling and,
therefore, its derived tasks. In the classical SSE analytical model all the involved
phenomena and dynamics are boiled down to some few differential analytical equations.
In order to achieve this, the users are required to have wide multidisciplinary expertises.

As there are many applications that fit under this assortment, many approaches,
paradigms and coding languages aim to cover the multi-physical dynamical modelling
[59]. Two main axes exist: declarative equation-based modelling and graphical-based
model listed in Fig. 1.13

Model

Equation-based

State Space
Equation, ODE, 

PDE
Tranfer function

Object Oriented
Code 
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Macroscopic
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Figure 1.13 – Different multidisciplinary modelling approaches
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Declarative equation-based modelling

This stands for low-level description of the system using the Ordinary Differential
Equation (ODE), many programming environments are developed to simplify this task
specially for multi-physical system. Object-Oriented Modelling languages are examples
of such environments in which the model can be decomposed to blocks of code where
each represents a subsystem or a component. Modelica, CAMP-G and SIDOPS+ are
such examples [60].

The declarative modelling approach is very expressive, it can handle many types of
dynamical systems including HDS and multi-physical systems and consequently, the
HRES. On the other hand as the dynamical equations of the whole system are needed,
this modelling techniques are considered as less user-friendly.

Graphical-based modelling

With the evolving programming environments and languages, it was not too late for
the graphical-based modelling paradigms such as Block diagrams Equivelant Electrical
Circuit (EEC) [61] Linear Graph (LG) [62] Energetic Macroscopic Representation
(EMR) [63] and Bond Graph (BG) to come forth. In this approach, the model is
decomposed into graphical components with ports, the global assembly of these blocks
constitute both the model structure and its behaviour. In this concept, the user can
connect, reuses or modify the different components which provides a more flexibility
and offers a highly user-friendly modelling regardless of the component natures. In
addition, the graphical models have also the advantage of showing the topology of the
represented system.

Block diagrams: The block diagram model describes the equations of the model
thought graphical blocks. They represent the basic mathematical operations such as
gain, derivation and integration etc.. This approach comes as the first attempt to
create a higher-level modelling, the model still depends on the knowledge of the basic
mathematical equations of the system, yet it can describe somehow the assembled
structure of the system. As a result, it is very convenient to model both HDS and
systems including different components. However, like the declarative approach it
depends heavily on the knowledge of the dynamic of each component of the system and
it is not abstracted.
Moreover, this approach is more suited for complex algebraic loops.

EEC: The EEC rests on the existing analogies between the different dynamical
fields and the electrical one. By concept, it uses the electrical equivalences to describe
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the dynamical behaviour of the different components. Its facilitated the derivation of
the model and provides a unified representation of the different dynamics. Benefiting
from the advance in the softwares developed to simulate the electrical systems, the
model issued from this approach can be simulated on many platforms or even create
physical electrical emulators. However, for complex non-linear systems it is not trivial to
represent thermo-fluidic phenomena by their electrical equivalent due to their energetic
coupling.

Linear flow signal graph [62]: In this approach the model is represented by
a graph, the nodes symbolise effort or flow references such as voltage or velocity. It
works as generalized form of the mesh method and the Kirchhoff law used in electrical
circuit to generate the system equations. From the LG another graph can be extracted
called a normal tree which is derived by simply taking the longest unclosed paths.
The eliminated branches from the LG to get the normal tree are called links. Using
the normal tree, the equations of the system are obtained by writing the equations
expressing the links variables in terms of other graph elements. This is usually called
continuity equations (similar to mesh law). The constraint equations are also needed,
they represent the energy conservation laws (similar to kirchhof law). The modelling
aspect is highly abstract, it is mainly used to extract the dynamical equations of the
system. A limitation is difficulties in modelling non-linear systems, coupled phenomena
and HDS.

EMR: To build the system model, EMR uses blocks that represent the main
occurring energetic phenomena. Each block represents a set of equations which express
the energy interactions between the components. These equations are computed using
inputs and outputs ports of the blocks The block shapes verbalize the nature of the
represented energetic phenomena (dissipative, conservative, storage ..) This approach
is very suitable for multi-physical non-linear systems. Very useful to apply control, it
provides a great flexibility in modelling continuous the HRES. However, modelling the
HDS is not addressed.

Bond graph: BG is also a graphical modelling approach, founded long before the
most of the previous mentioned approaches by [64]. It is a graphical representation of
the dynamical system, it consists of different elements that represent the inner dynamic
of the system. Each of these elements represents one basic fundamental phenomenon
that exist in the nature (energy dissipation, energy accumulation, energy transfer etc..
). By connecting those elements via power exchange bond, a constructed block model
is created. In fact, BG represents a fair trade between the LG and the EMR. It is
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less dependent on the model equations than the EMR, but more simple from the
construction point of view. The BG succeeded to get the attention for much research.
This allowed to develop the BG theory to studies and achieves many tasks related to
the dynamical systems. The BG methodology is still evolving to cover more and more
dynamical systems (HDS, coupled domains, chemical [65], biological [66] etc.. ). Many
features were developed even uncertain modelling approach such the Linear Fractional
Transformation (LFT). Furthermore, due to its causal and structural properties, the
BG serves not only for modelling but also to perform sizing studies, derive the proper
control laws and establish the disgnosis algorithms. All of these offer the BG as a
powerful tool to be used especially for the multidisciplinary switching systems such as
HRES. The BG modelling is presented in details in chapter II.

1.2.1.2 Models in the literature

In all the consulted papers of the HRES, few works have considered the dynamical
modelling of a global HRES. Most authors whether studied the real experimental
system or used equation-based continuous models that describe only the steady state of
each component. Less few have addressed the dynamical model. Nevertheless, some
works have used the BG model for only single part independently such as PV as in
[67, 68] or the WT in [69] or FC in [70]. Only one work of two parts is found in [71,
72], where the authors considered a full BG modelling of a system of PV, WT and
unlimited hydrogen FC as multi-sources with only batteries as a storage. However, the
proposed model does not take into account the hybrid dynamical (switching) aspect of
the system nor the OMM. In [73], Chan et al. reviewed all the modelling formalisms
used in modelling HRES in hybrid electrical vehicle context.

Photovoltaic

Many BG PV models can be found in the literature [74, 67], Andouisi et al. in [74]
used a BG model as a tool to derive an analytical average model of the PV-DC/DC
system. in [67] Mezghanni et al. used the PV BG model in context of a hydraulic
storage system.

Wind Turbine

In [13, 14], authors have presented analytical and block diagram model of the WT.
A review on the published WT modelling works is presented in [69], the authors also
introduce a BG model of two mass for the WT.
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Fuel cell and Electrolyser

Many models for the PEM FC are provided in the literature [75, 76, 77, 78]. These
models are provided on different modelling scales, from the cell cores to the full PEM
FC or EL system. These models are in some empirical, or analytical models. Some
represent the statical behaviour of the electrolysis while others includes the dynamical
model [79, 80]. As multidisciplinary device, the FC dynamical model is usually given
using the EEC, the EMR or the BG [81].

For instance, Bajpai et al. [8] provided many EEC for the FC electrical model
showed in Fig .1.14a. Wang et al. [82] also presented an EEC for the electrical and the
thermal phenomena. The model is implemented on Matlab and Pspice, the obtained
results are compared with the real system measured data. The El modelling is less

Load 

+ 

- 

𝐶𝑑𝑙  

𝑅𝑡𝑟𝑎𝑛𝑠 

𝑅𝑎𝑐𝑡 

𝑅𝑜ℎ𝑚 

𝐸𝑜𝑐 

𝑉 𝐹
𝐶

 

𝑖𝐹𝐶  

+ 

- 

𝐶𝑑𝑙  

𝑅𝑡𝑟𝑎𝑛𝑠 

𝑅𝑎𝑐𝑡 

𝑅𝑜ℎ𝑚 

𝑉 𝐸
𝐿

 

𝑖𝐸𝐿 

𝐸𝑜𝑐 
+ 

- 

𝑃
𝑜

𝑤
𝑒𝑟

 𝑠
𝑜

𝑢
𝑟𝑐

𝑒
 

(a) FC EEC mode

Load 

+ 

- 

𝐶𝑑𝑙  

𝑅𝑡𝑟𝑎𝑛𝑠 

𝑅𝑎𝑐𝑡 

𝑅𝑜ℎ𝑚 

𝐸𝑜𝑐 

𝑉 𝐹
𝐶

 

𝑖𝐹𝐶  

+ 

- 

𝐶𝑑𝑙  

𝑅𝑡𝑟𝑎𝑛𝑠 

𝑅𝑎𝑐𝑡 

𝑅𝑜ℎ𝑚 

𝑉 𝐸
𝐿

 

𝑖𝐸𝐿 

𝐸𝑜𝑐 
+ 

- 

𝑃
𝑜

𝑤
𝑒𝑟

 𝑠
𝑜

𝑢
𝑟𝑐

𝑒
 

(b) EL EEC model

Figure 1.14 – EEC models for the EL and the FC

addressed in the literature, but it still can be inspired from the FC models. Agbli et al.
[63] introduced a EMR model for the PEM EL, while [83] presented an EEC static
model and compared the model and the real system behaviours. The model is used
to test the system behaviour under different operating conditions. [84] presented a
dynamical EEC model of the EL showed in Fig .1.14b with the parameter identification
procedure. [85] introduced a full BG dynamical model for the EL and its auxiliary
parts.
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1.2.1.3 Conclusion

All the previous modelling approaches are able to represent the multi-physical dynamical
systems including the HRES. Using the declarative modelling, a great difficulty marks
the extraction and synthesis of the dynamical equations of the different sub-domains of
the HRES. The ineptitude of the model to be used to achieve other tasks constitutes the
main disadvantages of the block diagram, LG and EEC methods. In the literature, the
EMR approach has been developed in order to both model and control multidisciplinary
Renewable Energy (RE) continuous systems. As consequence, the EMR evolved with
the lack for a convenient switch representation. In addition, the EMR still more equations
based and less developed than the BG theory. As a well-developed methodology, the
BG theory can be considered as a good foundation to model such systems.

1.2.2 Switching, hybrid dynamics and OMM

1.2.2.1 Literature review: Operating Mode Mangement

Most HRES present different OM corresponding to the different subsets of components
that are set active or not in order to perform the energy management. An example is the
WT that is needed to be stopped in very high wind conditions or the EL that is needed
to be switched off in case of very low generated power or full hydrogen storage. Many
OMM strategies are provided by the literature. For each configuration, the system
limitations, constrains and structure change. The power management strategy must be
specified conveniently for each OM. The main objectives of the OMM management
are:

• Prevent power shortage:
When the available power is not sufficient back up units are activated.
• Respect the component energy capacities:
When a storage reaches its maximum capacity, it must be disconnected and
stopped.
• Ensure the component protection and healthy operating conditions in order to

extend the lifetime:

– When bad operating conditions are detected the concerned component must
be disconnected

– Reduce the frequent ignitions and stops for the EL and the FC [8].
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For the renewable sources: Without considering the protection measures, it is
obvious that in order to extract the maximum power, the renewable sources are required
to be always operational. This is the case in of the most of the consulted studies.
In some cases, authors have considered OM where one or more renewable source are
disconnected in a very high surplus power and full storage conditions. As explained
before in case of using the WT as a source, it is known that different OM are already
defined according to the incident wind speed see Fig. 1.7. At very high and very low
wind conditions the WT must be stopped. In the context of HRES, it seems that none
of the consulted works has considered these WT OM.
For the storage units: Most of the HRES consider at least battery bank as a part
of multiple storage unit see Tab. 1.2. In a multi-storage system, the OMM is needed as
the power management strategy as well. In such systems, the batteries are considered
as the primary power storage. Thus, the OMM depends mainly on the battery State
of Charge (SoC). The first simplest OMM considers two SoC levels (SoCmin, SoCmax)
associated to the battery bank. The secondary storage units (such as FC/EL) are
activated or deactivated, according to the actual (estimated or measured) SoC value
of the battery relatively to the defined limits (SoCmin, SoCmax). Fig. 1.15 shows an
example of a battery/FC/EL storage. The figure shows that the OM are defined
according to the actual SoC value:

• When SoCmin < SoC < SoCmax, only the battery is connected.
• When SoC � SoCmax another storage is activated to reallocate the power and

prevent the battery overcharge. In some works the batteries are deactivated.
• When SoC � SoCmin another backup storage is activated to recover and supply

power. This helps to prevent the power shortages and extends the battery lifetime.
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Figure 1.15 – Battery SoC limits defining the OMM
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Depending on the number of the storage units, many SoC limits can be defined [86].
To reduce the frequent activation/deactivation of the FC and the EL a hysteresis can
be introduced [47, 86] on the previous OMM.

To manage all these OM, the main developed approaches in the literature rest on
linear programming represented as flow chart or state machine.

Linear programming for OMM via flow chart

Flow charts represent soft computing algorithms that set the rules of transitions between
the different configurations of active components. An example is illustrated by Fig. 1.16.
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Figure 1.16 – Flow-chart describing the OMM

In this case, the OMM is based on the estimated SoC value other battery. When
the battery is full SoC > SoCmax, the residual load Pr is checked, if it is positive (i.e a
positive excess of produced energy) with full battery, the EL is activated. When the
battery SoC is critical SoC < SoCmin and Pr is negative then the FC is activated to
back up the sources. Otherwise, the battery operates as single storage.

Linear programming for OMM via state-machine:

The state machine represents a simple approach to define the OM and their related
transitions. It is introduced in [50, 42], where each discrete state of the automaton
is associated to distinct configuration of active components. For instance, Feroldi
et al. [50] used the state machine (state-chart) to design the different OM for a
PV/WT/batteries/FC/biotnol HRES. The system was represented by an analytical
model on Matlab and serves as virtual platform to test different OMM and power
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management strategies. In this paper, the authors have considered five different OM
illustrated by Fig. 1.17:

• S1: The WT is active and used as primary source tracking the Mppt. The
extracted power is enough for satisfying the load and charging the batteries, the
PV is inactive.
• S2: When the WT is not capable of satisfying the load profile, this mode is
accessed. The PV are set active and controlled to meet the load including the
batteries.
• S3: When both the PV and the WT can not fully supply the load, the batteries

are set to discharge.
• S4: This mode is active when the batteries reach their maximum storage capacity,
in this case both sources are disconnected and batteries are used as the main
power source.
• S5: When the batteries reach the lower limit of charge, the FC and all the other

backup sources are triggered to recharge the batteries.

The transition conditions (a −→ h) are defined conveniently in [50].
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Figure 1.17 – State-machine of the HRES

Intelligent techniques for the OMM

More advanced OMM techniques can be found. Nevertheless, they need much more
processing capacities and more detailed data. Three axes can be identified: Artificial
intelligence, Fuzzy Logic [27, 48], Model predictive control [87]. As an example, for a
PV/WT/Battery/FC system, Brka et al. [51] used predicted SoC battery value in a
linear programming OMM. A neural network is used to provide forecasts for the source
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powers and the load profile. By estimating the excess of the power, a static model of
the battery is, then, used to predict the future SoC which is used in the OMM.

Tab. 1.3 sums up the recent publications about the different HRES OMM.

Publication System OMM
Ipsakis et al. [86] PV/WT/battery/EL/FC SoC-based with Hysteresis
Vivas et al. [47] PV/WT/EL/FC/UG simulator SoC-based with Hysteresis
Coelho et al. [29] PV/WT/EL/FC/UC Surplus power: Hydrogen

Nasri et al. [35] PV/UC/FC/EL simulation
Surplus power: Hydrogen
then UC then PV are dis-
connected

Torreglosa et al. [42] WT/PV/battery/FC/EL

Surplus power: Hydrogen
then UC then PV are dis-
connected
Degradations and life-time

Bajpai et al. [8] PV/battery/FC/EL
Surplus power: Battery
then Hydrogen then PV
match the demand

Logesh et al. [26] PV/WT/UG

Surplus power: Mpp PV
and controlled WT to meet
the load
Low power: connect UG

Dursun et al. [39] PV/WT/battery/FC/EL SoC-based and Hydrogen
pressure

Dahmane et al. [12] and [88] PV/WT/Battery + Diesel engine

To meet the load: PV then
PV+WT
then PV+WT+battery
then All+Diesel

Halabi et al. [36] PV/Battery + Diesel engine HOMER
Bernal-Agustín et al. [49] General review TRANSYS

Table 1.3 – HRES different structures and different OMM strategies

Following the obligation to manage the different OM, the HRES are by definition
classed as HDS. Their dynamical behaviour evolves in both ways continuous and
discrete, this dual aspect can not be separated in most of the classical modelling
approaches devoted to model the switching systems.

1.2.2.2 Representation of the HDS: Switching systems

Depending on the nature of the discrete phenomena, HDS can be classified into different
sub-categories such as switching systems, jump linear systems, mixed logical dynamical
systems.
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Switching Systems

Switching systems are HDS that contains switching elements, HRES belong to this
class. The switch operates in two dual-state. When it is active, it allows the power to
flow through. On the other side, when it is inactive, it cuts off the power exchange.
Thus, the inner dynamic changes according to switching state. Controlled switches
are controlled by an external signal which does not depend on the state of the system
(switch, valve). In autonomous switching system, the switching state depends on inner
conditions of the system (diode) [Fig: 1.18].

Generally in the HDS literature, the discrete behaviour is in fact a simplification
of a very fast dynamic or phenomenon, this latter is seen as an instant change in the
inner dynamics of the concerned system. The simplification is taken by considering a
spontaneous transition of the dynamic from one state to another (usually called mode).
Mathematically, this implies that the dynamical behaviour, which is often expressed
by the SSE, does not always conserve the same ODE or/and the same variables. For
systems such as the HRES with different OM, disconnecting one component from the
global system suggests necessarily the change of the mathematical models that describe
the behaviour of the whole system. This toggling between the different dynamical
behaviours must be expressed within the model representation.

Figure 1.18 – Controlled junction on-off cases.
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Modelling Hybrid Dynamical systems

Compared to continuous systems, modelling the HDS is more challenging. Any hybrid
dynamical model needs to take into account the parallel evolution of the continuous and
the discrete states of the system. Actually, finding the convenient tool to model the HDS
is still an active topic in research [89, 90, 91, 92, 93], all the actual modelling methods
of switching systems express the discrete behaviour by boolean firing expressions which
define the conditions to switch between the different dynamical equations called OM. In
each mode, the dynamic evolves continuously with respect to a given set of continuous
differential equations [94, 95]. The main existing approaches to represent the behaviour
of such systems are: Hybrid Automaton (HA) [96, 94, 95], Mixed Petri Net (MPN),
Hybrid Petri Net (HPN) [97, 98, 90, 92], Hybrid Bond Graph (HBG) [99] and Hybrid
Hamiltonian port [100]. HA, MPN and Hamiltonian port, are multi-model approaches.
They represent each dynamical OM by its own analytic differential equations (SSE).
In all these HDS modelling frameworks (except for the HBG), the explicit analytic
equations of the system model must be found for each mode. This can be manageable
for a few modes, however, when dealing with large complex system such as HRES
with many modes this can be a very hard and time-consuming task specially if a new
component is been added.

Hybrid Automaton It is an extension of the classical simple automaton used for
modelling discrete systems. As mixed representation, it consists of a graphical oriented
graph representing a state-machine to drive the discrete behaviour with its modes and
an analytical representation for the continuous dynamics. In each mode the associated
dynamic is expressed by the analytic SSE. There is always only one activated mode,
this implies the HA must be deterministic. By definition [94, 95, 90, 96, 101] a hybrid
Automaton is a collection:

HA = (X, f(x), Q, Init,D,E,G) (1.1)

Where:

• X State space vector field
• x −→ f(x) x is State space vector; f is Vector field of the dynamic
• Q Set of the discrete state q
• (q, x) ∈ Q×X State of HA
• Init ⊆ Q×X Initial conditions of all the states
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• D : Q −→ P (x) Set of the mode domains
• E ⊆ Q×Q Transition arc from one mode to another
• G : E −→ P (x) Set of the guard conditions

Discrete modes are represented by nodes. In each node the corresponding continuous
dynamical model is included. A generic example of two OM-HA model is illustrated
by [Fig: 1.19.a]. The transition conditions and the domains of each mode/node along
with the continuous dynamic evolve with respect to the local equations of each discrete
mode. When the current domain condition is no more satisfied, the system switches,
with respect to the existing transition arcs and the guard conditions, to the next mode.

This method is widely used to express the HDS models, it is very effective and
flexible to be implemented. The differential SSE, if given, can be coded easily. The
automaton enveloping and governing the transitions can be implemented more easily
on almost any simulation software (using C, Stateflow or ladder Logic Diagram). One
major drawback of such representation is the need to express the equations of each mode,
not to mention the heterogeneous aspect (Graphical-analytic) of the global modelling.
Additionally, by resting on the analytical description of system dynamics the HA can
not be considered as a causal modelling tool, the cause-effect relation is not explicit.
For the complex systems with many modes and multidisciplinary components applying
this method seems to be very hard as for each dynamical mode the set of the coupled
dynamical equations must be stated which could lead to risk of combinatory explosion.

Mixed and Hybrid Perti Net

Mixed Petri Net: Similarly, inherited from the Discrete Event System (DES)
literature, it rests on representing the discrete states by nodes interconnected by
transition arcs in their turn supervised by guard conditions see [Fig: 1.19.b]. An active
Marker usually called token (Marker) marks the current operating mode, each node
contains the continuous dynamic in its analytic form which is triggered when the node
is set active. The entire MPN generates the global model of the HDS. More incisively,
the global MPN can be defined as a collection:

MPN = (X,F (x), P, T, C) (1.2)

Where:

• X State space vector field
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• x State space vector
• x −→ f(x) Vector field of the dynamic
• P Set of places of the discrete state p
• (p, x) ∈ P ×X State of MPN
• T Transition set
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Figure 1.19 – Dual state HDS models: a) Hybrid Automaton, b) Mixed Petri Net

Same as the HA there is an absolute need to express the equation for each mode
separately, same for the heterogeneous aspect (graphical-analytic) of the global model.
With many OM, this method is not practical.

Hybrid Petri Net HPN is another approach that uses an extended from the
discrete modelling of the Petri net method. It consists in representing each continuous
state variable of the system by a continuous node and the discrete ones by a normal
discrete node [102]. This induce many nodes, by default the continuous state evolves
unidirectionally. Bi-directional states need additional nodes to be represented.

Hybrid Hamiltonian port It is a pure analytic representation, for the multidis-
ciplinary energetic hybrid systems. It is a very similar approach to the bond graph
which also lies on the power exchange concept. Although the modelling looses the
graphical structured criteria which makes the diagnosis, model update quite difficult
compared to the other methods.

Furthermore, similar methods are also proposed such as the Hybrid Grafcet, State-
chart [103],[104].
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Hybrid Bond Graph BG modelling is detailed in chapter II. By introducing
the ideal switch dynamical representation into the continuous BG theory, this latter
is extended to cover the HDS modelling. All the BG characteristics, properties,
applications are then transmitted to the HDS. As all the previous approaches rest on
the analytical equations of the dynamics, the strength of the HBG is that it matches
perfectly with both objectives. It maintains its graphical abstract approach suited for
an energetic structured modelling and provides at the same time a global model for the
all the OM eliminating the need for an explicit modelling all the OM.

Unlike the HA and the MPN, the HBG represents only the full dynamics modes of
the HDS. It does not show the behaviour of the discrete state and its transitions. This
can be solved by integrating into HBG the HA approach of handling the discrete states
and their transitions. Therefore, in order to achieve this a simple automaton can be
added to the HBG. The obtained tool is, then, named Event-Driven Hybrid Bong Graph
(EDHBG). It guarantees a fully graphical representation for HDS multidisciplinary
applications HRES included. The EDHBG is fully detailed and explained in chapter
II and represents the main original contribution of this work.

1.3 FDI for HRES

1.3.1 Objectives and motivations

As power harvesting units, the renewable energy sources operate under lot of cyclic
stresses in wearing and hostile corrosive environment conditions. Similarly, electro-
chemical storage units such as EL are also subjected to a highly non-steady alternating
powers where highly active chemical reactions take place. By concept, HRES are
vulnerable to lot of various components failures. [Fig. 1.20] illustrates a list of common
faults occurring in a typical HRES composed from PV, WT, FC EL, etc...

For hydrogen related HRES, the FDI task can be more crucial. The equipment
sensitivity against bad operating conditions, the maintenance costs of the EL and FC
along with the hydrogen-oxygen-electricity related risks, are some of many factors that
highlight the dignosis as a significant critical task for such process. In fact due to the
component redundancy in a HRES, it is possible to avoid a high risk situation or the
power shortage issued by minor faults. For example, severe consequences of a WT
bearing malfunctioning can be avoided, if the fault is identified and the WT is stopped.
In a multi-source context, the power will still be available by the PV, the batteries or
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Figure 1.20 – Common faults and undesirable phenomena in HRES

the FC.
As mentioned before, a proper FDI can be related to the OMM strategies. With

an on-line FDI, detecting the occurring fault can help in both protecting the system
components and/or ensuring the continuity of the service when possible. Thus, an
OMM that takes into consideration the FDI results can achieve a system reconfiguration
[105]. Such reconfiguration must put in priority:

• The safety measures (of the users),
• the system protection (of the components),
• the continuity of the service.

1.3.2 Diagnosis of HRES: Method review

In order to monitor the safety and the availability of the provided services by the
different components and OM of the system, an online FDI is needed. The FDI
algorithms, as the name suggests, consist mainly of two steps. The first, called the
detection, consists in investigating the consistency between the actual data (provided
by the sensors) and the reference behaviour described by the model. When it occurs,
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the inconsistency (between the measured data and the model behaviour) generates
an alarm. It is worth to mention that due to measurement noises and the parametric
uncertainties, this FDI approach can suffer from robustness issues.

After the detection alarm, the second step consists in finding the faulty component
using a logic procedure such as the Fault Signature Matrix Fault Signature Matrix
(FSM). When speaking about the Fault Detection, Isolation and Diagnosis (FDID), a
third step is added which concerns the Diagnosis i.e interpretation of the type and the
cause behind the detected fault. Depending on wither the model is used or not and
the kind of the modelling approach used for the detection, the FDI approaches can be
assorted, as shown by Fig. 1.21 under two main axes:

FDI  
Methods 

Model – based 

Analytical 

Observers 

Parity space 

Analytical 
Redundancy 

Graphical 

Bipartite graph 

Causal graph 

Symptom trees 

Bond Graph 

Model – free 

Data-based 
methods 

Signal 
processing 

Data analysis 

Knowledge 
based methods 

Expert Systems 

Soft-computing 

Figure 1.21 – FDI different approaches

• Model-free approach
The model-free approach rests on exploiting the experimental data or the expe-
rience i.e to build an expected behaviour of the system. A great advantage of
such approach is the independence from having the model, therefore the multi-
physical complex dynamics is not the main issue. This approach has two separate
techniques: Data-based FDI and Knowledge-based FDI.
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Due to the great progress in the artificial intelligence and the machining learning,
Data-based FDI is getting a great attention in the research field [106]. Some
disadvantages of such approaches is the need for historical data collection and
expertise in both normal and faulty behaviours. Having some possible destructive
faults with expensive materials makes the training data sets very costly to build.

However, the dual continuous-discrete aspect of the HDS results in a more complex
diagnosis process than the ordinary systems. When the dynamical behaviour of
the system depends on the active components according to the OM, the training
data sets must consider each possible OM, admitting that n switches generates
2n theoretically possible OM. This leads back to the same geometric expansion
problem faced in the modelling approaches adding to it the training time with
the considerable processing power needed complicates the on-line implementation.
In the context of the HRES, this approach faces an additional difficulty if the
dynamical system and its modes depends heavily on the random state of the
weather as in the HRES case.

Knowledge-based FDI depends heavily on the skilful experience. This approach
shows weakness in case of complex systems, where faults can be unwillingly
neglected or others unprecedented entirely (new faults) which marks the need to
maintain the diagnosis algorithm updated.

• Model-based approach
Model-Based Diagnosis (MBD) approach consists in using the knowledge wrapped
in the model is order to perform and implement the diagnosis algorithm. It has two
different outlooks: analytical and graphical. From the graphical technique, some
sets of rules are applied based on the causal and structural properties embedded
in the graph. This approach provides an intuitive diagnosis approach based on
techniques such as bipartite graph [107], causal graph [108], Symptom trees [109]
or the Signed Direct Graph (SDG). Bipartite graph and causal graph use as a
node set of equations and variables. SDG use a directed graph representation
to capture causal relations relating the system variables. In their structure, they
are similar to the digraph with the difference that the system variable nodes
carry qualitative values "0", "+" and "-" obtained with respect to the variable
of the reference. For the detection, a robustness issue can occur when using
fixed thresholds. However, all these techniques gets more difficult and long with
complex coupled dynamics.
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It is convenient to note that these qualitative principles may be effective in
allocating the fault cause. Nevertheless, the results of such diagnosis can not be
used in order to estimate the faulty parameter. This implies the unsuitability for
estimating the severity of the damage nor to be used to achieve the prognostic.

On the other side, the quantitative or analytical MBD [110, 111, 112] is more
interesting specially for the HRES. The existing methods in the literature [93]
use the model dynamic as a consistency reference to detect and identify any
unexpected or unusual behaviour of the real system.

The BG provides the solution by representing both the dynamical behaviour
(quantitative) of the system and its causal properties (qualitative) as detailed in
the next parts.

Fig. 1.22 illustrates the general architecture of the MBD. By comparing the real
system behaviour with the model behaviour, residual signals are generated. Assorted as
a vector, when it shifts from the neighbourhood of zero this indicates a non-consistency
between the reference behaviour issued from the model and the output of the real
system. The figure shows the different steps related to the FDI supervision and the
OMM, with some general FDI notions defined as:

• Detectability: It is related to the capability of the approach to alert, through
the monitored signals, a specific fault. When some critical faults can are not
detectable more sensors are needed.
• Isolation: It represents the ability to identify the cause behind the detection. So,

some faults can be detected but have the similar signature, this is refereed to by
the non-isolability.
• Availability: It stands for the possibility to use the different components. It can
be related to two different factors the operational and fault-related availability
of the concerned components. The operational availability is associated to the
operational limits (capacity, power limit). These limits are needed to be included
to set the availability of the component. Also, the FDI results must be involved.
Normally, when a fault is detected and associated to a component (isolated), the
component is marked as unavailable.

Quantitative model-based diagnosis: Observers vs Analytical redundancy
To generates the fault indicators called residuals, two procedures can be used: observers
or the Analytical Redundancy Relation (ARR) [113] as shown by Fig. 1.23.
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Figure 1.22 – OMM and model-based supervision steps and architecture

Observer based FDI In normal faultless case, by comparing the observer output
(estimated by the observer) with the system measured real output, the obtained residual,
must be equal to zero. In case of faulty situation, the system will differ from the observer
model. If the fault is detectable, a difference between the outputs will be noticed and
an alarm is generated. At least one of the residuals will take a non-zero value alerting
the detectable fault.

Since it uses observers, this method needs always to converge rapidly. Kalman filter
is widely used for noised systems [112]. For continuous systems, the observer method
can be effective and more suited for the diagnosis of the actuators and sensor faults
with low isolability performance. It suffers from the difficulty in locating the fault
source within the model and then related to the responsible component. In case of the
HDS, this method is difficult to be implemented. The changing mode and the discrete
behaviour require lot of work to insure the stability and the fast convergence of the
observer in each mode specially when dealing with non-linear systems. This can pose
serious difficulties in complex systems with lot of operating modes.

ARR based FDI The ARR are algebraic differential equations describing the
model and containing only known variables (control input, output variables, modelling
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Figure 1.23 – FDI of the HDS

parameters), the numerical evaluation of these relations based on the measured data of
the real system represents the fault indicators [114, 112, 115, 116, 111].

In case of the HDS, the ARR must cover all the OM. For this, there exist two
solutions: by finding the ARR for each mode and then using a simple automate as
shown in [Fig: 1.23] in similar way to the HA modelling or by generalizing the ARR to
cover all the HDS OM modes using boolean variables to represent the discrete states.
This generalized ARR are called the Global Analytical Redundancy Relation (GARR)
[117, 91, 115, 118] .

Unlike observes the ARR, once found, are easy to implement to achieve the FDI.
Theoretically, they do not need a time to converge (derivative causality). Nevertheless,
the derivation of the system outputs implies the need of low noise signals and some
signal processing and filtering. The ARR can be helpful not just in detecting the fault
but also in locating the defective part of the system, this isolation process can be
achieved using structured residuals and Fault Signature Matrix FSM logic. Extracting
the ARR is achievable using the BG model, this is discussed and developed in chapter
III.

In the HRES literature, the FDI approaches focused on the diagnosis of independent
power units. Al-Sheikh et al. [119] have listed and explained the occurring faults in each
of the PV, WT and FC. The work also reviewed the different diagnosis approaches
used in each case. Tab.1.4 sums up the recent publications concerning the diagnosis of
HRES components with the adopted approach.
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Component Approach Publication

WT
Data based:

Machine learning, Classification
Brandão et al. [120]

WT Model-based: BG redundancy Badoud et al. [121]
WT Review Lu et al. [122]
PV Model-based: Observes Chao et al. [123]
PV Data based: Neural network Wu et al. [124]

FC
Model-based:

parity-space redundancy
Aitouche et al. [125]

FC Model-based: Observers Steiner et al. [126]
EL Model-based: Observers Lebbal et al. [127]

Converter – – Daniel et al. [128]
PV+FC Model-based: Observers Zhang et al. [129]

PV+WT+FC Review Al-Sheikh et al. [119]

Table 1.4 – FDI publications concerning HRES components

1.4 Conclusions

The multi-sources HRES with their different components and configurations present
an interesting solution towards clean reliable power production. These kinds of systems
impose the use of hybrid power storage. Batteries constitute normal potential basis of
the most of the storage units, they allow a relative fast and dynamic response to store
and supply power. The batteries represent a perfect solution for a short-time small scale
power storage. Hydrogen plays an essential role as any energy carrier. When used as
power storage hydrogen can be stored for long-time and in huge quantities. This can be
introduced as a parallel solution for a long-term storage increasing the overall seasonal
reliability of an HRES. Due to its various developing applications, stored hydrogen can
be used in multiple energetic contexts.

The literature of the HRES allows insisting on the significance of the proper power
management and the OMM. In order to perform a simulation, sizing analysis and
others tasks a model is needed. This model must take into account the multidisciplinary
hybrid aspects. It must be able to represent the different OM and offer the possibility
to perform a model-based diagnosis. The state of art shows that such global modelling
method is not developed yet.

HBG is a very adapted modelling tool to represent the multidisciplinary switching
systems. It allows deriving the ARR responding to the diagnosis objectives.
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With associating a state-machine (an automaton) that drives the modes through
the controlled junctions, we obtain a new tool called EDHBG. This latter is the
developed subject of the next chapter which represents the main innovative interest of
the presented research.



Chapter2
Event Driven Hybrid Bond Graph For
HRES Modelling

2.1 Bond Graph for HRES modelling

BG modelling is based in representing the power exchange between the different
components that constitute the system. This power is represented by a half arrow
labelling the two power variables ( effort e and flow f) independently from the physical
nature of the modelled part of the system. The advantage of the BG is its causal
concept that allows not just the modelling but also the control analysis, sizing, diagnosis
etc. BG Theory and its applications can be consulted in the literature [64, 130].

In this work, the BG theory is developed to obtain the EDHBG proposed for the
OMM of the HDS and in particular the HRES.

Definition 2.1.1 (Bond Graph). A BG is an oriented graph BG = (E ,ABG,J ) where
E and J are node sets representing respectively set of physical elements and junctions.
ABG is the set of edges showing the mutual influence between the nodes describing, in
the BG, the power exchange.

1. E is the set of elements representing fundamental energetic processes, E = {Se} ∪
{Sf} ∪ {R} ∪ {I} ∪ {C} ∪ {TF} ∪ {GY } ∪ {De} ∪ {Df}. Usually each element
representation consists of two parts, the element nature, defined in Tab.2.1, and
its related modelling parameters and dynamic laws.

From behavioural point of view each element is associated with some dynamical
properties that translate the relations governing both of the power variables: the

51
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BG element Definition
Se, Sf Effort source, flow source
De, Df Effort and flow detectors

R Resistor element
I Inertia element
C Capacitive element

TF , GY Transformer, Gyrator
0-junction Common effort junction
1-junction Common flow junction

Table 2.1 – Common basic BG elements

effort e and the flow f .

Se : u is a single-port element called an effort source. It supplies the interacting
element-junction structure of the model with an effort-based power through a
single power bond. u is the value of the constant effort which represents the
modelling parameter of the element. The corresponding equations are, for the
effort e := u, the flow is not constrained i.e Se : u can produce (resp. receives) any
flow. As a power source the half-arrow (bond) connected to Se : u has a forward
orientation as an output. Such element can represent many energetic phenomena
depending on the concerned physical domain. For instance, it designates an ideal
DC voltage source electrically, a constant pressure provided by a pump in the
hydraulic domain or a constant temperature delivered by a thermal source in the
thermal domain.

Sf : i represents, analogously, a constant flow source. It supplies the BG structure
with a constant i flow power. Such element can represent many energetic phe-
nomena depending on the concerned physical domain. For instance, it designates
an ideal DC current source electrically, a constant volume flow in the hydraulic
domain or a constant entropy or heat flux in the thermal domain etc.

R : r represents the passive power dissipation in the system. This resistive
element R : r behaves generally according to the general law ΦR(e, f) = 0, where
e represents the effort, f is the flow and Φ(.) (linear or not) expresses a general
form of the relation between these elements (e, f) and the resistance parameters
r. In electrical domain, this equation comes down back to express the linear
resistance law that ties both of the resistance potential difference (voltage) e
with its passing-through current f . Hydraulically, in a hydraulic conduct the
pressure drop e = ∆P due to the viscous friction phenomenon modelled by r
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is proportional to the square of the mass flow f passing through. In this case,
the corresponding relation can be written as e = r.Φ(f) where the parameter r
represents the hydraulic resistance and Φ(f) = f 2 is the constitutive equation.
Thermodynamically, the general law of the heat dissipation through an isolated
medium suggests that the difference of temperatures (i.e effort e) between the
two sides of the isolation is proportional to heat flux passing through the isolation
f . This can be expressed by the same equation with r representing the thermal
resistivity (Φ(f) = f).

I : L represents a passive inertia energy storage element. I : L behaves, linearly,
according to the dynamical law ΦI(L, f,

∫
e(t)dt) = 0 (see Fig. 2.1). In the

mechanical domain, this element represents an inertia power storage element such
as mass, where e represents the effort, f the position deviation rate (velocity) and
L denotes the mass value. In such case the behaviour equations will be expressing
Newton dynamic law. Electrically, I represents the electrical inductance.

C : c represents a passive potential energy storage element. The capacitive C : c
behaves, linearly, according to the dynamical law ΦC(c, e,

∫
f(t)dt) = 0, where

c is denoting the modelling parameter. In the mechanical domain, this element
represents an explicit or implicit stiffness power storage phenomenon, where e
represents the effort, f the position deviation rate (velocity) and c denotes the
inverse of the stiffness. In such case, the behaviour equations will be expressing
hook law. Electrically, C represents the placement of an explicit or implicit
electrical capacitor. Also, C represents the placement of an explicit or implicit
heat or hydraulic power sink.

De : um is associated with the effort um measurement functions. With a zero
flow, De : um does not affect the BG model. It serves as a monitoring and/or
control function allowing to indicate the positions of the effort sensors and their
corresponding simulated output within the model.

Df : im, similar to De : um, serves as a flow im sensors. It indicates the positions
of the flow sensors and their corresponding simulated output.

TF : n andGY : k are dual-port elements used to represent energy transformations
from one domain to another. They are characterized by the power conservation
between their two bonds.

2. ABG is the set of two-ends oriented bonds, graphically represented by half-arrows,
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verbalizing the power exchange between the distinct elements and the junctions
E ∪ J . The bonds are associated with two conjugated variables: the effort e
(above the bond) and the flow f (below the bond). Effort is the intensive variable
(e.g. pressure, force, voltage) and flow is the derivative of quantitative extensive
variable (e.g. volume flow, velocity, current). The power exchanges (energy
variation) are determined through the so-called relation P = e× f . The positive
direction of the power flow is represented by the half-arrow on the bond (see
Fig. 2.1).

3. J is the set of multi-port junctions represented as nodes that connects elements
of E . It contains two types of junctions: a 0-junction and 1-junction. The first
acts as a generalised equivalent form of the kirchhoff law, where all the connected
bonds (and their connected elements) share the same effort value and the sum of
the flows around the junction is zero. As for the 1-junction, it shares the same
flow to all its connected bonds and the sum of the efforts around the junction is
zero.

ABG ∪ J constitutes the BG internal structure that describes the energy flows
and the component placements and configurations. In its turn, E models the physi-
cal components and phenomena according to their different nature, parameters and
characteristics. Using this idea, many analyses can be performed by keeping the same
internal structure and modifying the element capacities or sizes through their param-
eters. Graphically, this plug and play feature reveals the great value of the BG as a
powerful design and sizing tool for the different dynamical systems such as HRES.
Furthermore, this structure enables the user to gather different bonds, elements and
junctions to constitute sub-models or groups representing an upper-level of modelling
architecture of the system physical structure. This enables an evolutive structure where
sub-models can be assembled and connected to an already existing model. For large
complex system, this higher level of the BG modelling is sometime referred to by
the word BG. These are valuable characteristics, specially for system such HRES.
They allow constructive assembled models, where many can be modified, resized, used
separately or as sub-models in more complex systems. This leads to the possibility to
build a useful model library.

Fig. 2.1 shows a BG model of an electrical circuit, where:

• L :L1 represents the inductance storage capacity.
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• Df : i represents a current sensor measuring the flow.
• Se : E represents the effort (voltage) power source.
• R : R1 and R : R2 represent the parallel resistances.
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Figure 2.1 – An example of a BG model

2.1.1 Causal properties of the BG

Another very helpful feature of the BG is the cause-effect relationship called the
causality. By convention, it is denoted by a cross-stroke which is placed near (resp.
far from) the BG element for which the effort (resp. flow) is the input (see Fig. 2.1).
For instance, the Kinetic energy storage element I : L1 is given in Fig. 2.2.d in both
derivative and integral causalities. The equivalent block diagrams are also shown for
each case.

Definition 2.1.2 (Causal path). A causal path is a path of successive bonds following
the same causality stroke direction [131]. Since a gyrator flips the effort and the flow
physical senses, in case of the presence of a gyrator GY on the path, the stroke direction
flips to the opposite side when the causal path passes thought the gyrator.

A causal path that connects one or more elements to an output represented in the BG
by an effort or flow detector De or Df , indicates elements affecting the concerned output
(the dependencies between each output and the different BG elements). Usually the
causal paths are used to study the observability, controllability and the diagnosability
of the system using the bond graph model [132].

Fig. 2.2.b shows an example of causal path relating the output of Df : i to the
BG element I : L1. This indicates that the output effort of Df : i , i.e the current, is
imposed by the output of the block I : L1 ( 1 junction has a common flow imposed by
the bond that has a distant causality stroke).
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Figure 2.2 – Models of electrical circuit (a) and the corresponding causal integral BG
(b), derivative BG (c) with the simulation block diagram (d)

A BG is a causal model, this means it shows the cause-effect relations and the
computation traces of the unknown variables from known ones. Each element such as C,
I and R has two possible causality configurations, they are marked by the stroke placed
at the end of each bond. Dynamical elements (C, I) are characterized by the derivative
or integral causality. Having this dual causalities, two BG for the same system can be
found.

Integral BG: in which the dynamical elements are in integral preferred causality see
element I : L1 in [Fig. 2.2.b]. The dynamical equation of the system, in this case,
is given by Eq. 2.1.

Derivative BG: in which the dynamical elements are in derivative preferred causality
see element I : L1 in [Fig. 2.2.c]. The dynamical equation of the system, in this
case, is given by Eq. 2.2.

i(t) = 1
L1

t∫
t0

e(t) dt+ i0 (2.1)

e(t) = L1di
dt

(2.2)

Notice that since both equations Eq. 2.1 and Eq. 2.2 are equivalent and represent
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the same dynamical behaviour, both BG are equivalent. One difference between the
two representations is the need for the initial conditions i0 to compute Eq. 2.1. Actually,
the physics is acausal and is modelled by acausal BG which represents the physical level
of the modelling. The causal BG represents the algorithmic level of the modelling and
it is devoted for the simulation and the control analysis. For this reason the integral
causality is preferred for the simulation and the derivative for the FDI where initial
conditions are unknown in the real process.

Using the BG model, the system dynamical behaviour can be simulated using
simulation tools such as 20sim R© [133] and symbols R© [134]. The SSE can also be
extracted by tracking the causality paths to write unknown variables in terms of known
ones (control inputs and measured outputs).

Remark 2.1.1 (Pseudo-BG). A pseudo-BG is BG where some power bonds do not
carry a real power physical quantity dimension. In such cases, the effort-flow product
can not be expressed as power. Example: Consider a thermal system where the effort
is the temperature e = T , and the flow is considered as the entropy flux f = ∆Ṡ. In this
case, we obtain an ordinary BG where the effort-flow product is the power: e×f = T∆Ṡ.
Practically sometimes, it is more convenient to represent the flow as a heat flux f = Q̇

where Q̇ = T∆Ṡ. In this case, the previous product does not represent any physical
meaning and the power is represented by the flow itself, therefore such BG is called a
pseudo-BG. Generally, it is more used in process engineering.

2.1.2 BG for HRES

A)- Modulated elements

All the previous elements are passive and predefined. Variable sources, transformers,
resistance, capacitive and inertia elements are represented, respectively by MSe, MSf ,
MTF , MGY , MR, MC, MI. Maintaining the same number of the BG ports, these
modulated elements are characterized, each, by an extra input signal port allowing
to feed the corresponding variable from an external variable signal ("M" stands for
modulated).

In order to extend the BG modelling approach to cover the renewable energy
systems, extra BG elements are needed to be defined:

B)- BG elements for multi-cellular systems

Definition 2.1.3 (Multi-cellular systems). Multi-cellular systems are class of systems
that possess a cellular structure. They are generally constructed of m = ns × np
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cells, where ns cells are mounted in series power configuration i.e sharing the same flow
(current in electrical domain), and np cell arrays mounted in parallel power configuration
i.e sharing the same effort (voltage in electrical domain).
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Figure 2.3 – Multi-cellular systems

This concept is very common within the renewable energy systems. A solar panel
farm is constructed of many panel arrays mounted in parallels and series. Each panel
itself is made of number of cells mounted generally in series allowing a higher voltage
output. Electrolysers and fuel cells identically are constructed using stack of cells, array
of electrolysis cells are mounted in bipolar or unipolar configuration [135] as shows
Fig. 2.3.

The dynamic of these cells is usually highly non-linear and complex, modelling all
the cells at the same time needs an enormous processing capacity. By assuming all
cells are identical and working in homogeneous operating conditions (i.e temperature,
irradiation etc.), it is convenient to model one cell of a multi-cellular system and amplify
the power according to the cell configuration and number. To integrate this approach
to the BG model, BG power amplifiers are defined:

BG amplifiers

Definition 2.1.4 (BG amplifier elements). A power amplifier is a dual-port BG element.
Between the input and the output bond, the power is not conserved, output power =
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ni × input power, where ni > 1 ∈ N denotes the amplification factor. Sme is an ns

times effort amplifier. Smf , similarly, is a np times flow amplifier, see Fig. 2.4.
The causality behaviour is the same as for power transformer TF . Through the

amplifier the input and the output conserve the same power type (effort or flow).

Sme is used to amplify and imitate ns serial cells sharing a common flow. Smf is
used to amplify and imitate np parallel cells sharing a common effort.
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Figure 2.4 – Effort and flow power amplifiers

Unlike the other BG elements, an amplifier does not represent a real physical
component. Therefore, the relative position of the sensors and the other elements with
respect to the amplifiers can be confusing. To simplify the BG detector placements
relatively to the new defined amplifiers, properties 2.1.1and 2.1.2 must be considered.

Property 2.1.1. In the BG model, the detector elements, De or Df can be implemented
before or after the amplifiers. When measuring the effort or the flow of a single cell (such
as one-cell voltage in series assembly, one-cell current in parallel assembly), then the
correct place to implement the BG detector is before the amplification. If the measured
variable concerns the whole cell assembly then the detector must be placed after the
amplifier. In some cases, where an intensive power variable such as the temperature
is measured then the detector De : T place can be chosen arbitrary before or after the
amplifier (in the temperature case, flow amplifier Smf is used).
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Property 2.1.2. If the parameter of the element, such as a capacitor C : cal, is
obtained for a single cell then its correct place is before the amplification. Else-wise,
if the parameter of the BG element is obtained for the global set of the cells then its
representative element must be placed after the amplification. If moved from one side to
the another, the element must be replaced by its equivalent.

Due to the different coupled phenomena that exist in multi-physical systems such
as HRES, the BG theory includes some number of coupled elements allowing to model
some complex coupled dynamics. Here, we are most interested in the dual-port active
resistance element RS defined as follows.

C)- RS multi-port active resistance

Definition 2.1.5 (RS multiport active resistance R). [136] Unlike the single-port
ordinary resistance R, the coupled resistance RS is a dual-port BG element Fig. 2.5.
From one side connected to an energetic domain (e.g electrical, mechanical, hydraulic...),
it behaves as the ordinary resistance element R : r. In its resistive causality, it receives
the effort er and responses back with the corresponding flow (if linear fr = er/r). From
the other side which is related to the thermal domain, it behaves as power source injecting
the dissipated power from the first domain into the thermal sub-model. The power is
injected via the thermal bond in form of flow or effort according to the causality of the
thermal bond.

Fig. 2.5 illustrates the generalized form of the resistance RS. Showed in its conduc-
tance causality, the associated relation between the non-thermal effort e1 and flow f1

is: e1 = Φ(f1, e2), where Φ(f1, e2) can be linear or non-linear and may depend on the
thermal effort e2 i.e the temperature.

1
0( , )rev T PE

cellU

i

0( , )rev P PE

act trans 
ohm

1
cellU

i

0( , )rev P PE
0( , )rev T PE

: ohmR r

:Rs

:
activ

r
Rs

:Rs a

RS

1 1 2( , ) e f e

1f

2e T

2 1 2/f P e
1 1 1P e f 

:
trans

r
Rs

act

trans

Thermal 
domain 

Non-thermal 
domain 

s2P T s 

2 1P P

Figure 2.5 – Dual-port resistance element

On the thermal side, RS injects the consumed power on the first bond P1 = e1.f1

as a flow f2 = P1/e2 (an entropy flow in the ordinary BG and heat in the case of
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pseudo-BG as explained in Remark 2.1.1 ). The type of the injected power through
the second bond (flow or effort) is defined by the second bond causality. In this case
e2 (usually temperature in thermal domain) is considered as an input, therefore the
coupled resistance RS injects the power as a flow f2 where f2 = P1/e2.

Property 2.1.3. Following the thermodynamic laws, the thermal bond is always im-
posing the temperature of the thermal domain on the resistance RS. In its turn the
resistance responds back with the corresponding entropy flow in case of the real-BG, or
in the heat flow in case of the pseudo-BG.

2.1.3 Hybrid Bond Graph (HBG)

HBG is an extended version of the BG theory that includes the switching elements.
Many researches are conducted in order to introduce the ideal switch behaviour into
the BG [137, 138, 139, 99].

An ideal switch acts as a power switch. When it is off, it cuts off the power link
between parts that it connects. In the electrical domain, it could be representing a
manual switch, a relay, a transistor or an ideal diode. In hydraulic domain, it could be
an electro-valve.

From modelling point of view, two types of switches can be distinguished. The first
one, called controlled switch (e.g. electrical switch, valve), is controlled by an external
signal (as control input) . The second one, named autonomous switch, depends on inner
conditions of the system such as the value of the state variables (case of ideal diode).

Generally, there exist three main ways to represent the controlled or the autonomous
switch in the BG model:

• Dual-state modulated resistance toggling between a very high or very low resistance
[138]. This representation is simple but the resistance presents a permanent
dissipation that can not be avoided.

• Transformer with two states associated to the transformation parameter n ∈ {0, 1}
[139]. Using this method the causality needs to be conserved.

• The controlled junctions [99]

Definition 2.1.6 (Controlled Junctions). There exist two types of dynamical controlled
junctions (X1 and X0) associated, each, with a boolean control signal. When receiving
the ON signal X1 and X0 behave respectively as an ordinary 1 or 0 junction. In X1
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Figure 2.6 – Controlled junctions

case, the flow value (resp. effort value in 0-junction) associated with all connected bonds
are equal and the sum of the effort values (resp. flow values in 0-junction) is equal to 0.
When an OFF signal is sent to a X1-controlled junction, X1 forces a value of zero flow
to all its connected bonds (as if they were connected to zero flow source) see [Fig. 2.6].
This expresses that there is no energy transfer across the junction and the current is
being cut. In its turn, an OFF X0 junction imposes a zero flow on the bond with the
flow-out causality (near causality stroke) and a zero effort otherwise [99].

[Fig. 2.6] illustrates the notion controlled junctions. The ON/OFF switching of an
ordinary power component (for ex. an electrolyzer) can be simulated by a current-cut X1
junction. The corresponding equations of X1 relative to each case (ON/OFF) illustrated
in [Fig. 2.6] are expressed by Eq. 2.3.

u := ON ⇒

eX1b
:= eX1a

fX1a := fX1b

where eX1a and fX1b
are computed in the sub-systems

u := OFF ⇒

fX1a := 0
fX1b

:= 0
eX1a and eX1b

are computed in the sub-systems

(2.3)
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A WT (such as Primus Air40), if disconnected from the batteries, needs to be in
short-circuit to activate its electromagnetic breaking system. Thus, an X0 junction is
used as shows [Fig. 2.6] and the corresponding equations of X0 are showed in Eq .2.4.

v := ON ⇒

eX0a := eX0b

fX0b
:= fX0a

where eX0b
and fX0a are computed in the sub-systems

v := OFF ⇒

eX0a := 0
fX0b

:= 0
eX0b

and fX0a are computed in the sub-systems

(2.4)
Until today, the controlled junction represents the most used approach to model

such switching. However, in some cases when the switching is associated with a change
in the model causality, the controlled junction cannot be used and can be replaced by
the dual-state modulated resistance.

2.2 BG Linear Fractional Transformation (LFT)

2.2.1 Uncertainties within the HRES

In practice, it is very difficult to find an accurate model to describe the system dynamical
behaviour. The uncertainties on some model parameters, if not considered, can cause a
serious robustness problem. Tasks such as control and model-based diagnosis depend
heavily on the accuracy and the uncertainties within the model. The answer to how
much the model differs from the real process depends on the amount of the uncertainties
present in the modelling and the measurements. For HRES, most of the component
parameters are obtained using statistical fitting estimations with certain degrees of
uncertainty (case of the EL FC and PV). In the presence of the uncertainties, the
control and the MBD can be affected and suffers from robustness issues. In order
to obtain a robust control or diagnosis of the Dynamical System (DS), the existing
uncertainties are considered into the model. The LFT aims to represent and integrate
the parameters uncertainties in the model. To be included, the uncertainties of the
considered parameters are assumed composed each of two parts: a nominal value and a
multiplicative or an additive uncertainty.

In the electrolyser for example, consider the membrane electrical resistance rohm
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with an exact unknown uncertainty δerohm
. Then, rohm can be expressed as :

rohm = rnohm
(1 + δerohm

) (2.5)

where:

• δerohm
is the relative uncertainty bounded by minimum and maximum values

respectively δrohmmin
and δrohmmax ; ∈ I = [δrohmmin

, δrohmmax ]
• rnohm

is the nominal value of rohm

Practically, for an industrial process, r
ohm

is unknown. Only δrohmmin
, δrohmmax and

rnohm
are given. I is often given symmetric and zero-centred such as r

ohm
± 5%× rnohm

.
The LFT approach is used to include these uncertainties within the analytical

model represented by its SSE. The BG methodology is extended to cover the uncertain
systems by introducing the LFT-BG.

2.2.2 LFT modelling

The LFT model is one way to include the multiplicative parameters uncertainties.
[Fig. 2.7] shows the general form of LFT model. The parameters uncertainties are
represented in a diagonal matrix ∆, while M represents the nominal dynamical part of
the model.

9 

M



yu

w z

Figure 2.7 – LFT modelling

M : ẋ = f(x) +B1u+B2w

y = C1x ; w = ∆.z

z = C2x

(2.6)
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Eq.(2.6) shows the LFT general SSE representation, where:

• x denotes the state vector
• y represents the system output vector
• u is the input vector
• z denotes the system dynamics affected by the concerned uncertainties
• f(x), B1 and B2 represent the system dynamical behaviour

By multiplying z and ∆, the resulting product w is re-injected to the model [140].
This analytical approach of the LFT needs lot of mathematical reformulations, such as
matrix diagonalization and inversions.

Extended from the analytical representation to the BG theory, the LFT-BG allows
displaying explicitly all the uncertainties on the BG model and uncertain dynamical
model is then easily deduced.

2.2.3 LFT HBG

The method to include model uncertainties directly into the BG or HBG is detailed
in [141, 142]. The obtained BG is then called LFT-BG (resp. LFT-HBG to cover
the hybrid systems). To illustrate this, consider a BG resistance rohm as an uncertain
parameter.

In the HRES models, the resistances are most likely to be non-linear but affine.
Therefore, we consider the general case of the resistance where er = rohm.Φ(fr). The
resistance parameter is donated by rohm and Φ(fr) represents a function of fr. In case
of the causality where the flow is imposed (fr is the input of the nominal resistance
and er is the output), using the nominal resistance we have enr := rnohm

.Φ(fr).
In the LFT HBG, the desired output is shown in Eq.(2.7)

er := r
ohm

.Φ(fr) (2.7)

Where r
ohm

represents the exact resistance which includes the uncertainty and er

represents the associated effort.
Replacing r

ohm
by Eq.(2.5), Eq.(2.7) can be re-written as Eq.(2.8)

er := rnohm
(1 + δerohm

).Φ(fr)

:= rnohm
.Φ(fr)︸ ︷︷ ︸
en

+ δrnohm
. [rnohm

.Φ(fr)]︸ ︷︷ ︸
eunc

(2.8)
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where en is the nominal value of the effort and eunc is its associated uncertainty. Notice
that when δerohm

is equal to zero, then we obtain only the nominal value en.
To include the uncertainties within the model, we consider first the Block Diagram

(BD) illustrated by [Fig. 2.8]. In the resistive causality, the nominal resistance block
rnohm

· Φ(.) represents the nominal behaviour of the dissipation phenomenon. The
uncertainty is introduced by the gain block δrohm

that receives as an input the nominal
effort en (output of the nominal block). By adding the output of the uncertainty
block eunc with the output of nominal block en, the total effort er, which includes the
uncertainty, is obtained same as in Eq.(2.8).

To achieve this using the BG representation, the original BG (respectively HBG),
refereed to by nominal BG, is simply modified to include the uncertainty by applying
the LFT as shown on [Fig. 2.9]. The figure illustrates the integration of the uncertainty
on the resistance element in both causalities (resistive and conductance).

: nohmR rre

: nohmR rrf

Conductive  Causality 

: nohmR r0 1

1

ohm

ohm

r

r





*:Df
rzMSf

: rohmw

: nohmR r
re

Resistive  Causality 

: nohmR r0

ohm
r

*:De rzMSe
: rohmw

1

: nohmR r

1(.)

ohmnr



1

ohm

ohm

r

r







rz
rohmw

re
rf

nf
+ 

+ 

 

1( )
:

1






r

ohm ohmn

e

r rrf

Conductive  Causality 
1(.)

ohmnr


re

nf

(.)ohmnr 

ohm
r

re
rf

ne

ohmrz
rohmw

+ + 

 : 1 . ( )  ohm ohm rnr r f
re

Resistive  Causality 

(.)ohmnr 
rf ne

rf

re

rf

Figure 2.8 – Block diagram representation of the resistance LFT : nohmR rre

: nohmR rrf

Conductive Causality

: nohmR r0 1

1

ohm

ohm

r

r





*:Df
rzMSf

: rohmw

: nohmR r
re

Resistive Causality

: nohmR r0

ohm
r

*:De rzMSe
: rohmw

1

: nohmR r

1(.)

ohmnr



1

ohm

ohm

r

r







rz
rohmw

re
rf

nf
+

+

 

1( )
:

1






r

ohm ohmn

e

r rrf

Conductive Causality
1(.)

ohmnr


re

nf

(.)ohmnr 

ohm
r

re
rf

ne

ohmrz
rohmw

++

 : 1 . ( )  ohm ohm rnr r f
re

Resistive Causality

(.)ohmnr 
rf ne

nf

ne

rf

re

rf

re

rf

Figure 2.9 – Injecting uncertainty on R BG element



2.2. BG Linear Fractional Transformation (LFT) 67

In the resistive causality case, en can be measured using a virtual effort sensor
De∗ : zr on the bond of the nominal resistance as shown in the figure. For a chosen
δr

ohm
, the product eunc = δr

ohm
× en is injected to the nominal bond using effort source

MSe : wrohm connected to 1 junction (effort adder which conserves the input flow).
The obtained BG representation is then equivalent to Eq.(2.8) .

In case of imposed effort (conductive causality), the nominal flow fn is given by
Eq. 2.9.

fn := Φ−1(er)
r

ohm

(2.9)

The desired final output flow is the total flow fr can be expressed by Eq.(2.10) by
considering Eq.(2.5) and Eq.(2.9).

fr := Φ−1(er)
rnohm

(1 + δr)

= fnr

(1 + δr)
= fnr (1 + δr − δr)

(1 + δr)

= fn + fn.
−δr

1 + δ︸ ︷︷ ︸
δ′r

= fn + fn.δ
′
r︸ ︷︷ ︸

func

(2.10)

To compute fr using the BD, fn can be obtained using the nominal resistance as shown
in [Fig. 2.8] (resistive causality). By multiplying the nominal flow fn (representing the
nominal output) by the conductive uncertainty δ′r, the uncertain flow func is obtained.
The total flow fr expressed in Eq.(2.10) is, then, evaluated by adding both the obtained
uncertainty flow func and the nominal flow fnr as shown by [Fig. 2.8].

Finally, in the BG model fn. −δr

1+δr
must be added to the nominal flow. A virtual flow

detector Df ∗ : zr on the nominal resistance collects fn. A flow source MSf injects the
product fn · −δr

1+δr
to the nominal flow through a 0 junction as shows [Fig. 2.9]. Other

methods to integrate model uncertainties in a BG also exist such as incremental BG
used in [91, 117].

Similarly, on the nominal model for all the single port BG elements the multiplicative
uncertainties can be introduced using the LFT form.

As mentioned in (section 2.1.2, page 60), the HRES are characterized by the coupled
resistance with the thermal domain. The LFT transformation needs to cover the active
resistance BG element RS.

First consider, in the nominal case, the RS equation of the non-thermal domain is
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linear and expressed by Eq. 2.11.

e1n = r.f1r (2.11)

where:

• e1n is the nominal non-thermal effort (e.g voltage in the electrical domain),
• r is the resistance parameter associated to the RS,
• f1r is the non-thermal flow (e.g current in the electrical domain).

The desired effort affected by the uncertainty e1 can be obtained from Eq. 2.11 by
substituting r with rn.(1 + δr) as given by Eq. 2.12.

e1 = rn.(1 + δr).f1r = rn.f1r︸ ︷︷ ︸
e1n

+ δr.[rn.f1r]︸ ︷︷ ︸
e1unc

(2.12)

where:

• e1 is the total non-thermal effort (e.g voltage in the electrical domain),
• rn is the nominal resistance parameter associated to the RS,
• δr is the relative uncertainty on rn,
• e1n is the nominal non-thermal effort (e.g voltage in the electrical domain),
• e1unc is the uncertain effort.

In the thermal domain, the expression nominal heat flux f2n generated by RS, that
corresponds to the pseudo-BG, is given by Eq. 2.13.

f2n = e1n.f1n = r.f 2
1n (2.13)

where:

• e1n is the nominal non-thermal effort (e.g voltage in the electrical domain),
• r is the resistance parameter associated to the RS,
• f1n is the nominal non-thermal flow (e.g current in the electrical domain).

The desired heat flux affected by the uncertainty f2 can be obtained by substituting r
with rn.(1 + δr) as given by Eq. 2.14.

f2 = rn.(1 + δr).f 2
1n = rn.f

2
1n︸ ︷︷ ︸

f2n

+ δr.[rn.f 2
1n]︸ ︷︷ ︸

f2unc=δr.f2n

(2.14)

where:
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• f2 is the total thermal flow i.e affected by the uncertainty,
• rn is the nominal resistance parameter associated to the RS,
• δr is the relative uncertainty on rn,
• f1n is the nominal thermal flow,
• f2unc is the uncertain thermal flow.

Fig. 2.10 shows a proposed BG-LFT for the RS element by Djeziri [143]. The
proposed LFT guaranties obtaining the desired heat flux affected by the uncertainty
f2. However, in this proposed transformation only the thermal domain is affected by
the uncertainty.
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Figure 2.10 – A proposed LFT for a RS [143]

Since the uncertainties affect both the non-thermal (electrical, chemical...) and the
thermal domains, the LFT is needed to be applied on each bond associated to the RS.
This is achieved using the same uncertainty value with the corresponding LFT with
respect to causality of each bond. [Fig. 2.11] shows the new proposed LFT form of the
RS in resistive causality at the non-thermal domain and in conductive causality at the
thermal domain.
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On the non-thermal side (right side), the ordinary LFT is applied according to the
causality, similar to a regular R element. In the resistive causality shown by [Fig. 2.11],
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this will allow obtaining the total effort that includes the uncertainties e1 = e1n + e1unc

as explained by Eq. 2.12. On the thermal side, where the RS is usually in conductive
causality (i.e the temperature e2 is imposed by the medium which receives the heat
flux f2 generated by RS), the generated heat flux that includes the influence of the
uncertainty f2 is obtained by adding, through a 0-junction, to the nominal flow f2n

the uncertain flow f2unc, as explained in Eq. 2.14. This latter (f2unc) is computed
by collecting the nominal flow f2n via Df ∗ : zr2 and multiplying it by the resistive
uncertainty δr. As a result, both sides of the RS are affected with the same uncertainty.

When the non-thermal side is in conductive causality (i.e the effort e1 is the input
and f1n is computed), the conductive uncertainty δ′r = −δr

1+δr
must be used for the both

sides of the RS.
An advantage of the LFT BG is the ability to get the LFT form simply by miner

modifications of the nominal BG which is more complicated when dealing with equation-
based models.

2.3 Example

In order to illustrate the use of the new defined BG elements, [Fig. 2.12] shows BG
model of a PEM bipolar (i.e in series) multi-cell electrolyser. This example is presented
here for illustrative purposes. In Chapter IV section 4.2.3.3, the EL model is described
and explained in details.

[Fig. 2.12] shows that the model is constructed using a single cell BG model.
Amplifiers associated to cells bipolar configuration (serial electrical, parallel gas outputs)
are used to simulate the multi-cell behaviour. In the cell core, the electrolysis can be
seen as a coupled reaction between the electro-chemical and the thermal domains. The
EL core model is composed of two main junctions:

• 1-junction that express the electrolysis electrical phenomena
• 0-junction to express the thermal dynamic

Coupled resistances, such as RS : Rohm which represents the PEM resistance, are used.
These coupled resistances injects the generated heat into the thermal 0-junction. An
effort amplifier Sme amplifies the voltage of the electrical port to simulate the multi-cell
behaviour and the flow amplifier Smf amplifies the heat and the gas respectively on the
thermal and gas ports. A controlled X1-junction is used to represent the on-off switch of
the electrical power. The electrolyser is supplied with AC source represented by Se : Ac.
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The average model of an AC/DC power converter is represented by TF : ac_dc and
the shunt resistance R : Rshe. The variable resistance MR : r_act is used to set the
current. On the thermal side, Smf amplifies the generated heat according to the cell
number. A temperature sensor Water_temp is added. C : cal represents the thermal
capacity of the global assembly of the cells and the water. R : rth represents the
thermal conductivity between the electrolysis and the outside medium temperature
denoted by MSe : Tout receiving the signal of the output temperature Out_temp.
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Figure 2.12 – Electrolyser HBG model

By this section, the BG is been adapted to cover the HRES. The covered aspects
include components characterised with multicellular structures, switching components,
and uncertain parameters. However, the switching state of the controlled junction are
still not well-defined. The next section addresses the management of the switching state
for all the controlled junctions, this allows to simplify the OMM and separated the
system discrete switching behaviour from the dynamical continuous states handled by
the BG. This provides a simpler and flexible OMM and a pure graphical modelling
and OMM.
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2.4 Event driven Hybrid Bond Graph (EDHBG)
For HRES

2.4.1 Operating Mode Management (OMM)

An OM is defined by the set of objectives needed to be fulfilled, in their turn these are
associated to a set of components that are putted in the service or not. Each element
of the system can be designated by a boolean variable that describes its state (active or
inactive). By regrouping all the these switching states together, the switching vector βi
is obtained. βi derives the switching state of the whole system.

Since for each OM a specific configuration of active and deactivated components is
defined, a general definition of an automaton (state-machine) is introduced, where in
each OM, the state is the boolean vector.

The automaton operates separately from the dynamic computation. The OMM
can be easily defined regardless of the dynamical model. In the HRES context, by
defining the automaton guard conditions and the distinct OM, the OMM can be based
on both of the user objectives and operational availability of the components as shown
[Fig. 2.13].

The user objectives can be based on:

ä The required power to be stored or consumed.
ä The produced power given by the output of the system and related to other

qualities of the system such as the input power (solar radiations and wind
speed).

ä The predictions such as low incident power forecast.

In their turn operation availability conditions can be based on:

ä The components operational states and capacities such as full hydrogen tank,
over charged batteries or max power limit of the different electrical components.

ä The components health and diagnosis states such as fault detection or sig-
nificant degradation and wearing detection...

Any discrete state machine approach can be used to manage these distinct OM. The
choice of the automaton as state machine is justified as it is the easiest way to achieve
this propose. As a graphical approach, it is very suitable with the HBG framework. The
automaton can be represented by state machine coded in C, although many simulation
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Figure 2.13 – The OMM objectives

software allow a graphical implementation such as Stateflow Matlab etc. The automaton
signals can also be obtained from a real PLC or relays controlling the real HRES
switches. This allows synchronizing the model OM with the real system, representing
an interesting feature to be used in the FDI.

2.4.2 Definition and modelling

To cover the general case, consider a switching system with n controlled switches and m
the autonomous switches. Let βci = [swi1, swi2, ...swin] (resp. βai = [swi1, swi2, ...swim])
be the vector representing, at a given time i, the state of the n (resp. m) junctions.
swij represents the state of the jth junction. Let Sc (resp.Sa) be the set of 2n (resp. 2m

) possible vectors βci (resp. βai). Let B be a set of bond graphs BGi. βai depends on
inner conditions or on the values of the state variables of the system. βci depends only
on external conditions (such as the values of the control inputs). Let define S = Sc×Sa
and βi = [βci; βai].

The HBG can then be defined as follow:

Definition 2.4.1 (HBG). A Hybrid Bond Graph is a bijective map:

HBG :S −→ B

βi 7−→ BGi

(2.15)
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Figure 2.14 – Event Driven Hybrid Bond Graph

Here, the HBG is seen as a set in which p continuous bond graphs are wrapped
corresponding to p configurations, where p = card(Sc) + card(Sa). These configurations
are resulting from the switching behaviour. [Fig. 2.6] gives an example of the two BG
generated from a controlled junction. They correspond to a same HBG. [Fig. 2.14] shows
the coupling between the HBG and the automaton to generate the HDS global model.
The transition from one OMj to another one OMi is controlled by an automaton and is
based on a predefined condition named guard condition. Events such as modification of
the value of a state variable of the system, modification of the user objectives, detected
faults or time periods can be taken into account in the specification of the guard
conditions. These conditions allow to evaluate the possibility to stay in the current
mode or to switch to another one [144]. According to the selected OM, the appropriate
subgraph BGj ⊆ HBG is selected. More formally, the Event Driven Hybrid Bond
Graph is defined as follows.

Definition 2.4.2 (EDHBG). An Event Driven Hybrid Bond Graph is an automaton

HA = (HBG(.), Q, Init,D,E,G)

= (HBG(.), Hs)

Where:

• HBG(.) Global hybrid bond graph including all the OM.
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• Q Set of the discrete states q
• Init ⊆ Q×X Initial conditions of all the states
• D : Q −→ P (x) Set of the mode domains
• E ⊆ Q×Q Transition arc from one mode to another
• G : E −→ P (x) Set of the guard conditions
• Hs = (Q, Init,D,E,G) Simple state automaton that controls the states of the
controlled junctions.

The HBG is used to represent the set of the distinct system configurations, while
the simple automaton Hs = (Q, Init,D,E,G) handles the discrete states, the initial
conditions, the mode domains, the transition arcs and the guard conditions [95]. The
signals of βi are dispatched for each corresponding controlled junction in the HBG
allowing the user to define its own OM.

LFT EDHBG

By considering the parameters uncertainties in the HBG of an EDHBG as described
in Section 2.2.3, we obtain the LFT of the EDHBG.

2.5 Conclusion

The previous sections show that HDS modelling using the classical approaches such as
the hybrid automata is simple when dealing with simple dynamics with small number
of modes. For large complex systems with many modes there is an absolute need to
represent all the modes by their SSE. On the other hand, the BG assembling aspect
of modelling, in which each element is associated to a real physical component in the
real system allows the user to have less physical knowledge in all concerned domain.
Therefore, HBG consists a good framework in order to represent the HRES. Compared
to the HA, the Petri Net (PN) (HPN,MPN), the HBG, by itself, does not explicit
the transitions between the different OM.

This issue is solved by adding a simple automaton to the HBG, the HBG is then
called EDHBG. The EDHBG along with the introduced elements allows the modelling
to cover the vast majority of the HRES that includes cellular structured components,
coupled dynamics, switching elements and parameter uncertainties. It also allows a
simple OMM independently from the dynamical state. in which the HBG represents
all the continuous dynamics, while a simple automaton evaluates the discrete states and
the associated conditions to switch between the different OM. This separation allows
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the user to perform an easy OMM of the HDS by defining the different operating modes
and their transitions. Moreover, as a powerful modelling formalism, the EDHBG can
be also valuable to perform an on-line diagnosis.



Chapter3
Diagnosis and Operating Mode
Management

3.1 Introduction

As discussed in Chap I, BG (resp.HBG) offers the advantages of simplifying the mod-
elling for the HDS and the multi-physical systems, the HRES included. In the context
of the multi-physical HDS modelling, the advantages of the HBG approach are not
limited to its unified modelling approach. The plug and play and the constructive
modelling aspects, where each BG element represents a physical component or phe-
nomenon in the real system along with the causal properties constitute a great deal for
the FDI and the faulty component isolation procedure. Furthermore, achieving the
MBD rests on finding the proper model of the HRES. The existing modelling issues
and difficulties provoked by the multi-physical and hybrid aspect extend to affect also
the MBD. All the classical modelling methods, such as the HA , MPN, HPN , Hybrid
Grafcet, Statechart where, the explicit analytic equations of the system model must
be found and written for each mode aside, are not suitable for such task. When using
these modelling approaches with many OM, the MBD as any other model-based tasks
can be challenging and mode-depending.

HBG offers a MBD quantitative fault diagnosis and isolation for dynamical system
including the HRES [111, 112, 110]. ARR-based diagnosis are easy to extract and
establish a consistency check test. Derived from the HBG, the GARR describe the
global hybrid dynamic for all OM at once. However unlike the observers, once they
are found they do not need special analysis for each OM. When evaluated in real-time,

77
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these extracted GARR expressions are used to check the HRES consistency within
the predefined dynamical behaviour of the model. Thus, in normal healthy situation,
the real time evaluated residuals, are expected to be equal to zero, else-wise a fault is
detected.

Implicitly enclosing all the dynamical OM, the HBG as a global model allows,
classically, to derive these GARR for all the OM at once. One issue with such method
is the mixed aspect of its approach. A graphical modelling framework HBG, that
was introduced to simplify the modelling task, is used to extract analytical algebraic
expressions for the diagnosis.

3.2 FDI and Diagnosis via BG

3.2.1 Fault detection and Isolation

After the extraction of ARR from the BG, the real time evaluation of their residuals
allows to detect the faulty situation. With their complex multi-physical dynamics, the
fault detection in HRES is not enough. System faults can represent a serious safety
and protection issues if not related to its cause. In general, fault isolation stands for
relating the operating anomalies to their root causes in the system. This allows trigging
an automated failure decision or safety precautions according to the identified faulty
component. In critical cases the isolation helps to take the appropriate decision. The
ARR can be helpful in isolating the defective part of the system. Classically, this
isolation procedure is done using the algebraic expression of the ARR to derive what
called the FSM. A FSM is a binary matrix that relates the numerical evaluation of
each ARR (residual) to its affecting parameters or variables. These last ones, in their
turn, are related to the system component accountable of its modification [145]. This is
done based on the explicit algebraic expressions of the ARR.

Example: FDI using ARR

Let C1, C2 and C3 be three components. Let c11 and c12 two variables or parameters
whose values are related to the physical law applied by the component C1. Let c21

(resp. c31 ) be the variable or parameter associated to the physical law applied by C2

(resp. C3 ). The kth ARR equation is denoted by rk = fk(ci1, ..cij) obtained from the
algebraic relations between the system parameters cij, the measured output and the
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input of the real system. Let r1 = f1(c11), r2 = f2(c21, c31), r3 = f3(c11, c12, c21, c31) be
the three ARR evaluations. We denote C = {c11, c12, c21, c31} and R = {r1, r2, r3}.

The fault signature associated to the parameter cp is expressed by the binary vector
FS(cp) = [S1p, S2p, S3p]T , where Skp are defined as follows:

R× C → {0, 1}

(rk, cp) 7→

 Skp = 1 if rk depends on cp
Skp = 0 otherwise

(3.1)

For more convenience, fault signatures are grouped in a FSM as shown by Tab.3.1.
In non faulty situation, the coherence normalised vector obtained from the residual

c11 c12 c21 c31
r1 = f1(c11) 1 0 0 0
r2 = f2(c21, c31) 0 0 1 1
r3 = f3(c11, c12, c21, c31) 1 1 1 1

Table 3.1 – FSM example

values, v = [r1, r2, r3]T , is equal to v = [0, 0, 0]T .
Assuming one fault at the time, if this vector is equal to v = [1, 0, 1]T , this indicates

that r1 and r3 both alerting a fault detection. This signature indicates that c11 is
detected as abnormal and the associated component C1 is suspected to be in bad
operating conditions. If v = [0, 1, 1]T , then a fault is detected and C2 and C3 are two
possible sources of the malfunctioning. With several components sharing the same
signature, the fault is not isolated. In this case, more sensors must be considered to
improve the isolation [146].

Compared with the other FDI techniques, adopting the ARR helps to avoid the
convergence and the stability issue. For continuous systems, the ARR expressions can
be obtained from the analytical model in its ODE form. Previously used as a graphical
unified modelling tool, the BG with its causal energetic properties, serves also as a
systematic way to easily derive the ARR expressions [114, 112, 115, 116, 111].

3.2.2 ARR derivation from the BG model

The numerical evaluation of the ARR, using the real measured output of the process
along with the prior knowledge on the system dynamics and variables, allows to establish
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a consistency check that can be implemented in real-time. Using the model dynamic
laws as a reference, any unexpected change in the real system behaviour can be detected.
This is called the fault detection. With the model represented in SSE form, the ARR
can be obtained analytically [147]. However, for complex systems such as HRES these
latter can be very difficult to express. As the BG covers implicitly the dynamical laws of
the system, there exist another classical systematic approach to derive these ARR from
the BG model without refereeing directly to the SSE analytical model. The dualizing
method of the BG (resp. HBG) model [115] consists on replacing the detectors in the
model with sources of information of the same type: the detector of flow (respectively
effort) (Df , De) is transformed into source of flow signal (respectively effort)(SSf ,
SSe) [Fig. 3.1]. The dynamic elements C, I are needed to be in a derivative preferred
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Figure 3.1 – BG detectors dualized

causality in order to avoid the unknown initial conditions of the real process continuous
state. Finally, the ARR expression is obtained by writing the sum of the none-constant
power components (e or f) on each of the dualized junctions. The unknown variables
are eliminated using covering causal path leading to known variables (sensors outputs
and control inputs). For each junction linked to at least one sensor, an ARR is deduced
[117, 91, 115, 118]. After obtaining the analytical expression of the ARR, the FSM can
be found by matching each residual to its related components.

As an example, consider the HBG model of the electroyser in [Fig. 2.12].
It is also fully detailed and developed in Chapter IV.
Notice that, as a simulation model, the HBG is in its integral causality. At the

thermal junction the dualizing is done by inverting the effort sensors (originally temper-
ature sensor water_temp in [Fig. 3.2] ) to a source of signal SSe : Tw. [Fig. 3.3] shows
the dualization procedure of BG thermal sub-model.

Remark 3.2.1 (Dualizing with respect to the Amplifiers). As shown in [Fig. 2.12],
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the sensor is on the left side of the flow amplifier Smf , but since Smf transmits the
same effort (temperature) the dualizing can be done on the right side (on the thermal 0
junction) see [Fig. 3.3]. As explained in Property 2.1.1 and Property 2.1.2, physically
this is justified since the temperature is an intensive measurement, it maintains the
same value for whole stack as for a single cell.
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Figure 3.2 – The thermal junction of the Electrolyser HBG before the dualisation
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Figure 3.3 – Dualized thermal junction of the Electrolyser HBG

The thermal ARR associated to the residual ResdT is obtained by written the
expression of the sum of the flows on the dualized 0-junction showed in Eq. 3.2.

ResdT = −fccal
+ frohm

+ fns + fri
+ .. (3.2)
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Figure 3.5 – Inversion of the causal graph to express fccal

Indeed, an ARR and the associated residual consists of only known variables, thus the
unknown flow variables must be eliminated using the covering causal path from the
unknown variables to the known ones. In Eq. 3.2, to express each flow in terms of
known variables, the causal paths are used to derive causal graphs. For instance, in
[Fig. 3.3] the causal path departing from the flow fccal

allows us to derive the causal
graph depicted in [Fig. 3.4]. These causal graphs show the elimination path, where
Φbe(.), J0 and J1 represent, receptively, the constitutive equations of the BG elements
be, 0-junction and 1-junction. By inverting this causal graph, as shown in [Fig. 3.5],
the expression of fccal

is obtained and expressed in terms of only known variables in
Eq. 3.3.

fccal
= Ccal.

dTw
dt

(3.3)

Similarly, we can find fns in Eq. 3.4 and the expressions of the other flows.

fns = frcal

ns
= 1
ns
.
(Tout − Tw)

rcal
(3.4)

3.2.3 FDI for Hybrid System

In case of hybrid systems with several OM, the derivation of the subsets of the explicit
ARR associated to each OM aside is not required. When expressing unknown variables
in terms of known variables, if the concerned causal path crosses a controlled junction
Xi then the state of the junction axi ∈ [0, 1] is multiplied by the power component (e
or f). The FSM may then contain boolean variables related to the different OM.

From the EL simulation HBG, consider the switching sub-system in [Fig. 3.6]. In
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HBG, at the left side of the amplifier Sme : ns, Df : icell and De : vcell represent
respectively the current and the voltage sensors of a single cell of the electrolyser. On
the right side, the power circuit that supplies the electrolyser with power is shown. It
consists of an AC source Se : AC which supplies a AC/DC converter represented by
its average model, (TF : ac_dc with a shunt resistance R : Rshunt_e). The output of
the converter is connected to the controlled junction X1 with its state ax1 ∈ {0, 1}
representing a current on/off switch. A modulated resistance MR : ractive, mounted in
series, is used to control the input current. The described power unit supplies all the
serial ns cells of the electrolyser. A Sme : ns is used to amplify ns times the voltage of
the single cell model on the left to correspond to the model of power unit on the right.
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Figure 3.6 – HDS FDI

The figure also illustrates the dualized HBG. The detectors Df : icell and De : vcell
in the simulation model are dualized respectively by source of flow signal SSf : icell
and SSe : vcell (Any existing dynamical element I or C must be in preferred derivative
causality). The ARR candidate expressions are obtained by expressing the conservative
law of the dualized junctions (i.e previously connected to a sensor). In [Fig. 3.6] two
ARR can be found. For the case of the 0-junction, the corresponding ARR1 is given
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by Eq. 3.5.

ARR1 =
∑

fi = f1 − f0 (3.5)

The flow f0 is eliminated using the causal graph and its inversion shown in [Fig. 3.7]
and [Fig. 3.8]. These two causal graphs are derived from the causal path shown on the
dualized BG. They show that f0 is equal to the signal of the current sensor imposed by
SSf : icell (i.e known measured variable).
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f1 is substituted using the covering causal paths shown on the dualized BG in
[Fig. 3.6]. The corresponding direct causal graph is illustrated in [Fig. 3.9]. Using the
inverted causal graph, shown in [Fig. 3.10], f1 can be written as given by Eq. 3.6.

f1 = fsme
ns

= ax1

ns
.
edc − ns.vcell

ractive
= ax1.

nT F

ns
.AC − vcell
ractive

(3.6)

Notice that when the causal path passes through the controlled junction X1, the
switching state variable of the junction aX1 is multiplied by the flow output. This is
why, in [Fig. 3.10], fsme = ax1.fractive.

Finally, [Fig. 3.11] shows the derivation of the corresponding ARR from the known
variables. When the junction X1 is on ( ax1 = 1), the FDI algorithm checks, based
on the known parameters and the measured variables, if the real-time evaluation of
(

edc
ns
−vcell

ractive
− icell) is equal to zero. When the junction is in off state ( ax1 = 0), then the

condition becomes that the measured icell must be zero.
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Figure 3.10 – Inverted causal graph to express f1
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Figure 3.11 – Inverted causal graph to express ARR1

3.2.4 Bond Graph Diagnoser for an on-line graphical FDI

Even if the previous classical approach to extract the ARR from the BG is effective
and appropriate, it stills a long procedure that needs mathematical reformulations,
causality tracking and rewriting the analytic expressions of the BG elements. Using the
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idea that the BG by itself represents a graphical modelling framework similar to the
analytical dynamical representation such as the SSE, the ARR are implicitly embedded
within its structure. Consequently, with a BG compatible software associated with the
measured variables, it must be sufficient to implement an on-line consistency diagnosis
based on the system dynamic laws.

Indeed, here we propose to use the implicit description of the dynamical behaviour
wrapped in the BG to directly evaluate the residuals. For this, we define the notion of
the Bond Graph Diagnoser (BGD).

Definition 3.2.1 (BG Diagnoser). The BGD is obtained from an ordinary BG simu-
lation model. The procedure consists of:

• Dualizing the detectors Df and De respectively into modulated sources of flow
MSf and modulated sources of effortMSe. These sources are named the dualizing
sources and they represent sources of information.
• Adding on each dualizing bond, that connects the dualizing effort source (resp.
dualizing flow source) to the rest of the BG, a BG flow detector Df (resp. effort
detector De).
• Checking the causality and assigning a derivative preferred causality for the
dynamical elements C and I.

Each dualizing source receives as an input the signal measured by the real sensor
of the process that corresponds to its previous dualized detector in the simulation BG
model. The signals monitored by the added detectors on the dualized bonds directly
offer the residual evaluations.

Proof. Consider two cases:

• A BG simulation model, where a flow BG detector Df : yf is connected to a
1-junction as shown in the left side of [Fig. 3.12].
• A BG simulation model, where an effort BG detector De : ye is connected to a

0-junction as shown in the left side of [Fig. 3.13].

In both cases E1 and E2 represent BG elements such as (R, I, C) and Σ1 represents a
BG sub-model. In the case of 1-junction as in [Fig. 3.12], the right side of the figure
represents the use of the BG graphical diagnoser. The sensor Df : yf , in the simulation
BG model is replaced by the dualizing source MSf : ssf . This latter delivers, to
the BG diganoser, the signal ssf of the corresponding measured output in the real
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Figure 3.13 – Graphical BG diagnoser through dualized 0 junction

system. In its derivative preferential causality, the obtained BG is a BG diagnoser and
represents the supervision platform to evaluate the residual. On the dualized bond
of MSf : ssf , a virtual effort detector De∗ : erd (i.e does not represent any physical
element) is mounted. As mentioned before, the ARR candidate for such junction ARR1

is expressed by its power conservation law given by Eq. 3.7.

ARR1 = e1 + e2 + eΣ1 (3.7)

where ei = ΦEi
(.) and ΦEi

(.) represents the constitutive equation of Ei which depends
only on known variables. According to the junction equations Eq. 3.8, De∗ : erd collects
the algebraic sum of the flows of the dualized 1-junction. In other terms, erd represents
the numerical evaluation of ARR1.

erd = e1 + e2 + eΣ1

= evaluationof(ARR1)
(3.8)

where erd is the output of De∗ : erd.
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In normal faultless behaviour, erd = e1 + e2 + eΣ1 must be equal to zero, if not this
indicates a violation of the conservation law and thus a fault is detected.

With the same reasoning applied on the case of the 0-junction in [Fig. 3.13], we
obtain Eq. 3.9.

ARR0 = f1 + f2 + fΣ1

= frd
(3.9)

In other terms, the BG model will be working under the same operating state of
the real system (input, output). Verifying the algebraic sum on the dualized junctions
stands for checking if the predefined parameters, energy conservation and the dynamical
laws of the model are been followed by the real system.

On any BG compatible software, by modifying the simulation model, the BGD can
be obtained and used to perform the online FDI. [Fig. 3.14] shows the BGD of the
electrolyser on 20sim. The BGD is obtained by copying and modifying the original
simulation BG showed in [Fig. 2.12].

The main advantage of this technique is to directly evaluate the residuals without
requiring an explicit calculation of the ARR whatever is the current OM. A hybrid
BGD allows obtaining the ARR evaluation (residuals values) for the selected OM
through the controlled junction state vector βi.
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Figure 3.14 – Electrolyser BGD

Similar to the classical analytical ARR-FDI technique, a FSM is needed to locate
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the faulty component. Classically, FSM is obtained from the ARR expressions. In case
of graphical BGD, the FSM can be extracted from the BGD itself using the causal
paths.

[Fig. 3.15] represents the causal paths of the electrolyser Hybrid Bond Graph
Diagnoser (HBGD). The residual output rsdT is connected through a causal path
to the BG element C : ccal. Two others causal paths relate also rsdT to R : rcal and
(Rrohm

, RSrtrans , Cmb, RSractiv
, RSrE0 , Ra ). This shows the dependencies between rsdT

and these mentioned parameters. In the first column of the FSM [Tab. 3.2], these
dependencies are marked by the one values indicating the elements affecting rsdT and
by zeros otherwise. The second and the third columns are also filled according to the
dependencies of rsdi and rsdu following the causal paths represented on [Fig. 3.15] by
dashed curves.

For rsdu, notice that the causal path ofMR : ractive is passing through the controlled
junction X1, therefore the state of the junction is included where ax1 ∈ {0, 1}.
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Figure 3.15 – Electrolyser HBGD causal paths to extract the FSM

To avoid false alarms caused by noises, modelling uncertainties and disturbances...
statical thresholds are usually used to bound the residual signals. A detection takes
place when the residual value overpasses these thresholds.
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BG element rsdT rsdi rsdu

no fault 0 0 0
Rrcal

, Cccal
1 0 0

Rrohm
, Rsrtrans , Cmb

Rsractiv
, RsrE0 , Ra

1 1 0

Df : vcell 0 1 0
Df : icell 0 0 1

MR : ractive 0 0 ax1

Table 3.2 – FSM of the EL

3.3 Robust Diagnostic

3.3.1 Overview on the LFT for the FDI

Including parametric uncertainties, the HBG in its LFT form allows extracting the
GARR denoted as GARR(y, u, β, δ) where y, u, β and δ represent respectively the
system output, input, switching states, and the uncertainties. In general because of
the use of the multiplicative uncertainties, GARR(y, u, β, δ) can be decomposed to the
sum of two separate parts:

• Nominal one denoted as grn(y, u, β)
• Uncertain part as grδ(y, u, β, δ)

Ideally as mentioned before, a fault detection occurs when at least one GARR shifts
from zero see Eq. 3.10:

GARRi(y, u, β, δe) = grni(y, u, β)− grδi(y, u, β, δe) 6= 0 (3.10)

where:

• GARRi(y, u, β, δe) is the real unknown value of residual
• δe = [δ1e , ...δke , ...δne ] is the real unknown exact uncertainty vector. δke is the
uncertainty of a parameter ck and it is bounded δke ∈ Ik = [δmink

, δmaxk
]. Thus,

the uncertainty vector is bounded δe ∈ I = I1 × I2..× Ik...

In other terms when a faulty situation occurs we have:

grni(y, u, β)− grδi(y, u, β, δe) 6= 0⇔


grni(y, u, β) > grδi(y, u, β, δe)

or

grni(y, u, β) < grδi(y, u, β, δe)
(3.11)
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Because of the presence of the uncertain part of the ARR grδi(y, u, β, δe), the
consistency test represented by Eq.(3.11) can not be directly applied. Indeed, the exact
uncertainties δe are unknown and variable, they are bounded by minimal and maximal
thresholds. This suggests bounding the uncertain part of the GARR grδi(y, u, β, δe),
between two known functions as proposed by Eq.(3.12).

sup
δ∈I

grδi(y, u, β, δ) > grδi(y, u, β, δe) > inf
δ∈I

grδi(y, u, β, δ) (3.12)

Containing only known variables grni
(y, u, β) can be evaluated. grδi(y, u, β, δe) in

Eq.(3.11) can be replaced by its boundary functions from Eq.(3.12). In this case the
detection condition is then satisfied by considering the fault occurs when:


grni(.) > sup

δ∈I
grδi(., δ)

or

grni(.) < inf
δ∈I

grδi(., δ)
⇒


grni(.) > sup

δ∈I
grδi(., δ) > grδi(., δe)

or

grni(.) < inf
δ∈I

grδi(., δ) < grδi(., δe)
(3.13)

sup
δ∈I

grδi(y, u, β, δ) and inf
δ∈I

grδi(y, u, β, δ) constitute the detection dynamical thresholds.
However, not satisfying these conditions is non-conclusive. If a small fault occurs

within the uncertainty limits, the fault will be unobservable. In fact, a large uncertainty
on the parameters induces a wider non-conclusive margin between sup

δ∈I
grδi(., δ) (resp.

inf
δ∈I

grδi(., δ)) and grδi(y, u, β, δe). The evolution of the unknown grδi(y, u, β, δe) repre-
sents the hidden uncertain dynamic in the system. We define respectively the upper
uncertainty distance and the lower uncertainty distance donated by dsup and dinf

Definition 3.3.1 (Uncertainty distance). dsup is the distance between grδ(δe, .) and the
sup
δ∈I

grδ(δe, .), it is expressed in Eq. 3.14.

dinf represents the distance between grδ(δe, .) and the inf
δ∈I

grδ(δe, .), it is expressed in
Eq. 3.15

dsup = sup
δ∈I

grδ(., δ)− grδ(δe, .) (3.14)

dinf = grδ(δe, .)− inf
δ∈I

grδ(., δ) (3.15)

The uncertainty distance characterizes how large is the uncertain zone. Due to the
multiplicative uncertainty, grδ can usually be expressed as gδ = ∑n

k=1 δk · zk(y, u, β)
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where zk(y, u, β) is a differential equation representing part of the dynamic that depends
on the uncertainty δk.
Noticing that ∑n

k=1 δk · zk(y, u, β) is monotone with respect to δ on I. Consequently
sup
δ∈I

grδi(δ) and inf
δ∈I

grδi(δ) can be easily chosen as ∑n
k=1 δk max·|zk(y, u, β)| and ∑n

k=1 δk min·

|zk(y, u, β)| respectively.

Proof. To justify the choice of sup
δ∈I

grδi(δ) and inf
δ∈I

grδi(δ), we demonstrate that the

uncertainty distance is always positive dsup = sup
δ∈I

grδi(δ)− grδi(δ) > 0.

dsup = sup
δ∈I

grδi(δ)− grδi(δ) =
n∑
k=1

δk max · |zk(y, u, β)| −
n∑
k=1

δk · zk(y, u, β) (3.16)

Having that |zk(.)| =

 zk(.) when zk(.) > 0
−zk(.) when zk(.) < 0

, Eq. 3.16 can be written as sum of

two parts shown in Eq. 3.17.

dsup = (

for zi(y,u,β)>0︷ ︸︸ ︷∑
(δi max − δi) · zi(y, u, β) +

∑
(δj max + δj) · [−zj(y, u, β)]︸ ︷︷ ︸

for zj(y,u,β)<0

) > 0 (3.17)

Finally, in Eq. 3.17 the first part is always positive. In the second part, δj ∈ Ij =
[δj min; δj max] where −1 < δj min < 0 and 0 < δj max < 1, this implies that δj can take
positive or negative value. Therefore, proving Eq. 3.17 is always positive comes down
to demonstrate Eq.3.18 is always positive.

δj max + δj >?0 (3.18)

By assuming Ij is symmetric(general case) centered at zero i.e δj max = −δj min then
Eq. 3.18 can be rewritten as in Eq. 3.19

δj max + δj = δj − δj min > 0 (3.19)

As results, Eq. 3.17 has its both parts always positive.

Remark 3.3.1. When Ij is given as asymmetric Ij = [δjminδjmax], a symmetric interval
Isj can be created which is includes Ij where:
Isj = [−max(−δjminδjmax),+max(−δjminδjmax)] .
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These two boundary functions are called the residual thresholds. The nominal
GARR grni(.), in the normal (or non detectable faulty) situation, must always evolve
between these thresholds see [Fig. 3.16]. The detection conditions Eq.(3.13) are not
satisfied. To detect the fault, output and input of the system along with the discrete
state are injected into the evaluation of grni(y, u, β). On the other hand sup

δ∈I
grδi(δ) and

inf
δ∈I

grδi(δ) are used to evaluate the thresholds. When a fault overcomes the uncertainties
in the model, grni(y, u, β) overpasses the thresholds as shown by [Fig. 3.16].
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Figure 3.16 – Robust diagnosis in normal and faulty situations

These robust GARR expressions including the threshold expressions can be obtained
directly from the uncertain analytic model or following the causal path procedure
applied on the LFT-HBG diagnoser where the detectors are dualized [142]. Despite that
LFT HBG method improves and eases the extraction of the robust GARR, the user
still need to investigate the causal paths, the power conservation and the physical laws
associated to the BG elements to extract these expressions in the desired algebraic form,
not to forget the extraction of the threshold expressions from the ARR expressions.

To overcome this drawback, we propose to modify the HBGD previously presented
in order to directly include the uncertainties. The residuals can then be generated
directly for all the OM, with the dynamical thresholds. Again, this approach allows the
disposal of the need of any analytical expressions of the model nor of the GARR.
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3.3.2 Graphical LFT HBG diagnoser

If applied directly on the LFT HBG model, the procedure of the BGD described
in section 3.2.4 provides the residual evaluations as a mixture of both nominal and
uncertain part r̄di = grni − grδi. First, to ensure grδi maintains its desired form
grδi = ∑n

k=1 δk · zk(y, u, β), the LFT BG must be constructed following the general rules
defined in [141] and briefly explained in Chapter 2.

For a robust diagnosis, having r̄di numerical value is not enough. The thresholds
derived from grδi are needed separately from the nominal part grni. With only nominal
parameters, a nominal BGD can be used separately to evaluate grni. By considering
a coupled nominal BGD with the LFT-BGD as shown in [Fig.3.17], both numerical
evaluations of rdi = grni(.) and r̄di = grni(.) − grδi(.) are obtained. By monitoring
rdi − r̄di, the numerical value of grδi(.) is obtained separately.

Since in an ordinary LFT-BG, grδi(.) = ∑n
k=1 δk · zk(y, u, β) where zk(y, u, β) is the

output of the virtual detector Df ∗ = Zr used to inject the uncertainty in the BG, the
real time evaluation of grδi(.) does not provide directly the thresholds expressed in
Eq. 3.20 Thr1

Thr2

 =
∑n

k=1 δmax |zk(y, u, β)|∑n
k=1 δmin |zk(y, u, β)|

 (3.20)

Assuming I is symmetric, δ ∈ [−δmax,+δmax]. Then Thr1 and Thr2 are symmetric and
can be rewritten as shown in Eq. 3.21

Thr = ±
n∑
k=1

δmax |zk(y, u, β)| (3.21)

In the LFT-BGD, δ can be chosen as δmax. On the virtual detector, when considering
the absolute value of output, the final output supplies Df ∗ = |Zr| as shown in [Fig.3.18].
Applying this technique on all the uncertainties in the LFT-HBGD, guarantees obtaining
grδi = ∑n

k=1 δmax |zk(y, u, β)| = sup(grδi).
As a result, rdi = grni is evaluated by the nominal BGD and represents the nominal
residual. At the same time, rdi − r̄di = sup

δ
(grδi) which is the differences between both

outputs of the nominal and modified LFT-BGD, represents the thresholds.
For example reconsider the HBG model of the EL showed in [Fig. 2.12]. Considering

the uncertain parameter R : rohm, [Fig.3.18] shows the associated LFT-BGD of the
electrolyser. Coupled with the nominal HBGD [Fig. 3.14], the global robust diagnoser is
illustrated in [Fig.3.17]. Fed by the systems inputs and measured outputs, the Robust
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Figure 3.17 – Nominal and LFT BGD coupling

HBGD generates the residuals and the thresholds. A full example is introduced in
chapter 4.

Same as before, the robust diagnoser generates the residuals and the thresholds that
corresponds to the OM selected through the controlled junction state vector βi.

Figure 3.18 – Electrolyser LFT BGD
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3.4 Operating Mode Management

3.4.1 Introduction

From a functional viewpoint the elements of E of the Bond Graph BG(E ,A,J ) corre-
sponds to elementary services provided by the system components (sensors, sources,
storage units, power electronics ...). Junctions J are connection elements used to
associate elementary services according to different possible configurations (parallel,
serial ...) while respecting energy conservation laws. The bonds A express the relations
between variables that the service consumes and produces. In fact, a HBG model
describes one or more high level services for example a system mission. This latter is
achieved using elementary services provided by the system components.

Consider a HRES composed of PV, WT and FC as sources and batteries, grid
and EL-H2 tank as storage components, all connected to a DC bus. Such example is
represented by the word BG in [Fig. 3.19]. In the figure, the electrical components
(battery, PV, WT, FC and EL) are connected to the common DC bus. From another
side, under the same pressure, the FC, EL shares the same output-input valve of H2

tank. Assuming each element has the possibility to be connected and disconnected from
the DC bus. An example of a mission is to store the surplus of the produced power.
The needed components to achieve this mission are the power sources (PV, WT) and
one or more storage units (battery or EL-H2 tank). Another mission example is to use
the stored hydrogen as backup in case of power shortage risks. The used components in
such case are the H2 tank, the FC, battery and the sources see [Fig. 3.20].

Multi-sources: Modeling  
Solar panel 

PV 

Fuel Cell 

Public 
Grid 

Battery 

Electrolyser 

0

WT 

H2 Storage 

0

DC 
bus 

H2 

valve 
2H storn

2H storp

2H FCn

2H ELn

2H ELp

2H FCp

elu

eli

fci
fcu

PVu

PVi

WTu

WTi

batu
bati

gru
gri

Figure 3.19 – Word BG of a HRES
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3.4.2 Components Operational Availability

Fault-tolerant and redundant systems integrate multiple possibilities to provide the
same mission, see [148]. Each possibility, named version, rests on a distinct subset
of lower level services and produce obviously the same global service. The different
versions to achieve a same mission differ by their accuracy, running time and energy
consumption. From modelling point of view, these different versions rest on a subset of
BG belonging to the same HBG, itself being a subset of a high level HBG. Versions are
ordered according to a preference relation defined by the designer. This is the aim of
the OM management system to select, at each time, the most preferred versions, to
provide the current missions, taking into account the user objectives and the operational
availabilities of the components. For example, in HRES, two distinct versions are
associated to the power storage mission. Version v1 consists of using the battery as a
single storage unit. Version v2 uses both the battery with the EL see [Fig. 3.20].
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Figure 3.20 – HRES different missions and versions

In fact, a single OM can be associated to one or more missions. For example,
let define a mode associated with an objective to store the surplus of the produced
power. Beside the power storage mission with the two versions v1 and v2, other missions
can be associated to the same OM, for example the WT protection against high
wind conditions. This allows activating or breaking the WT according to the weather
condition. This hierarchical structure between OM, missions, versions, and BG elements
is shown on [Fig. 3.21].

With the proposed EDHBG diagnoser evaluating the component health and di-
agnosis state called the operational availabilities, this hierarchical structure allows to
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Figure 3.21 – Hierarchical structure between OM and BG elements

evaluate the possibility to stay in the current OM, with respect to the diagnosis results,
by a bottom-up reasoning. This availability evaluation can be used as guard conditions
in the automaton for the OMM of both the real system (resp. simulated) and its
graphical diagnoser. It rests on the following definitions.

Definition 3.4.1 (Component availability). Let BGi = (E ,A,J ) an element of the set
of BG B. The availability of an element or component co ∈ E is defined by the following
map:

A(co) :E −→ (0, 1)

co 7−→ A(co) =

 0 if co is detected as faulty by the diagnoser using BGi

1 otherwise
(3.22)

Definition 3.4.2 (BG availability). The availability of a bond graph BGi = (E ,A,J ) ∈
B is defined by the following map

A(BGi) :B −→ (0, 1)

BGi 7−→ A(BGi) =
∏
A(co) | co ∈ E (3.23)

Where the operator ∏ correspond to a logical AND.

Definition 3.4.3 (Version availability). Let V be the set of versions. The availability
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of a version vi ∈ V is defined by the following map

A(vi) :V −→ (0, 1)

vi 7−→ A(vi) =
∏
A(BGj) | BGj provides the version vi (3.24)

Where the operator ∏ correspond to a logical AND.

Definition 3.4.4 (Mission availability). LetM be the set of missions. The availability
of a mission mi ∈M is defined by the following map

A(mi) :M−→ (0, 1)

mi 7−→ A(mi) =
∑

A(vj) | vj is a possible version to achieve the mission mi

(3.25)

Where the operator ∑ correspond to a logical OR.

Definition 3.4.5 (OM availability). Let OM be the set of operating modes. The
availability of a OM omi ∈ OM is defined by the following map

A(omi) :OM −→ (0, 1)

omi 7−→ A(omi) =
∏
A(mj) | mj is a mission belonging to omi (3.26)

Where the operator ∏ correspond to a logical AND.

The OM availability evaluation can be used to check the possibility to stay in the
current OM or to switch to another OM according to the diagnosis results. The system
can remain in the current mode as long as its availability is equal to one. If this
availability turns equal to 0, the system switches to another OM for which the mode
domain conditions are true. This implies that the availability of the destination mode
must be equal to 1. To avoid deadlock situations, a well-designed automaton has to
include a fall-back OM where associated missions aim to ensure the safety of the system
and the operators. For example, consider the system represented by [Fig. 3.19] is using
both the battery and the EL as a storage mode. If a malfunctioning is detected and
isolated as a fault in the active EL. Following the Eq. 3.23, the current BGstorageH2

will be marked as unavailable A(EL) = 0⇒ A(BGstorageH2) = 0. Since there are two
versions, v1 and v2 shown in [Fig. 3.20], for the current mission mH2 , the global storage
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OM omH2 is still available as seen by Eq. 3.27.

A(omH2) = A(mH2) × A(m2)× ...

=[A(v1)︸ ︷︷ ︸
0

+A(v2)︸ ︷︷ ︸
1

]× 1× ... = 1 (3.27)

Notice that if the fault is detected in the battery, both v1 and v2 are labelled as
unavailable. As consequence according to Eq. 3.27 A(omH2) = 0, and the system leaves
the current OM to another available OM (backup mode).

The availability notion can be extended to involve the component operational state
see section 2.4.1, for instance the H2 tank can be marked as unavailable to store
hydrogen in case of a leak and in case of reaching full storage capacity.

Remark 3.4.1. To simplify the annotation of the availability conditions, when a
component, mission or OM, denoted by CK , is available, this availability is expressed by
Av(Ck). When it is not, the unavailability is expressed by Av(Ck).

3.4.3 EDHBG for HRES diagnosis and OMM

In general, the OM are defined according to the user objectives, the production demand
and the hydrogen storage state. They correspond to the distinct configurations of the
different sets of the operating (active) components. Each one of these configurations
is expressed by a unique switching vector βi. The switching conditions between the
different OM are defined by the automaton which evaluates continuously the possibilities
to stay or not in the current mode. These conditions consider both the user specifications
such as covering the demand, and the system component availabilities related to the
detected malfunctioning.

In fact, achieving the objectives or the missions intended by the system rests on
the services offered by its different components. When the FDI algorithms detect the
fault and identify its responsible component source, the service normally provided by
this component is no more ensured. As a consequence, some configurations become
unavailable or harmful for the system components. In such case, it is convenient to find
some configurations that ensure the best service while respecting the safety conditions
without using the defective component.

Therefore, the FDI results are included in the switching conditions of the automaton.
For the proper functioning of the proposed approach, it is essential to synchronize the
diagnoser OM with the real system OM. As shown in [Fig.3.22], the automaton sends
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Figure 3.22 – LFT-HBGD synchronized with the real process

the signals included in the vector βi to activate and deactivate some components of
the real system. This vector βi is shared with the hybrid diagnoser to define the state
(ON/OFF) of the controlled junctions. This ensures that the BG, from which the
residuals and their thresholds are obtained, is the representation that corresponds to
the real system actual configuration. The diagnosis results are sent to the availability
bock. It evaluates using the diagnsosis result and based on the FSM, the predefined
availabilities used in the automaton guard conditions.

3.5 Conclusion

As a well HRES-adapted modelling approach, the EDHBG, offers the possibility to
achieve the HRES diagnosis. Using a unique global graphical model along with the
implicit consideration of all the switching dynamics and the parameter uncertainties, the
FDI is achieved independently from the OM. Same as in the modelling, the integrated
automaton handles the OMM while synchronizing both of the diagnoser and the
process.

Since the OMM is run independently from the complex dynamic of the system
and its residual generation, the diagnosis state can be feed back into the automaton in
order to achieve a diagnosis-based OMM. This allows testing different OMM strategies,
including protection, safety measures and healthy optimal operating conditions.
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Chapter4
Application: HRES for hydrogen
production and storage

4.1 Introduction

The EDHBG developed in chapter II and chapter III serves generally in modelling
and diagnosing systems characterized by their switching hybrid dynamics and their
multidisciplinary energetic phenomena. HRES fit perfectly under this category. Applied
on HRES, a long list of advantages is offered by the proposed approach.

From the modelling perspective, it provides a simple cheap way to design many
HRES systems usually composed of very expensive materials. Such digital simulator
with available weather data allows performing a better performance and size-cost studies.
To refine the design and the size of such system according to the results of such studies,
the HRES model is needed to be adjustable. Effectively, the EDHBG constitutes a
very adaptable, sizeable and parametrized model (via cells numbers by the amplifiers
elements, connected and disconnected sub-models by the controlled junctions, etc...). In
addition, it provides an evolutive model which can be easily used in different contexts by
adding, modifying or eliminating sub-models. This allows the possibility of establishing
some component libraries of configurable sub-models such as FC, EL. Furthermore, the
integrated automaton allows defining and simulating different OM. The OMM is made
much easier since it is defined and it operates separately from the system dynamic. As
a model-based task, the proposed approach allows performing an on-line FDI. Easily
derived from the EDHBG model, the graphical EDHBG Diagnoser, developed in
chapter III section 3.2.4, can be used to perform redundancy MBD. With the possibility

103
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to include the system parametric uncertainties, the diagnoser allows, when needed, a
robust fault detection and isolation for all the OM. Benefiting from the BG causal
proprieties, this allows relating the detected fault to the suspected BG element and
then its associated physical components.

From the functional point of view, the structured causal model provides a corre-
spondence between the services of the distinct components and their representative
sub-models. Having the diagnosis state related to the system functional service map
permits obtaining the service operational and functional availabilities. These latter can
be used in defining the OM. In order to build and simulate BG models, many BG
programming software platforms or simulation environments are available. We mention
20simR©, Symbols ShaktiR©, MS1R© and CAMP-G. For small or medium size systems, BG
can be coded in an object-oriented modelling language such as ModelicaR© .

20sim allows the use of predefined modifiable or entirely new defined BG elements.
An interesting feature of 20sim is the automatic causality assignment. This means the
user is just needed to "draw" the model structure and entering the parameters and
chose the preferred causality model (integral or derivative). On 20sim, a BGD can be
also obtained from the associated simulation BG model by simply copying the model
and flipping the detectors into sources (dualizing) and following the steps defined in
chapter III-section 3.2.4. In fact, generating the BGD from the simulation model is
quite easy to be achieved automatically. Using 20Sim 4C the diagnoser C code can be
easily embedded for an on-line use.

In this context, to illustrate the use of the proposed approach, representative HRES
is considered and shown in [Fig. 4.1]. The system is composed of two sources PV and
WT connected through a common DC bus to the batteries. The DC bus is permanently
connected to an electrical load which includes the system operating load. A hydrogen
storage (EL/H2 Tank) unit serves as power storage along with the battery bank. A
FC is serving as an application for the stored hydrogen. The EL and a FC, both are
connected to hydrogen storage tank. The PV, WT, EL and FC are connected through
controlled switches that allow to remotely disconnect, each one independently, from the
DC bus. From an energetic point of view, the proposed system fits perfectly with the
objectives of this work. It makes up a perfect example of a multi-sources HRES with
hydrogen-based multi-storage. The redundancies of the component services manifest
the need of the power management and the OMM. The PV, the EL, the FC and the
hydrogen tanks constitute perfect modelling subjects of renewable energy systems that
present cellular structures.
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Figure 4.1 – Schema of multi-source with multi-storage HRES

4.2 Design of the simulation BG model

This section, first, presents the experimental HRES platform, then it explains the
theory behind the HRES modelling and its assumptions. Then, the BG models are
developed and explained for each component separately. Finally, all these components
are gathered into one global EDHBG model. The parameters of each sub-models
are defined as global variables. They can be defined in two ways, separately for each
sub-model aside or globally by an independent block/file that contains all the parameters
sorted by their associated component.

4.2.1 Experimental HERS platform

A small size experimental HRES is used to identify and validate the model parameters
and to test the proposed approach. This laboratory set-up is depicted in Fig. 4.2, the
system main objective is to produce hydrogen from renewable energy multi-sources.

The system includes:

� Two PV 200 Watt modules of 54 serial cells each, the two modules are set in
parallel electrical configuration. The output of the PV modules is connected to
24 Volt DC bus through a DC/DC converter.
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Figure 4.2 – Experimental HRES for hydrogen production and storage

� A PMG WT with a DC 24 Volt as an output connected to the DC common bus.
� A battery bank (110 Ah) with DC 24 Volt.
� A PEM-EL of two cells 30 NL/hour consuming up to max 400 Watt.
� A PEM-FC of 36 cells generated power up to max 1500 Watt.
� Hydrogen storage bottles max pressure of 11 bars.
� A variable resistive load to simulate load profiles.
� A PLC unit that connects and disconnects the different components from the

common DC bus.
� Weather sensors including anemometer, pyranometer.

Despite the fact that the presented HRES constitutes a perfect example for the
purpose of this thesis, working on such experimental set-up is not quite easy and faces
many drawbacks. The difficulties that are most likely to encounter the validation of the
used approach:

• Uncontrollable weather conditions: This limits the real-time validation of the
model. The profile of the available power is not controllable, this implies difficulties
on checking all the operating modes and power management. For example, it does
not allow to verify the high wind with high solar power conditions. Also, for this
reason the validation of the systems is done for each of component independently.
After the model validation and using real weather data (respectively reconstructed
weather data) which are available on-line, the user can use the global model to
inspect all the OM.

• Destructive and dangerous faulty situations: The set-up is not equipped
with faulty modes to test the diagnosis approach. A fault can not be created if it
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is not considered in the main design and the safety protocol. In fact, enforcing
fault on such experimental system is very difficult for two reasons:

– Due to the harmful nature of the faults that can occur in the system

– Due to the expensive nature of the components

For this reason, pre-registered data from faulty behaviours of a real system can
be used to test the diagnoser. Another solution is to use a simulated model of
the system with noises, disturbances and uncertainties to imitate the real system
behaviour. Using the EDHBG simulation model, the parameters are accessible
to imitate any spontaneous or continuous change in the system dynamics. This
allows testing the response of the diagnoser to spontaneous faults or continuous
degradations.

• Inaccessible control: In fact, some components of the experimental set-up are
commercial products. Therefore, the used control laws are not accessible nor
editable. This complicates the validation and the testing phase.

4.2.2 The theory behind the modelling

4.2.2.1 Photovoltaic panel

[Fig. 4.3] shows a very common one-diode electrical model of the photovoltaic cell.
It consists of a current source generating the photo-current Iph. It shares a common

I

shR

Rs
phI

dI shI 

V

rI

d

Figure 4.3 – PV cell one-diode electrical model

voltage (mounted in parallel) with a diode d and constant shunt resistance Rsh [149].
Iph represents the total electron current mobilized by the sun light. It changes, assumed
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linearly [10, 150, 151], with the incident solar irradiation and ambient temperature
according to the equation expressed by Eq. 4.1.

Iph = Iph[ST G] + ∆Iph(G) + ∆Iph(T ) (4.1)

where:

• Iph[ST G] is given at Standard Temperature and Irradiation (STG) [STG : T = 25◦C
; G = 1000w/m2].

• ∆Iph(G) and ∆Iph(T ) are the photo-current deviations from the STG values,
respectively, in function of the actual irradiation and temperature.

Eq.4.2 describes the expression of the photo-current at a given temperature T and the
irradiation G [10].

Iph = Icc
G

1000[δlT (T − 298) + 1] (4.2)

Id stands for the diode reverse leakage current, Eq.4.3 represents its expression in terms
of its applied voltage Vd [10, 152].

Id = Is[e
e(Vd)
aKT − 1] with Is = I0ref

T 3[e
−Eg
KT ] (4.3)

where:

• K is the Boltzmann Constant.
• a is the diode ideality constant, e is the electron charge.
• aKT

e
is called the thermal voltage.

• Is is a temperature T depending on parameter called the saturation current.
• Eg is the band gap of semiconductor material.
• I0ref

is the temperature coefficient.

The cell output current I expression is given in Eq.4.4

I = Iph − Id − Irsh (4.4)

where Irsh is the shunt resistance current given by Eq.4.5.

Irsh = V +Rs

Rsh

(4.5)
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Having the relation tying U-I constitutes the statical model of the PV. In fact, the
PV by its electronic nature does not show a transient dynamic model. Some have
considered the presence of capacitors on the output of the PV. However, the majority
of the consulted works have considered the statical dynamic as sufficient.

4.2.2.2 Wind Turbine

The WT extracts part of the kinetic energy of wind and turn it to useful mechanical
then electrical energy. In order to continue moving, the wind can never be stripped
off of all its kinetic energy. Thus, the WT extracted energy is always partial with
theoretical limit of 59% (Betz limit). The ratio between the extracted power Pmech
relatively to the incident kinetic power of the wind Pwind is expressed by Eq. 4.6

Cp(λ) = Pmech
Pwind

(4.6)

where Cp is always less than 0.59 and usually expressed with respect to the tip speed
ratio λ defined by Eq. 4.7.

λ = wr.rwt
vw

(4.7)

where:

• wr is the WT rotation speed
• rwt is the rotating radius
• vw is the wind speed.

Cp is usually obtained by wind tunnel tests and given in lookup tables. In [13, 14],
authors presented analytical model of the WT including an empirical parametrized
formula of Cp, expressed by Eq 4.8.

Cp (λ′, η) = c1(c2

λ′
− c3η − c4)e−

c5/λ′) + c6λ
′ (4.8)

where:

• ci i∈{1,2...6} are aerodynamic design parameters.
• η represents the pitch angle, η = 0◦ in fixed pitch wind turbine.
• λ′ is defined in terms of the tip speed ratio λ and the pitch angle η by Eq. 4.9

1
λ′

= 1
λ+ 0.08η −

0.035
η3 + 1 (4.9)
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Using Eq. 4.10 where the extracted Pmech is written in terms of the mechanical
torque Tmech and the rotational speed of the WT wr, the expression of Cp can be
written in terms of both as shown by Eq. 4.11.

Pmech = Tmech · wr (4.10)

Cp = Tmech.wr

Pwind
(4.11)

where Pwind is expressed by Eq. 4.12.

Pwind = 1
2Aρv

3
w (4.12)

where:

• A is the swept area by the WT
• ρ is the air density.
• vw is the incident wind speed.

Cp has a maximum at λoptimal, where the extracted power from the wind is optimal. In
order to maintain Cp at its maximum, a Mppt control algorithm is usually needed to
drive the WT rotation speed in order to maintain the tip speed ration at λoptimal.

4.2.2.3 Electroyser and Fuel cell

Thermodynamical Balance

The electrolysis and the FC reaction are multi-domain processes induced by coupled
energetic phenomena including: electrical, chemical, thermodynamical and thermal
domains.

Figure 4.4 – Energy balance of the electrolysis
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Figure 4.5 – FC energy balance

Thermodynamically, the amount of the energy (per mole) consumed in the electrolysis
process or produced in FC, at temperature T, is represented by the enthalpy ∆H0

(T ) see
Fig. 4.4 and Fig. 4.5. This energy is required in the electrolysis (resp. generated in the
FC) in both electrical and thermal forms. Eq. 4.13 shows this energy balance:

∆H0
(T ) = ∆G0

(T ) + T∆S0
(T ) (4.13)

where:

• ∆G0
(T ) is called Gibbs free energy or free enthalpy, it represents the amount of

the useful reversible energy involved in the thermochemical reaction. In the
electrolysis, Gibbs free energy symbolizes the amount of the net electrical energy
needed for the chemical process of the electrolysis without counting any losses. In
the FC, it represents the very net electrical energy produced before any dissipation.

• T∆S0
(T ) is the amount of heat (thermal energy) involved in the reactions, it is

consumed along with the electrical power in the electrolysis and generated with
the electrical power in the FC.

∆H0, ∆G0
(T ) and T∆S0 are temperature and pressure dependent. In general, ∆H0

and ∆S0 are given in lookup tables in standardized conditions (STP) (1 atm 25
C◦) called ∆H0

(298), ∆S0
(298). Eq. 4.14 and Eq. 4.15 represent the temperature-based

approximations of ∆H0 and T∆S0 in the neighbourhood of the temperature T with
the thermodynamical parameters defined in Tab. 4.1.

∆H0
(T ) = ∆H0

(298) + αrec(T − 298) + βrec
2 (T 2 − 2982) + γrec

3 (T 3 − 2983) (4.14)
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∆S0
(T ) = ∆S0

(298) + αrec ln( T298) + βrec(T − 298) + γrec
2 (T 2 − 2982) (4.15)

The expression of Gibbs free energy ∆G0
(T ) is obtained by replacing Eq. 4.14 and Eq. 4.15

in Eq. 4.13.

J.mol−1.K−1

αrec -11.5575
βrec 3.9582× 10−3

γrec 3.9582× 10−6

Table 4.1 – General Enthalpy coefficient [153]

Since previous approximations Eq. 4.14 and Eq. 4.15 are given at a fixed standard
pressure P0 (1 atm), Eq. 4.16 includes correction terms to obtain ∆G0 at any pressure
[154, 155].

∆G0
(T,P ) = ∆G0

(T,P0) +RT ln(PH2

P0
) +RT ln(PO2

P0
)0.5 (4.16)

Neglecting all form of electrical losses and considering the source of the heat is external
(is not electrical), the thermodynamical efficiency of the reaction, at Standard Conditions
(STC), can be written in form of Eq. 4.17.

Efther = ∆H0

∆G0 (4.17)

Noticing that ∆H0 > ∆G0, this means, the electrolysis thermochemical efficiency
EftherEL

is higher than 100% due to the heat contribution and the FC thermochemical
efficiency EftherF C

is lower than 100% due to the heat dissipation.
According to the previous equations, ∆H0

(T ) changes slightly within the temperature
range [0, 100]C◦. However, ∆G0

(T ) that represents the contribution of the electrical
power in the reaction decreases with higher temperature see Fig. 4.6. To satisfy the
global energy required for the reaction ∆H0

(T ), the decrease in ∆G0
(T ) is compensated

by increasing the heat contribution T∆S0
(T ). This indicates that the higher is the

temperature the higher is the heat relative contribution compared to the electrical power
in the electrolysis. Therefore, the thermodynamical efficiency EftherEL

increases with
the temperature. This explains the increasing interest in high temperature electrolysis.
On the other hand, a higher temperature in FC means the energy balance showed
in Fig. 4.5 is shifted to generate more heat, therefore EftherF C

decreases with high
temperature.
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(T ) and ∆G0

(T ) according to the reaction temperature T

Open-circuit voltage

∆H0
(T ), ∆G0

(T ) and T∆S0
(T ) represents energy dimensions per mole. In fact, the substance

quantities (reactant and products) involved in the reaction is proportional to the total
electron charge or the current involved in the reaction according to the Faraday law.
Dividing by Faraday constant and the reaction involved electrons number (2e−), the
enthalpy and Gibbs free energy can be written in form of electrical potential as shown in
Eq. 4.18. The obtained expressions in Eq. 4.19 represent, respectively, the open-circuit
electrical potential associated to the standard-pressure Erev(T,P0) and its correction for
any given pressure δErev(P0,P ).

Erev(T,P ) =
−∆G0

(T,P )

2F = −
∆G0

(T,P0)

2F −
δG0

(P,P0)

2F (4.18)

Erev(T,P ) = Erev(T,P0) + δErev(P0,P ) (4.19)

Operating voltage

The reversible power is the net power used directly into the chemical process. In
fact, there exist several losses between the electrolysis-applied electrical power (resp.
extracted in FC) and the net power involved in the chemical reactions as shown in
Fig. 4.4 (resp. Fig. 4.5).

For the same amount of hydrogen rate (related to the consumed current), the losses
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can be illustrated in form of an increase in the electrolysis electrical potential (resp.
decrease in the FC) between the cathode and the anode. Eq. 4.20 (resp. Eq. 4.21)
shows three types of dissipative phenomena during the electrolysis and FC reactions
[156, 157, 158].

UEL cell = Erev(T,P ) + |ηact(i)|+ |ηohm(i)|+ |ηtrans(i)| (4.20)

UFC cell = Erev(T,P ) − |ηact(i)| − |ηohm(i)| − |ηtrans(i)| (4.21)

ηact(i), ηohm(i) and ηtrans(i) represent the dissipated powers in form of heat.

• The activation losses ηact(i) = RT
2αelecF

ln( |i|+In

I0
)

• The ohmic losses ηohm(i) = Rohm |i|
• The ion transportation losses
ηtrans(i) = RT

2βelecF
ln(1− |i|

Ilim
)

Thermal dynamic

In the FC the produced heat is dissipated using fans or liquid cooling, to maintain low
FC temperature. During the electrolysis, this heat contributes, partially or totally, in
the reaction energy balance as shown in Fig. 4.4. In case where the generated heat is as
the same amount needed for the electrolysis i.e |ηact(i)|+ |ηohm(i)|+ |ηtrans(i)| = T∆S0

[V ],
the electrolyser temperature maintains stable and the applied electrical potential is
called the thermo-neutral potential expressed in Eq. 4.22.

EtnEL[V ] = ∆G0
[V ] + T∆S0

[V ] = ∆H0
[V ] '@STC

1.48V (4.22)

When the losses are less than T∆S0
[V ], the electrolysis process is endothermic and

absorbs heat from the ambient medium. This allows a higher efficiency. When the losses
are more than T∆S0

[V ], the electrolysis process starts to be exothermic, emitting heat
and/or increasing the electrolyser temperature. The thermal dynamic of the electrolysis
and the heat exchanges with the ambient medium are expressed in Eq. 4.23.

Ccal
dT

dt
=

n∑
i=1

Q̇i − T∆S − Q̇ex (4.23)

Where:

• Ccal represents the global thermal capacity of the cell.
• Q̇i are the heat fluxes generated by the resistive losses.
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• T∆S is the heat flux used in the chemical process.
• Q̇ex is the heat flux emitted to the outside medium.

Eq. 4.23 expresses the heat stored as an internal energy (power) Ccal dTdt ( i.e the tem-
perature variation). It is equal to the difference between, from one side, the generated
heat flux from the dissipation ∑n

i=1 Q̇i and, from the other side, the re-used part in the
reaction T∆S and the part exchanged with the external medium Q̇ex.

In case of the FC, the dissipated heats ∑n
i=1 Q̇i are always positive (released heat).

However, unlike the electrolysis T∆S is also dissipated i.e positive. Therefore, the
thermal dynamic of the FC reaction and the heat exchanges with the external medium
are expressed in Eq. 4.24.

Ccal
dT

dt
=

n∑
i=1

Q̇i + T∆S − Q̇ex (4.24)

4.2.2.4 H2 Tanks

The hydrogen is an ideal gas. The storage dynamic is subjected to the thermodynamical
law of the ideal gas shown in Eq. 4.25.

PH2 .
Vtank
R.Ttank

= nH2 (4.25)

Where:

• PH2 is the hydrogen variable storing pressure.
• Vtank is the tank volume assumed constant.
• Ttank is the tank temperature assumed constant.
• nH2 is the hydrogen quantity in mole.
• R is the gas constant.

Since we are dealing with the rates (power, mass and molar rates), deriving by the time
Eq. 4.25 can be re-written in terms of molar rate ṅH2 as shown in Eq. 4.26 .

ṅH2 = dPH2

dt
· Vtank
R.Ttank

(4.26)

Where Vtank
R.Ttank

can be defined as the capacity of the tank CH2 .
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4.2.3 Sub-systems BG models

4.2.3.1 Photovoltaic Model

Fig. 4.7 shows the BG model of PV cell (open voltage). A MSf : Iph is used to generate
the photo-current. Iph is obtained in function of the temperature and the irradiation
according to Eq.4.2. The diode d can be represented as modulated non-linear resistance
MRd with U-I characteristics represented by Eq.4.3. Since it depends on the ambient
temperature, MRd receives also the T as moulding signal.

Figure 4.7 – PV Simulation Model on 20Sim

The resistances Rs and Rsh are represented by ordinary R BG elements. MSf : Iph,
Rsh and MRd are sharing same voltage in parallel (common effort), therefore they are
connected to the same 0-junction. Rs is in series, it is connected to a 1-junction. This
single cell model is connected to the DC/DC model through an effort amplifier Sme
with 54 as amplification factor which corresponds to the cell number in the PV model.
The symbols f© and e© represent respectively the flow and the effort detector ports.

4.2.3.2 Wind Turbine model

Fig. 4.8 shows a simplified BG model of a PMG wind turbine. MSf : vw represents
the flow source that impose the incident wind velocity vw obtained from the data
weather file or a real-time sensor output. MGY : Aero represents a virtual gyrator BG
element transforming the wind speed into mechanical torque Tmech. Classically, the
BG gyrator elements MGY transforms the input speed flow fwind into a proportional
effort (i.e torque) Tmech = rGY .fwind. In the WT case MGY : Aero has a variable
rGY = Cp.Pwind/vw, this gives that the output power of the gyrator eWT .fWT =
Tmech.wr = Cp.Pwind.
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In the BG model, I : mr represents the inertia of the rotor and the equivalent of
shaft mass. R : fr represents the viscous friction of the bearings. TF : Ng represents
the gear transformation with Ng ratio between the fast and the slow shaft (in this case
Ng = 1). MGY : K represents the DC generator transformation. R : d represents the
stator resistance. The port p represent a sub-model port, it connects the WT sub-model

pWind_speed

Cp

I mr

MGY
Aero

MGY
K

MSf
vw

TF
Ng

1 1

phiR fr

R d

f

wr

wr

vw
wind turbine model

Figure 4.8 – Bond Graph model of the WT

to the rest of the system BG model.

4.2.3.3 Electrolyser and Fuel Cell Model

Externally, an electrolyser is supplied with a controlled input current in order to
transform water to hydrogen and oxygen see Fig. 4.9.
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Figure 4.9 – BG model of the electrolyser on 20sim

To provide the controlled input current, an AC source (Se : Ac) is used with an
AC/DC converter represented by its average model using (TF : ac/dc). The converter



118 CHAPTER 4. Application: HRES for hydrogen production and storage

supplies the electrolyser with the corresponding voltage range. Using an active variable
load MR : ract, the input current is controlled. The electrolyser external temperature,
denoted by Tout, is considered constant or controlled. Tout is supplied by an effort source
MSe : Tout. The thermal resistance (conductivity) of the electrolyser and the thermal
capacity of the water/cells are respectively represented by the BG elements R : rth
and C : Cal. The inner temperature of the electrolyser (cell+ water temperature)
is measured and represented by the effort detector water_temp. Oxygen (air) and
hydrogen pressures are respectively represented by effort sources (MSe : Pair) and
(MSe : Ph2). These pressures are considered stable and predefined. The hydrogen flow
rate is measured by a flow detector nh. The electrolyser is composed of ns elementary
cells mounted in series, this is represented by the effort amplifier element Sme in the
electrical sub-model. The flow amplifiers Smf are also used to amplify the oxygen
and the hydrogen flow rates and the heat flux according to the cell number. At the
cell level, the imposed cell-current is used to provide the thermal and the electrical
energies required to perform the chemical reaction. The losses between the applied
electrical power and the net power used for the electrolysis, described by Eq.4.20 are
represented by BG elements RS : Ract, RS : Rohm and RS : Rtrans. The open-circuit
electrical potential Erev(T,P ) is decomposed, as proposed by Eq. 4.19, into the open-
circuit electrical potential at the standard-pressure Erev(T,P0) and its correction for any
given pressure δErev(P0,P ). These two electrical potentials are respectively represented
by the BG elements RS : E0 and R : Ra.

R : Ra is a 4-port element coupling the chemical model with the electrical and the
thermal models. It receives the electrical flow cell_current as an input and provides
as an output the molar flow rate nh2 and no2 of the generated hydrogen and oxygen
respectively.

The thermal dynamic of the electrolyser [157] is represented by Eq.4.23.
Assuming the temperature of the reaction is homogeneous, a 0-junction is used to

balance the generated heat flows (from the electrical losses RS : Ract, RS : Rohm and
RS : Rtrans) with the consumed heat used in the chemical reaction T∆S0

[V ] and the
heat exchanged with the ambient medium.

Through its thermal port, RS : E0 absorbs (input power bond) the heat needed for
the chemical process T∆S0, obtained by Eq. 4.14. In return, the temperature needed to
calculate ∆G0

[V ] is communicated through the thermal port as an effort. The consumed
electrical power at R : Ra is injected as flow into the thermal model via its thermal
bond. In order to calculate δErev(P0,P ), R : Ra needs the water temperature and both
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hydrogen and oxygen partial pressures. They are communicated as efforts respectively
through the thermal, cathode and anode bonds. Ccal represent the thermal capacity of
the PEM EL with the water, associated to the left part of Eq. 4.23.

Cmb represent the electrical capacitor of the PEM. X1 represents the controlled
junction, it receives n external Xel on/off signal.
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Figure 4.10 – FC energy balance

Fig. 4.10 represents the FC model. In addition to the parameters differences, unlike
the electrolyser the RS : E0 in the FC injects the generated thermochemical heat into
the thermal sub-model along with all the losses as explained in Eq. 4.24. Also, the
hydrogen and the oxygen pressure sources are inverted, indicating the consumption of
reactant flow rates.

4.2.3.4 H2 storage tank

pressure

h2
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pa_br

R
rv

0

Hydrogen tank

Figure 4.11 – The hydrogen tank linear model
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The hydrogen is stored in a tank under max pressure of 10 bars. The tank BG
model is showed in Fig. 4.11. The capacity C : h2 is used to represent the storage
capacity. It is associated to the dynamic described by the ideal gas law in Eq. 4.26 where
Ch2 = Vtank/(R.Ttank). The input bond h2 supplies the storage model with the H2

molecular flow rate fh = ṅh2 , and returns the effort eh = ph2, the storage pressure, to
the FC/EL sub-models. As noticed C : Ch2 is in integral causality, i.e the storage state
ph2 is obtained according to the integration expressed by Eq. 4.27 which is equivalent
to the derivative form of the equation showed by Eq. 4.26.

ph2 = 1
Ch2

∫ t2

t1
ṅh2 dt (4.27)

.
R : rv represents the installation leak-tightness resistance usually very high. The

tank pressure is measured, k is the gain to obtain the pressures in bars.

4.2.4 Global EDHBG

All the sub-models are connected to the DC common bus represented by the centred 0-
junction illustrated in Fig. 4.12. Following the causality strokes, the effort of the DC bus
0-junction i.e voltage is imposed by the batteries-DC/DC. The same voltage propagates
to all the sub-models. For the batteries, an effort source Se : Ubat is considered, where
Ubat is a constant voltage. By integrating the output current signal of the batteries, the
SoC is estimated according the Eq. 4.28.

SoC = SoC0 −
100
Cbat

∫ t

t0
i dt (4.28)

where:

• SoC0 is the initial state of charge
• Cbat is the battery capacity (for example (55Ah))

The EL is connected directly to the storage since its operating pressure range is
between 1-10 bars. The FC, in its turn, is connected to the tank through pressure
regulator represented by MR : MR. The regulator supplies the hydrogen at FC
operating rate (0.3 bars).

The PV model is provided with a Mppt control and a Smf to simulate the two
PV panels. The automaton used for the OMM is fed with the filtered signals of the
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measured wind velocity, the total generated power and the storages states (hydrogen
pressure and battery SoC).

The switching vector β hands out to each controlled junction the associated corre-
sponding control signal. The FC and the EL controlled junctions X1 are in their BG
sub-model as showed in Fig. 4.9. The WT is provided with the short-circuit controlled
junction X0. A fixed load is connected to the DC bus (0 junction), an ordinary BG re-
sistance R is used. The weather data (temperature, solar irradiation and wind velocity)
are communicated correspondingly to the PV and WT models.

A parameters block is used. It allows defining all the model parameters sorted by
components.
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Figure 4.12 – Bond Graph model of the HRES

4.3 Model validation

Each one of the different models of the components (PV, FC and EL) has different
set of variables and parameters. For each model, these parameters-variables can be
related into two part of the model: static and dynamic. Statical parameters are used in
the static model of the components. By adding the dynamical parameters-variables,
the dynamical model is found. In this section in order to validate the models, both
behaviours statical and dynamical are checked. Some statical parameters were given
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for some models by the manufactures (case of the FC and PV). The dynamical models
were constructed and identified experimentally. Fig. 4.13 shows the schema of the
validation protocol for the dynamical behaviour of the PV. Classically, the model
validation consists on comparing the outputs of the model and the real system while
both are supplied with the same inputs and under the same operating conditions. A
kind of special case for the model of the renewable energy sources (such as PV and
WT) is the weather conditions. As the real system harvests power derived from the
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weather, this latter is considered here as power inputs see Fig. 4.13. Nonetheless, the
model needs the weather conditions as an input signal to run the simulation. Hence,
weather sensors are needed for the simulation model, as shown in Fig. 4.13, regardless
if these signals are used or not in the control of the real system.

4.3.1 Wind Turbine

The used WT is PMG small power Primus Air 40 24 V. Specification are showed in
Tab. 4.2.

To obtain Cp estimation for all the operating range of the WT : vw ∈ [0−25]m/s, an
aero-dynamical wind tunnel analysis is needed [159]. Fig. 4.14 shows the Cp variation
with respect to the wind speed vw of the used WT Air40.

Fig. 4.15 shows the output power of the WT Air40 compared to model output with
respect to the incident wind speed. The data of the real system are obtained from the
manufacturer [159]. The figure illustrates the output of the simulation model matching
the output of the real system. The curves show three phases according to the wind
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Primus Air 40 24 V
Rotor Diameter 1.17m
Wind Speed 3.1− 22m/s
Alternator PM brushless

Startup Wind Speed 3.1m/s
Voltage 24 VDC

Table 4.2 – WT specifications

Figure 4.14 – Cp in function of the wind speed

speed ws, first an increasing power with the increase of ws ∈ [3− 11]m/s. Then, the
optimal wind speed is reached at ws = 11.3m/s where the max power hits 255W . For
ws ∈ [15− 22]m/s, the WT power is maintained stable w 200W . At high wind speed
ws > 22m/s, the WT enters the breaking mode. It is disconnected from DC bus and
uses it generator as an electromagnetic breaking to slow down its rotation speed.

Figure 4.15 – The WT output power according to the incident wind speed
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4.3.2 Photovoltaic PV Model

The solar modules are polycrystalline NeMo 54P220 7 from Heckert Solar, they are
made out of 54 serial cells each. Tab. 4.3 shows the PV manufacture specifications.

Fig. 4.16 shows the obtained i(u) polarization curve of the simulated model.

NeMo 54P220 7
STC 1000 W/m2,25C◦,1.5AM UOC 33.77V
PMP P 220Wp(±2.5Wp) ISC 8.62A
UMP P 27.54 V δISC 0.05%/◦K [4.335 10−3 A/◦K]
IMP P 8.08 A δUOC -0.32%/◦K [0.108 V/◦K]

Table 4.3 – PV specifications

Figure 4.16 – Model polarization curve

The characteristic such as the Maximum Power Point (Mpp), the Open Circuit
Voltage (Uoc) and the Short Circuit Current (ISC) match the system specifications
showed in Tab.4.3. Fig. 4.17 shows the polarization curve under different operating
temperatures. As seen, the Open-Circuit Voltage Uoc shifts down by approximately
1.1V for every 10◦K of temperature increase, this approximately corresponds to the
δUoc = −0.32%/◦K showed in Tab.4.3. The short-circuit current ISC shows a less
sensibility to the temperature δISC = 0.05%/◦K << −δUoc = 0.32%/◦K.

Fig. 4.18 in its turn shows the increase in the power (Mpp included) with lower
temperatures. The Maximum power is 221 W at STC = [25◦C, 1000W/m2]. For an
increase of 10◦K, the Mpp decreases about 10 W . This result is in accordance with the
given specifications in Tab.4.3.

Since the generated power depends on the incident irradiation, Fig. 4.19 shows the
polarization curve at different irradiation rates. The results illustrate that the increasing
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Figure 4.17 – Model polarization curve at different temperatures

Figure 4.18 – Power P(u) at different temperatures

irradiation increases mainly the current output. Fig. 4.20 shows the increase of the
generated power P (u) with the increasing of irradiation.

The previous results validate the statical model of the PV. To validate the transient
behaviour of the model, the measured output of two PV connected in parallel is
compared to the model output in Fig. 4.21. The results show that the estimated power
of the model matches the real measured power. The figure shows also the incident
irradiation on the PV plan in W/m2.
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Figure 4.19 – Model polarization curve at different irradiations

Figure 4.20 – Power P(u) at different irradiations

Figure 4.21 – PV output compared to model output
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4.3.3 Electrolyser and Fuel cell

Tab. 4.4 shows the EL and the FC specifications.

Electrolyser FC
Hydrogen flow rate
STP (20 C, 1bar)

Model NMH2 Plus 500
0-500 cc/min at STP FC Model Nexa 1.2kW

Max outlet pressure 11 bar H2 pressure 0.3- 0.5 bar
Power consumption 350 W Power 1200 W
Input voltage 110-230 V/ 50- 60Hz Max Output voltage 40-20 V/ DC

Table 4.4 – Electrolyser and Fuel Cell specifications

Fig. 4.22 shows the obtained polarization curve of the simulated model in comparison
to the electrolyser two cell measured output.

Fig. 4.23 shows the relatively small error in Volt between the model and the real
output in function of the current. The simulated model is less accurate at the low
current range. This is due to the modelling assumptions in the activation losses.

Figure 4.22 – EL polarization curve Simulation EL Model Vs real System

Figure 4.23 – Model Simulation error
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Using the model, Fig. 4.24 shows, with respect to the current, the different phenomenon
contributions in the electrolysis energetic balance. The losses due to the activation
process represent the major contributor in increasing the potential i.e lowering the
efficiency. As Fig. 4.24 shows, while the ohmic losses are more or less proportional to the
current, the activation losses increases significantly in the low current range to stabilize
at the medium-high current range. The transportation losses are more significant at
the higher current range.
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Figure 4.24 – Electrical losses in the electrolyser

Fig. 4.25 shows the effect of temperature on a single cell, the figure shows the
polirazition curve at 34◦C, 50◦C and 80◦C. For a constant current the electrolysis
potential decreases with the increasing temperature. In other terms, for the same
hydrogen production rate associated to same current i, a higher temperature leads
to lower operating voltage. Consequently, less power is needed and higher efficiency
is provided. The consumed power per cell at 34◦C with respect to the current is
represented by Fig. 4.26.

The cell efficiency of the electrolyser is represented in Fig. 4.27. Since higher current
evokes more dissipative phenomena. The efficiency decreases at higher current range.
Noticing that at the low current range the efficiency can be as high as 120%. The 100%
is attended when the current corresponds to the thermoneutral voltage 1.48 V. In this
condition of very low current, the hydrogen flow rate is very low (stoichiometric ratio
or Faraday law). Despite the cells relatively high efficiency 70%, the global efficiency is
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Figure 4.25 – Model Simulation under different temperatures

Figure 4.26 – The consumed power per cell

Figure 4.27 – The electrolysis cell efficacies

reduced significantly by the auxiliary part down to 40%. Fig. 4.28 shows the dynamical
validation where the total power consumption of electrolyser (2 cells and axillary loads)
is compared to the model. The figure also shows the net power used in the electrolyser
core (just the model, and the net power stored as hydrogen). At high current, about
more than the half of the consumed power is dissipated in the process.
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Figure 4.28 – Consumed power EL BG Model Vs real System

Figure 4.29 – FC measured and simulated U-I curve

Figure 4.30 – FC measured and simulated cells temperature

Similarly for the FC, model and the measured polarization curve are represented in
Fig. 4.29. Fig. 4.30 shows the measured and the model temperature compared. The
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temperature inaccuracy is due to the fact the FC uses a controlled fan for a air forced
cooling. The model, however, uses linearised average heat transfer sub-model (i.e rcal is
constant in the FC BG model).

4.4 Graphical EDHBG Diagnoser

4.4.1 Introduction

In this section, we apply the proposed diagnosis approach on the same small size
experimental HRES. The diagnoser is obtained from the EDHBG model as described
in chapter III. Here, the developed procedure is applied on each part of the EDHBG.
When assembled together along with the automaton, the EDHBG Diagnoser is build.

4.4.2 Graphical diagnosis models

4.4.2.1 Graphical PV diagnoser

[Fig. 4.31] shows the dualized BGD of the PV panel. Both sensors (voltage and current)
of the PV panel are replaced respectively by source of effort MSe and flow MSf . On
the dualizing bonds, the flow sensors f© and the effort sensors e© provides the evaluation
of the nominal residual.

Figure 4.31 – Solar panel BGD

4.4.2.2 Graphical EL & FC diagnoser

In Chapter III, [Fig. 3.14] shows the nominal BGD of the diagnoser. [Fig.3.18] and
[Fig.3.17] show the LFT-HBGD of the electrolyser. This allows obtaining the robust
residuals with their dynamical thresholds. The FC diagnoser is obtained similarly.
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4.4.2.3 Graphical H2 tank diagnoser

[Fig. 4.32] shows the BGD of the hydrogen tank. The effort detector in the simulation
model showed in Fig. 4.11 that represent the pressure sensor in the real system is
replaced with an effort source MSe fed with the measured hydrogen pressure inside
of the real process tank. Notice that the C : ch2 flips to derivative causality. A flow
detector f© implemented on the bond of the added effort source allows to collect the
residual evaluation.

Figure 4.32 – Hydrogen tank BGD

4.4.2.4 WT diagnoser

Actually, the WT has only one current sensor at the output. The rotation speed is
estimated and not measured therefore the rotation speed sensor in the model can not
be dualized (missing the measured signal).

In [Fig. 4.33], the global HBGD of the system is depicted.

4.5 Operating Mode Management

The automaton depicted in [Fig. 4.34] achieves the OMM, three OM are distinguished.

• OM1: Low power This mode is accessed when the power generated by the
renewable sources does not cover the demand. In this case, the batteries are
drained at first and then eventually the FC is triggered to use the stored hydrogen
as a power back-up and prevent the power shortage.
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Figure 4.33 – EDHBG Diagnoser of the HRES

• OM2: High power This mode is activated when the power generated by the
renewable sources overcomes the required load. The power surplus is then stored
as hydrogen using the EL or/and as electricity using the batteries.
• OM3: Safe power This mode is activated when the system fails to provide
the required power or when one or more faults occur which make some critical
components to be unavailable.

In the present application, the load is considered to be the system self-operating load
which is constant (around 100W). To maximise the harvested power, the sources, when
active, are always operating following the Mppt algorithm. The condition to access
OM1 is that the generated power by the sources, denoted Pr, is less than 100 W.
The system maintains in this mode until the Pr reaches 200W. To access OM2, the
power Pr must be more than 200W. The system maintains in OM2 until the generated
power drops to 100W. The safe mode OM3 is triggered from OM1 when this latter
is no more available due to component failure Av(OM1) or due to power shortage
(Pr < 100W ) ∧ (SoC < 30%) ∧ (PH2 < 1bars). From OM2, OM3 is activated when the
mode is not available due to a fault Av(OM2) or due to the saturation of all the storage
units (Pr > 200W ) ∧ (SoC > 95%) ∧ (PH2 > 10bars).

Remark 4.5.1. For a better explanation, let the Operating Condition (OC) be the
domain condition associated to each mode or version, the system stays in the associated
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configuration as long as this condition is maintained true. It worth to note that the OC
represents the opposite of leaving conditions from the concerned domain.

The missions associated to each mode and the different versions that allow achieving
each mission are listed below according to the priority order, where for each version a
list of the needed hardware resources and the OC are showed.
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Figure 4.34 – The automaton OMM

awt1 = (vw < 20m/s) ∧ (Av(V 1
M11)) asOM1 = Av(OM1) ∨ (Pr < 100W ) ∧ (SoC < 30%) ∧ (PH2 < 1bars)

dwt1 = (vw > 22m/s) ∨ (Av(V 1
M11)) asOM2 = Av(OM2) ∨ (Pr > 200W ) ∧ (SoC > 95%) ∧ (PH2 > 10bars)

afc = (Soc < 30%) ∧ (Av(V 2
M21))

dfc = (Soc > 80%) ∨ (Av(V 2
M21))

awt2 = (vw < 20m/s) ∧ (Pr < 200W ) ∧ (Av(V 1
M11))

dwt2 = (vw > 22m/s) ∨ (Pr > 450W ) ∨ (Av(V 1
M11))

dEL = (ph2 > 10bars) ∨ (Pr < 200W ) ∨ (Av(V 2
M22))

aEL = (ph2 < 9bars) ∧ (Pr > 300W ) ∧ (Av(V 2
M22))
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• OM1: Low power This OM is associated with 3 missions to be fulfilled:

– mission M11: Harvest power
There exist three versions to achieve this mission, listed in operational
priority:

∗ V 1
M11 = {WT,PV }

OC: (vw < 22m/s) ∧ Av(WT ) where:
vw is the wind speed
Av(WT ) is the operational availability of the WT.
This means that, by default, both sources are used unless in case of high
wind speed or fault detection related to the WT.
∗ V 2

M11 = {PV }
OC: (vw > 20m/s) ∨ (Av(WT ))
The PV is considered as the primary source which is not to be discon-
nected. The system recovers from this single source mode if the wind
speed is within the WT operating range and this latter is not marked
faulty.

– mission M21: Use stored power
There exist three versions to achieve this mission, listed in operational
priority:

∗ V 1
M21 = {Batteries}

OC: (SoC > 30%) ∧ Av(Batteries) where:
SoC is the batteries state of charge
Av(Batteries) is the operational availability of the batteries.
This version uses only the batteries as backup storage, it is chosen by
default. The system stays using it as long as the batteries are not drained
to less than 30% and the batteries are not detected faulty.
∗ V 2

M21 = {Batteries, FC}
OC: (SoC < 80%) ∧ PH2 > 1bars ∧ Av(FC) ∧ Av(Batteries) where:
PH2 is the stored hydrogen pressure
Av(FC) is the FC operational availability.
This version uses both the FC and the batteries to supply power, it
maintains operational the time needed to recharge the batteries up to
80% and as long as there is enough hydrogen and both the FC and the
batteries are healthy.
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– mission M31: Secure H2

There is only one version to achieve this mission:

∗ V 1
M31 = {H2Tank}

OC: Av(TH2) where:
Av(TH2) is the operational availability of the hydrogen tank.
This version is achievable as long as the tank is healthy.

• OM2: High power This OM is associated with 3 missions to be fulfilled:

– mission M12: Harvest power
There exist three versions to achieve this mission, listed in operational
priority:

∗ V 1
M12 = {WT,PV }

OC: (vw < 22m/s) ∧ (Pr < 450W ) ∧ Av(WT ) where:
Pr = 450W is the power limit of the different component.
As before, this version uses both sources, it is activated by default and
maintains operational as long as the wind are not very high (vw < 22m/s),
the WT is healthy and the generated power is less the maximum power
limits of the system components (450W).
∗ V 2

M12 = {PV }
OC: (vw > 20m/s) ∨ (Pr > 200W ) ∨ (Av(WT ))
This version uses only the PV as a source, it is set active as long as
the wind speed or the generated power are relatively high (vw > 20m/s,
Pr > 200W ) or as long as the WT is faulty.

– mission M22: Store the surplus power
There exist three versions to achieve this mission, listed in operational
priority:

∗ V 1
M22 = {Batteries, EL}

OC: (PH2 < 10bars) ∧ Av(Batteries) ∧ Av(EL) where:
Av(EL) is the operational availability of the EL.
By default, this version uses both the batteries and the EL to store
power, it is maintained active as long as the hydrogen pressure in the
tank is less than the max capacity 10 bars and as long as both the
batteries and the EL are healthy.
∗ V 2

M22 = {Batteries}
OC: (SoC < 80%) ∧ Av(Batteries)
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This version uses only the batteries as storage solution. It is maintained
active as long as the batteries are not full and there not faulty.

– mission M31: Secure H2

There is only one version to achieve this mission:

∗ V 1
M31 = {H2Tank}

OC: Av(TH2) where:
Av(TH2) is the operational availability of the hydrogen tank.
This version is achievable as long as the tank is healthy.

• OM3: Safe mode It constitutes one mission of securing the system which is
achievable through two versions

– mission M13: Secure the system

∗ V 1
M31 = {Φ}

All the components are stopped.
∗ V 2

M31 = {FC}
OC: Av(FC) where, in case of hydrogen leak, the FC is started in order
to consume and evacuate the hydrogen in the tank.

As shown in [Fig. 4.34], in each of the Lower power OM1 and High power OM2 there
is three sub-automata evolving in parallel. Each sub-automata is set to achieve one
mission related to the concerned OM. The automaton generates the vector βi which
control the switching state of the different components. The general form of the vector
is βi = [XPV , XWT , XEL, XFC ]. In OM1 and OM2 when the two missions M1i,M2i, are
executed in parallel, they define, each, a part of βi as shown in [Fig. 4.34].

Suppose for example, the mission M11 of OM1 is been fulfilled according to the
version V 1

M11 and simultaneously the required mission M21 is been fulfilled according to
the version V 1

M21 . The generated vector is, then:

 1,1, 0,1i

defined  by  M12 
12

2

MV

defined  by  M11 
11

1

MV
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4.6 Results

The availability of the hardware resources, used in each version, for each mission and
then for each mode are evaluated as showed in chapter 3. In this part, we represent
multiple scenarios, the first consists of normal operation the others consider faulty
situations (hydrogen leak and faulty EL conditions).

4.6.1 Scenario 1: Normal faultless behaviour

[Fig. 4.35], [Fig. 4.36], [Fig. 4.37] and [Fig. 4.38] illustrate the normal faultless behaviour
of the system. The simulation uses 24 hours weather data of a sunny, average winds
day1. The batteries are initially charged at 32% and the hydrogen pressure is about
93% of the maximum capacity of the tank.

Figure 4.35 – Wind speed and WT rotation speed.

[Fig. 4.35] shows the wind speed and the WT rotation speed. [Fig. 4.36] shows
the WT output power which increases in high wind conditions. Following the versions
associated to the mission M11 (resp. M12 ) of the OMM, the WT, as expected, brakes
when the wind speed exceed the operation limit 22m/s i.e between t=[9:05; 9:30]h.
[Fig. 4.36] adds to the WT generated power, the power generated by the PV which
follows a sunshine cycle in a cloudless day. The sum of these two generated powers is
also showed in the figure.
Between t=[00:00h] and t=[11:45h], the sum of both wind and the solar powers
Pr were more than enough to satisfy the load Pr > 200W . The system starts then in
OM2: High power. The surplus is stored as hydrogen and electricity using both the EL

1data of: 1, April, 2015
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Figure 4.36 – The generated powers

and the batteries according to the default version of the power storage mission M22 :
V 1
M22. The EL is normally allowed to maintain active as long as the hydrogen pressure

in the tank is less than the maximum limit 10bars (see [Fig. 4.37] and [Fig. 4.38]).

Figure 4.37 – The Hydrogen in and out power

Between t=[11:45]h and t=[01:02h], the generated power of the sources drops
but still more than the load demand 100W < Pr < 200W . The system still operating
in OM2, the activation condition dEL is then satisfied, as a result the EL is deactivated
and only the batteries are used to store power according to V 2

M22.
Following the OMM, when the generated power is not enough to cover the load, the

system switches to the Low power OM1 where the batteries are used at first to cover the
load power, then when the SoC of the batteries becomes very low, the FC is activated
to back up the system. After t=[01:02h], the generated power of the sources drops
to less than load required power Pr < 100W . As a consequence, the system switches
to Low power: OM1. Because of the low SoC of the batteries SoC < 30%, the system
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Figure 4.38 – The storage states

switch directly from the default version V 1
M21 (only batteries) to V 2

M21 where the FC is
activated to back up the sources and the batteries. [Fig. 4.37] and [Fig. 4.38] shows
respectively the FC power (260W) and the hydrogen pressure drops due to the FC
consumption. The SoC of the batteries rises as the most of the FC power is used to
recharge the batteries.

Fig. 4.39 gives the sequence of the activated OM, the missions, the consulted versions,
the triggering events and the switching vector βi for each case.
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Figure 4.39 – The simulation normal sequence of events and OM trajectory

4.6.2 Scenario 2: Leak in the Hydrogen tank

In addition to the same simulation conditions of scenario 1 in this scenario, we consider
a leak in the hydrogen tank between t=[10:30; 12:30]h. The system, as before, starts
in OM2, missions M12,M22 are fulfilled according the versions V 1

M12 , V
1
M22 respectively.
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[Fig. 4.40] shows the hydrogen tank residual output of the graphical diagnoser. In the
absence of the leak between t=[00:00; 10:30]h, the residual obtained by the diagnoser
is contained within the thresholds. The system follows the same expected behaviour
as in the normal faultless scenario 1. [Fig. 4.41], [Fig. 4.42], [Fig. 4.43] and [Fig. 4.44]
illustrate the normal behaviour before the leak. When the leak occurs at t=[10:30;
12:30]h, the residual overpasses the thresholds indicating the leak detection.

Figure 4.40 – Hydrogen tank residual, a leak scenario between [10:30 12:30]h

When the detection occurs at t=[10:30]h the hydrogen tank is marked as unavailable,
consequently the unique version of the mission: secure the hydrogen (M31 for OM1) and
(M32 for OM2) become unavailable. Consequently, OM1 and OM2 become unaccessible.
According to the OMM, the system must switch to the safe mode OM3, more preciously
to version V 2

M13 .

Figure 4.41 – The Wind speed and the WT rotation speed

As shown in the faultless scenario 1, in normal case the wind turbine would maintain
operational until it stops at t=[16:00]h due to insufficient wind speed vw < 3m/s.
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Figure 4.42 – PV, WT and total powers

Figure 4.43 – The Hydrogen storage units powers

Although, [Fig. 4.41] and [Fig. 4.42] shows, at t'[10:30]h when the H2 leak occurs
and detected both sources are stopped, and their output powers are zero. [Fig. 4.43]
illustrates the generated and consumed powers of both the FC and EL. It shows that
the EL is also shut-down after the detection, while the FC is activated, at the same
time, in order to reduce the hydrogen pressure according to the OMM. [Fig. 4.44],
illustrating the hydrogen storage and the battery SoC, shows the hydrogen pressure
drops after the FC is activated.

[Fig. 4.45] shows the sequence of the active OM, the occurring events and transitions
superposed on the previous faultless ones. Because the Safe OM is a blocking mode,
after the detection the systems maintains in this mode until a user intervention to reset
the OMM is performed.



144 CHAPTER 4. Application: HRES for hydrogen production and storage

Figure 4.44 – The storage state: SoC batteries and hydrogen pressure
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Figure 4.45 – The simulation sequence of events and transitions
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4.6.3 Scenario 3: Electrolyser under undesirable conditions

In this scenario, we consider an unexpected increase in the ohmic resistance of PEM
membrane. This can be due to an insufficient water supply to the EL i.e water starvation
[160]. [Fig. 4.46a] shows the electrolyser residuals with their dynamical thresholds in
healthy case. The residuals are maintained between the thresholds. Independently from

(a) Normal case (b) Membrane drying between [175-250]s

Figure 4.46 – The electrolyser HBGD residuals

the OMM for the moment, in case of membrane draying i.e no sufficient water between
t=[175;250]s, [Fig. 4.46b] shows the residual detection. Both of the thermal and the
voltage residuals are affected and overpass their thresholds. This comes in convenience
with the FSM. The first residual marks an increase in the operating voltage due to the
resistance increase. The second residual indicates the increase in the consumed power
(the sign of the residual reflects the variations according to the half arrows direction in
the diagnoser).

Remark 4.6.1. In case of the detection within the OMM, the detection will take place
just for slight moment before the system switches off the EL.

In the next simulation, we consider the fault in the EL occurs at t=[8:20]h in the
OMM context showed by [Fig. 4.34]. The system, as before, starts in OM2, missions
M12,M22 are fulfilled according to the versions V 1

M12 , V
1
M22 respectively. In the absence of

the EL fault between t=[00:00; 8:20]h, the system follows the same expected behaviour
as in normal faultless scenario 1. [Fig. 4.47], [Fig. 4.48], [Fig. 4.49] and [Fig. 4.50]
illustrate a normal behaviour before the fault detection.
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Figure 4.47 – The Wind speed and the WT rotation speed

Figure 4.48 – PV, WT and total powers

Figure 4.49 – The Hydrogen storage units powers

Since the mission M12 (harvest power) does not dependent on the EL health state,
after the detection at t=[8:20]h, [Fig. 4.47] and [Fig. 4.48] show that the source
behaviours are not affected by the fault.
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Figure 4.50 – The storage state: SoC batteries and hydrogen pressure
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Figure 4.51 – The simulation sequence of events and transitions

In faultless conditions, between t=[8:20; 11:45]h, the system would be still operating
in OM2 according to V 1

M22 where the EL and the batteries are used to store power.
Instead, in this scenario, after the detection V 1

M22 becomes unavailable, the system
switches to V 2

M22 where the batteries are used as single storage unit. [Fig. 4.49] shows
that the EL is set off at t=[8:20]h, [Fig. 4.50] shows the hydrogen pressure stabilized
after the detection and the battery SoC increases. At t=[01:02]h, the system enters the
Low power OM1 after the generated power becomes low Pr < 100W . Between t=[01:02;
16:30]h M11 and M21 are achieved according to versions V 1

M11 and V 1
M21 respectively.

Thus, the batteries are still the only storage unit in use.
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At t=[16:30]h, the batteries SoC drops to less than 30%, this triggers the FC to
back up the system according to V 2

M21 . [Fig. 4.49] shows the FC initiates at t=[16:30]h
where the hydrogen pressure starts decreasing see [Fig. 4.50].

[Fig. 4.51] shows the new sequence of the active OM, the occurring events and
transitions superposed on the expected faultless ones.

4.7 Conclusion

As the results shows the proposed approach offering a valuable asset in modelling and
diagnosing the HRES. It yields a graphical diagnoser simply issued from the simulation
model. The global graphical model along with the implicit consideration of all the
switching dynamics and the parameters uncertainties, achieves the FDI independently
from the OM. The integrated automaton handles the OMM while synchronizing both
of the diagnoser and the process. In the light of the diagnosis results, the EDHBG
allows achieving the OMM. In addition to the power management, the OMM is based
on both the operational and the functional availabilities of the components allowing to
exploit many mode management strategies such as the system reconfiguration, safety
measures, optimal operating conditions and fault tolerant operating strategies. This
offers a more secure and reliable HRES.
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General Conclusion

5.1 Summary and outcome of the thesis

In the context of the engagement against the climate change and the pollution, HRES for
the green hydrogen production constitute a strategic asset to win the trade between the
energy dependency and the environmental restrictions. The stored hydrogen represents
a very precious energy carrier. It can play a double role as large-scale long-term power
storage and/ or as green emission-less fuel replacing the fossil fuel. Due to the countless
different components and the different configurations that can be used in the HRES,
many designs and system architectures are possible. These are chosen and designed
according to the user objectives, the user budget, the geographical location of the
system, etc. In this context modelling the HRES is very crucial task that allows to
decide the optimal configuration, the type and the size of the different components, and
more specially to test the long-term reliability of such system. Other tasks are based
on the model such as the continuous control, the prediction, the model-based diagnosis,
etc.

By consulting the state of art of the published works related to the HRES, it was
obvious the need for a clear dynamical modelling approach that allows the multidisci-
plinary modelling, and covers the dynamical switching behaviour along with the need to
test various OMM. From theoretical point of view, the method must be flexible with the
model-based tasks without the need to consult or change the modelling representation.
At the end of the first chapter, the HBG was found as the best potential candidate to
replace the equation-based modelling methodologies. Beside the great suitability to
represent the multidisciplinary and the global dynamic of the HRES, HBG was found

149
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unable to express the behaviour of the discrete state associated to the selected OM. This
problematic is solved in the second chapter where a simple state-machine (automaton)
is defined and integrated to the HBG. It allows a simple easy definition of the OMM
independent from the description of the dynamical model. Moreover, some specific
characteristics of some HRES components were not included in the BG methodology
such as the non-linear dissipative coupled phenomena, the cellular structures of the
PV, FC, EL, battery. In the second chapter, the classical BG theory is also adapted to
respond to these modelling criteria.

By the end of chapter II, the proposed BG model represents a perfect solution for
the modelling and simulating multidisciplinary switching dynamical systems, specially
the HRES. Yet, on the other hand, the developed approach still suffers from the
inability to achieve the model-based tasks. As these are normally achievable through
the equation-based models, those later are still advantageous. For instance, to achieve
a robust model-based diagnosis using the BG the user classically was supposed to
recover the analytical equation of the model. This inconsistency between the modelling
approach and the model-based diagnosis is solved in the chapter III. The state of art
shows an absence of the diagnosis for the HRES as whole system, this applies also
on the reconfiguration and the protection measures ignored in the OMM. Chapter
III develops the techniques allowing, based on the proposed approach, to implement
an on-line diagnoser. It explains also how to integrate the diagnosis outputs in the
OMM to perform protection-based or fault-tolerant reconfiguration strategies. The
proposed methods are applied in chapter IV on a small-size experimental set-up. The
results are shown for two scenario-cases: The first considers normal OMM without
fault using the proposed modelling technique. The second considers OMM that
includes the reconfiguration based on the online diagnosis where two faulty scenarios
are animated. Chapter IV includes also the details of the EDHBG modelling of the
PV/WT/battery/EL/FC HRES. It shows also the derivation and the synthesis of the
global diagnoser model.

The obtained results demonstrate the strength of the proposed approach not just
as a unified modelling approach that covers all the concerned physical domains and
the OM but also as unified multi-task approach that allows the OMM and the online
robust diagnosis implementations.
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5.2 Perspective

• HRES-specific perspectives

– Model-prediction-based OMM: Nowadays, predicted weather data are
widely available. They can be used along with the model to forecast and
optimise the component status used to define more reliable OMM.

– Model-based graphical prognosis: In addition, since most of the HRES
suffers from degradations, it is possible to extend the graphical proposed
approach used for the diagnosis to perform a health prognosis. Until now,
these kinds of studies are done analytically by using the obtained results of
the equation-based diagnosis through estimating the component parametric
variation.

• General perspectives

– Graphical global system representation: These results can enable a
new interpretation of the graphical modelling as a powerful alternative user-
friendly paradigm to model the concerned systems. Similar to the analytical
approaches, it guarantees performing many other tasks more simply and
effectively.

– Toward an automatic modelling and diagnosis: Recent interesting
industrial works are in progress suggesting the automatic derivation of the
BG model from the CAD drawing. Part of the thesis constitute the bridge
permitting the following extraction of the model-based diagnoser. This allows
a full automation of the two tasks.
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Event-Driven Hybrid Bond Graph
Application: Hybrid Renewable Energy System for Hydrogen Production and
Storage

Abstract
From a general perspective, this research work constitutes a general contribution towards a
simpler modelling and diagnosis of the multidisciplinary hybrid systems. Hybrid renewable
energy systems where hydrogen, as an energy vector, is used to store the surplus of the
renewable power fits perfectly under this description. Such system gathers different energetic
components which are needed to be connected or disconnected according to different operating
conditions. These different switching configurations generate different operating modes
and depend on the intermittency of the primary sources, the production needs, the storage
capacities and the operational availability of the different material resources that constitute the
system. The switching behaviour engenders a variable dynamic which is hard to be expressed
mathematically without investigating all the operating modes. This modelling difficulty is
transmitted to affect all the model-based tasks such as the diagnosis and the operating mode
management. To solve this problematic, a new modelling tool, called event-driven hybrid
bond graph, is developed. Entirely graphic, the proposed formalism allows a multidisciplinary
global modelling for all the operating modes of the hybrid system at once. By separating
the continuous dynamic driven by the bond graph, from the discrete states modelled by an
integrated automaton, the proposed approach simplifies the management of the operating
modes. The model issued using this methodology is also well-adapted to perform a robust
diagnosis which is achievable without referring back to the analytical description of the model.
The operating mode management, when associated with the on-line diagnosis, allows the
implementation of reconfiguration strategies and protection protocols when faults are detected.
This thesis is written in 5 chapters. After a general introduction that presents the context and
the problematic, the first chapter presents the state of art of the modelling and the diagnosis
of the multi-sources systems. The proposed event-driven hybrid bond graph is detailed in
chapter 2. The third chapter introduces the diagnosis and the operating mode management.
Chapter 4 presents the application and chapter 5 is preserved for the general conclusion.

CRIStAL
Centre de Recherche en Informatique, Signal et Automatique de Lille – CNRS UMR
9189 – Avenue Paul Langevin – 59650 Villeneuve d’Ascq



Bond Graph hybride piloté par événements
Application : Système d’énergie renouvelable hybride pour la production et le
stockage de l’hydrogène

Résumé
Ce travail de thèse constitue, d’un point de vue général, une contribution à la modélisation
et au diagnostic des systèmes multi-domaines hybrides. Il est appliqué à la supervision des
systèmes multi-sources de production d’énergie propre où l’hydrogène est utilisé comme moyen
de stockage. Un tel système associe des composantes énergétiques de nature différente et
fait l’objet de commutations produites par la connexion et déconnection d’un ou plusieurs
composants. Ces commutations génèrent différents modes de fonctionnement et sont liées à
l’intermittence des sources primaires, aux besoins de production, aux capacités de stockage
et à la disponibilité opérationnelle des ressources matérielles qui constituent le système. La
présence de ces commutations engendre une dynamique variable qui est classiquement difficile
à exprimer mathématiquement sans exploiter tous les modes. Ces difficultés de modélisation
se propagent pour affecter toutes les tâches dépendantes du modèle comme le diagnostic et
la gestion de modes de fonctionnement. Pour résoudre ces problématiques, un nouvel outil,
appelé, Bond Graph Hybride piloté par événements a été développé. Entièrement graphique,
le formalisme proposé permet une modélisation interdisciplinaire globale du système quel
que soit son mode de fonctionnement. En séparant la dynamique continue gérée par le
Bond Graph Hybride des états discrets modélisés par un automate intégré au formalisme,
l’approche proposée simplifie la gestion des modes de fonctionnement. Le modèle issu de cette
méthodologie est également bien adapté au diagnostic robuste, réalisable sans recourir aux
équations analytiques. Cette gestion des modes de fonctionnement associée au diagnostic
robuste permet l’implémentation de stratégies de reconfiguration et de protection en présence
de défaillances. Le mémoire de thèse est décomposé en cinq chapitres. Après une introduction
générale qui présente le contexte et la problématique, le premier chapitre présente un état
de l’art sur la modélisation et la supervision des systèmes multi-sources. Le BGH piloté
par événement est détaillé dans le deuxième chapitre. Le troisième chapitre est consacré
au diagnostic et à la gestion des modes de fonctionnement. Le quatrième chapitre présente
l’application et le cinquième donne une conclusion générale.
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