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Chapter 1 Introduction

Second Language Acquisition is a domain in which Learner Corpora have been
playing an increasing role over the last two decades (Granger et al. 2015). These
corpora provide insights into many aspects of learner language and help address
research questions related to such fields as phonology, syntax and semantics as
evidenced by the wide coverage of topics in the Handbook of the Learner Corpus
Research. In fact, they show a large variety of language features used by learners,
which makes them a powerful tool for exploring the intricacies of the learners'
linguistic system called 'Interlanguage' (IL) (Selinker 1972). In IL, it is possible to
study a range of linguistic and cognitive processes, one of them being how
reference is established. Reference is a crucial component of human speech which
can be analysed with two main concepts: deixis (reference to new information in
extra- or intra-linguistic contexts) and anaphora (reference to already given
information). This area has received a lot of interest in native languages including
English (Cornish 1999; Kleiber 1992; Ariel 1994; Halliday & Hasan 1976).
However, learner-language research on the subject has not been as intense and,
yet, learners do experience difficulties such as overuse and misuse in wrong
situational contexts (Petch-Tyson 2000). Many questions remain unanswered about
the role of reference in IL. Developmental patterns on reference still need to be
identified and little is known about specific reference-related learner features. One

approach to the study of reference in IL involves the study of deixis and anaphora.

In deixis—understood as a procedure to locate a referent in space and time (Fraser
& Joly 1979, 101)—many linguistic items such as me, here and now give speakers

the possibility to refer to different types of entities depending on the context. In
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anaphora, linguistic items such as personal or possessive pronouns help refer back
to previously mentioned entities. In both concepts, the resolution of reference is
usually carried out without any hindrance as each deictic or anaphoric form refers
to a unique referent in a given situation or context. However, the case of this and
that seems specific because both concepts partake of these two forms which are not
simply lexical in nature. These two forms evolve in a multidimensional system
which not only includes the syntagmatic and paradigmatic dimensions of speech
but also the pragmatic dimension of discourse. Firstly, on the syntagmatic axis, they
are multifunctional as they can have several functional realisations'. Depending on
the context and their syntactic position, they can both be determiners, pro-forms or
adverbials. Concerning the marker that, it can endorse two extra functions which
are complementiser and relative pronoun. In short, for two forms there is a
multiplicity of functional realisations depending on their position in the
syntagmatic chain. Secondly, on the paradigmatic axis, they compete with each
other but also with other forms depending on their function. Finally, this and that,
especially as pro-forms, are markers of referentiality within the discourse
dimension. They are used to point out specific referents, which mirrors a manner of
conceptualising discourse. Pro-forms, as discourse markers, show a strong potential
for referentiality due to their extendible capacity to either refer to single entities via
nouns or more complex concepts via entire clauses, utterances or mundane

situations.

In learner English, the study of this and that has not received much attention and
yet, their complexity leaves room for learning difficulties. Much has been said
about their central role in the construction of referential processes in native English
(Halliday & Hasan 1976; Danon-Boileau 1984; Kleiber 1991; Cotte 1993; Ariel
1994; Biber et al. 1999; Cornish 1999; Stirling & Huddleston 2002; Strauss 2002).

Yet, learners must experience the same needs, but maybe without the same

! In subsequent sections and chapters, we use the terms 'functional realisation' and 'functions' to

describe the grammatical category of the forms, i.e. determiner or pro-form. We use the notion
of 'position' to refer to the positional feature of the forms, i.e. subject or any other role. In the
French enunciativist tradition, 'function' is used for what we refer to as 'position' (Moulin, Odin
& Bouscaren 1996, 9).
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outcomes. It is obvious that paradigmatic substitutions are possible between this
and that—with an impact on meaning. But when the forms are filtered down
according to their functions in learner English contexts, it appears that they also
compete paradigmatically with other elements. As pro-forms, they compete with
the pronoun it, hence forming a pro-form microsystem of reference. As
determiners, they compete with the determiner the, hence forming a determiner
microsystem of reference. In short, the paradigmatic axis seems to be problematic
in learner speech. A few studies have offered a first insight into their use by
learners (Petch-Tyson 2000; Lenko-Szymanska 2004; Zhang 2015; Young 1996)
but the approaches always rely on one of the two following principles. Some only
use data from one corpus, which appears as a limitation with regards to
comparisons between learners of different L1s or with natives. Some approaches
focus on the intra-deictic system represented by this v. that. In other terms,
reported observations and analyses only focus on the two forms, which appears as
another limitation, as they ignore any possible competition with other forms. This
thesis is a research project on this and that with a special focus on comparing their
use between several L1s and on taking into account other competitor forms (see
Table 1). We focus on the exploration of the pro-form microsystem due to the

strong potential for referentiality it reflects.

This & that Pro-form microsystem Determiner microsystem
Competitors It The

Table 1: Competitor forms of this and that depending on the microsystem of reference

1.1 Research question and hypotheses

Due to the multidimensional complexity of the two forms, we may wonder if their
use in learner English is performed as smoothly as in native English. Learners may
distort referential processes due to the versatile nature of these two forms. This
leads us to our research question, which is linked to the way learners implement
deictic and anaphoric procedures, especially within the pro-form microsystem. As
this and that are two of their main components, investigating their use is a way to

explore learners' construction of referential processes. Our research question could
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be formulated as follows: To what extent do factors, such as the learners' L1 or the
functions of the forms, come into play in learners' implementations of this and that
in referential processes? Our assumption in this question is that, by observing and
analysing how learners implement them, it is possible to improve our
understanding of one aspect of learner's implementation of reference. In short,
investigating the use of the forms in learner language is a way to analyse how

deixis articulates with anaphora in IL.

Our research question leads directly into hypotheses which can be operationalised

in the following manner:

i) Learners' patterns of use of the forms are L1 dependent due to influences from

their L1.

ii) A learner-specific pro-form microsystem of reference exists, including specific

linguistic features attached to this and that which are different from native English.

iii) Learner-error patterns are linked to specific linguistic features of the forms.

1.2 Aims

To test these hypotheses a number of steps need to be taken. First of all, we need to
carry out a detailed study of the referential dimension of the linguistic system in
native English. The aim is to provide a dynamic model of the many parameters of
the system in order to have a detailed view of their interactions and of the linguistic
features that characterise this and that. Elaborating a linguistic model of reference
on native English allows us to interpret learner use of the forms and to identify
potential interactions between several forms within what we call the learner

microsystems of reference.

Secondly, testing these hypotheses requires an experimental design which relies on

methods that are empirically grounded in corpora. As the purpose is to compare
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speakers of different L1s, the aim is to contrast several corpora to reflect this
diversity. By comparing native speakers with learners (Ellis 1994, 345) and
learners of different L1s (Granger 1996; Gries & Deshors 2014), the purpose is to
gain access to the different strata of IL (in Selinker's terms, strata are called 'units’).
By combining this contrastive method with frequency counts of specific features
and with statistical methods such as regression, the aim is to identify L1-specific

patterns of uses.

Thirdly, several corpora need to be annotated in such a way that reflects the
multidimensional complexity of the forms and which makes their data
interoperable, i.e. the capacity to share and combine the data from different sources
(Sérasset et al. 2009). The aim is to extend the annotation scheme provided by
existing tools in order to have a fine-grained description which helps distinguish
the forms according to their functional realisations, their syntactic positions and
semantic features. Pro-forms can therefore be isolated and compared with the it
pronoun, which gives a cross-corpus insight into the pro-form microsystem.
Because we also need to be able to compare occurrences between corpora, the
same annotation scheme needs to be implemented across all corpora.
Consequently, the aim is to use machine learning technologies to automate the

annotation process as much as possible in terms of accuracy.

1.3 Method and contributions

Our aims require the development of a formal framework which is carried out in
five stages:

i. Building a linguistic model of reference

ii. Determining the learner microsystems of reference

iii. Choosing the corpora and the annotation scheme

iv. Extracting linguistic data

v. Analysing linguistic data

The following paragraphs give details on each of the stages.
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Firstly, in terms of linguistics, we establish a model of reference to show
how the two forms are integrated within the linguistic system. Our
contribution is to show that focusing on the components of the referential
framework and their articulations can reconcile the apparent dichotomy
between deixis and anaphora (Halliday and Hasan 1976; Kleiber 1992;
Cotte 1993; Cornish 1999). At textual level, the forms can be approached
according to their function and their syntactic position. At contextual level,
the endophoric/exophoric distinction supports different types of referential
processes. At discourse level, the deictic/anaphoric distinction indicates
whether the referent is new or not. By looking at the interactions of these
components within referential processes, we provide a novel dynamic model
of how referents are retrieved, depending on the degree of accessibility of
their referring indexical expressions. In this view, this and that are indexical
expressions whose functional realisations and semantic values influence the

meaning of utterances.

The second stage is a small-scale survey of learners' use of the forms on a
limited number of learner utterances. We aim to understand the syntactic
and contextual levels of interpretation of errors. We wuse a hybrid
methodology based on error and form/function analysis and we propose a
new typology of errors on this and that in light of the components of the
referential framework. By focusing on the functional realisations of the
forms as pro-forms or determiners, we establish new hypotheses on the way
the forms are used. We uncover the two microsystems of reference
mentioned previously that seem specific to learners. These two systems rely
on specific linguistic features attached to the forms but their relevance

remains to be assessed with regards to different L1s.

The third stage in the development of the framework is a large-scale study of
the forms to find statistical evidence of the pro-form microsystem. We adopt

a multi-corpus approach and we determine the annotation scheme which
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ensures that different levels of information on this and that can be retrieved.
We use three corpora characterised by different L1s. The Penn Treebank
(Marcus, Marcinkiewicz & Santorini 1993), a native written corpus, is used
as a gold standard for its accuracy in tagging functional realisations of forms
and for its single journalistic genre. A subset of the LONGDALE corpus
(Meunier et al. 2008) includes a French L1 variety of spoken English and the
NOCE corpus (Diaz-Negrillo 2007) reflects a Spanish L1 written variety of
English.

Regarding the annotation scheme, there are two parts.

The first one is linked to the number of annotation levels to have, e.g.
semantic, discourse or phonetic annotations (Leech, 2005). To address this
task, we specifically devise a multi-layer annotation scheme for the
interpretation of the two forms as well as it. We encode three levels of
annotation: i) the functional realisations of the forms, i.e. determiner or pro-
form ii) their syntactic position in the sentence, i.e. oblique or nominative
and iii) their referential semantic value, i.e. endophoric or exophoric. The
first two are achieved automatically, the third one carried out manually.
Concerning a learner-error specific level of annotation, our approach
consists in using the three-layer annotation scheme to describe learner
language as neutrally as possible in terms of features. Following the
principles set by Diaz-Negrillo et al. (2010), we show that by annotating
properties that can actually be observed in corpora, we can contribute to

automatic error detection.

The second part is linked to the annotation level dedicated to the pro-form
and determiner realisations of the forms. This kind of information is
expected to be found in the Part-of-Speech (PoS) annotation which provides
information on the grammar categories of forms. A review of popular PoS

annotation schemes on the market shows that there is a broad variety of
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them. When examining the demonstratives as regards their annotation in
different mainstream tagsets used for PoS-tagging, we see that PoS tags lack
granularity as they do not allow basic grammar distinctions for the two
forms. The labels used to tag this and that need to be refined in terms of
functional realisation. Concerning this, the difference between the pro-form,
determiner and adverbial functions needs to be marked. Concerning that,
distinct tags are required for each of the following functions: determiner,
pro-form, complementiser, relative and adverbial. In our work, we create a
fine-grain tagset for the forms and we apply it automatically. We show that
it is possible to PoS tag native and learner corpora with a modified PoS
tagset which includes the distinctions in functional realisations of all
occurrences of this and that. We also apply the same principle for the
annotation of it in order to distinguish the pro-form and the non-referential
functions attached to this form. To achieve this, we use TreeTagger (Schmid
1994), specifically retrained on a modified version of the Penn Treebank

tagset (Marcus, Marcinkiewicz, and Santorini 1993).

The fourth stage focuses on two types of extraction of data from the corpora.
Firstly, we create a data structure with the NITE XML toolkit (Carletta et al.
2006) to search occurrences of the forms and automatically retrieve them
with their close context thanks to multi-criterion queries that combine all
three annotation layers. Secondly, we create methods to extract the
occurrences and their linguistic features which are automatically placed in
tables. These tables are abstractions of the corpora in the form of sequences
also called instances. These tables can support data analysis with machine

learning technologies.

In the last stage, we use the tables of linguistic data to conduct linguistic
data analyses. Regression models are used to identify the linguistic features
which are significant in the use of the forms depending on the Lls.

Automatic classification based on the k-Nearest Neighbour algorithm
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(Daelemans & Bosch 1992) is performed to identify patterns of use of the
forms, including errors. New evidence of L1-specific patterns is uncovered in
the acquisition process of this and that. Quantitative evidence of the learner-
specific pro-form microsystem is given and Ll-specific error types are

identified.

1.4 Outline

This thesis is divided into three main parts. Firstly, the theoretical framework of
reference related to this and that is covered in Chapters 2 and 3 in order to
understand the linguistic motivations for learners' errors. Both chapters include
state-of-the-art sections to distinctively explore the linguistic issue of reference and
the methods used in the domain of Second Language Acquisition. Chapter 2 gives
an overview of the state of the art about reference and the demonstratives in native
English. Chapter 3 still focuses on reference but we look at the issue from the angle
of learner English. Grounded in the functional distinctions of the forms, we
elaborate a new typology of errors taking into account the two L1-specific
microsystems of reference. Secondly, we focus on the methodology. In Chapter 4,
we describe the multi-layer annotation scheme. In Chapter 5, we show how corpora
are made interoperable. The final part of this thesis is about the analysis of the data
and the discussion of the results. Chapter 6 shows how regression models help
uncover significant features of the pro-form microsystem. Chapter 7 focuses on the
automatic treatment of learner corpus data with two purposes: i) to factor out the
relevant features of error patterns in the use of the forms and ii) to automate the
detection of unexpected uses of this and that. The conclusion is presented in

Chapter 8.
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Chapter 2 This and that in the referential framework of native
English

In this chapter, the aspects of the linguistic system in which this and that are at
work are analysed. The focus of this thesis is on learner English (as instantiated in
two learner corpora with different L1s) but, as native English is the target in
learning strategies (Ellis and Barkhuizen 2005, 60), it is necessary to focus on the
underlying principles that seem to guide the native choices of linguistic items in
texts. This stage is required to understand better how learners make use of the two
demonstratives, i.e. their errors. Ultimately, such a focus is necessary to model
correct and incorrect uses of the forms with a high degree of detail. This chapter is
dedicated to a state of the art of the referential framework of English. We progress
from a general to a detailed approach by focusing on reference before examining

the case of this and that in referring expressions.

In Section 2.1, we give an account of the referential framework which seems to
underlie all referential processes. In Section 2.2, we cover the textual approach on
reference and show the limitations of the antecedent and the situational/text
paradigms to elucidate referential processes. In Section 2.3, a discourse-functional
approach is described to show that the act of referring involves several levels of
interpretation of speech such as text, context and discourse. In Section 2.4, we
show how referential expressions are used within the discourse-functional
approach and how they help integrate referents into discourse. Section 2.5 offers a
focus on this and that according to several levels of interpretation. We show how

natives use them in utterances to build their discourse.



Reference in Interlanguage: the case of this and that

2.1 The referential framework

Reference is a concept that has been well studied in the literature. Deixis and
anaphora are presented as the two components of the referential framework
(Halliday and Hasan 1976; Cornish 1999; Fraser and Joly 1979; Stirling and
Huddleston 2002; Kleiber 1992 - among others). However, their distinction has
proved to be somewhat cumbersome as the division follows along a pervasive line
where some forms may be of both anaphoric and deictic values, not to mention the
definitions themselves of the terms that are not stable among the community of
linguists. Indeed, several visions of anaphora and deixis seem to emerge and
correspond to two levels of analysis. This section covers the definitions of essential
concepts before getting into the details of the theoretical accounts that reflect

textualist and functionalist views of the matter.

Before seeing how reference is seen at each level, it is necessary to understand the
underlying concepts in which each vision grounds itself. In fact, everything depends
on the way the notion of 'text' is interpreted as there are many acceptions of the
term, ranging from co-text to discourse and including context. Cornish (1999)
proposes a vision that encompasses the different natures of the way speakers and
addressees see this concept of text. Instead of opposing co-textual and cognitivist
approaches, he insists on the manner in which the speech situation (or the co-text)
is mentally represented and takes the form of a discourse model (Cornish 1999,
14). In so doing, he fastens his analysis on this distinction when dealing with the

concept of text.

Text “denotes a typical instance of language cum other semiotic devices in use—i.e.
occurring in some context and with the intention by the user of achieving some
purpose or goal thereby” (Cornish 1999, 33). So, text in this representation is
composed of language and other semiotic devices put together for a specific
objective by the speaker. The author follows on by assimilating text to signs and
signals as “the connected sequence of verbal signs and non-verbal, vocal as well as

non-vocal (i.e. visual, auditory, etc.) signals [are] produced within the context of
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some utterance act”. For Cornish, text is different from discourse as the latter is
defined as the “situated construction and interpretation of a message via a given
text relative to some context, in terms of the speaker or writer's hypothesised
intentions” (1999, 35). Here, the focus is on how the message is constructed and

interpreted by the speaker.

Before elaborating on the notion of 'discourse', that of 'context' requires further
details as it acts as a sort of function for the realisation of discourse constructed
from the mere set of signal and signs. Cornish uses the adjective relative to express
this go-between role that 'context' plays to link text to 'discourse'. In his 2010 article

in Functions of Language (Cornish 2010), he provides a definition of context:

“The domain of reference of a given text, the co-text, the discourse already constructed
upstream, the genre of speech event in progress, the socio-cultural environment
assumed by the text, and the specific uttera