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Chapter 1

Introduction

Over the past 10 years, I have been involved in research related to different aspects of data
analysis. As a Ph.D candidate, my work started in an INRIA research group called As
Scalable As Possible, whose primary focus what the design of large-scale peer-to-peer sys-
tems. During the second year of my Ph.D, I had the privilege to do an internship at Yahoo!
Research Barcelona, on data mining applied to probabilistic graphs. Since then, this combi-
nation of large-scale systems and data mining has been at the center of my research. After
my Ph.D, I returned to Yahoo! Research Barcelona as post-doctorate researcher in the dis-
tributed systems group. I developed large-scale systems for data processing, often borrowing
techniques from information retrieval and data mining to optimize the behavior of the sys-
tems by leveraging properties of the data. Since 2012, I am an associate professor at the
university of Grenoble, and a permanent member of the Scalable Information Discovery and
Exploitation group at LIG (Laboratoire d’Informatique de Grenoble). My research is data-
driven, and generally starts by the study of a new dataset, from which research challenges
emerge.

I have kept a broad interest in topics related to data processing. They can be summarized
as follows:

e Systems design
e Algorithms development
e Information discovery

This versatility allows me to contribute to many steps of a data analysis problem, starting
with scaling the processing, developing more efficient algorithms, up to the problem of better
targeting relevant information. This thesis presents some of my contributions to each of these
three research topics (Chapters 2, 3 and 4). Then, I give an outlook on my future research
in Chapter 5.

Systems design

Systems are the muscles of data analysis. The goal of systems research is to build hardware
and software architectures that provide users with an increasing amount of processing power
while hiding the underlying complexity behind simple paradigms. Although this definition
applies to high-performance computing community in general, data analysis is currently one of



the largest consumer of computing resources, which makes it a primary target. For the past
years, systems research has focused on scale-out (horizontally) architectures that provide
parallel processing through the use of multi-core CPUs and distributed systems spanning
hundreds of servers. Map-Reduce [35], published by Google, is a seminal work that has had a
huge impact in the systems community. It has also unlocked new possibilities for the users of
these systems by allowing any organization to build a data processing cluster from commodity
hardware. More recent work, such as Heron [62] and Flink [27] illustrate the trend of switching
from a batch processing model to analyzing continuous streams of data.

Systems are considered as the underlying layer of data processing architectures. Hence,
they aim at being general purpose and support many data processing applications. Even more
specialized systems, such as Arabesque [89] that targets graph analysis, offer a flexible pro-
gramming model supporting different algorithms. This layered approach means that systems
are generally oblivious to the properties of the workload they execute. Their main concern
is load balancing, i.e. ensuring that all processing resources are used equally. In Chapter 2
of this thesis, I present my work on optimizing distributed systems for data processing. I
advocate the idea that the distribution of data in a system should account for its properties:
pieces of data which are correlated in the application’s workload should be placed in close
proximity. I apply this design principle to distributed search engines, deployed over several
data-centers, and key/value-based applications, deployed in a single location.

Algorithms development

Algorithms are the articulations of data analysis. Algorithms are at the core of Database
research to produce more efficient ways of querying data. Although the relational model [32]
remains a cornerstone of databases, a large fraction of the recent work is related to XML [18]
and RDF [32], with contributions to query optimization and rewriting [24], or the creation of
indexes for accelerating query execution [94]. The Data Mining community also creates many
algorithms that compete to extract results efficiently as possible.

Algorithms research often builds on systems work, and accounts for the processing model
exposed by the system to optimize algorithms. Hence, the publication of Map-Reduce lead
to a large number of follow-up databases publications related to porting existing queries (e.g.
theta-joins [100]) to this new programming model. In Chapter 3 of this thesis, I tackled two
specific types of algorithms: temporal joins, and pattern mining. The challenge in developing
these algorithms for a Map-Reduce execution model is that they rely on a dynamic exploration
of a result-space, which is particularly hard to optimize with a distributed system.

Information discovery

Information discovery is the brain of data analysis. This research area deals with identifying
information relevant to the data analyst. In the standard Information Retrieval model, a user
submits a query to a search engine, and the goal is to assign a relevance score to documents in
a collection. Unsupervised Data Mining aims at discovering information in a dataset without
the need for a specific query. With the democratization of massive datasets, identifying and
ranking the most important results is of crucial importance. Indeed, data processing systems
can scale to hundreds of machine and generate millions of results, but the ability of analysts
to read those results and identify by themselves the interesting ones remains limited. Thus,



building relevance models for varied data types and modeling user intent remain popular
topics [09]. In addition, learning to rank has been a very active field of research [95].

Chapter 4 of this thesis deals with the problem of identifying relevant results. The first
part considers association rules mining, a popular algorithm of unsupervised data mining. A
major challenge is to identify, among all interestingness measures defined in the literature,
which should be used to rank the rules produced in a specific domain (retail in this case). The
second part of this chapter considers complex information needs, and goes beyond returning
individual results by building composite items.



Chapter 2

Data placement in distributed
systems

The resources needed to execute an application in a timely manner increase with its workload.
From a single-threaded execution on a single server to a parallel execution over thousands
of servers, each step taken to scale an application requires the developer to fragment the
processing tasks into smaller independent pieces, and distribute memory over the resources
available. In this chapter, we focus on the problem of distributing memory.

The question of where to allocate a data structure arises as soon as an application becomes
parallel. Computer architectures are not uniform, they are hierarchical. Most multi-core sys-
tems implement a Non-Uniform Memory Access architecture, which means that computing
resources (CPU cores) pay a different cost for accessing different parts of the memory. The
High Performance Computing community has been investigating the issue of optimizing mem-
ory management in NUMA architectures for over 10 years, with an increases interest since
the advent of multi-core CPUs [16]. Distributed systems are, to some extent, another step in
the hierarchical memory structure. Each server has a privileged access to its own memory,
and can access the memory of other servers with a penalty varying with the performance of
the network. A server located in the same rack can be accessed efficiently, while exchanging
data with a server located in a different data-center halfway across the world is less efficient
and more costly.

Currently there are two main strategies for placing data in distributed systems. When
communication costs are high (e.g. data centers in different regions) and data is relatively
static (read dominated workload), data is replicated to avoid remote accesses. This is no-
tably the case of Web search engines: multiple data centers are necessary to scale with the
number of queries, but the full Web index is replicated in each of them so that they operate
independently. When data is modified frequently (significant amount of writes), data is split
among servers using a pseudo-random assignments. This is the case if most key-value based
applications, in which a hash function is used to assign each key to a server. Replicating
data consumes memory, and thus has a monetary cost (additional servers and energy), while
a pseudo-random partitioning does not account for the hierarchical nature of data center ar-
chitectures. I advocate for a different solution: the distribution of data across servers should
account for its properties, i.e. pieces of data which are correlated in the application’s workload
should be placed in close proximity.

Section 2.1 considers the case of a search engine distributed across multiple datacenters.



We show that, by dividing the index according to the queries of users in each region, we can
deploy a distributed search engine that executes most queries locally while replication remains
minimal. In Section 2.2, we address the problem of key-value based applications and show
that we can drastically reduce network usage, and thus increase performance, by leveraging
correlations in key access patterns.



2.1 Multiple data centers: Distributed Search Engine

2.1.1 Context

Search engines are of critical importance for navigating the Web. Their goal is to help users
identify relevant content by answering complex queries. Even in the case of a simple navigation
operation, people would rather type “facebook” in a search engine than www.facebook.com
in the address bar of their browser. Hence, search engines continuously receive a huge amount
of traffic that must be answered with low latency to preserve user experience.

A search engine is typically deployed in a single location, or data center, and comprises
a large number of servers hosting an full index of the Web. When a query is received, it
is processed locally using the Web index and results are returned to the client. This local
search engine architecture scales with the number of queries horizontally, i.e. by replicating
the search engine over multiple standalone sites (data centers). These sites can be located
in different regions of the world, which has the advantage of reducing network latency with
respect to users. The drawback of local search engines is that each site is a replica of the
original search engine, and must be dimensioned to host a full index of the Web to answer
any query. When the size of the index increases, each data center must be upgraded: this is
referred to as vertical scalability.

An appealing solution to scale Web search is to avoid the Web index replication by having
search sites collaborate to answer queries. Distributed search engines rely on multiple sites
deployed in distant regions across the world, and each site specializes in serving queries
issued by the user of its region. Thus, each site hosts a fraction of the Web index specifically
selected to serve queries originating from its region. When a site receives a query it is unable
to answer accurately (e.g. a query in Japanese at a European site), it forwards the query to
the appropriate site to preserves the quality of the results. All sites of the distributed search
engine collectively provide a full index of the Web, so this architecture enables horizontal
scalability with the index size: adding a new site to a geographic area allows other data
centers to eliminate part of their Web index as they no longer receive queries from this area.
A smaller index means faster processing [21], so distributed search engines have the potential
to be answer queries faster than their centralized counterpart. However, if a query cannot
be answered locally, forwarding it increases both latency and the workload of all search sites.
Thus, a major challenge in deploying a distributed search engine is to carefully select which
documents are indexed by each search site, and optimize the trade-off between memory usage
and locality.

The work presented in this section was done during my post-doc at Yahoo! Research
Barcelona, and is detailed in the following publications:

e Assigning documents to master sites in distributed search
Roi Blanco, B. Barla Cambazoglu, Flavio P. Junqueira, Ivan Kelly and Vincent Leroy
In Proceedings of the ACM Conference on Information and Knowledge Management
(CIKM), 2011, pages 67-76.

e Reactive index replication for distributed search engines
Flavio P. Junqueira, Vincent Leroy and Matthieuw Morel
In Proceedings of the ACM Conference on Research and Development in Information
Retrieval (SIGIR), 2012, pages 831-840.
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Figure 2.1: Overview of the distributed search engine architecture

In this thesis, I focus on the data placement policies and omit systems details. Section 2.1.2
gives an overview of the search engine architecture. In Section 2.1.3, we consider the prob-
lem of placing new documents, that have just been discovered by the Web crawler. Then,
in Section 2.1.4, we describe the index replication protocol, that learns from user queries to
dynamically adjust the content of the index and minimize query forwarding. Finally, Sec-
tion 2.1.5 concludes.

2.1.2 Architecture

A search engine consists of three main components:

e The crawler fetches documents from the Web and discovers new content by following
hypertext links.

e The indexer processes the collection of documents fetched by the crawler to generate
an inverted index. For each term ¢ present in the collection, the inverted index contains
a posting list, i.e. a list of the documents that contain t.

e The query processor receives user queries and processes them against the index to iden-
tify relevant results. Web search generally relies on conjunctive query processing [$8],
which means that a document has to contain all the terms in the query to be in the
result set. The search engines then identifies the top-k (typically & = 10) documents
having the highest relevance score and returns them to the user.



We consider a distributed search engine comprising a set of search sites S deployed across
geographically different regions. Collectively, the sites form a search engine indexing a collec-
tion of documents D. We assume that each search site has a fixed index capacity, either due
to limited resources, or arbitrarily chosen to reduce query processing time. We express this
limit as a number of postings, i.e. the sum of the length of all the posting lists in the index.
Users are very sensitive to the quality of a search engine. Thus, we decided to not make any
trade-off on the relevance of search results: the distributed search engine must return the
same results as its centralized counterpart for any query submitted to any search site.

Figure 2.1 gives an overview of the architecture of the distributed search engine. To
remain concise, this figure only represents two sites s,s’ € S and details s. As explained in
Section 2.1.1, the main goal of this work is to specialize the index of each search site to answer
the queries of the users in its region and avoid query forwarding. Hence, while geographically
distributed crawling is an interesting research problem [15], we focus on indexing and query
processing. For the sake of simplicity, we consider the case of a single crawler. The distribution
of the search engine architecture starts after the crawler, with the master site selection. We
now detail the indexer and query processor of the distributed search engine.

Assignment of documents to search sites In a distributed search engine, each search
site has its own index and processes the queries of the users in its region. It is therefore
important to carefully select documents to index in each site and tailor each search site for its
users. For a short response time, a search site must be able to process most of the queries it
receives using its local index alone. Indexing documents that are popular in a region enables
locality. However, it is also important to limit the number of documents indexed at each site
for scalability reasons, and to reduce query processing latency [21]. Upon its discovery by the
crawler, each document D € D is assigned to a single master site s € S and is fully indexed in
the Master Index of this search site MI;. The master selection generates a partitioning of D,
and results in a minimal index, with each document indexed in a single location. The presence
of the master index guarantees the search results quality: it is always possible to execute a
query on all search site and merge the results to obtain the same results as a centralized search
engines. Evidently, broadcasting search queries to all sites is not desirable, as it incurs a large
processing cost and increases response time. Hence, our goal is to select for each document
the site where it is most likely to be requested as a master. The challenge is that master
assignment is proactive: a document is assigned upon its discovery by the crawler, before
it appears in search results. We detail different methods for the master selection process in
Section 2.1.3 and evaluate their performance.

Full documents replication The popularity of Web pages typically follows a power law:
while most Web pages are unpopular, a few of them are requested very frequently. A Web
page might present a high locality, being popular in a single region (e.g. Le Monde in France),
or be popular across many regions (e.g. IMDD). Distributed search engines work better in a
context where documents have a strong locality. Indeed, this means that each document only
needs to be indexed by the search site located in the region where it is popular. Fortunately,
a large fraction of Web pages exhibit a high divergence in their popularity across regions [55].
There are still documents which are popular across region boundaries and are requested by
users of different search sites. When a document D is frequently requested at a search site
s, and s’ # s is the master of D, s can replicate the document by indexing it in its Shadow
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Index SI,. Contrary to the master site selection process, replicating documents in the shadow
index can be reactive as it does not affect the quality of search results, only likelihood that
all results can be found locally. Section 2.1.4 describes our document replication solution.

Distributed query processing and partial index replication In a distributed search
engine, a query is submitted by a user to the search site of her region. This query is first
processed locally, on the documents indexed in the master and shadow indexes (i.e. on the
content of MI, and SI), to obtain local results. A query forwarding heuristic is then in
charge of deciding whether local results are sufficient and can be returned immediately, or
if another search site could provide better results, in which case the query is forwarded.
As explained previously, our goal is to always return exact results. Consequently, the query
forwarding heuristic considered in this work is conservative: it can generate false positives (i.e.
forwarding when local results were already exact), but no false negatives (i.e. not forwarding
when a document not indexed locally should be added to the results). Hence, the heuristic
at site s must answer the following question: is there a possibility that a document can
score higher than the k best results computed from MI, and SI,? To answer this question,
the heuristic leverages properties of the search engine ranking function to compute an upper
bound on the score of documents which are not indexed locally. Equation 2.1 presents the
function s(D|Q) that computes the score of a document D given a query Q.

(DIQ) = wy (D) + 53 o(Dl

teQ
r(D[t) = wff( ) +wyg(Dlt) (2.1)
s(D|Q) = Z (DIt)
Q] &
This simple function was introduced in [13] and expresses the fact that a document D has a

query independent quality score f(D) (e.g. PageRank [22]) and a relevance score g(D|t) for
each term of the query t € Q). The partial score r(D|t), combining both quality and relevance,
is maintained in the posting list of ¢. Each search site maintains a Forwarding Indexr that
contains portions of the posting lists of other search sites. This partial data is then used
by the forwarding heuristic to bound the score of results of other search sites. We show in
Section 2.1.4 how fragments of posting lists are selected for replication.

2.1.3 Proactive placement: Master selection

Problem definition We consider the problem of selecting exactly one site for each docu-
ment fetched by the crawler. This site is referred to as the master of the document, and is
responsible for keeping it in its Master Index. Master site selection relies on a scoring function
mScore such that:

master : D — S

mScore : D xS - R (2.2)

master(D) = argmax mScore(D, s)
s€S

Hence, our objective is to design a mScore function that produces higher scores when it
predicts that the document D matches the interests of the users of site s.

10



Document assignment by language The first feature we consider for mScore is the
language of the document. Regional documents are more likely to be requested from the
countries whose language is the same [20]. Using past search engine activity, we define mScore
as the the conditional probability p(s|l): given that a document in language [ is returned to a
user, what is the probability that the user is querying site s? This solution is rather simple, as
the only requirement is to provide the crawler with a language classifier and the distribution

p(sll).

Document assignment by likelihood While predicting the language leverages the con-
tent of the document, it remains a coarse grain information. Many terms, including names
and locations, can be used to make a more accurate estimation. Hence, we propose to com-
pute mScore using a probability estimation based on the distribution of terms. The optimal
placement for a document D at a master site s depends on the queries that will be issued to
s in the future Q7 in which D appears among the top results. We make use of two sources of
information: Cs is a random vector that represents the content of site s, and Qg is a random
vector representing the most recent query stream processed by s. Both these information can
be extracted from the cache of the search engine or its query logs. We want to select the most
probable site maximizing the following log-likelihood:

log p(s|D) = / log p(s| D, O )p(Qf | D)dQ!
(2.3)
- / log p(Cs, Qu|D, Q1) + log p(Q!|D)dQ!

In order to estimate Qéf , we make use of Qy, i.e. we estimate that a recent query stream is
representative of future queries.

log p(s|D) ~ /logp(Cs,Qle, Qs) + log p(Q,|D)d Qs

>~ logp(q|D)

QEQs

(2.4)

~ log p(Cs|D) +
og p(Cs| IQS

This formulation has two components: one that uses the content of a given site and its
relatedness to the document p(Cs, D), and another one that uses the available query stream
Qs as a source of evidence. We relate to the former probability with the term distribution of
the site, and the latter as the fraction of queries that are invalidated by a given document.

The term distribution probability can be estimated using a similarity function, in the
same way standard language models score documents with respect to their likelihood to a
query. The rationale is that if the contents of the documents returned by a site matches
the queries it receives, we should assign a new document to the search site that has the
closest term distribution. To estimate p(Cs|D), we employ the language-model-based KL
divergence [95], which measures how similar a term distribution (query) is with respect to a
reference distribution (document). We consider two different ways to obtain Cj, the content
of search site s. The first one uses the content of the documents returned as results to the
users of the site, while the second approach directly uses the term distribution of user queries.
It is important to notice that both of these approaches are directly driven by user activity,
and not influenced by the master selection process. This avoids propagating errors based on
previous erroneous master assignment decisions.

11



Probability p(Qs|D) represents the likelihood of the query stream to the document. This
has been studied in the past in the context of cache invalidation. Search engines cache query
results to avoid computing them multiple times when a query is repeated. Cache entries
need to be invalidated when indexing new documents to avoid results staleness. This can be
done by estimating which queries present in the cache would return different results given the
presence of the new document [17]. Master site assignment takes place upon the discovery
of the document, and thus cannot directly rely on the appearance of the document in search
result. However, cache invalidation gives us knowledge on which past queries would have
returned the new document in their top-k results if it had been in the index at that time.
This is expressed as:

1

*lQeo,
where 1(Q, D) is 1 if D would be in the top-k results for @ (i.e. indexing D invalidates the
cached results for )) and 0 otherwise. Contrary to the probability based on term distribution,
cache invalidation considers exact queries that were submitted to s, and the impact of D on
their results. This information is more precise than considering all queries simultaneously
as a bag of words, since is maintains the co-occurrence of terms in queries. However, not
all documents cause cache invalidation, so this method does not indicate a more important
region for all documents.

Evaluation We use a dataset D of 31M Web pages obtained from a Web crawl and a
workload Q of TM queries from a commercial search engine. In our experiments, we assume
that the top-10 documents returned by the search engine to a query are all relevant (k = 10).
Let Rg C D be the set of 10 results for query (). Each query is assigned to one of 5 search sites
based on its country of origin. Q£ are test queries of site s, and Dy the documents assigned
to s by the master selection method evaluated. Our evaluation measure is the locality of the
results returned by each site, i.e.:

. 1 RgoNDy
locality(s) = @ ng TIRgl (2.6)

Given that some popular Web pages are requested by queries originating from different
sites, it is impossible to achieve 100% locality at all sites. We first define an optimal baseline
for master assignment that assigns each document to the site that requests it the most in the
test queries. This gives us a performance upper bound of 72.9%.

In spite of being a simple feature, master selection by language achieves a performance
of 38.1%. In our dataset, 58% of the documents are in English, and over 30% of the results
of each site are in English. When performing assignment by language, all these documents
are sent to a search site assumed to be in North America (80% results in English). This
significantly limits performance. However, for less popular languages, this feature performs
quite well.

Term distribution improves on language by considering specific words present in the doc-
ument. Our experiments show that learning the term distribution of a site from the queries
gives better result than learning it from the documents it returns. While documents are
richer, they also contain noise, while queries describe more specifically the intent of a site’s
users. Overall, using the term distribution of queries we achieve an average locality of 45.3%.

12



Cache invalidation mimics query processing to determine which recent query results would
be affected by the presence of the new document. Hence, it is not surprising to see that it
gives the best results, with 52% locality. However, it can only be applied to 24% of the
documents, since most of them do not trigger any invalidation. On this subset of documents,
term distribution achieves 48.7% and language 39.5%. Since term distribution and cache
invalidation can be interpreted as probabilities, it is possible to combine them. This leads to
a performance of 52.6% on documents that trigger a cache invalidation, and 46% overall.

These experiments indicate that it is possible to improve query processing locality in a
distributed search engine by predicting which search site is most likely to request a document.
Measuring the similarity between a new document and terms used in the queries of each site
leads to good results, which can be further improved by using information from the cache
invalidation protocol. However, predicting where a new document will be popular remains a
difficult task. In addition, many popular documents are requested at several sites. Hence,
in addition to the master index, each search site is given additional information in a shadow
index and a forwarding index. Contrary to master assignment, these indexes are maintained
in a reactive manner, so they adjust to changes in user queries. The protocol maintaining
them is presented in Section 2.1.4.

2.1.4 Reactive placement: Index replication

Problem definition Following the master selection process (Section 2.1.3), the collection
of documents D is partitioned and indexed across search sites. This ensures the quality of
the results through a conservative query forwarding process. Our goal is now to reduce query
processing cost and latency by increasing the number of queries for which a search site can
provide exact results locally, without resorting to query forwarding. As we did previously,
we estimate Q%, the future queries received at site s, with a recent query stream Qg. At any
point in time, we aim at maximizing the locality of queries in Qg to increase the probability
that future queries are answered locally.

Rg C D is the set of the k documents obtaining the highest scores for query () according
to the search engine’s ranking function s(D|Q) (Equation 2.1). A site s € S has to fulfill two
conditions to answer () locally.

1. The documents of Rg must all be indexed an copied locally. The search site needs to
compute an exact score for each document to display them properly ranked. In addition,
it needs a copy of the document to generate the snippet presented on the results page,
and also in the case that it uses a two-phase ranking [26]. This requirement can be
expressed as follows:

VDeRg,De MI;USI,

2. The search site must be able to determine, using local data only, that no other document
could potentially score higher than the lowest score of the results:

VD e (D\Rq),¥V D € Rg,sBound(D|Q) < s(D'|Q)

where sBound(D|Q) is the function that computes an upper bound on the score of
document D for query @ using only local information, i.e. information from MI,, SI
and FIg

13
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Figure 2.2: Forwarding heuristic on FI

Document replication using a Knapsack model The cost of indexing a document is
equivalent to the number of posting list entries required. To simplify the problem, suppose
that all documents contain the same number of terms and therefore have the same cost for
full indexation (SI5). The problem we are trying to solve is a particular form of the knapsack
problem in which objects selected are queries. The utility of selecting a query is proportional
to its frequency, while its cost is equal to the indexing of the results (SI;), as well as the
partial information ensuring the quality of results (FI). Given that each query has k results,
we could make the simplifying assumption that all queries have the same cost: indexing
k documents. The knapsack problem is NP-hard, but has greedy heuristics that perform
well. The most common approach consist of selecting objects in a decreasing order of %
However, in our case, the complexity arises from the fact that many queries share results,
so the cost of selecting a query depends on the other queries selected. This makes these
heuristics unusable in our setting.

Document replication using a Graph model We can model the dependencies between
queries and documents as an hypergraph: documents are vertices, and a query @) is an edge
connecting its results R¢g. Replicating a set of documents becomes equivalent to selecting a
subgraph, and it allows a search site to meet the first local-answer criterion for all queries
present in the subgraph. Hence, we can formulate selection of documents to be replicated in
SI¢ as a densest subgraph selection, where the weight of an edge is linked to the frequency
of the query. Chlamtac [30] et al. found approximation bounds for this problem in the case
where each edge is connected to exactly 3 vertices. This is however not the case in our setting,
as generally & > 10.

Document replication using online caching Search engine workloads can vary over
time, with new search topics becoming popular overnight (e.g. death of a celebrity, political
scandal) and new documents being continuously discovered by the crawler. This consideration
indicates that an online approach is favorable, as it allows for faster adaptation of the index.
Furthermore, a practical solution should use a minimal amount of computation and memory,
so as to ensure that as many resources as possible are dedicated to query processing. Inspired
by previous work on Web caches [37], we propose a Reactive Indexing Protocol (RIP) that
continuously monitors query execution to trigger replication decisions.

To understand RIP, it is first necessary to describe in details what triggers a query for-
warding decision, and more specifically how sBound(D|Q), the function that computes an
upper bound on the score of documents that are not indexed locally, works. The score func-
tion of the search engine is a linear combination of partial scores, for each query term. Thus,
the search engine can rely on the seminal NRA top-k processing algorithm [55], with a few
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adaptations to deal with partial knowledge caused by the distributed setting. In NRA, post-
ing lists are sorted by score and processed from top to bottom. NRA maintains a sorted heap
of potential top-k results with upper and lower bounds on their scores. These bounds are
updated as the processing progresses down the posting lists. As soon as the upper bound of
the k + 1" document is lower than the lower bound of the k" document, the top-k results
are identified an the algorithm terminates. In the worst case, NRA has to process the full
posting lists, but, in most situations, it terminates early and only processes a small fraction
of the index. When processing a query, the search engine starts by computing the top-k
results on documents that are indexed locally (MIs and SI;) and obtains a first version of
the top-k. The query forwarding heuristic then executes NRA over the Forwarding Index
FI, that represents all other documents, and obtains computes upper bounds on scores. The
posting lists of FI¢ are only partial, but they are continuous. A posting list replicated by s
for a term ¢ down to the score value v contains all the documents of D whose master is not
s and whose partial score r(D|t) is higher than v. Therefore, for a given term, FI4 provides
either an exact partial score, or an upper bound v. While processing, the forwarding heuristic
ignores the documents present in the shadow index SI, as they are already evaluated.

We illustrate the forwarding algorithm with the example of Figure 2.2. The query @ is
red panda facts and the figure displays the posting lists of FI, for those terms. The top
documents for red are replicated in ST (in bold), so they are not considered. The following
document is dsz5, so we know its exact partial score for this term. This document is also
present in the posting list of panda, so we will also find its exact partial score for panda as
NRA progresses. However, dss5 is not present in the posting list of facts. The last known
document in this posting list is d135. As a consequence, we use its partial score as an upper
bound of r(di3s, facts). This gives us sBound(dss5|Q) = Mf“‘l'g = 18.4. We can also
compute sBound for any document absent from these posting lists using the scores of the last
entries (w = 18.13 in this example).

Using FI,, the forwarding heuristic computes the highest possible score for a document
that is not fully indexed locally and compares it with the score of local documents (MI
and SI). If this score bound is higher, the query is forwarded to other search sites. To
avoid this situation, RIP adjusts which posting lists are prioritized in FI;. More specifically,
RIP controls replication by selecting, for each term ¢, two replication thresholds expressed
in partial score values: the document replication threshold ¢d; and the postings replication
threshold tp,.

V' D € D,r(D|t) > td; N master(D) #s = D € SI;
V' D € D,r(D|t) > tp, A master(D) # s = D € FI,]t]

In the example described on Figure 2.2, td,.q = 24.2 while tp,.,; = 22.8. By lowering ¢dq,
RIP decreases the highest scores associated to t from a non local document. Lowering tp,
decreases the lowest score associated to ¢ in FI;. Both these actions increase the information
related to the term ¢ and decrease the amount of query forwarding. However, their impact
and cost can vary significantly. Fully replicating a document is costly, as it generates one
posting entry per unique term in the document. On average, a Web page contains 250 unique
terms [99], so replicating a document is 250 times more costly than replicating a posting entry.
Given that the difference in partial scores between entries are, in most cases, higher among
high quality documents, fully replicating a document often has a higher positive impact on
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query forwarding. RIP achieves a good balance between documents and postings replication
to use the replication budget as efficiently as possible.

Evaluation We use the same distributed search engine setup and dataset as in the eval-
uation of Section 2.1.3. As explained in the problem definition, our goal is to maximize
the number of queries that can be answered locally, which is the equivalent of minimizing
query forwarding. Following the master assignment phase, each document is indexed by a
single search site. Then, each site has a replication budget that can be used to either fully
index documents it is not the master of (SI) or replicate fragments of posting lists (FI). We
compare 3 different replication policies:

e Static Documents replication (SDR): Using the training queries, we determine which
documents are globally popular and replicate this static set across all sites [13,25]. In
this case, FI contains an upper bound per term for non replicated documents, which
corresponds to the thresholds of Baeza-Yates et al [13].

e Reactive Documents Replication (RDR): Each search site reactively determines which
documents are most frequently part of the results of their users and replicates the most
popular ones. This setup computes a different set of replicated documents for each site
to match the activities of their users. As with SDR, FI only contains one bound per
term, dynamically adjusted to reflect document replication.

e Reactive Indexing protocol (RIP): Each site reactively replicates blocks of documents
and posting lists, as well as individual documents when they generate false positives
in query forwarding. This is the approached based on online caching described in this
section. Each site replicates data matching the needs of its users, while preserving
continuity on information in posting lists.

We evaluate the impact of each approach on the proportion of local queries for varying
replication budgets and report results on Figure 2.3. SDR replicates the same documents
on all search engines, so it does not optimize replication based on the behavior of the users
of each specific search site. Hence, it obtains the lowest performance, as users of different
regions are generally interested in different documents. For a low replication budget (below
100k documents), we observe that simply replicating the results of the queries is more efficient
than replicating to FI, so RDR performs best. However, as the budget increases, RIP clearly
outperforms RDR. With a replication budget of 1M documents, each search site has an average
indexing capacity of 7,119,982 documents (22.5% of the total collection), which represents an
overhead of 14% over a setup without any replication. In this configuration, RIP raises the
amount of queries processed locally by 25% while RDR raises it by 13%.

These experiments show that it is necessary to integrate the index replication process with
the query processing function. RIP takes into account the properties of top-k algorithms to
ensure not only that relevant documents are replicated locally, but also that the search engine
is able to lower the score bound on unseen documents sufficiently to avoid query forwarding.

2.1.5 Conclusion

Different people from different regions of the world request different content. While this simple
fact seems obvious, based on language differences alone, using it to design more scalable search
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Figure 2.3: Query locality wrt. replication budget

engine architectures is quite challenging. The main reason is that search results quality is of
the utmost importance, so every request must be answered as if each search site was hosting a
full copy of the Web index. Whenever a search site is missing content to ensure the accuracy
of its results, the query is forwarded to other search sites, which incurs a high processing cost
and latency.

We divide the problem of selecting on which search site a document should be indexed in
two phases:

e In the case of new documents that have never been returned as search results before, we
compare the distribution of terms in the documents to the queries of the users in each
site, and select for each document a single master site that is responsible for indexing it.
When the search engine has a cache, we can also rely on the cache invalidation protocol
to estimate the proportion of queries that would have returned this document if it had
been indexed previously.

e In the case of a document that is already indexed at a master site, a different search
site can replicate this document is its absence causes a significant amount of query
forwarding. The main difficulty is that having all correct documents is not enough to
avoid query forwarding, the search site must also ensure that no unknown document can
score higher. This is done by integrating with top-k processing algorithm and replicating
score bounds from other search sites.

This work integrates existing search engine architectures (indexer, query processor, cache

..) with a fully data-driven content assignment policy. As each search site specializes for

the queries of its users, search engines become more scalable and less costly to operate. Our

approach was validated using a real dataset consisting of a Web crawl and user queries from

different countries. While experimental results were promising, there was unfortunately no
real deployment within Yahoo! due to a change of focus in the company.
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2.2 Single data center: Key/Value-based applications

2.2.1 Context

Distributed applications are deployed in clusters of servers that collaborate to provide a
service. As an application becomes more popular and its workload increases, more severs are
added to the pool of resources available. In this section, we are interested in the problem
of dividing the workload among these servers. Many applications are modeled following the
key/value paradigm. Pieces of data (values) are uniquely identified by a key, and can be
updated or retrieved. For instance, in a social network such as Twitter, the publications of
a user (value) can be stored using the identifier of the user as a key. When the user posts
a status update, the value associated to her identifier is updated. When she browses her
social feeds, the values associated to her friends are retrieved. Another example of key/value
application is a URL shortener service such as Bitly. Each time a user clicks one of the
shortened URLs (key), the popularity counter associated to it (value) is updated.
In this work, we consider two building-block operations of these key/value applications:

e Multi-get query: This query consists in retrieving content associated to multiple
keys: multiget(k1, k2) fetches content associated to keys k; and ky. This type of query
represents a significant proportion of the workload of social networks such as Twitter
or Facebook [91]. The multi-get query can be used to construct the social feed of a
given user by retrieving content generated by all of her friends. Hence, a user following
50 twitter accounts triggers a multi-get to 50 different keys whenever the social feed is
updated.

e Streaming sequence: This operation consists in streaming a message to different keys
sequentially: stream(m, k1, ko) sends message m first to key k1 and then to k2. Note that
the sequence of keys is not always known in advance from m alone: ko can depend on
the combination of m and the current value associated to k;. This operation is common
in stream processing applications. For instance, when a customer buys products in a
store, her receipt can be first routed to the user identifier to update her purchase history,
then to the store identifier to update its stock, and depending on the stock count, to
the appropriate provider.

The common feature of these two operations is that they access the data associated to several
keys, in parallel or sequentially. As the application is deployed on a varying number of servers,
it requires an application level routing service able to determine which server is currently
hosting data associated to a given key. The most common strategy to implement this type of
routing is a hash-based pseudo-random assignment: server = hash(key). The main advantage
of this policy is that routing is stateless: any server can directly route to the recipient server
of any key without requiring a consistent view of a routing table. The main drawback is
that this deterministic yet random assignment leads to a significant spread of keys accessed
by each operation. Indeed, the likelihood that two keys are located on the same machine is
#se}qvem. As the application is scaled to a larger number of servers, the average number of
servers each operation needs to access increases, up to, in the worst case, one per key.
Servers within a data-center are typically connected following a hierarchical tree-shaped
network structure. Figure 2.4 provides an example of a three-level tree of switches, with a
core tier at the root of the tree, an intermediate tier, and an edge tier at the leaves of the
tree. The core tier consists of the top-level switch (ST), which connects multiple intermediate

18


http://www.twitter.com/
https://bitly.com/

Figure 2.4: Hierarchical network architecture

switches. The intermediate tier consists of intermediate switches (SI), and each of them
connects a subset of racks. Finally, the edge tier consists of racks, and each rack is formed
by a set of servers connected by a rack switch (SR). This hierarchical structure leads to
heterogeneous communication costs between servers. Messages exchanged between servers
of the same rack only need to traverse the rack switch. However, messages between servers
located in different branches of the tree also require going through intermediate switches, and
potentially all the way to the top-level switch. As the resources needs of the application grow,
the number of servers increases, and an application originally deployed in a single rack spreads
to multiple racks. In this situation, hash-based key assignment generates communications
between random pairs of servers, which tends to saturate top-level and intermediate switches,
leading to degraded performance and limiting scalability.

The solution we propose to counteract this effect is to account for the heterogeneity of
network architecture, and replace pseudo-random data placement by a stateful routing policy
designed to optimize the likelihood that keys accessed by an operation are located at close
network distance, ideally on the same server or within the same rack.

The work presented in this section was started during my post-doc at Yahoo! Research

Barcelona, and was continued at the University of Grenoble in collaboration with the ERODS
research group. It is detailed in the following publications:

e DynaSoRe: Efficient In-Memory Store for Social Applications
Xiao Bai, Arnaud Jégou, Flavio P. Junqueira and Vincent Leroy
In Proceedings of the 14th International Middleware Conference (Middleware), 2013,
pages 425-444.

e Locality-Aware Routing in Stateful Streaming Applications
Matthieu Caneill, Ahmed El Rheddane, Vincent Leroy and Noel De Palma
In Proceedings of the 16th International Middleware Conference (Middleware), 2016,
pages 1-13.

In Section 2.2.2, we first consider the case of an offline optimization for a static workload
and model it as a graph partitioning problem. We then move on to the online optimization
problem. Section 2.2.3 presents the case of a social network application using multi-get
queries. Then, Section 2.2.4 presents the case of streaming applications relying on sequentially
routing messages to keys. Finally, we conclude in Section 2.2.5.
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2.2.2 Offline approach: data placement as a graph partitioning problem

Problem definition Given an application deployed on a set of servers S and maintaining
data associated to a set of keys K, our goal is to assign each key k € K to a server s € S.
K C K represents the set of keys assigned to s, and serv(k) = s indicates that k was assigned
to s.

Our first goal is to optimize locality: given an operation of the application, we want
to minimize the cost of messages exchanged between servers. We assume the existence of a
netCost(s, s') function aware of the network topology and indicating the network cost of com-
municating between servers s and s’. By definition, netCost(s, s) = 0, while netCost(s, s’) <
netCost(s,s") if s and s’ are in the same rack, while s and s” are on different racks.

In the case of multiget(k1, ..., ky) executed from a broker b, we want to minimize the cost
of contacting all servers hosting keys:

Z netCost(b, s)

selUi, {serv(ks)}

This can be done by ensuring keys are co-located on the same server to reduce the number
of servers reached by the query, but also by ensuring that these servers are in the same rack
as the one executing the query, b.

Similarly, in the case of a streaming operations stream(m, ki, ..., ky), our goal is to min-
imize the cost of transitions between keys:

n—1

Z netCost(serv(k;), serv(kit1))

=1

In this case, the cost is reduced when consecutive keys k;, k; 1 are located on the same server
or, failing that, close servers.

Each key is associated a weight weight(k) representing the resources a server spends to
serve queries related to k. Depending on the application’s bottleneck, this weight can be
related to the size of the data associated to k, or the frequency at which k is accessed. Hence,
the load of a server is given by:

load(s) = Z weight (k)
keKs

Our second objective is to ensure load balancing, i.e. ensure that the load of all servers is
comparable. This secondary objective is necessary to ensure that no server is overloaded,
as the trivial solution of assigning all keys to the same server would maximize locality. We
express load balancing using a maximum imbalance factor e:

VseS, load(s) < (1+¢) mig load(s")
s'e

i.e. no server is assigned a load higher than (1 + ¢) times the minimum load.

Modeling as a graph When the workload is steady, it is possible to gather statistics
on queries executed, compute an offline assignment, and deploy the application using this
optimized configuration. In our context, the natural solution to describe the workload is a
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Figure 2.5: Graph obtained with multi-get queries in a social network. u; follows uo and us
while us follows uq, ug and ug.

graph of keys with edges representing communications between servers handling these keys.
For instance, Figure 2.5 presents a graph resulting from multi-get queries. In the case of a
social network, the structure of the graph is given by friendship relations between users, while
observing the real workload gives insight on the frequency of queries and thus the weight of
edges. Indeed, it is more important to optimize queries for users that refresh their twitter
feed every 10 minutes than for users that consult it once a week. Figure 2.6 is an example of
graph obtained from streaming sequences. In this context, the graph structure is discovered
from application traces, as it relies on correlations between different fields of messages.
Once the graph is obtained, assigning keys to a set of servers S consists in partitioning
the graph into |S| subgraphs, where the keys of each subgraph are assigned to a single server.
Graph partitioning aims at minimizing the cost of edges traversing partitions, which is con-
sistent with our locality objective. Furthermore, several partitioning algorithms, including
the ones from the METIS library [59], support constraints on the balance of clusters, and
thus meet our load-balancing objective. Hence, we can implement an offline algorithm based
on METIS that gathers traces from previous executions of the applications, and generates a
static assignment of keys to servers. This is the approach used by Schism [33] to improve the
locality of transactions in a distributed database. In our case however, it only constitutes a
starting point. Indeed, we aim at supporting workloads that vary over time. This requires an
online approach, able to monitor the workload and reconfigure the system dynamically with-
out interrupting the application. In Section 2.2.3, we detail the online configuration process
for multi-get queries, and in Section 2.2.4, we present our approach for streaming applications.

2.2.3 Online multi-get

Architecture In the context of multi-get queries, the system we developed, DynaSoRe
(Dynamic Social stoRe), is specifically designed for handling social feeds (e.g. Twitter).
Publications are stored as producer-pivoted views, i.e. all publications of a user are stored in
a single data structure keyed by the user identifier. The API provides two functions:

e read retrieves the views of all the friends of the user, according to the social network.
This function relies on the multiget query introduced earlier, and aims at generating
the social feed of the user.
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Figure 2.6: Graph obtained with routing sequences. The first key corresponds to a location,

while the second key is a hashtag. Tweets posted in France are associated with hashtags
#Paris and #Food.

e write appends a publication to the view of the user. DynaSoRe is designed as an
in-memory cache, so adding a message to a view evicts the oldest publication to keep
its size constant. We assume that publications are simultaneously persisted to a stable
storage.

Each user is assigned two proxies deployed on broker servers and in charge of executing her
read and write operations. The rationale behind separating the read proxy and the write
proxy is that these functions access different views (friends’ views against user view), and
so their optimal positioning with respect to the hierarchy of servers can differ. The view of
the user can be replicated to several servers. This further improves locality, as a read proxy
can chose to access the closest replica of the view to further reduce the load of the top-level
switch. The trade-off is that writes must be sent to all replicas of the view, and that memory
consumption increases.

Gathering of statistics DynaSoRe starts from an initial data placement obtained from a
clustering algorithm based on previous execution traces, as described in Section 2.2.2. Then,
DynaSoRe continuously monitors the workload to continuously adjust and improve locality.
DynaSoRe maintains statistics about the frequency and the origin of each access to a view.
This information is stored on the servers, along with the view itself. The origin of an access
to a view is the switch from which the request accessing this view originates. Consequently,
two brokers directly connected to the same switch correspond to the same origin. The writes
to a given view are always executed from the write proxy. However, reads can originate from
any broker in the cluster, so their origin should be tracked.

To reduce the memory footprint of access recording, DynaSoRe makes the granularity
coarser as the network distance increases. Considering a tree-shaped topology, a server records
accesses originating from all the switches located between the server and the top-level switch,
as well as their siblings. For example, in Figure 2.4, a server located in the rack of SRy 1
records accesses from SRy 1, SR1 2, SRy 3, Sz, SI3. In this way, in a cluster of m intermediate
switches and n rack switches per intermediate switch, every replica records a maximum of
m — 1 + n origins instead of m x n. While significantly reducing the memory footprint, this
solution does not affect the efficiency of DynaSoRe, as the algorithm still benefits from precise
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information when making the final adjustments on the assignment of a view. In addition, to
adjust to variations of the workload over time, we use rotating counters to focus on recent
activity.

Data migration policy FEach server has a fixed memory capacity, expressed as the number
of views it can store. DynaSoRe ensures that the view of each user is stored on at least one
server. Each server stores several views, some of them being the only instance in the system,
while others are replicated across multiple servers and therefore optional. Using the view
access statistics, DynaSoRe evaluates the utility of a view on a given server, i.e. the impact
of storing the view on this server in terms of network traffic. In the absence of the view,
the overhead for read requests is computed by assuming the request would be sent to the
closest replica of the view instead. The cost of updating the view (write) is then subtracted.
If the utility is negative the cost of maintaining the replica outweights its benefits for read
requests, so the view is immediately eliminated. Each server maintains a utility admission
threshold equal to the 10" percentile of the views they host (or 0 if the server has over 10%
free capacity). If the server reaches 95% memory usage, it eliminates the view replicas having
the lowest utility. Upon receiving a read for a view, the server evaluates the possibility of
replicating it to a server closer to the proxy performing the request. Similarity to the utility
computation presented above, the server evaluates the benefits of this additional replica by
simulating a “what-if scenario” in which the replica exists. If the utility computed is higher
than the admission threshold of the server hosting the new replica, the view is replicated.
When replicating or evicting data associated to a given key, the write proxy of the associated
user acts as a coordination point to ensure that one copy always remains available, and that
writes are propagated to all replicas. Note that while DynaSoRe does not implement a “view
migration” operation per-se, they occur by first replicating the view to a new location, and
then deleting the original view because of its low utility.

Evaluation We consider a social network extracted from Facebook [96] that consists in
3M users connected by 47M friendship links. Each user to the social graph is assigned real
user traffic extracted from Yahoo! News Activity for a total of 17M writes and 9.8M reads.
Since this Yahoo! application allows users to share news with their Facebook friends, this
combination of datasets represents a realistic setup. When establishing a correspondence
between Yahoo! users and the Facebook graph, we assign the most active profiles to the
users with most friends to account for the correlations observed by Huberman et al. [52].
The data-center considered is simulated. It has a top switch, 5 intermediate switches, each
connected to 5 rack switches, for a total of 25 racks containing 10 servers each. In each rack,
1 server is a broker while the 9 others are used for storage of views associated to keys. The
capacity of the servers is tailored to the dataset, with an additional 50% for replication.
We compare 4 different data placement policies:

e Random: This policy is a baseline that corresponds to a hash-based pseudo-random
assignment of keys to servers. This policy is used by many distributed data-stores.
Each key is stored on a single server, so this policy does not leverage additional storage
capacity.

e SPAR: This algorithm replicates all the views in a user’s social network on the same
server to implement highly efficient read operations [¢1]. SPAR does not consider write
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Figure 2.7: Top switch traffic with a Yahoo! News Activity query log
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Figure 2.8: A simple wordcount stream application. S sends sentences, operator A extracts
words, B converts them to lowercase, and C' counts the frequency of each word.

costs when creating additional replicas, and does not assume bounds on the capacity of
servers. To obtain a fair comparison, we adapt SPAR to avoid replication when a server
is out of capacity.

e DynaSoRe from random: This is a fully online version of our algorithm described in
Section 2.2.3, where the initial data placement is random.

e DynaSoRe from METIS: This is the algorithm described throughout Section 2.2.3, where
the initial assignment of keys to servers is obtained using a clustering algorithm (Sec-
tion 2.2.2).

Figure 2.7 shows the traffic of the top-level switch throughout the 14 days of the traffic log
duration. This figure shows that DynaSoRe is able to converge to an efficient view placement
configuration, even in the case with high variance traffic. DynaSoRe clearly outperforms the
random baseline, but also SPAR, despite its efforts to improve locality. This is caused by
three main factors: (i) DynaSoRe handles limited server capacity by prioritizing replicating
views that have a high impact on traffic, (ii) DynaSoRe accounts for the network hierarchy to
place data in the vicinity when a server is full, (iii) DynaSoRe evaluates the read and write
costs when replicating data, to avoid high update costs when the read benefits are low. We
can see that DynaSoRe performs better when the initial configuration is obtained through
clustering, while it gets stuck in a local minimum when starting from a random configuration.
These results only show the traffic of the top-level switch, which is where DynaSoRe has
the highest impact. However, the network traffic is reduced at all levels, albeit in a smaller
proportion.

2.2.4 Online stream sequence

Architecture Stream processing was developed to continuously execute operators on po-
tentially unbounded streams of data tuples. Apache Storm [90], Flink [27], S4 [73], Samza [11],
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Figure 2.9: PO instrumentation: every instance counts the key pairs it receives and sends,
and keeps the most frequent pairs in memory.

and Twitter Heron [62], are examples of popular stream processing engines. Following the
dataflow programming paradigm, a stream processing application can be described as a Di-
rected Acyclic Graph (DAG). Vertices represent processing operators (POs) that consume
and produce data streams, which flow along edges. A source constitutes the entry point of
the DAG, and streams data tuples, such as posted tweets or uploaded pictures, to POs. Fig-
ure 2.8 represents a simple wordcount application for streams of sentences. POs A and B are
stateless, as they do not update any internal state when processing data, while C' is stateful
as it maintains frequency counts. In this work, we are interested in stateful POs, since they
maintain state associated to keys.

The specification of the application DAG indicates which PO is the recipient of another
PO’s output stream. To scale stream processing, each PO is executed in parallel on multiple
instances (POIs) deployed on servers. In the case of a stateful PO, the state maintained is
partitioned horizontally across POIs. Hence, it is important to select which particular POI
receives each tuple of data. This is handles by the fields grouping routing policy, where the
developer selects the field of the tuple that is used as a key in the stateful PO. As mentioned
in Section 2.2.1, the default implementation for fields grouping relies on hash functions. Our
contribution is the addition of routing tables in fields grouping that optimize data placement.
These routing tables indicate, for some keys, the POI they should be routed to. If a key is
absent from the routing tables, the default hash-based policy is used.

Gathering of statistics Data streams often fluctuate over time, particularly when they
are generated by human activity. For example, #breakfast is associated to America and
FEurope at different moments of the day. In addition to diurnal and seasonal patterns, flash
events can occur, generating temporary correlations between keys. It is necessary to detect
these correlations at run time to perform an online optimization of stream routing without
interrupting the execution of the application. For this purpose, we add an instrumentation
tool to stateful POs. For each passing message, a POI extracts the input key, which was
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used to route the data tuple to this instance, and the output key, which decides towards
which POI the message is routed next. Pairs of keys are stored in memory along with their
frequency, as depicted in Figure 2.9. Computing the frequency of pairs of keys online can be
done with the SpaceSaving algorithm [70]. Using a bounded amount of memory, it maintains
an approximated list of the n most frequent pairs of keys. This limitation on the collection
of statistics is, fortunately, not problematic for most large-scale datasets. Indeed, many real
datasets follow a Zipfian distribution [9], with few very frequent keys, and many rare keys.
Identifying the pairs containing the most frequent keys captures most of the potential for
optimization, so the loss compared to an exact offline approach is limited. Whenever the
routing of keys is updated, the statistics are reset to only take into account recent data and
detect new trends.

Data migration policy State migration in the case of stream processing is more complex
than in the case of multi-get queries. Stream workloads are significantly more write intensive,
so data is not replicated and a key is only handled by a single POI. Furthermore, in Dyna-
SoRe (Section 2.2.3), we know that write messages for a given key all go through its write
proxy. Hence, we can use it as a coordinator to control state migration while ensuring data
consistency. In the case of stream processing, a write to a given key can originate from any
POI of the previous PO, so there is no obvious single coordinator.

Every stateful POI holds the state of the keys to which it is associated. When a key is
assigned to a different POI in the updated routing tables, its corresponding state needs to be
transferred between POIs. Moreover, after POIs migrate the state of their previous keys, they
should no longer receive any message related to this key. This means that preceding POs in the
DAG must have proceeded to their reconfiguration first, and route messages according to the
new routing tables. To this purpose, we opt for synchronized reconfiguration cycles, instead
of a fully on-the-fly approach as in DynaSoRe. A global coordinator gathers all statistics and
generates a new optimized configuration which is deployed regularly. The configuration is
computed using graph partitioning, as described in Section 2.2.2. The challenge is to deploy
this new configuration and migrate data without interrupting stream processing or losing
data. The coordinator synchronizes key migration in a progressive reconfiguration following
the PO order specified by the DAG. This protocol is shown in Figure 2.10.

The reconfiguration protocol is executed by the coordinator C. The coordinator first asks
every running POI to send the collected statistics . Upon receiving them all ), it builds
the bipartite graph of the key pairs (see Figure 2.6), partitions this graph with METIS, and
computes the new routing tables. It sends these tables to the respective POIs @), and waits
for all acknowledgements (@). It then enter the propagates phase, and tell the instances of the
first PO to proceed to the reconfiguration (). The two instances update their routing table
and exchange the state of the keys whose assignment has changed 6. After this operation,
they forward the propagation instruction to the instances of the second PO (%), which in turn
update their routing tables and exchange their states if necessary ©.

The data stream is not suspended during reconfiguration, so it is possible that a POI
receives a tuple associated to a key while it has not yet received the state associated to it. In
this case, tuples are buffered and are only processed once the state of their key is received.
This solution is preferable to suspending the stream as some stream sources do not support
back pressure and would lose messages. To handle fault tolerance, the coordinator saves all
routing configurations to stable storage before starting reconfiguration. If a POI crashes,
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the guarantees are the ones provided by the streaming engine and are not impacted by state
migration.

Evaluation We implement our algorithm in Apache Storm to evaluate its performance. For
evaluation purposes, we consider the case of a streaming application composed one source, S,
and two stateful POs, A and B. The first PO computes statistics based on the first field of
the tuples by counting the number of occurrences of its different values, and the second PO
executes the same operation on the second field. Hence, fields grouping is used to route data
tuples to both POs. Each PO is deployed as 6 instances, and we ensure that every instance
of the first PO (A) has a local instance of the second (B).

Our workload consists of tweets crawled from October 2015 to May 2016 using the API of
Twitter. Twitter provides for each tweet a location identifier which can be either the location
of the user at the moment of the tweet, or a location associated to the content of the tweet.
Locations can be countries, cities, or points of interests. Overall, our dataset contains 173
million associations between locations and hashtags. We set our application to first route
using the location, and then the hashtag.

We compare 3 different data placement policies:

e Random: This is the default pseudo-random key assignment policy based on hash func-
tions.

e Offline: This consists of a single data-placement configuration step, corresponding to
an offline approach which is then never updated.
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Figure 2.11: Locality obtained with different data placement policies

e Online: This consists a regularly optimizing data placement to continuously improve
performance and adjust to changes in the characteristics of the workload.

Our performance measure is locality, i.e. the proportion of data tuples that are processed on
the same server for both POs.

Figure 2.11 shows the evolution of locality over time, Hash-based achieves a locality of
16.6%, which corresponds to a random assignment with 6 servers. After one week, online
and offline both obtain a sufficient amount of data to perform locality-aware routing, which
raises the locality to 49%. However, this value decreases over time in the case of offline, and
stabilizes around 40%. Offline preserves locality for stable associations, but fails to leverage
transient ones. Online however maintains a locality in the vicinity of 50%. This shows that
to capture volatile correlations, reconfiguration should be triggered on a regular basis. Our
throughput experiments indicate that a 10% difference in locality can lead to a throughput
gain of 25%. This demonstrates the benefits of the online optimization process in the case of
fluctuating workloads. Note that when generating routing tables, METIS reports an expected
locality of 75%. This difference in performance is explained by two reasons. The first one is
that we only record the most frequent associations between keys, so METIS does not have
perfect information. The second is that data varies between consecutive weeks. It contains a
significant proportion of new hashtags and locations that were not observed previously and
are thus routed using hash functions.

2.2.5 Conclusion

When distributing applications across several servers co-located in a data-center, the most
common strategy is a hash-based pseudo-random assignment of data. However, this simplicity
has a cost: diminishing returns when scaling applications. As more servers are involved, the
probability that pieces of data accessed are located on different servers increases, which leads
to degraded performance as the number of servers increases.

We consider the case of Key/Value-based applications, such as social networks and stream
processing, as their execution cost is generally dominated by network communications, and not
processing costs. By analyzing execution traces, we can discover correlations between accesses
to specific keys, and place them on the same servers to avoid communications. We used the
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Schism approach [33] as a starting point for an offline optimization using graph clustering.
Our contribution is an extension to online reconfiguration. This allows the optimization of
systems without interrupting their execution, and is also necessary to deal with workloads
that vary over time.

e For social applications relying on the multi-get query, we opt for a fully online-approach.
The data of a given key can be replicated to several servers to improve the locality of
accesses, while replicas with low utility are eliminated. We rely on one coordinator per
key, so the protocol is event-based and is triggered by performance measures triggered
by data accesses.

e In the case of stream processing, an access to a given key can originate from multiple
machines, which makes it more difficult to maintain the consistency of routing tables.
In this case, we opt for a cycle-based optimization orchestrated by a coordinator on
a regular basis. The computation of an optimal configuration is similar to the offline
approach, and the main focus is on deploying this new configuration through the appli-
cation without interrupting it or losing consistency.

In the case of social applications, our system was evaluated on real datasets through the use
of an event-driven simulator. Subsequently, when working on streaming application, we were
able to implement our solution in the storm processing framework using a real deployment.
In both cases, our experiments demonstrated significant gains, and I the next step will be
releasing our implementation to an open-source stream-processing platform to benefit as many
applications as possible.
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2.3 Summary of contributions

During my Ph.D, on large-scale P2P networks, I was dealing with the problem of organizing
networks by connecting users interested in the same data. In the context of my post-doc,
I remained in the domain of distributed systems, but considered applications running on
dedicated hardware. The main difference is that dedicated hardware means that I was in
control of the data, and could decide which machine should be storing a specific information.
Hence, instead of establishing a link between two servers, I could instead move the data to
avoid network communications altogether.

When dealing with applications deployed on multiple data-centers, such as Web search
engines, regional trends in data accessed can be easily observed by examining the query log
of each search engine. These differences can then be analyzed to predict, using the content of
each Web page, in which region it is likely to be accessed. In the case of single data-centers,
all queries are processed from the same location, and discovering locality in data accesses can
be more difficult, as trends are not naturally partitioned in different query logs. Fortunately,
graph clustering algorithms applied to access patterns are able to uncover correlations. The
application can then be configured to place data according to these clusters in order to
maximize the locality of data accesses.

Data processing frameworks generally consider data-centers as a flat infrastructure, and
advertise easy scalability by simply adding servers (“Kill It With Iron”). But without paying
attention to data placement, communication costs increase significantly with the number of
servers, so each new server brings diminishing returns. We showed, through simulations and
live deployments using real datasets, that improving the locality of distributed applications
has a large impact on their throughput and scalability. By better leveraging the properties of
data, we can actually divide large applications running on hundreds of machines into many
small clusters of machines collaborating, with few communications between them, and get
much better performance with the same hardware.
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Chapter 3

Distributed algorithms for top-k£
processing

Several frameworks have been developed for batch processing on large-scale datasets. Hadoop
Map-Reduce and Spark are two of the most popular open-source options available. These
frameworks deploy the execution over executors distributed across servers in a data center.
The execution of a program is divided into stages. Within a stage, each executor processes
data locally, without communicating with other executors. Between stages, the framework can
operate a shuffle that re-distributes the data between executors. This is most notably the case
before reduce phases, that require pieces of data having the same key to be stored on the same
executor. Shuffling is expensive, as it generates a significant amount of I/O operations, so
these frameworks aims at limiting shuffles to a minimum. In addition, a barrier synchronizes
executors at the end of a phase, so each phase should encapsulate as much processing as
possible, to avoid wasting execution time. To sum up, the only time at which data can be
exchanged is between processing phases, which does not occur frequently.

Given these constraints, we can see that algorithms in which the workload can be parti-
tioned into independent jobs while requiring very rare data exchange between jobs are natural
candidates for being ported to these frameworks. This is for instance the case for join process-
ing algorithms, that aim at outputting all data tuples satisfying a predicate. Generally, the
challenge when distributing these algorithms lies in ensuring each executor gets a balanced
load while minimizing data transfers (I/O) [100]. This becomes increasingly difficult in cases
where the presence of a data tuple in the output does not only depend on a input query, but
also on other results candidates discovered at runtime. A common class of such problems
is top-k processing [11]: the score of a data tuple is defined by the query, but its presence
in the output depends on the score of all other result candidates. Top-k queries require a
dynamic exploration of the results space in order to discover promising results first and prune
as many candidates as possible to reduce the workload. The first challenge in distributing
top-k processing is that it is difficult to predict the cost of processing a workload partition:
all candidates may be pruned from the beginning, leading to a small execution time, or all
candidates may be explored, leading to a high execution time. The second challenge comes
from the lack of communications between executors during processing phases: if an executor
discovers a candidate with a very high score, the other executors are not aware of it until
the next shuffle phase, which can lead to the exploration of candidates that would have been
pruned otherwise.
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In this chapter, we propose solutions for distributing two specific top-k processing ap-
plications. In Section 3.1, we consider the case of processing joins on interval data. Using
scored temporal predicates, we assign a score to each data tuple, and aim at finding the top-k
best results. Our distributed algorithm, TKIJ, relies on statistics on the data to bound the
scores of results present in each partition of the workload. We then ensure that each executor
receives a fair share of high-scoring tuples so that it can prune efficiently locally despite the
lack of communications between them. Section 3.2 considers the case of mining patterns in
large-scale retail datasets. We propose item-centric mining, an approach that aims at finding
the top-k patterns of each product in the dataset. We then present TopPI, an algorithm that
solves this problem by combining methods from pattern mining and top-k processing. We
show that TopPI can be implemented on Map-Reduce by splitting the mining phase into only
two stages, without altering the pruning efficiency of the algorithm.
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3.1 Temporal joins

3.1.1 Context

Temporal data is pervasive. Store receipts, tweets, traffic data, and temperature measures
generated by weather sensors or by wearables, are just some examples. Such data is best
represented as intervals with start and end timestamps. For example, in network traffic, a
connection between machines forms an interval. In social media, the lifespan of a discussion
topic is represented as an interval. Temporal data analysis requires the ability to compare
intervals. These comparisons are expressed as predicates that reflect the chronological rela-
tionship between intervals, such as before, meets, starts or overlaps from Allen algebra [5].

As datasets become larger, these simple binary predicates show their limitations. The
number of results of before query on two collections of intervals Cy and Cy is O(|Cy| x |Cal).
This is not practical when dealing with millions of intervals. Not only does generating all
results consume a large amount of processing time, but it is also unlikely that an application
actually requires every single results. Furthermore, binary predicates rely on strict equality of
endpoints, which is illusory in a distributed environment of smart devices where clocks can be
slightly desynchronized. The ability to evaluate predicates approximately and assign scores
to resulting interval pairs appears as a natural requirement to finding interesting results.
We formalize Ranked Temporal Joins (RTJs) that feature any number of interval collections
and temporal predicates and return the k best results. We illustrate RTJ with the following
example on network traffic monitoring. Consider the two interval collections C7 and Co
in Figure 3.1. Assume that each collection gathers requests from a different country. An
analyst interested in monitoring traffic between two countries would seek (x,y) pairs, = € C1,
y € Co, where z ends just before y starts. A Boolean semantics would compute 9 (z,y)
pairs satisfying before(x,y), including pairs where x ends long before y starts. An appropriate
scoring function and top-k semantics would select {(x1,y1), (z2,y2), (z2,y3)}, that best satisfy
x ends just before y starts for k = 3.

The challenge we tackle is to devise an efficient query evaluation strategy that guarantees
to return the best answers for a variety of temporal predicates. The first difficulty here is
to develop a general-purpose algorithm that works with a variety of predicates and ranked
semantics and yet, that is able to exploit the nature of those predicates to devise an efficient
evaluation.

The efficient processing of interval joins has been studied before [28,36,39,68]. The closest
to our work is the one by Chawda et al. [28] with a focus on processing interval joins on Map-
Reduce [35]. However, proposed algorithms are not directly applicable in our case because
they focus on a Boolean semantics. In our work, scores constitute both a challenge and an
opportunity. They are a challenge because, unlike Boolean semantics, every combination of
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Figure 3.1: Motivating Example
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Figure 3.2: The Allen algebra with Boolean and scored temporal predicates.

intervals is potentially an answer. The opportunity lies in the ability to leverage statistics
on input data in order to avoid computing low-scoring results. The second difficulty of this
work is to design a top-k processing algorithm able to deal with the limitations of distributed
processing frameworks.

The work presented in this section was part of Julien Pilourdault’s Ph.D work, co-
supervised with Sihem Amer-Yahia. It is detailed in the following publication:

e Distributed Evaluation of Top-k Temporal Joins
Julien Pilourdault, Vincent Leroy and Sihem Amer-Yahia
In Proceedings of the ACM International Conference on Management of Data (SIG-
MOD), 2016, pages 1027-1039.

Section 3.1.2 describes our data model and defines the problem of evaluating RTJ queries.
TKI1J is presented in Section 3.1.3. Experiments are detailed in Section 3.1.4. We conclude
in Section 3.1.5.

3.1.2 Data model and problem definition

We are given m collections of intervals C, ..., C,,. Each interval z has a unique identifier, a

start time x and an end time T.

Boolean temporal predicates The general form of a temporal predicate between two
intervals = and y is denoted p(x,y) and is expressed as a Boolean conjunction of equalities
and inequalities between their endpoints z,T,y,y. This allows to capture a wide range of
predicates among which the seminal Allen algebra [5]. The first 3 columns of Figure 3.2
summarize Allen temporal predicates and their semantics. For example, meets(z,y) imposes
that y starts when x finishes while starts(x,y) requires that x and y start at the same time
and that x ends before y.
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Figure 3.4: Example of RTJ query

Scored temporal predicates Since we are interested in capturing the degree at which a
temporal predicate is verified by a pair of intervals, we propose to associate a score to each
predicate. Here again, we aim to be general and we adopt the flexible approach for scoring
Allen predicates [38] and adapt it to our settings. This approach relies on two primitive
approximation comparators on intervals’ endpoints. Those comparators, equals(Z,7y) and
greater(Z,7), are used to express the degree of equality or inequality of intervals’ endpoints T
and 7, where T € {z,T}, ¥ € {y,7y} as a graded value in [0,1]. They rely on two parameters
X and p that provide flexibility in controlling the tolerance degree when comparing intervals’
endpoints. Figure 3.3 shows how equals(Z,y) and greater(z,y) are used with A and p to express
that tolerance. For instance, by defining that whenever [T — 7| < A, equals(Z,7) returns 1,
A sets a tolerance for exact endpoint equality. p, on the other hand, is used to define score
values. A large p value defines a wide range of score values and a small p produces a more
abrupt curve and fewer possible score values.

Since temporal predicates are expressed as equalities and inequalities on intervals’ end-
points, their approximation can be achieved using a conjunction of equals() and greater()
with appropriate A and p values. This allows us to associate a scored variant to each temporal
predicate. We denote that variant s-p(x,y) and refer to it as scored temporal predicate, abus-
ing the term “predicate” to mean “function”. Indeed, while p(z,y) returns a Boolean value,
s-p(x,y), returns a score in [0,1]. For example, we can define the scored version of starts(x,y)
as s-starts(x,y) = min{equals(z, y), greater(y, =)} (last column of Figure 3.2).

Temporal join queries We are interested in expressing n-ary join queries on interval
collections C1, ..., Cy,. We express a query ) as a weakly connected oriented simple graph of
the form (V| E). Each each vertex v; € V' is mapped to a collection C;. Each edge (i,j) € E
between two vertices v; and v; is labeled with a scored temporal predicate s-p(m-)() between
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Figure 3.5: Overview of TKIJ

the two collections C; and C}j corresponding to v; and v;. Figure 3.4 presents a sample query.

The evaluation of an n-ary join query @ returns a set of tuples of the form (z1,...,x,)
where x; € C;. The score of each tuple in the query result is computed using a function &
that aggregates the partial scores assigned by each predicate s—p(m)() associated with each
query edge (i,7) € E. S could be any monotone function such as the weighted sum as it is
commonly the case in ranked aggregation [11,42, 54, 74].

For example, we can express a 3-way query that returns a tuple (z,y,z) where z € Cj,
y € Cy and z € (5 and the score of (z,y, z) is computed as an aggregation of its partial scores
for query predicates s-starts(x,y) and s-meets(y, z).

Although we use the term “join” to refer to our queries, their expressivity goes beyond
traditional relational joins. Our queries are not compositional in the sense of a relational join
since their results are not intervals but tuples of any length (corresponding to the number of
vertices in the query). Our queries can express any combination of interval collections with
any scored predicates including chain queries and queries containing cycles.

Ranked Temporal Join (RTJ) problem Given an n-ary temporal join query Q= (V, E)
expressed over a set of collections Cf,...,C,, corresponding to query vertices in V and
temporal predicates s-p(m)() associated to each edge (i,j) € E, our problem is to find
a top-k set of tuples of the form (x1,...,z,), x; € C;, ranked by (descending) order of

S j)er(5-pa.j) (i Tj)).

3.1.3 TKIJ algorithm

We present TKIJ, our approach for evaluating Top-K Interval Joins, that efficiently finds the
set of k best results for an RTJ query Q. We first provide an overview of TKIJ, then we give
each step in detail.

Overview

Figure 3.5 summarizes our approach, TKIJ. Given a set of interval collections Cj...C)y,,
TKIJ executes a query-independent pre-processing phase to collect statistics on intervals’
distribution. This phase partitions time into granules and computes buckets for each collection
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(a). A bucket associated to a collection C; corresponds to a pair of granules, and contains the
number of intervals of C; starting at one granule and ending at another. Given a query @,
these statistics are used to evaluate bucket combinations that should be processed in order to
obtain top-k results (b). TKIJ relies on a constraint programming solver to compute score
bounds for each bucket combination and uses those bounds to prune combinations that do
not contain top-k results. The third phase is the actual join processing which relies on two
Map-Reduce jobs. The first job assigns a subset of buckets to each reducer r; (c) which then
processes locally the RTJ query, returning local top-k results (d). This assignment aims at
reducing data replication to limit I/O, and leverages score bounds to distribute high-scoring
results evenly so that each reducer can quickly prune low-ranking results. The second Map-
Reduce job merges all local results into a single query output (e).

Statistics collection

TKIJ pre-processes each dataset once in order to collect statistics which are then used to
optimize the execution of any RTJ query on this dataset. These statistics maintain a matrix
B; representing the distribution of endpoints of intervals in each collection C;. TKIJ partitions
the time range of each C; into a set of contiguous granules. We adopt a uniform partitioning
which has been shown to be appropriate for temporal joins [28, 30, 44].

As illustrated in Figure 3.5a, each matrix entry records the cardinality of a bucket, where
a bucket b; ;» =(gi, i) contains all intervals of C; that start in g;; and end in g;

Bil][l"| =bi | =|{x € Ci,z € gis AT € gip}|

As an example, given g1 1 =[10,20] and g1 2 =20, 30], the matrix entry for b1 12 = (91,1,91,2)
indicates 6 intervals starting in [10,20] and ending in [20, 30].

Range partitioning is a common approach in temporal join processing [28,36,44,68]. The
rationale is that intervals having similar endpoints are likely to satisfy similar join predicates.
For example, most previous studies that focus on intersection joins leverage partitions to
avoid pairs of intervals that are guaranteed not to intersect. Similarly, TKIJ relies on these
statistics to obtain information on the distribution of intervals within buckets and prune the
search space of any RTJ query.

Statistics are computed in a single Map-Reduce phase. Each mapper reads a fraction of
the data and maintains a local matrix per collection. Matrices are then aggregated in the
reduce phase, and the reducer responsible for collection C; outputs a final matrix B;.

Selection of bucket combinations

We now describe how TKIJ uses pre-computed statistics to estimate score bounds on candi-
date results. Then, we present how score bounds are used to avoid computing unnecessary
results while we guarantee to return the exact top-k results.This constitutes a preliminary
pruning step of the top-k processing: using a summary of the dataset, the idea is to identify
part of the results space that are promising and should be further explored.

Estimating score bounds Processing an RTJ query ) requires to return the top-k tuples
(x1,...,xy), x; € C; according to a scoring function S. Since any tuple (z1,...,z,) is a
potential answer, we investigate how to reduce the amount of data processed using scores.
We use w = (byy, 11, - -+ bnp,1,) to denote a bucket combination, w.nbRes=[[;_, |bi, 0| the
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total number of results that can be obtained from a bucket combination w, and Q the set
of all combinations.We define score upper and lower bounds in each w, denoted w.UB and
w.LB.

Definition 1. The score upper-bound (resp. lower-bound) w.UB (resp. w.LB) of a bucket
combination w = (by g, 115, b, 1) is the upper-bound (resp. lower-bound) of
S(i,j)EE(S'p(i,j) (xi,5)) where x; € g;1,,7; € gijl;,Vi e€l...n.

As an example, suppose that query @ features a predicate s-meets(; 9)(7,y) where x€C}
and y € Cy, using scoring parameters (Aequals, Pequals) = (4, 8). Collected statistics show 6 inter-
vals in bucket by 1 2=([10, 20], [20, 30]) for C; and 7 intervals in bucket b 2 3 = (]20, 30], [30, 40])
for Cy. We build the bucket combination w=(by 12, b223). Then, we can derive bounds on the
score S(x,y) = s-meets(z,y) of a result (z,y) Ew. The maximum possible score is 1 (e.g. with
(z,y) = ([12,25],[25, 35])), and the minimum score is 0.25 (with (x,y) = ([15, 20], [30, 35])).
Hence, w.UB=1,w.LB=0.25. Thus, 42 results in w have a score in [0.25, 1].

TKIJ relies on a constraint programming solver as a generic approach to compute score
bounds for any combination of predicates.

Pruning bucket combinations TKIJ leverages computed score bounds to reduce com-
putation cost by eliminating results that are guaranteed not to be in the top-k. To do so, it
computes Qs C Q, a subset of the search space that is sufficient to guarantee correctness.
We define ), s as follows:

Definition 2. The set of Top Buckets Qy, s is a subset of () satisfying the following conditions:

o Ywe \ Qk,g J¥ C Q]ﬁs.'
- V' eV W' .LB>w.UB
— > weyw .nbRes > k

This definition ensures that whenever a bucket combination w is pruned, there are at least
k results from )y, s with a score higher than results generated from w. Pruning unnecessary
results is a two-step process, coined TopBuckets. A first step computes score bounds for bucket
combinations using a solver. Then, a second step uses those bounds to eliminate unnecessary
results. In our setting, all (x1,...,z,) combinations are potential answers, and we cannot
employ traditional top-k techniques to prune the search space. TopBuckets addresses this
challenge using pre-computed statistics to locate high-scoring answers.

Distributed Top-k Join Processing

The TopBuckets process generates () s, a set of bucket combinations that are sufficient to
accurately compute the top-k results. We now describe how TKIJ computes the top-k results
(Steps (c)-(d)-(e) in Figure 3.5). We implement TKIJ on Map-Reduce [35]. Given a set of r
reducers, TKIJ assigns each bucket combination w € Qs to a single reducer r;,7 € 1...r,
that processes results in w. The main challenge in distributed join processing is to devise an
efficient workload assignment function. When performing large-scale joins, I/O often consti-
tutes a major bottleneck. We first review existing assignment algorithms, then we consider
the specifics of distributed top-k computation and show that it is essential to take scores into
account when dividing the workload. Indeed, during top-k join processing, each executor
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leverages high scoring results to prune candidates on-the-fly. We present Distribute Top Buck-
ets, a novel function that focuses on assigning high-scoring results to each reducer, while
minimizing I/O cost as a secondary objective. Finally, we present how an RTJ query is
processed using appropriate Map-Reduce algorithms.

Existing I/O optimizations When different reducers require the same chunk of data, this
data is replicated in the shuffle phase of Map-Reduce, which increases input cost. Several
distributed join algorithms, such as RCCIS [28] and the work of Afrati et al. [1] specifically aim
at reducing that cost. In TKIJ, this corresponds to different reducers being assigned bucket
combinations involving the same bucket. Other approaches focus on assigning a balanced
load to each reducer [28,75]. This ensures that the number of results generated by each
reducer is comparable, so that no reducer will have a larger workload in output dominated
tasks. Finally, some algorithms optimize both input and output costs simultaneously [100].
All these approaches are not directly applicable to our settings. They achieve optimizations
for specific queries (equi-join [1], 2-way 6-join [75], m-way #-join [100]). One close related work
to ours [28] reduces I/O cost by leveraging the Boolean interpretation of Allen predicates.
That is not directly applicable to scored predicates.

Top-k optimizations TKIJ significantly differs from standard Map-Reduce-based join pro-
cesses due to its ranked semantics. In TKIJ, each reducer processes a full RTJ query locally
using the bucket combinations it receives (Figure 3.5d). Hence, it is important to ensure that
each reducer quickly identifies high-scoring results as it is usually the case in top-k process-
ing [10,41,42,85]. Therefore, the assignment of bucket combinations to reducers favors an
even distribution of high-scoring results to ensure that each executor can execute on-the-fly
pruning efficiently.

DTB algorithm TKIJ relies on the Distribute Top Buckets process to assign bucket combi-
nations from (), s to reducers. Following the principles described above, DTB increases the
probability that each reducer receives a fair share of high-scoring results. This step relies on
the knowledge, for each bucket combination, of the number of results generated, as well as
their score bounds computed during the pruning step by the solver. DTB first sorts Oy, s by
descending order of score upper-bound to access them according to their likelihood of generat-
ing high-scoring results. It then assigns each bucket combination to the least loaded reducer.
Furthermore, DTB opportunistically optimizes 1/O cost by giving priority to reducers that
already process some of the buckets of the combination considered while limiting imbalanced
assignments.

Join Processing The final phase of TKIJ first runs DTB using )} s to determine data
distribution among reducers. Then, a Map-Reduce phase processes the RTJ query locally.
For each input interval z, a mapper computes the bucket b;, ;,  in which z falls. Then, z is
communicated to all reducers r; that received b;, ;i . That way, each reducer r; receives its
share of input data, and a list of bucket combinations Q,; CQy s whose results are potential
top-k candidates. Once each reducer has processed locally the RTJ query, we run an additional
Map-Reduce phase (Step (e) in Figure 3.5), that merges local results and returns the final
top-k answers.
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Scored Temporal Predicates In Q.
r, €C;Viel...n.

Qb s-before(x1,x2), s-before(x2, x3)

Qrr s-finishedBy(x1, 2), s-finishedBy(z2, x3)

Qo0 s-overlaps(z1,x2), s-overlaps(zz, x3)

Id

Qs fom | s-starts(x1,x2), s-finishedBy(x2, x3), s-meets(v1, x3)

Qs.s s-starts(x1, x2), s-starts(xa, 3)

Table 3.1: Queries

3.1.4 Evaluation

We evaluate TKIJ on a 8-node cluster with 6 executors having 8 cores each. To vary dataset

parameters, we generate synthetic data following the approach of previous work [28]. We
use a pseudo-random uniform generator to get intervals’ startpoints and lengths in specified
ranges (respectively s = [0,10%] and w = [1,100]). Intervals’ endpoints are integers. We

vary the number |C;| of intervals per collection, and the number n of collections. For our

. . . . . i $-pe; i (Ti,Tj
evaluation, we define varied queries described in Tables 3.1. We use S = L) | E|( ) (T6:7)

to compute the score of a query result (z1,...,x,).

In this thesis, I focus on the workload distribution aspect of TKIJ. The challenge in
executing top-k queries over Map-Reduce is to preserve the top-k pruning efficiency and
load balancing in spite of the lack of communications between executors. We compare two
workload distribution algorithms and evaluate their impact on TKIJ:

e DTB: This is the approach described in Section 3.1.3. Distribute TopBuckets ensures
that each executor gets high scoring results in order to process its local top-k efficiently
and benefit from early pruning decisions. In addition, DistributeTopBuckets oppor-
tunistically optimizes for I/0O.

e LPT: The LPT (Longest Processing Time) heuristic aims to minimize scheduling time
on parallel machines [37]. LPT executes tasks in descending order of processing time.
In our context, a naive approach would minimize the maximum number of candidate
join results that a reducer has to process, so as to reduce the duration of the longest
task. We sort the set of bucket combinations by descending order of number of results
(w.nbRes) and assign each one to the least loaded reducer.

Figure 3.6a presents the running time of the join phase on all queries, where |C;| varies
from 1M to 1.6M and k = 1000. On Qj ;, running time is identical for LPT and DTB, since
a single bucket combination is selected in )}, s and a large number of results with maximum
score can be quickly found during the join phase. On other queries, DTB outperforms LPT
for two reasons. Firstly, LPT incurs a higher shuffle cost (on average 43% higher). When
assigning a bucket combination to a reducer, DTB favors assignments that lessen shuffle cost.
LPT favors the assignment of bucket combinations with a large number of results to the least
loaded reducers. Hence, buckets have a higher probability to be sent to several reducers with
LPT than with DTB. Secondly, LPT does not necessarily give a fair share of high-scoring
results to each reducer. Figure 3.6b shows the running time of the longest reducer task (we
omit Qp, where LPT and DTB perform equally for the reason exposed above). DTB always
outperforms LPT because it increases the probability that all reduce tasks terminate early
since they can all find high-scoring results. This difference is exacerbated on query Q, .,
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with |C;|=1M. Here, the few results that satisfy best all 3 predicates featured in Q; ., are
better distributed using DTB. On Figure 3.6¢, we represent the minimum score of the k%
result among the results returned by reducers. These results support our observation: the
score of returned results is higher when distribution is defined using DTB, while unnecessary
results with lower scores are returned with LPT.

3.1.5 Conclusion

Temporal data contains contains valuable that can be explored to discover relations between
temporal events. We introduce Ranked Temporal Joins as a query model for extracting
relevant interval tuples from collections. RTJs generalizes Allen temporal Boolean predicates
by introducing scores that can be parametrized by the analyst to better express the relations
they seek.

We propose TKI1J, a 3-stage query evaluation approach for RTJ queries that identifies the
top-k tuples scoring the highest. TKIJ performs the following steps:

1. Compute query-independent statistics about the dataset. Fach collection of intervals is
represented as a matrix that indicates the distribution of interval endpoints.

2. Execute a preliminary pruning using the properties of the query and the statistics. Using
a solver, TKIJ determines which portions of the dataset contain promising results, and
which ones can be safely ignored. This eliminates a large fraction of the search space.
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3. Process the top-k queries locally on executors. At this step, each executor performs
on-the-fly pruning using its local top-k results. TKIJ ensures that each executor is
assigned high scoring result candidates that can be discovered early in the execution in
order to improve the pruning performance.

TKIJ was evaluated on synthetic datasets, as well as a real dataset containing a network
traffic log [79] provided by an industrial partner. In the future, we aim at performing RTJs on
streams of data. A preliminary analysis of this problem can be found in Julien Pilourdault’s
Ph.D thesis [78].
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Figure 3.7: Schematic distinction between frequent itemsets mining and TopPI. The area in
red represent each method’s output.

3.2 Pattern mining for long-tailed datasets

3.2.1 Context

Pattern mining algorithms have been applied successfully on various datasets to extract fre-
quent itemsets and uncover hidden associations [3,66]. Frequent itemsets mining (FIM) was
popularized by the famous “beer and diapers” association [3] extracted from a retail dataset.
20 years after this publication, FIM is still very appreciated by marketing analysts, as it
gives them access a product’s sales trends and associations with other products. This allows
managers to obtain feedback on customer behavior and to propose relevant product bundles.
In the context of a research project, we collaborated with the french retailer Intermarché with
the goal of modernizing FIM to scale to massive datasets: 2 years of sales recorded all over
France and totaling 290M receipts.

Scaling FIM initially appears as a distributed systems problem that can simply be solved
by porting the current state-of-the-art algorithm to a parallel processing framework such
as Map-Reduce [35]. However, when executing FIM on large-scale dataset, a fundamental
problem appears, and its cause is the definition of FIM. FIM is designed to discover itemsets in
order of decreasing support (i.e. frequency), whether it is using a minimum support threshold,
or a top-k definition. The worst-case complexity of FIM is exponential in the number of
items in the dataset, so analysts use high support threshold to control execution time, thus
restricting the mining to the globally most frequent itemsets. Many large datasets today
exhibit a long-tailed distribution, characterized by the presence of a majority of infrequent
items [18]. Mining at high thresholds eliminates low-frequency items, thus ignoring most of the
data (Figure 3.7a). In the context of retail, this means that standard FIM generates hundreds
of millions of itemsets related to the most frequent products (i.e. top 5% products sold), and
no result for all other products (95%). Online stores such as Amazon have demonstrated that
a significant proportion of revenue originates from the long-tail, so it is important to ensure
that FIM can produce results for all items.

Our first contribution to address these issues is item-centric mining, a new semantics for
FIM that is more appropriate for mining large-scale long-tailed datasets. Item-centric mining
solves the problem of items coverage by ensuring that each item is described by at least k
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itemsets (Figure 3.7b). Table 3.2 contains examples of item-centric itemsets we generated
from a retail dataset, along with their frequencies. Each item is associated to its 3 most
frequent itemsets, whether it sells a lot (e.g. milk) or not (e.g. wasabi). With this new
definition, our mining problem becomes an exploration of itemsets in which the goal is to
fill the list of top-k itemsets of each item. Our second contribution is TopPI, an algorithm
that performs item-centric mining efficiently. While TopPI leverages lessons learned from
previous FIM algorithms, we show that our new definition significantly alters the properties
used by traditional FIM, and requires a different pruning strategy. We design both parallel
and distributed version of TopPI, ensuring the completeness of the results while minimizing
redundant computations.

The work presented in this section was part of Martin Kirchgessner’s Ph.D work, co-
supervised with Sihem Amer-Yahia. It is detailed in the following publication:

e TopPI: An efficient algorithm for item-centric mining
Vincent Leroy, Martin Kirchgessner, Alexandre Termier and Sihem Amer-Yahia
Information Systems (IS), 2017, 64: 104-118.

In this thesis, I focus on the distributed version of TopPI and omit the details of the
pruning strategy. The main challenges in scaling TopPI is preserving the efficiency of tradi-
tional top-k search-space pruning, while dealing with the limitations of distributed processing
environment that do not allow communications between executors during a mining stage.

Section 3.2.2 presents the data model and the definition of item-centric mining. Sec-
tion 3.2.3 gives an overview of TopPI’s algorithm in its centralized version. Section 3.2.4
details the distributed version of TopPI. Finally, Section 3.2.5 provides some experimental
results.

3.2.2 Item-centric mining

The data contains items drawn from a set Z. Fach item has an integer identifier, referred
to as an index, which provides an order on Z. A dataset D is a collection of transactions,
denoted {T1,...,T,}, where T; C Z. An itemset P is a subset of Z. A transaction 7' is an
occurrence of P if P C T. Given a dataset D, the projected dataset for an itemset P is the
dataset D restricted to the occurrences of P: D[P] ={T | T € DA P C T}. In the example
dataset shown in Table 3.3a, D[{0,1}] = {To, T1,T>2}. To further reduce its size, all items of
P can be removed, giving the reduced dataset of P: Dp = {T'\ P | T € D[P]}. Hence, in the
example, D1y = ({2}, {2}, {}}-

The number of occurrences of an itemset in D is called its support and denoted supportp(P).
More formally, supportp(P) = |Dp|. For example, in the dataset shown in Table 3.3a, the

] item (support) ‘ top-3 (itemset,support) pairs
milk (682,288) | ({milk, grated cheese}, 40,890)
({milk, cola}, 40,846)

({milk, carrier bag}, 40,675)

(

(

wasabi (2132) | ({wasabi, nori seaweed},352)
{wasabi, sushi rice},244)

({wasabi, nori seaweed, sushi rice},163)

Table 3.2: TopPI results for £ = 3 on a retail dataset.
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TID | Transaction | | item | top(i): P, support(P)
Ty | {0,1,2} i 1% ond
T | {0,1,2} 0 |{0},4 {0,1},3
T, | {0,1} 1 | {0,1},3 | {0,1,2},2
T3 | {2,3} 2 {2},3 {0,1,2},2
Ty | {0,3} 3 {3},2
(a) Input D (b) TopPI results for k = 2

Table 3.3: Sample dataset

itemset {1,2} has a support equal to 2. To avoid redundant information, when a superset
of items also has the same support, we do not output this itemset. For instance, {1,2} is
replaced by {0,1,2} since they both have a support of 2. The largest superset having the
same support is called the closure of the itemset.

Mining algorithms generally target the most frequent itemsets. As explained in Sec-
tion 3.2.1, this leads in the case of long-tailed datasets to extracting millions of itemsets only
related to the most frequent items. In this work, we propose a new mining objective called
item-centric mining: given a dataset D and an integer k, our goal is to return, for each item in
D, the k most frequent closed itemsets containing this item. Table 3.3b shows the solution to
this problem applied to the dataset in Table 3.3a with k = 2. This new definition of relevant
patterns avoids the problem of traditional approaches by ensuring coverage, as each item is
described in the results by k itemsets.

3.2.3 TopPI algorithm

In this section, we present an overview of TopPI, an algorithm that solves the problem of
finding the top-k itemsets of each item. We first describes how TopPI recursively enumerates
itemsets, an approach inherited from state-of-the-art FIM algorithms. Then we present how
TopPI prunes the search-space of itemsets to efficiently perform item-centric mining. A more
detailed description of TopPI and its algorithm is given in [64]. We address the problem of
scaling TopPI in Section 3.2.4.

Tree-shaped recursion

Several algorithms aim at mining itemsets present in a dataset [50,76,92]. For efficiency
reasons, TopPI borrows some principles developed for the LCM algorithm [93] and enumerates
itemsets by recursively adding items to a previous itemsets. In this context, pruning the
solution space means avoiding recursions. In Table 3.3a, {0,1,2} is an extension of both
{0,1} and {1,2}. To avoid redundant computation, extensions are restricted to items smaller
than those already contained in the itemset. An additional “first-parent” criterion ensures
that even in the case of a closure, each itemset is only enumerated once.

The extension enumeration order shapes the extensions lattice as a tree. Figure 3.8 shows
the itemsets tree for the dataset in Table 3.3a. ({2},1) is the first parent of {0, 1,2}, but
({2},0) is not. Therefore the branch produced by ({2},0) is pruned. These enumeration
principles lead to the following property: by extending P with e, TopPI can only recursively
generate itemsets () such that maz(Q \ P) = e.
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Figure 3.8:  CIS enumeration tree on our example dataset (Table 3.3a). (P,i) denotes
extension to closed ItemSest operations.

Pruning strategy

The core recursive structure provides TopPI with the basic ability to enumerate itemsets.
The number of possible itemsets in the tree is 271, What makes FIM possible in practice is
the ability to prune this enumeration tree to focus on itemsets that are useful to the analyst.
In the case of item-centric mining, we only target k x |Z| of the 271 jtemsets. Hence, the
efficiency of TopPI relies on a specifically designed pruning strategy.

TopPI maintains, for each item i € Z, top(i), a heap that stores the most frequent itemsets
containing ¢ enumerated so far. Top-k algorithms have been studied for years in the database
community [41]. The lowest support value in the top-k results constitutes an entrance thresh-
old to be a result candidate. The goal is then to obtain an upper-bound on the score of results
of fractions (branches in our case) of the results space and eliminate them when this upper
bound is lower than the entrance threshold. The specificity of TopPI is that it computes |Z|
top-k simultaneously, which makes pruning the tree of itemsets significantly more complex
than the one of traditional FIM algorithm. We now give an overview of the main features of
TopPI:

e TopPI aims at mining very large datasets while preserving their long-tailed distribution.
FIM generally handles these cases by raising the frequency threshold e, which allows the
elimination of a large, infrequent, fraction of the data, to increase performance. With
TopPI, we want to be able to output itemsets appearing with very low frequency in
the dataset, so we start at € = 2. To this end, TopPI incorporates a dynamic threshold
adjustment to improve performance without eliminating relevant data. In each branch
of the enumeration tree, TopPI adjusts the threshold to the lowest bound of the top-k
itemsets of each item that can be recursively produced in the branch.

e Standard FIM algorithms rely on a simple pruning strategy to drastically reduce the
number of itemsets enumerated. Algorithms targeting the most frequent itemsets, using
a threshold or a global top-k, directly rely on the anti-monotony property of itemsets’
support [3]. Given two itemsets P and @, P C @, if P is not a valid result, then @
isn’t one either, since supporty(P) > supportp(Q). Hence, reaching an itemset whose
support is too low to be a valid result means the early termination of a recursion, with
the pruning of the sub-tree. This is, however, not applicable for TopPI: it is possible
for the itemset {0, 1,2} to be in the top-k of the item 0 while {1, 2} is not in the top-k
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Figure 3.9: Overview of TopPI

of 1 or 2. This makes the early termination of the enumeration of a branch harder to
decide. TopPI introduces a new pruning heuristic to tackle this issue.

e Efficient top-k processing generally relies on the early discovery of high ranking results.
This allows, using heuristics, the pruning of large fractions of candidates without having
to perform their exact computation. TopPI boosts the efficiency of its pruning algorithm
by introducing the early collection of promising results, and optimizing the order of
itemsets enumeration.

The key components of TopPI are depicted in Figure 3.9. TopPI executes the startBranch
function for each item and recursively calls ezpand to enumerate itemsets. In both these
functions, TopPI takes advantage of an indexing of items by frequency to optimize the order
of itemsets enumeration. The top-k collector stores the results of TopPI by maintaining for
each item the current version of its top-k itemsets. TopPI transmits itemsets to the collector
using collect in expand, but also in startBranch with an early collection of partial itemsets.
Using the current status of the top-k of each item, the collector provides a dynamic support
threshold at the beginning of each branch that allows TopPI to heavily compress the dataset
without losing any potential result. The state of the collector is also used in ezpand through
the prune function to determine whether a recursive execution may produce itemsets part of
the top-k of an item.

3.2.4 Scaling TopPI

We first present the multithreaded version of TopPI, designed to take full advantage of the
multi-core CPUs available on servers. Then, to scale beyond the capacity of a single server,
we present a distributed version of TopPI designed for Map-Reduce [35]. The goal is to divide
the mining process into independent subtasks executed on executors while (i) ensuring the
output completeness, (ii) avoiding redundant computation, and (i) maintaining pruning
performance.

Shared-memory TopPI

The enumeration of itemsets by TopP]I follows a tree structure, described in Section 3.2.3. As
shown by Négrevergne et al. [72], such enumeration can be adapted to shared-memory parallel
systems by dispatching branches of the tree (i.e. startBranch invocations) to different threads.
This policy ensures that reduced datasets materialized in memory by a thread are accessed by
the same thread, which improves memory locality in NUMA architectures and makes better
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use of CPU caches. Some branches of the enumeration can generate much more itemsets than
others. Towards the end of the execution, when a thread finishes the exploration of a branch
and no new branch needs to be explored, TopPI relies on a work stealing policy to split the
recursions of expand over multiple threads. Threads take into account the NUMA topology
to prioritize stealing from other threads that share caches or are on the same socket. The
top-k collector is shared between threads using fine-grained locks for the top-k of each item.
Hence, the behavior of TopPI when using top-k entrance thresholds for pruning is similar to
the sequential implementation, as accurate bounds can be accessed at any time.

Distributed TopPI

When executing TopPI on a cluster of executors, each executor runs one instance of the multi-
threaded version of TopPI described above. We consider the case of a distributed processing
framework implementing the Map-Reduce primitives. We first describe how the enumeration
of itemsets is split between the executors, and then describe a two-stage mining approach
designed to preserve the efficiency of pruning for distributed top-k processing. Figure 3.10
gives an overview of our solution.

Partitioning the itemsets enumeration In a distributed setting, enumeration branches
are dispatched among executors. Each executor is assigned a partition of items G C Z, and
restricts its exploration to the branches starting with an element of G. Following the example
of Table 3.3, a executor that is assigned the partition G = {0, 2} outputs the itemsets {0},{2}
and {0, 1,2}. TopPI’s itemset extensions follow a strictly decreasing item order, so an executor
generates itemsets P such that maxz(P) € G. Thus, all executors generate different itemsets,
without overlap nor need for a synchronization among them. This partitioning ensures that
itemsets are only generated once, so that no processing time is wasted executing redundant
operations.

Given the restrictions on the enumeration tree, an executor only requires the transactions
of D containing items of its partition G. Executors must agree on the ordering of items as
it determines valid extensions of itemsets. Should two tasks obtain a different assignment
of items identifiers, several itemsets would be generated multiple times, and others would be
lacking in the output. Consequently, indexing items by decreasing frequency is performed
jointly by all executors on the original dataset D (Figure 3.10 (1)). Once the items have been
sorted by frequency and indexed, they are assigned to groups in a round robin fashion. This
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Partition Partial top-k (phase 1) Bounds | Comp. top-k (phase 2)
Go top(0) — {0},4;{0,1,2},2 | 02 | top(1) — {0,1,2},2

{0,2} | top(2) — {2},3;{0,1,2},2 | 2—2 top(3) — 0
Gy top(1) — {0,1},3 1—=0 top(0) — {0,1},3
{1,3} top(3) — {3},2 3—0 top(2) — 0

Table 3.4: 2-phase mining over the sample database (Table 3.3a) with 2 workers, k = 2.

ensures that the most frequent items, which are more costly during the mining stage, are
assigned to different groups. This balances the load of executors.

Two-stage mining The partitioning of the enumeration tree introduces the drawback that
the top-k itemsets of an item may be generated by any executor, without the possibility of
predicting which ones. A naive solution is for each executor to compute a local top-k for all
items, and then merge all local top-k into the exact top-k. This is causes each executor to
maintains a local top-k for each item, instead of a globally shared structure in the case of
the shared-memory version. Since executors cannot communicate during the execution of a
processing stage, each executor significantly underestimates the entrance thresholds for the
global top-k of the item as it only benefits from results produced locally. Consequently, TopPI
ends up enumerating up to k x |Z| itemsets per executor instead of k x |Z| overall, significantly
limiting the scalability.

Instead, we rely on the following idea: given an item i € G, the executor responsible for G
collects a partial version of top(i) close to the complete one. Indeed, the branch of the itemset
tree rooted at i contains itemsets that combine i with smaller items of the dataset (i.e. more
frequent items, thanks the pre-processing). Even though these may not all be in the actual
top-k itemsets of ¢, they are likely to have high support. Consequently, we run distributed
TopPI as a two-stage mining process. In the first stage (Figure 3.10 (2)), the executor only
collects itemsets for items ¢ € G. This step outputs a first partial version of each item’s top-k,
as well as a lower bound on the support of their complete top-k. After this first stage, these
bounds are broadcasted to all executors. In the second stage (Figure 3.10 (3)), the executor
only collects itemsets for items i € G to generate the complement top-k. A final Map-Reduce
job is executed to merge the partial top-k and the complement top-k (Figure 3.10 @) We
illustrate this process with the example in Table 3.4.

Overall, this two-stage process is scalable. The first stage of mining completely splits
the enumeration and the collection among groups, without any impact on the accuracy of
pruning since the top-k of each item is maintained by a single executor. If we compare it to
the naive version, we can see that the second stage is the exact complement of stage one, to
overall achieve the same goal. Even though the second stage apparently suffers from the same
problem of underestimating entrance thresholds as the naive version, the bounds generated at
stage one ensure that pruning remains efficient. This second mining stage is extremely short
and accurately targeted to simply complete the results of stage one. We confirm the overall
scalability of two-stage TopPI in Section 3.2.5.

3.2.5 Evaluation

We evaluate TopPI on a retail dataset provided by Intermarché in the early stages of our
collaboration. It consists of receipt data collected over 27 months in 87 supermarkets. Overall,
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Figure 3.11: TopPI speedup when running on Hadoop with on Supermarket (k = 1000)

the dataset contains 54.8M transactions and 389k distinct items. The multithreaded version
of TopPI is able to process this dataset in 20 minutes on a single server (31 threads) for
k = 1000. Our main goal in this section is to highlight the scalability of the two-stage mining
distributed version.

Figure 3.11 shows the performance of TopPI when running on a cluster of 1 to 48 machines.
TopPI shows a perfect speedup from 1 to 8 machines (64 cores), and steadily gets faster with
the addition of executors. Overall, the total CPU time (summed over all machines) spent in
the mining stages remains stable: from 35,000 seconds on average from 1 to 8 machines, it
only raises to 38,500 seconds with 48 machines (using their 384 cores). Adding a task to TopPI
incurs I/O costs, such as the time spent reading the initial dataset. Hence there is a trade-off
between the execution time of the mining stages and the I/O overhead. In this configuration,
the sweet spot is around 8 executors. Should the workload increases, TopPI would achieve
optimal speedup on larger clusters, as the overall mining time increases and compensates the
I/O costs. This validates the distribution strategy used for the mining stages: the load is well
partitioned, and the top-k pruning efficiency does not diminish significantly with increased
partitioning.

3.2.6 Conclusion

Pattern mining is one of the key tools of data analysts, especially in the retail industry. As
datasets get larger, finding patterns is not only about speeding up algorithms and implemen-
tations, but also about better identifying what patterns will be most useful to analysts. In
this work, we collaborate with Intermarché to propose a new item-centric mining objective
that guarantees the coverage of all products with k£ patterns in the results. The core of our
algorithm, TopPlI, is derived from state of the art standard FIM algorithm. This is com-
bined with a top-k£ pruning strategy with an additional twist, as TopPI computes one top-k
per product simultaneously. When executing in a distributed environment, top-k process-
ing becomes challenging, since executors do not exchange information during mining phases,
which could lead to sub-optimal pruning decision. We propose a two-stage mining approach
that alleviates this issue by first assigning each product to a single executor to generate an
approximate version of its top-k results. This produces bounds for each top-k structure are
broadcasted, and can then be used in a second stage to generate the missing results while
preserving pruning efficiency.
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TopPI was mainly designed for a retail application, but was also evaluated on a variety of
Web datasets. TopPI was released as an open-source project and can be found on github. Fol-
lowing this collaboration, Intermarché deployed TopPI on their own infrastructure to further
analyze their data.
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https://github.com/slide-lig/TopPI

3.3 Summary of contributions

Over the past years, datasets have become increasingly large. As a reaction, distributed pro-
cessing frameworks, such as Hadoop and Spark have been developed to scale data processing
applications by deploying them on several executors running in parallel. The ability of human
analysts to interpret results however has not benefited from the same improvement. Hence, as
datasets grow, it is important to improve data analysis to better identify the most important
results, rather than returning more.

Top-k processing [11] in general is well suited for this qualitative data analysis process.
Given a scoring function representing how relevant a result is to the analyst, it aims at
returning the k highest scoring results. By letting the analyst select k, the number of results
displayed, this approach aims at saving execution time by avoiding computing answers that
will never be read. Top-k processing has been studied in a variety of contexts, and the pruning
techniques associated to it are well known. Still, implementing efficient top-k algorithms
in distributed processing frameworks remains challenging because the programming model
significantly restricts communications between executors, which is detrimental to pruning
algorithms as results discovered cannot be shared.

In this chapter, we consider two specific data analysis problems and see how a top-k algo-
rithm can be efficiently implemented to solve them. The first issue considered is temporal data
processing. Using statistics on the dataset, our algorithm executes a preliminary pruning step
that eliminates a large fraction of the results candidates. We then optimize the distributed
join processing by ensuring that each executor is able to discover high scoring results locally,
which is key to perform on-the-fly pruning. Then, we consider the case of pattern mining. In
this context, we show that the mining stage can be split into two stages, which allows almost
optimal pruning despite only using one communication phase between executors. In both
cases, we validate our approaches with industrial partners on real datasets.
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Chapter 4

Information discovery for large and
heterogeneous datasets

The previous chapter presents my work on developing scalable algorithms for data analysis.
Distributed systems provide computational resources, and top-k processing limits the number
of result candidates by pruning the search space. Building these algorithms requires a good
understanding of the mindset of the analyst. In