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Engineering autonomous and programmable biosensors through 
synthetic biology: Integrating multiplexed biomarker detection 

and molecular signal processing into next-generation diagnostics 

Abstract 
The promise for real precision medicine is contingent on innovative technological solutions to diagnosis. In the post-
genomic era, synthetic biology approaches to medicine provide new ways to probe, monitor and interface human 
pathophysiology. Emerging as a mature field increasingly transitioning to the clinics, synthetic biology can be used to 
apply engineering principles to design and build biological systems with clinical specifications. A particularly 
tantalizing application is to develop versatile, programmable and intelligent diagnostic devices closely interconnected 
with therapy. This thesis presents novel engineering concepts and approaches to design synthetic biological devices 
interfacing human diseases in clinical samples through biomolecular digital signal processing, in light of a need for 
dramatic improvements in capabilities and robustness. It addresses primarily the engineering of synthetic gene 
circuits through integrase based digital genetic amplifiers and logic gates, to integrate modular and programmable 
biosensing of biomarkers and diagnostic decision algorithms into bacteria. It then investigates systematic bottom-up 
methodologies to program microscale synthetic protocells performing medical biosensing and biocomputing 
operations. We demonstrate streamlined microfluidic fabrication methods and solutions to implement complex 
Boolean operation using integrated synthetic biochemical circuits. This contribution also extends to the 
characterization of protocell design space through novel computer assisted design frameworks, as well as the analysis 
of mathematical and biological evidence for universal protocellular biocomputing devices. The articulation of 
biological governing principles and medical implications for the synthetic devices developed in this work was further 
validated in the clinic, and initiates new models towards next-generation diagnostics. This work envisions that 
synthetic biology is preparing the future of medicine, supporting and speeding up the development of diagnostics 
with novel capabilities to bring direct improvement in biotechnologies from the clinical lab to the patient.  
 

Keywords: Synthetic biology, bioengineering, biosensor, biocomputing, gene circuits, biochemical circuits, biomarkers, medical 
diagnosis, in vitro diagnostics, molecular diagnostics, precision medicine, translational medicine 

Résumé 
Les promesses de la médecine de précision dépendent de nouvelles solutions technologiques pour le diagnostic. 
Dans l’ère post-génomique, les approches de biologie synthétique pour la médecine apportent de nouvelles façons de 
sonder, monitorer et interfacer la physiopathologie humaine. Emergeant en tant que champ scientifique mature dont 
la transition clinique s’accélère, la biologie synthétique peut être utilisée pour appliquer des principes d’ingénierie afin 
de concevoir et construire des systèmes biologiques comprenant des spécifications cliniques. Une application 
particulièrement intéressante est de développer des outils diagnostiques polyvalents, programmables et intelligents 
étroitement interconnectés avec la thérapie. Cette thèse présente de nouveaux concepts et approches d’ingénierie 
pour concevoir des dispositifs biosynthétiques capables d’interfacer les maladies humaines dans des échantillons 
cliniques en exploitant du traitement de signal au niveau biomoléculaire, à la lumière d’un besoin croissant en termes 
de capacités et de robustesse. Cette thèse s’intéresse en premier lieu à l’ingénierie de circuits synthétiques de gènes, 
reposant sur les portes logiques à integrases, pour intégrer des opérations modulaires et programmables de 
biodétection de biomarqueur associées à des algorithmes de décisions au sein de population de bactéries. Elle 
s’intéresse ensuite à des méthodologies systématiques dites bottom-up, pour programmer des protocellules 
synthétiques microscopiques, capables d’exécuter des opérations de biodétection médicale et de biocomputation. 
Nous décrivons le développement de méthodes simples de fabrications microfluidiques associées à des solutions 
pour implémenter des opérations booléennes complexes en utilisant des circuits biochimiques synthétiques. Cette 
contribution s’élargit aussi à la caractérisation de l’espace de conception de protocellules à l’aide d’approches de 
design assisté par ordinateur, ainsi qu’à l’analyse de preuves mathématiques et biologiques pour l’utilisation de 
protocellules comme des dispositifs universels de calcul. L’articulation des principes biologiques fondamentaux avec 
les implications médicales concernant les dispositifs biosynthétiques développés dans ce travail, a été jusqu’à la 
validation clinique et initie de nouveaux modèles pour le developpement de diagnostics de nouvelle génération. Ce 
travail prévoit que la biologie synthétique est en train de préparer le futur de la médecine, en supportant et accélérant 
le développement de diagnostics avec de nouvelles capacités, apportant un progrès biotechnologique direct depuis le 
laboratoire de biologie clinique jusqu’au patient.  
 

Mots-clefs: Biologie synthétique, bioingénierie, biosenseur, biocomputation, circuits génétiques, circuits biochimiques, 
biomarqueurs, diagnostic médical, diagnostic in vitro, diagnostic moleculaire, medicine de précision, médicine translationelle 
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Foreword 
La géométrie n'est pas vraie, elle est avantageuse. 
 
Geometry is not true, it is advantageous. 
 

     Henri Poincaré, La science et l’hypothèse 
 
Biology has operated a natural evolution during the 20th century. Since the foundations of enzymology, 
through Jacques Monod and the advent of molecular biology and cybernetics, finally enriched by the 
holistic views of systems biology and quantitative biotechnologies of the 90’s, this path finally resolved in 
the beginning of this century in a modern formulation: synthetic biology. It is constituted as an 
interdisciplinary approach focusing on the flow of matter, information and energy in biological systems. 
Successor of molecular biology and genetic engineering, synthetic biology is synonymous to the paradigm 
shift in life sciences, effectively captured in the expression understanding by building. The famous "What I 
cannot create, I do not understand" by Feynman, or to quote Stéphane Leduc, to analysis, succeeds 
"synthesis". This later unlikely visionary, proposed in 1912 that "Biology is a science like any other, (...) it 
must be successively descriptive, analytical and synthetic". Along this idea, the contemporary Jacques Loeb 
proposed abiogenesis, the fabrication of living organisms from matter, as a main objective of biology. The 
revolution underway was evident with for instance the advent of synthetic chemistry. The interconnection 
between engineering (building) and science (understanding) is at the origin of predictive models in 
synthetic biology, enabling to fully exploit the nanoscale at which biological systems operate, fortified by 
billion years of optimization. Although synthetic biology applies engineering principles to living organisms 
(standardization, automation, in silico design...), the peculiarity of this discipline lies in its substrate, still 
widely misunderstood and untamed. For this reason it is perhaps one of the most ambitious modern 
scientific and human adventures, since synthetic biology seeks to understand and design off-balance 
systems, deconstruct emerging phenomena, read and rewrite the evolutionary history of life and its origins. 
 
Living organisms can be regarded as nanomachines, which are themselves composed of the most effective 
nanocircuits to manipulate information, matter and energy at the molecular level. With the latter 
consideration and a biomedical perspective in mind, comes immediately an idea: exploiting living systems 
to treat. Medical practice has always used biological knowledge to move towards an ever more efficient 
practice, and as such synthetic biology as a new discipline finds its place: getting the most localized, fast, 
accurate, and intelligent medical procedure. Specifically, medical diagnosis is an exciting technological field 
of research that focuses on the most efficient modalities of extraction of physiological information to 
make it intelligible and meaningful on a clinical plan. In this sense, synthetic biology appears as a 
wonderful tool to probe patient's biology at the molecular level and interface it with clinical practice. In 
this work, I thus explored the potential synergy between this new discipline and emerging diagnostic 
technologies. 
 
Finally, in a global perspective, synthetic biology is a new approach to tackle life sciences. It concentrates 
tremendous open scientific questions of the 20th century, whose progress does not only provide an 
increased understanding of nature, but also new technological tools applicable to the living, including 
Humans and their health. The last decade has thus witnessed the rapid development of synthetic biology 
to full maturity. Fully grasping the biotechnology shift that is happening is, I believe, of the utmost 
importance to ensure the best human, knowledge and scientific progress as well as effective and fertile 
clinical translation. 
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Chapter 1 
Introduction 

 
The present chapter is intended to give an overview of medical synthetic biology, and more particularly focusing on 
emerging approaches for the engineering of innovative diagnostic devices. The aim of this Chapter is to allow the 
reader to familiarize with the major concepts and advances in the field that will help to put into perspective the work 
discussed and analyzed in the following chapters.  
 
 

1.1. Engineering biology: the promises of Synthetic Biology 

 
 

The last decades can be regarded as the descriptive phase of molecular biology and functional 
genomic research, which in the last two decades permitted the advent of synthetic biology1 2 3 4. 
Although still widely debated, and while official and non-official definitions have been given, the 
hallmark of synthetic biology is probably the common interest to build biological entities that do 
not exist in nature yet. According to the High-level Expert Group from the European 
Commission, the following definition best applies:  

Synthetic biology is the engineering of biology: the synthesis of complex, biologically based (or inspired) systems 
which display functions that do not exist in nature. This engineering perspective may be applied at all levels of the 
hierarchy of biological structures – from individual molecules to whole cells, tissues and organisms. In essence, 
synthetic biology will enable the design of ‘biological systems’ in a rational and systematic way.5 
 
Said differently, synthetic biology applies the classical engineering strategies to the biological 
substrate: standardization (compatibility and exchangeability of components), decoupling 
(dissecting a complex problem or systems into multiple subtasks), and abstraction (streamlining 

When one has managed to know the physical mechanism of production of an object or 
phenomena, (…) it is then possible (…) to produce the object of phenomena, science has 
become synthetic. Biology is a science like any other, (…) it needs to be successively 
descriptive, analytical and synthetic. 
 
Stéphane Leduc, La biologie Synthétique, 1912 
 
Up to now we are working on the descriptive phase of molecular biology. (…) But the 
real challenge will start when we enter the synthetic biology phase of research in our 
field. We will then devise new control elements and add these new modules to the 
existing genomes or build up wholly new genomes. This would be a field with the 
unlimited expansion potential and hardly any limitations to building “new better 
control circuits” and (...) finally other “synthetic” organisms (...). 
 
Waclaw Szybalski, Control of gene expression, 1974 
 
The work on restriction nucleases not only permits us easily to construct recombinant 
DNA molecules and to analyze individual genes but also has led us into the new era of 
‘synthetic biology’ where not only existing genes are described and analyzed but also new 
gene arrangements can be constructed and evaluated. 
 
Waclaw Szybalski & Anna Skalka, Nobel prizes and restriction enzymes, 1978 
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to address relevant facets of a problem). Another key concept involves modularity, which refers 
to the capacity of systems components to be separated and recombined, or the capacity to 
construct large systems by combining basic orthogonal elements. This approach is extensively 
employed to rapidly engineer scalable and cost-effective devices and structures. 

Therefore, synthetic biology has become a science of designing biological components, devices, 
systems and organisms in a systematic and rational manner to create predictable, useful and novel 
biological functions. Systematically defining, cataloguing, engineering and standardizing large sets 
of modular biomolecular components based on always increasing amount of data, in easy 
accessible databases provide well-characterized standard biological parts enabling hierarchical 
abstraction of biological functions4 6 7 8. These abstract components, or biological parts, can then 
be assembled at the systems level to construct new biological systems with user-defined 
functionalities (Figure 1), capitalizing on accessible combinatorial diversity. In synergy with 
major technological improvements, synthetic devices and systems can be easily designed and 
simulated in silico, before synthesis, transfer, and assembly in complex systems, according to an 
iterative explore-standardize-build process. The most notable achievement in this perspective is 
probably in the management of the registry of standard composable genetic parts, or BioBricks9 
which by classifiying and sharing promoters, coding sequences, ribosome binding sites or other 
parts, has for more than a decade supported the exponential growth in capabilities of synthetic 
biology. 

As a mature engineering discipline, the true limits lie in the read and write capacities, or in other 
words in the avalaible technology to manipulate biological structures. Interestingly, synthetic 
biology first crystallized around key enabling technologies, namely DNA synthesis and 
sequencing, boosted by computer modeling.  The recent advances in synthetic genomics (i.e. or 
the capacity to now write and read megabase-scale information stored in nucleic acid polymers) 
have permitted to gain control on living organisms with unprecedented precision. Amongst a 
large example of impressive achievements, it is notable that this approach recently enabled the 
construction of a whole synthetic yeast chromosome10, or the first bacteria species living with a 
synthetic genome engineered through chemical synthesis of a computer assisted reduction of a 
natural Mycoplasma genome11. The high throughput and high precision edition and programming 
capabilities on biology is also particularly relevant in technologies such as multiplex-automated 
genome engineering (MAGE)12 for programming cells via accelerated evolution, the recent Cas9-
CRISPR technology for universal genome editing13, or the success of optogenetics14 for remote in 
vivo light control of phenotypes and genotypes. 
 
In the emergence process, systems biology’s comprehensive perspective on biology played a key 
role15. It led to view natural processes as systems of interacting components, where synthetic 
biology could play the complementary approach: building and testing the systems. This view led 
biological processes to be increasingly understood through the prism of information processing. 
In other words, synthetic biology sees the engineering of life at the interplay of biology and 
information technology. This has prompted the use of genetic modules and synthetic gene 
circuits and DNA as information storage, illustrated in the early success using transcriptional 
circuits in the model chassis bacterium Escherichia coli around the toggle switch16, oscillators17, 
counters18, cell-cell communication19, or basic Boolean logic gates20. These advances have lately 
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been considerably augmented in terms of scale, with for instance large information storage 
systems21, layered biomolecular logic gate ciruits22, DNA biocomputing that can mimick brain-
like behavior23, and now proves of concept of analog and digital domain signal processing across 
all kingdoms of life24. Available subtrates to support rationally programmed circuitry is now 
evolving towards non-transcriptional RNA based and post-translational elements, to support 
novel modalities of biological control. Additionaly, while evolution was traditionaly considered a 
hurdle to biotechnologies, recent approaches propose to exploit this intrinsic property of living 
organisms25. Interestingly, these approaches bring formidable insights and understanding of 
fundamental natural design principles from the building of artificial ones26. 

While the top-down engineering of life can now almost be seen as straightforward and reliable, 
there still remains a long way to go before mastering bottom-up construction of synthetic 
biosystems. In other words, we are still much better at repurposing naturally occurring living 
systems than rationally building de novo. However, both approaches contemplate the same 
ultimate goal which is to realize fully orthogonal biology. As it happens, the first steps towards 
this goal, implying unnatural nucleotides and amino-acids and their polymers (i.e. Xeno Nucleic 
Acids and synthetic enzymes)27 28 29 30, are already underway. Likewise, the first minimal synthetic 
replicative systems have been described31 32 33. 

Synthetic biology thus provides a method for systematic and rational assembly of synthetic parts 
into on-purpose systems, and as such can be defined as the science of structuring biological 
matter to achieve control on biological energy and information processing. It has already proven 
of outstanding capabilities towards applications, for instance in bioremediation34, or foods35, but 
mostly industrial microbiological bioproduction36 through metabolic pathways engineering for the 
production of biofuels and high value biomaterials and biomolecules37, and of course, 
biomedicine1 38. 

Although most synthetic biology labs do not focus their efforts on biomedical applications, 
fundamental advances in the design of new medically oriented molecular devices are symptomatic 
of the growth of biomedical synthetic biology. Traditional biotechnologies attempting to bridge 
the gap between research and patient clinical care have too often been burdened with issues of 
reproducibility and standardization. We suspect that these typical hurdles can be addressed by 
synthetic biology methodologies to allow safe, robust and reliable clinical applications. 
Maturation of the field and technological development indeed enhances our ability to study and 
control biosynthetic systems to be used for health applications39 40 41. It is now slowly 
transitioning into the clinics and has already yielded successful applications, for example vaccine 
developement and production42, unprecedented synthesis strategies for high value drugs43 44 45 46 47 
such as artemisinin48, synthetic opioids49, or novel biotherapeutics50 51, high value synthetic 
medical biomaterials52, gene delivery53, control of parasite vectors54, or a vast range of proof of 
concept smart cells for  therapeutic purposes55 56 57 58 59 60.  

Nevertheless, the progress seen during the last decade to augment the synthetic biology toolbox, 
with for instance the modular resource of the Biobrick repository, has mostly been unsufficient 
to provide actual real world tools via a promised plug-and-play strategy. Tedious trial and error 
steps, fine-tuning and extensive human supervision are often required to engineer working 
biosynthetic systems. Consequently, applications in the medical field remain limited, synthetic  
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Figure 1: General framework that incorporates top-down and bottom-up perspectives in the synthetic 
biology design process. The increasing knowledge of biological systems, their deconstruction, and the design of 
synthetic systems across different levels of complexity, is an iterative process that incorporates both top-down and 
bottom-up design considerations. The study of biological systems enables the accumulation of increasing amount of 
data that feed a bioengineering toolbox with standardized elements such as chassis, compartments, circuits, devices, 
modules and parts. Systematic engineering methods and mathematical tools constitute the conceptual framework by 
which synthetic biology operates. First, a design objective is formulated, taking into account functional constraints 
and specifications in terms of systems performance. Then, a synthetic biological system is designed by composing 
with well-characterized components with known properties, either ab initio (bottom-up) and/or combined with a 
larger biological context (top-down) and modeled in silico to identify potential modes of failures. The synthetic system 
is then constructed experimentally (implemented) and performance of the system is assessed. If the system fails to 
meet performance requirements, this new information can be used to refine the design and iterate the design 
process. This process constantly improves understanding of biology and reduces the number of iterations necessary 
to achieve a specific design objective. Knowledge based design infuses each levels of the abstract hierarchical scale of 
synthetic systems, which are in that sense parallel to “natural” biological systems. 
 
 
biology faces challenges toward human clinical applications56 61 and most research tools have yet 
to reach clinical trial. Identifying and developping universal approaches, biological devices and 
methodologies that would ease the way towards the clinic appear necessary. However, the 
research landscape is moving, and specific applications are becoming realities. In particular, and 
as we will dicuss in detail in the following sections, synthetic biology could offer a drastically new 
approach towards applications in medical diagnosis (Figure 2). 
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Last but not least, synthetic biology, as a novel perspective on life sciences, also encompasses 
important aspect of human sciences, arts and politics, and raises new attractive economic 
opportunities. This aspect is of importance if one is to envisage industrial and health application 
in order to anticipate misusages and adress growing ethical and biosafety concerns. 

 
 
 

1.2. Synthetic biology as a medical technology 
 

   

  

 

 

 

 

1.2.1 Engineering biology brings new insights in human 
physiology and health 

 

A considerable need exists for improving understanding of diseases, along with the discovery of 
biomarkers for differential diagnosis, prognosis of diseases and monitoring of therapeutic 
interventions. Different strategies have thus been pursued to get insights on molecular 
pathophysiology, to unveil mechanisms and potential therapeutic targets, but also to discover 
predictive biomarkers of pathology development. Feynman’s famous quote, What I cannot create, I 
do not understand, in other words analysis-by-synthesis62, take in this context all their meaning. 
From a medical science perspective, the more we tinker with biology, the more we gain 
understanding of the complex behavior and organization of biological systems, the more likely 
we will be to engineer operational medical devices. Hence, synthetic biology represents a 
powerful approach towards new models and tools to explore and probe pathophenotypes. The 
rational and systematic reverse engineering of biosynthetic pathways, biological parts, synthetic 
genes and networks constitute valuable resources for the multi-level screening of disease 
mechanisms. It allows the iterative design and in vivo implementation of quantitative and dynamic 
models to test molecular hypotheses, and to perturb and probe biological networks topologies63 64 
65. 

For instance, Yagi et al. recently shed new insights on breast cancer pathogenesis and approaches 
to diagnosis using a synthetic biology strategy to reconstitute G protein-regulated networks in 
breast cancer cells. They stably expressed an engineered Gαi-coupled GPCR, which had gained 
the ability to respond to a synthetic agonist, enabling them to probe the signaling pathways 
downstream of specific G proteins66. 

A physician’s subject of study is necessarily the patient, and his first field for observation is the hospital. But if clinical observation teaches 
him to know the form and course of diseases, it cannot suffice to make him understand their nature; to this end he must penetrate into the 
body to find which of the internal parts are injured in their functions. That is why dissection of cadavers and microscopic study of diseases 
were soon added to clinical observation. But to-day these various methods no longer suffice; we must push investigation further and, in 
analyzing the elementary phenomena of organic bodies, must compare normal with abnormal states. We showed elsewhere how incapable is 
anatomy alone to take account of vital phenenoma, and we saw that we must add study of all physico-chemical conditions which contribute 
necessary elements to normal or pathological manifestations of life. This simple suggestion already makes us feel that the laboratory of a 
physiologist-physician must be the most complicated of all laboratories, because he has to experiment with phenomena of life which are the 
most complex of all natural phenomena.  

Claude Bernard, An Introduction to the Study of Experimental Medicine (1865) 
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Synthetic biology recently also enabled the systematic synthesis of whole pathogens such as 
SARS or Influenza viruses67 68 or their components through complex DNA-gene synthesis and 
whole genome assembly techniques11 69. This methodology offered fast access with low efforts to 
address pathogenicity mechanisms and provided new diagnostic targets. Novel immunoassays, as 
well as DNA arrays were developed for known or potential pathogens and newly described 
infectious agents70 71 72. For example, gene synthesis has recently been translated to clinical 
diagnosis with the discovery of Merkel Cell Polyomavirus and its association with Merkel cell 
carcinoma, a rare human skin cancer73. Systematic gene synthesis also enables synthetic codon 
sequence optimization of genes, and enhanced the production of multi-epitope and chimeric 
antigens. Synthetic biology enables simplified screening and improved diagnostic performance via 
standardized and robust antigens, thus reducing assay variability and achieving high levels of 
sensitivity and specificity in serologic immunoassays of infectious agents74 or autoimmune 
diseases75. These strategies have been used to mimic specific epitopes from pathogens in many 
diagnostic systems. For example, a synthetic protein combining four different immunodominant 
epitopes from Borrelia burgdorfi generated an improved serological test for the diagnosis and 
monitoring of Lyme disease76. In the same way they provide more sensitive methods for 

Figure 2: Synthetic biology generates knowledge and tools for technology and medicine. The vast array of 
interdisciplinary methods and substrates that can be manipulated via synthetic biology enables the engineering of 
biological systems to gain new insights on governing principles of biological structures, as well as to develop various 
applications with increased design space, which can be targeted towards human health and diagnostics.  
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detecting patient antibodies in diagnostic immunoassays, peptide synthesis through multi-epitope 
and chimeric genes can be valuable for the direct identification of new autoantigens77. A method 
relying on synthetic representation of the proteome using phage display combined with high-
throughput sequencing permitted to identify novel autoantigens in neurological syndromes78. 
These synthetic approaches have also recently yielded comprehensive insights in human viral 
immunology. Xu et al. recently developed a high-throughput method to exhaustively explore the 
human virome relying on massively parallel DNA sequencing of a bacteriophage library 
displaying proteome-wide peptides from all human viruses79 (Figure 3A). These advancements 
now allow for the high-throughput identification and quantification of unique antibodies 
biomarker of patient’s serological repertoire, but also bring unprecedented progress towards 
unraveling mechanisms and dynamics of adaptive humoral immunity, serological memory and 
response for emerging infections and vaccine development, as well as therapeutic antibody 
discovery80. Taking these approaches further, the capability to rationally engineer the immune 
response, has recently been proposed to treat immune disorders in humans81. This approach 
coined synthetic immunology proposes to repurpose immune cell effector functions through the 
use of synthetic proteins or engineered immune cells, and is already transitioning to preclinical 
and clinical trials.  

While clinical management of complex diseases is increasingly relying on biomarkers, our ability 
to discover relevant ones remains limited by our dependence on endogenous molecules. The lack 
of specific, predictive or robust biomarkers still limits the diagnosis of many pathologies. Thus, 
recent attention has been given to the engineering of disease specific synthetic biomarkers. These 
exogenous agents are administered in the circulatory system where they record molecular events 
associated with pathological states. As such, they enable the non-invasive monitoring of non-
classical parameters by producing new molecular signatures that can then be retrieved in clinical 
samples such as blood or urine. Several teams recently developed protease-sensitive biomarkers 
that respond to pathological enzymatic activities at diseases sites, and release reporters in 
circulation that are then concentrated in hosts’ urine to be measured. The potential for early 
disease stage detection and monitoring compared to classical blood biomarkers has been reported 
with murine models of liver fibrosis, cancer and solid tumors, or cardiovascular diseases82 83 84 85 
(Figure 3B). These preliminary studies are important steps toward use of injectable synthetic 
biomarkers in the clinic, and could be generalized in a multiplex diagnostic platform and tailored 
for the diagnosis of various diseases.  
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Figure 3: Synthetic biology to explore 
human pathophysiology. (A) Systematic 
viral epitope scanning. This method 
allows near exhaustive analysis of antiviral 
antibodies in human sera from 1µl of 
blood, through the coupling of DNA 
microarray synthesis and bacteriophage 
display to creat a uniform synthetic 
representation of peptide epitopes of the 
human virome. The hitmaps depicts the 
relative number of antigenic epitopes for a 
virus (Adapted from Xu et al.79) (B) 
Synthetic biomarkers for non-classical 
monitoring of diseases. Protease sensitive 
synthetic bionanoparticules are 
synthesized by conjugating substrate-
reporter tandem peptides to a carrier 
nanoworm particule. Proteolytic cleavage 
of the linking peptide substrate at the 
disease site liberates ligand-encoded 
reporters that filter into urine. (Adapted 
from Warren et al 82.)  
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1.2.2 Synthetic biology:  Towards next-generation diagnostics 
 
The section below was adapted from Bringing next-generation diagnostics to the clinic: fulfilling the promise of synthetic biology by 
Courbet et al., to be published in EMBO Molecular Medicine (under review) 
 

Diagnostic applications have recently attracted great interest from synthetic biologists. In order to 
achieve highest medical impact, we believe it is now time to communicate to a general audience 
of scientists and medical practitioners about the diagnostic capabilities offered by synthetic 
biology and trigger interest, commitment, and translational dialogue. This section is therefore 
intended to be of broad biomedical interest, from fundamental researchers and clinical biologists 
to medical specialists. Raising awareness, increasing understanding and knowledge of emerging 
diagnostic technologies for this particular audience is critical, and we therefore believe it is 
important to highlight these new insights. 

Here, we envision that synthetic biology’s most imminent medical impact is in the revolution of 
diagnostics, and its relation to personalized and precision medicine through point-of-care and 
companion diagnostics. The aim of this section is (i) to demonstrate the importance of present 
and future synthetic biology approaches to medical diagnosis (ii) to map the landscape of novel 
biodiagnostic strategies and technologies emerging from synthetic biology (iii) to propose future 
orientations that could accommodate medical, socio-economical, industrial and legal 
requirements. 
 

   1.2.2.1 Overview and new considerations 

Developing high clinical value diagnostics remains a major technological problem of medical 
sciences. Financial imperatives, health facility resources, as well as medical information 
management, geographic and economic misdistribution further exacerbate a context of increasing 
life expectancy and risk factors86. Medical solutions offering non-invasive and systematic 
screening of populations at risk in resource-limited settings, diagnosis at the patient bedside and 
close monitoring are thus of first importance87.  

The ever-increasing understanding of biological systems, as well as medical care evolution 
towards personalized solutions also place evolving imperatives on medical bioanalytical 
technologies88. At the same time, convergence of precision medicine, diagnosis and therapy led to 
the development of personalized medicine, point-of-care, companion diagnostics, and 
theranostics. Realizing these novel approaches would benefit the individual as well as society, 
improving therapeutic outcome and reducing healthcare costs, while also benefiting regions with 
poor infrastructure.  

So far, centralization of conventional in vitro diagnostics in clinical laboratories has been required 
in order to match modern standards, achieve specific, sensitive, multiplexed and high-throughput 
measurements, or generate results with high robustness and reliability. However, these diagnostic 
tools are either non-portable, high maintenance and costly, or are restricted to the detection of 
single biomarkers with mostly low sensitivity and specificity. These molecular signatures can be 
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of various biochemical natures ranging from genetic and epigenetic markers to changes in 
complex evolution of proteome, genome or metabolome. Since individual biomarkers are limited 
in providing optimal diagnostic sensitivity and specificity, they cannot accurately account for 
complex molecular pathophenotypes and testing for multiple biomarkers at once can thus save 
time and resources while improving diagnostic accuracy89. Furthermore, the current organization 
of medical diagnosis remains incapable of accommodating emerging clinical need for real 
precision diagnostics, promising finest monitoring and intervention on pathophysiology.  

Consequently, the last decade witnessed important efforts to identify predictive biomarkers of 
diseases, as well as an interest for innovative diagnostic technologies providing with rapidity, 
versatility, robustness, easiness-to-use, portability, and last but not least, cost-effectiveness90. Yet, 
novel diagnostics capable of decentralizing the biochemistry lab to the patient without scarifying 
medical service are still to emerge. 

To achieve highest value, novel diagnostic devices would perform autonomous biodetection of 
pathological biomarkers with high sensitivity, specificity, robustness, rapidity, and possibility of 
direct analysis in complex matrices without sample pretreatment. Moreover, future diagnostics 
could be implantable and passive, wirelessly connected to the clinician, while providing with near 
real time or continuous measurements. Diagnostic information about new types of biological 
parameters could be processed at the micro/nanoscale regarding clinically relevant intercellular, 
cellular, and subcellular events. Precise detection of biomolecules in close relevance to human 
pathophysiology could be achieved via the scoring of transient and weak signals, as well as 
integrated signal processing to enable complex measurements. Biosensor approaches integrated 
with information technologies and biological/electronic interfaces are likely to support novel 
solutions91.  

Yet, the engineering of such integrated, stand-alone expert biosensing device as medical decision 
support remains a challenge. Innovative and robust methods to engineer biosensing systems are 
thus of tremendous importance.  

We propose that this could be supported by the emerging biotechnological field of synthetic 
biology. Benefiting from a constantly increasing capability to systematically inform and interface 
biology, we envision that synthetic biology’s key capabilities will serve and accelerate the 
engineering of a generation of diagnostics with novel capabilities (Figure 4).  

Although most synthetic biologists do not focus their efforts on biomedical applications, 
fundamental advances, maturation of the field and technological development recently enhanced 
our ability to control biosynthetic systems to be used for human health92,93. It has already yielded 
successful medical applications, for example for the production of complex drugs43,44, high value 
synthetic medical biomaterials52, or proof of concept smart cell therapeutics94. Although 
applications in the medical field remain in their infancy, the field has been under extensive 
investigation and key achievements have announced translation of synthetic biology into clinical 
biosensing. 
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   1.2.2.2 How can synthetic biology be useful to medical 
   diagnosis? 

Firstly, the field has demonstrated extensive value to explore human pathophysiology and served 
for the discovery of new predictive biomarkers. Indeed, as we have previsouly discussed, a 
considerable need exists for improving understanding of diseases. In that perspective, synthetic 
biology represents a powerful approach towards new tools to explore and probe 
pathophenotypes. For instance, synthetic biology enabled simplified screening and improved 
assays diagnostic performance via standardized and robust antigens75, synthetic representation of 
the proteome and human virome78,79, synthetic immunology81, or the use of synthetic intelligent 
biomarkers83.  

Secondly, since biological systems naturally behave as biosensors integrating various kinds of 
biochemical signals, they can be reprogrammed to support diagnostic operations. They can thus 
assess molecular pathophysiology by biorecognition of biomarker patterns and respond 
conditionally with phenotypic readouts. In addition, biological systems have interesting 
characteristics for diagnostics, such as the ability to perform ultrasensitive and specific response 
to stimuli. They are also autonomous, self-powered, miniaturizable, auto-organized, amenable for 
high throughput and can function in complex biological contexts at different scales. Moreover, 
synthetic biology provides tools and methods to mine and efficiently re-engineer the vast 
repertoire generated by evolution, in order to retrieve useful biological functions for clinical 
biosensing. 

Last but not least, biological systems are efficient problem-solving systems that rely on biological 
signal processing modules. Synthetic biosensor systems can thus be designed to exploit a modular 
architecture with high composability, in which 3 modules are exchangeable: sensor, processor, 
and reporter (Figure 4).  The rationale behind biological integrated signal processing for 
diagnosis is to achieve re-programmability, multiplexing of pathological signals, to provide with 
quantitative, semi-quantitative or qualitative measurements, as well as amplification, thresholding, 
noise filtering, or logic operations. While trading a simple for a more complex design would be 
counterproductive, modular and standardized interface between sensing and reporter 
components can speed up the design, and increase versatility and capabilities. Moreover, the 
signal sensing event of biosensors can be associated to a computation process that integrates 
compiled medical knowledge in the form of a decision algorithm. Biological circuitry can thus be 
easily reprogramed to integrate varying clinical constraints, different medical agendas and a vast 
range of pathologies. Synthetic biology thus supports the integration of tailored signal detection, 
processing and reporting by means of modular construction. Biological systems can thus be 
systematically repurposed into autonomous devices that assess diagnostic rules in situ.  

In fact, the diagnostic process attempts to classify patient conditions into distinct clinical 
categories that support medical decisions regarding treatment and prognosis95. Medical diagnosis 
can thus be regarded as a logical problem, or an elementary computation process leading to 
medical decision making. In other words, the pathophysiological state of a patient is a function of 
molecular patterns of disease associated biomarkers with can be computed. Since medical 



13 
 

diagnosis identifies with the process of making decisions about the state of human physiology, 
and biological systems can implement the logical operations of medical diagnosis, it is possible to 
exploit biological systems for diagnostic applications. In this perspective, synthetic biology 
enables the full integration into operational diagnostic devices (Figure 5).  

 
 

 

 
 
 
 
 
 

 
 
 

Figure 4: Systematic workflow for the development of diagnostic devices using synthetic 
biology, from bioengineering considerations to clinical use. A bioengineering solution can be 
formulated corresponding to certain clinical specifications as a technological support to disease 
diagnosis. Such specifications can be systematically implemented within biological substrate using 
standardized biological parts. An iterative process between analytical properties of engineered 
diagnostic systems, design and construction optimizes the process to eventually lead to effective 
approval and clinical use. 
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   1.2.2.3 What has synthetic biology proven so far?  

This framework has been recently successfully applied to engineer diagnostics such as cell-based 
biosensors screening patient’s urine or blood for metabolic disease96, performing precise profiling 
of allergies in human whole-blood samples97, or serving as sentinel probiotics in vivo to detect the 
onset of liver cancerogenesis98. Other biological systems such as bacteriophages have been 
engineered into accurate microbial diagnostics providing with near-real-time detection in clinical 
samples and antibiotic susceptibility testing99. Alternatively, proof of concept devices made of 
networked synthetic nucleic acids or proteins have been recently developed, such as autonomous 
DNA machines for the in vivo multiplexed analysis of cancer cell-surface markers100,101, logic 
circuits for identification of specific cancer cells102, programmable paper based synthetic gene 
networks for strain specific Ebola diagnostics103, or protein sensors for inexpensive point-of-care 
companion diagnostics for various narrow therapeutic range drugs104.  

By nature biologically compatible and interfaceable, synthetic biological systems offer the 
possibility to develop implantable devices sensing pathological stimuli in situ that immediately 
offer a therapeutic response (i.e. theranostics). This approach proves extremely valuable in many 
clinical situations where therapeutic benefit depends on the delay in analytical methods, clinical 
information management and interpretations, and effective patient care. For instance, engineered 
T cells have already been tested in clinical trials for cancer theranostics105 and could be further 
improved using synthetic biology strategies in terms of safety and capabilities55, and proof of 
concept theranostic synthetic circuits in mammalian cells were engineered to perform urate 
homeostasis control, or to monitor and manage diabetes and metabolic disorders106. 

 

   1.2.2.4 Concluding remarks 

Synthetic biology has grown and advanced enormously in the past few years, providing with 
robust methods allowing the assembly of engineered molecular and cellular devices with 
biosensing and information-processing capabilities. For these reasons, diagnostic applications 
have recently attracted great interest from synthetic biologists. Researchers and clinicians could 
now begin to translate the bioengineering framework into the medical field, to ultimately realize 
intelligent, autonomous, and programmable diagnostics. Synthetic biology could serve as a 
methodology and technological support to help interface medical biology, through more precise, 
personalized, and sophisticated diagnostic tools increasing versatility and portability and 
simplifying medical decision rules. It provides with an opportunity to decrease the scale of 
diagnostic devices, getting closer to the patient and giving access to real-time, personalized and 
physiologically meaningful diagnostic measurements. We envision that in the future synthetic 
biomolecular devices will make precise decisions leading to enhanced medical care and therapy 
(Table 1). The prospect for synthetic devices to act as self-contained diagnostics is almost 
established, and could evolve toward multipurpose implantable system for in vivo theranostics. 
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In this perspective, we envision that synthetic biology’s most imminent medical impact is in 
diagnostics. We suspect that these advances are likely to announce a profound technological 
evolution similar to next-generation sequencing technologies or antibodies in the development of 
immunosensors. The relation to personalized medicine and therapy through point-of-care, 
companion diagnostics and theranostics will most likely bring evolution to the patient as well as 
into the clinical laboratory. In addition, while the field of mobile health and point-of-care is 
rapidly growing and likely to become widespread reality through the use for example of 
connected devices107 (or even maybe more provocative mind-controlled designer synthetic 
devices108), new supports may be required to achieve full potential, and synthetic biological 
systems stand as promising alternatives.  

 

 

 

 
  Conventional diagnostics Synthetic biology enabled diagnostics 

Diagnostic 
procedure 

Centralized clinical biochemistry lab, high 
resource requirements 

Ambulatory, close to patient, potentially in vivo, low 
resource 

Sample 
management Pre-treatment, large volumes Raw, small volumes 

Nature of 
biomarkers 

Parallelized, static, disconnected from patient 
pathophysiology 

Multiplexed, dynamic, in situ, close to patient 
pathophysiology 

Data transmission Delayed, complex interfaces Real-time, integrated signal processing, 
local/remote readout 

Link to therapy Delayed, through physician evaluation Direct, in situ, through programmable decision 
algorithms: remote supervision 

Data management Files, registries Embedded memory 

Medical benefit Robustness, gold standard Patient comfort/care, personalized solutions, 
patient commitment 

 
Table 1: Conceptual differences in medical procedures between conventional versus synthetic biology 
enabled diagnostics. 
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1.2.3 Fundamental synthetic biology approaches to diagnostic 
biosensor development 

 

The framework considering biological entities as systems of interacting components capable of 
input detection, information processing, executing logical operations, and producing an output6, 
has led to the engineering of intelligent systems for biodetection purposes and as such be used for 
diagnostics applications. Such systems can be developed from the top-down perspective using 
modular biological parts assembled in vivo to generate useful synthetic phenotypes, or be 
assembled ex-vivo from a bottom-up perspectives. In this section, we propose to review the 
advances in synthetic biology that proved of outstanding relevance to the field of diagnostics. 

 

    1.2.3.1 Top-down engineering of biosensors  
 
The engineering of cell-based biosensing system has arisen as a major focus in the field of 
synthetic biology109, and proved to be useful as a versatile and widely applicable method for 
detection and characterization of a wide range of analytes in biomedical analysis1 110 111 112 113. 
These systems are capable of producing dose-dependent detectable signals in response to the 
presence of specific analytes in a given sample. However, the first generation of cell-based 
biosensors mostly relied on native cellular sensor modules without extra signal processing 
abilities, and thus can only detect isolated signals with low signal to noise ratio and poor 
robustness when used in complex matrices114. 
 
Consequently, synthetic biology efforts have focused on streamlining the construction of robust 
cell-based biosensors for biomedical applications. A wide range of modules have emerged 
through genetic engineering, and enhanced these systems in terms of modulation of sensitivity, 
specificity and dynamic range, near-real-time signal processing, multi-input (multiplexing) and 
logic operations, or toward the integration of orthogonal biological and electronic components115 
116 117 118 119. Cell based biosensors capable of multiplexing detection enable to classify complex 
conditions specified by combination of several signals. Many proofs of concept have highlighted 
the great advantage of in vivo integration of algorithm using biological logic circuits, in order to 
customize cell sensing and signaling into decision making systems, to be used for various clinical 
applications. In this way, sensor/reporter modules can be interfaced with fine signal processing 
such as digital logic and memory (see Section 1.4) carried out in vivo by synthetic gene networks. 
This strategy can be used to enhance sensing specificity and accuracy of the output response. In 
addition, engineering frameworks have been developed for the optimization of cell-based 
biosensors, such as directed evolution through MAGE or phage assisted continuous evolution. 
Even though synthetic gene circuits have been used for a decade to construct cells that respond 
to biological signals in a programmable fashion115 120 121, current commercially available or proof 
of concept cell biosensors have so far been mostly used in contexts irrelevant of medical 
applications122. In this perspective, I suspect advances in synthetic biology will enable a new era 
of robust, stand-alone and integrated smart biosensing devices for medical diagnosis.  
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These biosensing devices are supported by a chassis, or host cell, which supplies necessary 
resources for functionality. The engineering of cell-based biosensor devices has been conducted 
in different cellular chassis, either plant123, algae124, mammal125 126, yeast127, and a wide spectra of 
bacteria species128. They have been widely investigated for environmental and medical diagnosis 
because they enable cheap and simple large-scale field screening and measurements. However, 
they have other properties that make them interesting as diagnostic devices. They are relatively 
easy and inexpensive to prepare and store through cell culture, require low-cost reagents, and 
have evolved increased stability compared to biochemical probes (e.g. DNA, proteins…) when 
exposed to perturbation (temperature, pH, ionic strength...). Moreover, cell-based assays are non-
destructive, and provide more comprehensive and complex functional and physiological 
information than classical analytical methods, such as bioavailability110 121. They can provide 
insights into the pathogenic mechanisms, potentially giving estimation of clinical risks associated 
with specific molecular events129 130. Because of the auto-replication of biological systems and 
self-powering a cell-based diagnostics system could be portable, and have reduced production 
costs compatible with systematic and widespread deployment. Last but not least, cell-based 
sensor systems could be implanted directly in vivo, thus permitting noninvasive detection of 
conditions in live organisms over time, which could prove particularly powerful for diagnostic 
applications. 

Additionally, cell-based biosensors can be further integrated into high density devices to perform 
high through-put analyses and are amenable for miniaturization and incorporation into portable, 
µTAS devices131 132 133 134 132 133 134 135. In fact, micro-engineering, bioelectronics and microfluidic 
strategies enable the use of population of engineered cells, where a cell-based chip provides solid 
and fluidic support for long term maintenance and reagent/sample manipulation, acting 
simultaneously as a sensor, a processor analyzing complex data, and an output device that 
translates the detection of diseases into information intelligible to humans. For example, cell-
based biosensors have been integrated on-chip with microelectrode arrays, photodiodes, field 
effect transistors, impedance or potentiometric sensors136. 

Commonly used reporter modules rely on colorimetric, fluorescent, or luminescent readouts, but 
can also be further interfaced with electronic transducers such as acoustic detection, surface 
plasmon resonance, and electrochemical methods. Their choice mostly depends on assay 
specifications, in terms of sensitivities or technical resources. Importantly, colorimetric outputs 
are human readable, a property of interest for integration into low-cost, easy-to-use point of care 
devices, while luminescent signals offer ultrahigh sensitivities and wide dynamic range of 
detections. However, instead of measuring traditional end point signals, other biosensing 
frameworks exist, and can be achieved thanks to properties inherent to biological systems, where 
information processing capabilities of genetic networks in vivo can be exploited (see section 1.4). 
It is thus possible to define different modes of readout, such as linear, frequency, or threshold, or 
multivalued modes of detection. For example, a riboregulated transcriptional cascade counter that 
uses multiple regulatory layers, enables a cell-based biosensor to give an output that is the 
function of the number of successive time delayed input signal events. These counting systems 
could offer new modalities of biosensing where the output is the exact sum of signal triggers in 
time and not concentrations18 21. Other authors have developed frequency-modulated cell-based 
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biosensors, and suggested that oscillatory sensors could confer a number of advantages over 
traditional ones. Cell based biosensors relying on optical reporter can for example be improved 
by frequency measurement, which is less sensitive to environmental factors compared to bulk 
intensity measurements that require normalization and calibration137 138 (Figure 6).  
 

Synthetic biology is thus advancing the design of genetically programmed cell-based biosensors 
by increasing the diversity of readout modes that can be implemented, the nature and complexity 
of molecular biomarker patterns that can be detected and processed. 
 

 

     1.2.3.1.1 Microbial systems 

 

The first microbial systems designed for the detection of various molecular cues such as organic 
chemicals, heavy metals, drugs, or toxics were developed early and proved useful in many 
applications, such as the MicroTox (Modern Water) and BioTox (Aboatox) assays. In some cases 
they could operate in complex matrixes such as human serum139 140 and urine141, where they were 
used to measure for instance biomarkers of toxic exposure, or in vivo where it was shown that 
exposure to antibiotics could be measured in situ in the rat gut, as well as other mammalian body 
fluids and tissues142 143 144 and on the field to assay complex foods145 or soil samples146. 
 
The microbial sensor module determines selectivity and sensitivity of detection of pathological 
signals, and is traditionally derived from bacterial sensory systems such as transcriptional 
regulators-inducible promoters from stress responses or degradation pathways. For this reason, 
natural systems used in first generation of biosensors often lacked suitable selectivity/sensitivity 
required for biomedical applications, which motivated the increasing development of orthogonal 
sensing parts and devices through synthetic biology120. The engineering of orthogonal sensing 
modules allowed more flexibility for tailoring detection specificities, sensitivity, and transfer 
functions. For example, the rational engineering of RNA riboswitches147 148, or periplasmic 
binding protein149 150 151 enabled detection of various small molecules ligands such as the drug 
theophylline152, metal ions, nucleic acids, and proteins153 154 or extracellular biomarkers such as 
glucose, trinitrotoluene, L-lactate respectively. A growing repertoire of orthogonal synthetic parts 
dedicated to the engineering of biosensing systems is constantly emerging, such as ncRNAs155 156, 
two-components systems157, and intracellular protein transcriptional regulator-promoter pairs158 
159.  
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Figure 5: Synthetic biology enables the engineering of next-generation diagnostics through the system 
integration of sophisticated biological capabilities. Biological systems have evolved powerful molecular modules 
to sense and process biological signals and inform their phenotypes accordingly. Synthetic biology enables the 
systematic re-engineering, standardization and cataloguing of useful biological parts. It supports hierarchical 
abstraction from biological complexity for efficient assembly of parts into useful, composable and programmable 
modules. Medically relevant modules for sensing biomarkers, achieving signal processing and reporting can then be 
further integrated into biosensing systems to develop novel diagnostic devices meeting clinical specifications to aid 
medical decision making. 
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Synthetic biology provided methods for the assembly of complex genetic circuits to achieve 
reduction of expression noise and improve the signal-to-noise ratio, through the fine tuning of 
promoter strength160 161 to the integration of multiplexing circuits in single or multiple cell 
consortia119. Gene circuits can be integrated in microbial cell to develop biological filters and 
amplifiers to enhance biosensing selectivity and sensitivity and to develop logic gated bacterial 
sensors. For example, in this thesis I engineered a bacterial biosensor system we called 
Bactosensor, as an aid to diagnosis associated medical decision (Courbet et al.96) (Figure 8: case 
1, See Chapter 2). This approach offers interesting advantages that we believe could have 
consequences in medical practice. Bactosensors could provide simple use, cost-effectiveness, high 
sensibility and specificity, multiplexing and built in memory capacity, as well as embedding 
medical algorithms, while needing no clinical sample preparation117. Additionally, we proposed 
that encapsulation of bacteria in stable hydrogels could provide a disposable and portable format. 
We showed that bactosensors could operate in urine and serum, and demonstrated that their use 
could be of interest in the non-invasive screening for glycosuria and diabetes in urine samples. 
Although the use of bacterial biosensors in clinical samples had already been described140 142 162 139 
141 144 145, the robustness and reliability of living biosensors toward effective use in the clinic had 
not been addressed. Assaying complex real world samples is challenging because of the matrix 
effects of chemical mixtures on biosensor’s behavior. In our study, we thus proposed a 
systematic method to evaluate the operational robustness of bacterial biosensors for the clinics 
and optimization of biosensing, signal processing and readout synthetic modules. 

However, classical approaches do not enable cell-based devices to sense all species of clinical 
relevance, such as protein biomarkers (albuminuria, antibodies, antigens…) which do not 
naturally enter bacterial cells. In order to interface robustly with host physiology, cell based 
devices necessitate the engineering of cell-surface sensor modules. Interestingly, bacteria are able 
to sense and respond to extracellular analytes via two-component systems, which constitute 
precious elements to implement new biosensing frameworks in prokaryotes. These receptors are 
intrinsically modular, and have already been successfully re-engineered for different biodetection 
purposes163. Moreover, programmable bacterial cells with alternative sensory modules such as  
mechanical, electrical and chemical systems to detect external stimuli via ion channel, or 
magnetosome for example, could be in the future exploited for a variety of diagnostic 
applications164 165. 
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Figure 6: A sensing array of radically coupled biopixels. (A) Proposed synthetic biosensing circuit diagram: The 
luxI promoter drives expression of luxI, aiiA, ndh and sfGFP. The ndh gene codes for H2O2 producing enzyme, 
which is an additional activator of luxI promoter, which with AHL sensing via the quorum sensing genes luxI and 
aiiA triggers synchronized oscillations at the colony level.  (B) Conceptual design of the sensing array: AHL diffuses 
within colonies while H2O2 diffuses between adjacent colonies thourgh the PDMS. (C) Fluorescent image of an 
array of 500 E. coli biopixels (~2.5 million cells). (D) Heat map of the trajectories depicting time-lapse output of 500 
biopixels undergoing rapid synchronization. (Adapted from Prindle et al.136) 

 

Synthetic biology efforts also permitted to further advance the engineering of new microbial 
biosensor systems through chassis optimization166. Chassis can be engineered to behave 
appropriately in the desired environment. For instance, a microorganism biosensor could be 
designed to operate and withstand a particular physicochemical stress in harsh environments such 
as human serum. Moreover, a particular task or biosynthetic device may operate differently across 
chassis, and most laboratory strains of microorganism would not fit requirements for clinical 
applications. A promising solution is to develop synthetic streamlined chassis11 with minimal 
functions required for their operation in media. Most approaches made use of Escherichia coli, 
which still remains the model platform of choice for synthetic biology for its ease of use, vast 
biological description, specific synthetic parts optimized, and engineering experience. However, 
one drawback of using E. coli as a chassis is the limited repertoire of relevant biosensing modules 
(e.g. promoters, transcriptional or posttranslational systems) to sense biomarkers. Bacillus subtilis is 
a promising  and adaptable alternative chassis for synthetic biology116 167 and could be of great 
interest for biosensing purposes as the number of parts and devices available increases, and 
considering it offers interesting characteristics like genome minimalisation, assembly of genome-
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scale heterologous DNA fragments, a wide range two-component and quorum-sensing systems, 
and the ability to sporulate after what it can be simply harvested and dried for long term storage 
and distribution. B. subtilis is a promising chassis to develop bactosensors for its ability to 
engineer synthetic membrane receptors connected to orthogonal signal pathways to drive signal 
processing of pathological signals. In addition, biotechnological domestication of new chassis 
through synthetic biology, for example Pseudomonas168, is likely to promote the emergence of 
new, robust microbial platforms with interesting physiological and stress-endurance 
characteristics for biosensing in clinical conditions. 

Freeze drying of bacterial cells has also been proposed as a convenient way for the long term 
storage and distribution of most bacterial species for biosensor assays. However, it may add some 
complexity to the manufacturing process. Contrarily, the properties of spores make their use 
interesting for the development of cell-based diagnostics. Sporulation enables stable storage 
format, handling and shipment of biosensors with extended shelf-life169. Spores can be integrated 
in miniaturized portable devices where spore germination, incubation with clinical samples, and 
signal detection are all integrated.  For example, Date et al. have developed a µTAS device for the 
detection of arsenite and zinc using engineered B.subtilis spores. Germination of spores and 
quantitative response to the analyte could be obtained at room temperature in 2.5–3 h with 
detection limits of 1×10−7 M for arsenite and 1×10−6 M for zinc in serum samples170. In another 
study, properties of spores themselves have been used to develop a real time biosensor, or label-
free exponential signal-amplification system171. The authors showed that this technique could be 
used to detect bacterial contamination in platelet concentrates with kinetics of the order of 
minutes. Like formation of spores, immobilization of cells has received much attention.  In this 
thesis, I propose that this strategy could improve the analytical performance, handling, storage 
and preservation of microbial biosensors without the need of continuous cultivation, and to 
make them suitable for integration into deployable and ready to use devices172. Different strategies 
have been proposed as a way to obtain stable microbial biosensors encapsulation, covalent 
binding, adsorption, and cross-linking on various substrates. Although interesting formats have 
been proposed like paper strips173 we suspect that the encapsulation of bactosensors in hydrogel 
beads increase robustness and preserve viability and response characteristics of sensing cells 
under the harsh environmental conditions they are exposed to by protecting them, prevent their 
spread, and enable multiplexed biosensing as well as the combination of algorithmic operations in 
different population of beads at the same time.  
 
Microbial cells thus offer a rich playground to engineer novel diagnostic tools, and we believe 
new biomedical technologies allowing new usages are likely to emerge. For example, as natural 
commensal microbiome flora, prokaryotes could be used in the form of diagnostics probiotics to 
monitor for example gut pathologies in situ. A recent study showed that bacteria could be 
engineered to detect and record biological signals inside the mammalian gut in a programmable 
way41. Bacteria could be also engineered as theranostic microrobots targeting solid tumors in 
vivo174. More recently, Danino et al. engineered a probiotic E. coli strain as an orally administered 
diagnostics to noninvasively monitor liver cancerogenesis98 (Figure 7). Their microbial diagnostic 
platform was capable of recording signals arising from metastasis in vivo and generated an output 
signal measurable in the urine, for extended periods of time without deleterious health effects in 
mice. 
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Alternatively, other approaches to diagnostics development using engineered microbial cells are 
emerging. It has been recently demonstrated that microbial cells could be engineered to generate 
synthetic tunable multiscale nanomaterials (such as gold-particle patterning to create nanowires 
and nanorods) that can be conjugated with target ligands and drug molecules for diagnostic 
applications175. 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Programmable probiotics for non invasive detection of cancer. The PROP-Z diagnostic platform is 
made up of probiotic E. coli N bacteria transformed with a dual-stabilized, high-expression lacZ vector as well as a 
genomically integrated luxCDABE cassette that allows for luminescent visualization without providing exogenous 
luciferin (blue). (1) PROP-Z is delivered orally. (2) Probiotics rapidly (within 24 hours) translocate across the 
gastrointestinal tract and (3) specifically amplify within metastatic tumors present in the liver. (4) PROP-Z expresses 
high levels of the enzyme lacZ (red), which can cleave systemically injected, cleavable substrates (green and yellow). 
Cleavage products of the substrates (yellow) filter through the renal system (5) into the urine for detection (6). 
(Adapted from Danino et al.98) 
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     1.2.3.1.2 Eukaryotic systems 

 

Eukaryotic systems are physiologically closer to humans with a similar metabolism, and 
compared to prokaryotes benefit from a more sophisticated genome, proteome and cellular 
organization. While it increases the available bioengineering space, eukaryotes are also more 
complex to engineer. Interestingly, this implies that the extrapolation of biosensing 
measurements can be more informative and of greater relevance for certain detection agendas. 
Although more recent, the toolbox of biological parts and devices that operate in eukaryotic and 
more specifically in mammalian cells is rapidly expanding176 177.  
 
Similarly to microbes, natural eukaryotic or systematically prokaryote derived178 nucleic acid and 
protein-based sensor modules have been developed to detect diverse ligands such as small 
molecules: vitamins and metabolites179 180 181 182, gazes like acetaldehydes and nitric oxide183 184, 
pH185 or hypoxia186 or combinations of such molecular signals. Some recent mammalian 
biosensing systems made use of RNA-based sensors to detect clinically relevant biomarkers187. 
RNA aptamers are interesting as sensing modules because they can be easily engineered de novo to 
target either small molecules, proteins, or other RNAs inside live cells, through various selection 
strategies188. For example, RNA aptamers could detect increased levels of intracellular protein 
inputs in the NF-κB- and Wnt-signaling pathways189 by linking detection events to alternative 
splicing of an output gene. Emerging frameworks involve synthetic protein modules exploiting 
programmability of zinc finger binding, which can for instance detect specific DNA sequences 
and trigger an intracellular response via coupling to a synthetic gene circuit190. 
 
Auslander et al. recently reported a mammalian cell-based biosensor capable of precise profiling 
of allergies in human whole-blood samples97 (Figure 8: Case 2). This device, a histamine 
biosensor, consisted of a synthetic histamine-responsive signaling cascade in which the G protein 
coupled receptor HRH2 senses extracellular histamine levels and then triggers Gs-protein-
mediated intracellular signaling and activation of a reporter gene. By exposing patient’s whole-
blood samples to an array of allergens, basophil cells undergo an allergen-specific release of 
histamine which replicates the specific allergic reaction in the body. The serum was analyzed by 
the designer cells that could precisely score the allergen-triggered release of histamine, thereby 
integrating histamine levels with interesting sensitivity and dynamic range of response. This 
strategy proved very interesting, when current in vivo and in vitro diagnostic methods to determine 
the molecular aetiology of allergic syndromes suffer from lack of reproducibility, patient 
discomfort, bulky experimentation, low dynamic range and poor correlation with clinical 
symptoms. This study emphasizes the interest of such devices as it provides non-invasive, 
personalized allergy profiles, and pioneers the use of engineered cell-based biosensors for novel 
diagnostic methodologies.  
 
Engineering of eukaryotic systems also enables the intracellular diagnostics approach, which 
involves genetically encoded non-invasive detection of combinations of small molecules, nucleic 
acids, and proteins in live cells over time. This strategy could allow the measurement of 
intracellular molecular and genomic markers, while taking into consideration the cellular context. 
For example, instead of probing the chemical nature of a cell’s genome, this new approaches can 
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account for cell and genome and epigenome topology and regulatory organization in situ, which is 
known to be of functional physiological and pathological relevance191 192. For instance, instead of 
measuring averaged signals of a cell population in the steady state, intracellular synthetic gene 
circuits can give access to time and space resolution, while enabling the monitoring of the cell’s 
gene-phenotype relationship193, which is a fundamental challenge in human health.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Synthetic biology approaches to theranostic and prosthetics. (A) Conceptual approach to synthetic circuit development for 
theranostics and prosthetics. Synthetic gene/biochemical circuits are uploaded into cells to therapeutically target the body’s endogenous 
networks, causing a transition from disease to healthy state. (Adapted from Ruder et al.56) (B) Theranostic engineered cells for obesity. A 
fusion protein combining the phloretin responsive repressor (TtgR) and the human peroxisome proliferator-activated receptor (PPARa) 
which bound a TtgR-specific operator (OTtgR) linked to a minimal promoter (PhCMVmin) (PTtgR1 as a whole) to control transgene 
expression, was expressed in mammalian cells. In the absence of fatty acids, the lipid sensing sensor (LSR) associated with the co-repressor 
complex to repress transgene expression, but switched to full induction in the presence of fatty acids when LSR associated with the co-
activator complex. Mice with diet-induced obesity were implanted with microencapsulated cells engineered for LSR-driven expression of 
pramlintide. These mice showed a significant reduction in food consumption, blood lipid levels and body weight when maintained on a 
high-fat diet. (Adapted from Kojima et al. 106) (C) Synthetic gene circuit for cancer cell type classification. Top: Schematic representation of a 
HeLa specific classifier circuit operation, and detail of the synthetic circuit taking cancer specific miRNA biomarkers as inputs to trigger Bax 
dependent apoptosis of cancer cells. The entire circuit implements a multi-input AND gate. Bottom: Detailed genetic implementation of the 
classifier circuit and logic formula taking into account 5 pathological miRNAs. (Adapted from Xie et al.102). 
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Taking these considerations further, clinical synthetic biology has long been interested in the 
promise that engineering of mammalian cell-based biosensing devices could enable diagnosis of 
pathological states conjugated to therapeutic modulation of human physiology. Synthetic 
biologists are thus trying to develop and integrate synthetic gene circuits in vivo, which would 
directly link the detection of molecular disease signals to targeted therapeutic activities. This 
strategy involves synthetic gene circuits also known as prosthetic networks.  Prosthetic networks act 
as intracellular molecular prosthesis that sense, monitor and score disease-associated biomarkers 
and coordinate an adjusted diagnosis, and timely preventive or therapeutic responses for 
increased efficacy and safety. In the form of implantable devices, they could act as self-powered, 
autonomous circuits that trigger pharmacological systemic or in situ responses to restore deficient 
phenotypes. This recent strategy that has yet to prove applicable in the clinics, could offer 
potential applications in the long-term surveillance and intervention of cancerogenesis, but also 
infectious or chronic diseases, such as gout and diabetes (Figure 9A, 9B). 
 
The potential of medical prosthetic networks was demonstrated in a pioneering example reported 
by Kemmer et al.194 Gout is associated with non-regulated, pathological levels of uric acid. The 
authors showed they could engineer a synthetic mammalian genetic circuit to sense, and maintain 
uric acid homeostasis in the bloodstream of mice. In their design, a modified Deinococcus 
radiodurans-derived protein that senses uric acid levels triggers a dose-dependent de-repression of 
a secretion-engineered aspergillus flavus urate oxidase that eliminates uric acid. The authors also 
showed they could insulate the circuit in transgenic cells by immunoprotective 
microencapsulation. Implantation of these designer cells could treat animals by reducing the 
levels of uric acid to subpathological levels. Similar proves of concept have been demonstrated 
for metabolic diseases such as Diabetes195, or diet induced obesity196. 
 
However, precise discrimination between clinical states is essential for such autonomous 
decision-making devices. Again, combination of multiple context-specific promoters has proved 
more efficient than single input approaches that suffer from linear responses and limited control 
of specificity and efficacy. In oncology, more and more routine diagnoses are based on molecular 
signatures rather than symptomatology. Nissim et al. engineered the mammalian two-hybrid 
system to act as an autonomous logical AND gate that integrates as inputs signals arising from 
cancer-related promoters and expresses a killer (or reporter) gene specifically in cancer cell lines. 
This approach provided increased response tunability and revealed a digital-like response of input 
amplification following a sharp activation threshold, providing robustness, minimizing input 
noise and false-positive identification of cell states197. In another key study, using gene expression 
levels that are commonly used to diagnose prostate and small-cell lung cancer, Benenson et al. 
designed a DNA circuit that computed five yes/no molecular sensing events in vivo in order to 
detect biomarkers of prostate cancer. This biomolecular computer was designed to be 
conditionally responsive to the presence of five positive biomarkers to generate a therapeutic 
output198. In another example of intracellular prosthetic diagnostics, a platform that integrates 
logic and sensing could detect pathogenic patterns of miRNAs in vivo102 (Figure 9C). The authors 
generated a classifier system through straightforward engineering of nucleic acid hybridization 
reactions, which could assess whether the transient expression profile of six endogenous 
miRNAs matched a specific profile characteristic of cervical cancer. This genetic logic circuit 
could identify cancerous cells and triggers apoptosis in response. This approach could be in 
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principle extended to the detection of complex molecular pathophenotype and connected to in 
vivo therapeutic actions. Synthetic gene network built using CRISPR-Cas9 technology in 
mammalian cells, also showed capable of integrating cellular pathophysiological information from 
two cancer specific promoters. Using these cancerous triggers as inputs, the system could then 
activate an output gene following a AND Boolean operation. When using a luciferase output, the 
authors could detect bladder cancer cells or induce cell death using functional apoptotic genes as 
outputs199. Last, Wroblewska et al. recently showed that RNA binding protein circuits could be 
easily delivered in cells to exert anticancer theranostic regulation in cellulo200. These studies brought 
promising proves of concept toward the clinical use of personalized designer theranostic cells, 
which could be further engineered to produce different responses, such as the in situ production 
of imaging agents to aid the diagnostic of tumors and metastases, associated with an anticancer 
action. 
 
However, physiologically relevant cues are often extracellular, and require tools to sense a vast 
range of ligands in complex environments: cytokines, hormones, various proteins, pathogens, 
hypoxia, inflammation, or pH. At the same time, keeping high orthogonality in sensing 
components is required to avoid modes of failure and interface robustly with the patient host. 
The engineering of such novel mammalian sensor systems can be achieved through different 
strategies: redirecting the output of natural receptors, or engineer existing transmembrane sensor 
proteins to recognize small molecule inputs or user specified antigens (reviewed in201). While the 
first approach in this direction showed successful demonstration to detect endogenous molecules 
via the rewiring of Notch, GPCRs or RTK signaling to elicit novel responses, diagnostic 
applications may require receptors that detect biomarkers for which there are no endogenous 
receptors201. To address this need, some authors recently developed a technology they termed 
Modular Extracellular Sensor Architecture (MESA). It consists in a fully orthogonal architecture 
where independent, tunable protein receptor modules undergo ligand binding-induced 
dimerization, which further results in proteolytic trans-cleavage of the intracellular part, releasing 
a transcription factor previously sequestered at the plasma membrane. They developed a 
systematic platform for conditional transmembrane ligand detection that produces outputs in the 
form of either transcriptional regulation or reconstitution of enzymatic activity, and enable 
straightforward engineering for the detection of user defined ligands179. Another interesting 
extracellular receptor that has received attention as a recognition element are G-protein coupled 
receptors (GPCRs). GPCRs represent the largest family of membrane receptors, are highly 
modular and their customization could benefit from a large range of natural binding repertoire 
ranging from small molecules to peptides and glycoproteins biomarkers. Moreover GPCR in cell-
based biosensing can be connected to various cellular processes to be used as the sensor readout. 
For example, directed evolution of GPCRs permitted to obtain receptors with specificities for 
small molecules202. This strategy has been employed in mice with good success and could be 
interesting for novel diagnostic or analytical purposes203. In addition, the engineering of novel 
immune receptors, with the same modularity, diversity and selectivity as antibodies thus capable 
of sensing a wide range of disease-associated antigens, such as protein biomarkers of cancer, 
infections or cardiovascular risk, was achieved with chimeric antigen receptors (CARs). CARS are 
designed with single-chain antibodies (scFvs) that are fused to cytoplasmic regions of intracellular 
signaling elements (the CD3 zeta chain), which linkage leads to a novel modular input/output 
sensor that activates upon binding to the target. These synthetic receptors also enabled the 
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tailored re-programming of T cells to respond to defined ligands, and proved clinically extremely 
promising for cancer immunotherapy204 205 206. Therefore, these synthetic receptors could open 
the way for novel cell-based biosensors for diagnostic applications. 
 
While various eukaryotic chassis have been engineered into cell-based biosensors, mammalian 
cells have dominated synthetic biology medical proves of concepts. However, the yeast 
Saccharomyces cerevisiae also constitutes a potentially interesting chassis for biosensor 
development127, and can be stored and distributed in a dry active state.  As a model organism, 
many genetic engineering tools are available. Extracellular yeast mating peptide sensing systems 
are G-protein coupled receptors, which initiate an intracellular signaling pathway, and could be 
good target for the engineering of new biosensing devices207. To date, S. cerevisiae remains an 
underexploited yet promising platform for biosensor development.  
 

 

     1.2.3.1.3 Viral systems 

 

The ability of viruses and more specifically bacteriophages to specifically infect and lyse their 
bacterial host has been exploited for many decades to reveal and identify bacterial species. Phage-
based diagnostics have been recently further investigated as an emergent technology for the 
clinical diagnosis of infectious bacterial diseases, and synthetic biology approaches have already 
played a major role in the engineering of phage based technologies for the detection of human 
pathogens208 209. 
 
Near-real-time microbial diagnostics remain of critical interest in the clinics, where timely 
detection of pathogens and delivery of species specific evidence based therapy is a life-
threatening issue210. Microbial diagnostics currently suffer from well-recognized limitations, since 
they requires an enrichment step during which pathogens are amplified over incubation times 
ranging from 10 to 48 h, or even more than 10 days for certain pathogens such as Mycobacterium 
tuberculosis. Moreover, standard techniques such as microscopy lack sensitivity, nucleic-acid 
amplification tests such as PCR offer molecular specificity but have complex sample preparation 
and poor reliability (inhibition, false positives…), and immunoassays although highly sensitive, 
are labor intensive and challenging to implement multiplexed detection. To date, bacterial culture 
isolation remains the standard for species identification and confirmation. Consequently, there is 
a greater emphasis on the direct detection of pathogens from clinical specimens, without the 
need for tedious and slow isolation of pure bacterial cultures. Phage-based diagnostics can be 
regarded as a versatile, widely applicable and valuable solution to timely microbial diagnostics, 
and synthetic biology has already shown its potential to dramatically improve this technology 
(Figure 8: Case 3).  

Natural phages can be engineered to deliver genetic information into specific bacterial species, 
thus exploiting their metabolism for the production of readable molecular signals (fluorescent, or 
luminescent proteins..)208. Synthetic viruses can be rationally designed and engineered into 
modular viral scaffolds211 212 or modified via directed evolution213 and chemical and genetic 
modification can be used to generate numerous functionalities214  and cell target specificity215. 
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Different phage-based assays formats and detection methods have been investigated: phage 
amplification with bacterial lysis216 217, phage/DNA amplification followed by quantitative PCR to 
identify phage DNA amplification218 219, dot blot assay220, phage-integrated colorimetric, 
fluorescent, and bioluminescent reporter genes221 222 223 224 225 226 227 228, phage/protein 
amplification detection with phage-specific antibodies229. More recent developments include 
quantum dot reporting, electrochemical and optoelectronic methods (for an extensive review 
see230), or innovative biophysics methods231. Diagnostic sensitivities as low as 10 cells/mL with a 
response time of 1 hour in a clinical sample matrix have been described, and a number of proof 
of concept and commercial products showed a very good response time and sensitivity in medical 
context230. The utilization of cocktails of phages or the assembly of phage-derived recognition 
proteins has been proposed to specifically detect desired bacterial spectra. The advantage 
compared to other detection method like hybridization based assays, is that it doesn’t require an 
enrichment step and sample pretreatment to achieve maximum specificity and sensitivity, and 
provides discrimination between living cells and dead cells. In addition, the wide bacterial 
selectivity range, host specificity, ease of use, straightforward production and extremely low 
reagent cost, seem to make phages ideal candidates to exploit as bacterial detectors in a variety of 
culture, food, water, clinical and environmental matrices232 . Phage diagnostics can also give 
information about the genetic nature of the host, and thus can be used for antibiotic 
susceptibility testing233. For example, identification of M. tuberculosis by culture on solid or liquid 
media takes more than 10 days, requires specialized and costly equipment, and technical expertise 
and show poor sensitivity for identification. Mycobacteriophage amplification technology or 
reporter mycobacteriophage technology allows M. tuberculosis detection in less than 48 hours, 
along with providing antibiotic susceptibility testing234. As another example, blood culture tests 
such as KeyPath™, allows for simultaneous identification of S. aureus and differentiation between 
MSSA and MRSA (Methicillin sensitive and resistant S. aureus, respectively)229. Phage-based 
platforms are also currently clinically used for the detection of Yersinia pestis, Bacillus anthracis208.  

However, few prototypes have been fully translated from laboratory to the clinics and have been 
successfully commercialized. Key bioengineering advances provided by synthetic biology are 
required for full maturation of this technological field to achieve enrichment free, sensitive, 
specific, straightforward phage based diagnostic tests. High throughput and genetic engineering 
tools, libraries of robust and reliable devices and parts such as reporter genes, sensitive sensors 
and synthetic gene circuits may enable the engineering of the huge natural phage repertoire chassis 
(over 1032) at a much more higher pace than achieved so far99 235. 
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Figure 8: Case studies: recent synthetic biology research strategies to provide novel diagnostic tools. Case 
1: next-generation bacterial biosensors for medical diagnosis detecting biomarkers in human clinical samples with a 
robust, programmable, and reliable behavior for clinical use (adapted from Courbet et al.96). Case 2: mammalian cell-
based biosensors that score the allergen-triggered release of histamine from whole-blood-derived human basophils. 
A synthetic signaling cascade engineered within the allergy profiler rewires histamine input to the production of 
reporter protein, thereby integrating histamine levels in whole-blood samples (Adapted from Ausländer et al.97). 
 
 
 
 
 
Synthetic virus based devices have also been shown to be useful for the rapid typing and 
monitoring of specific eukaryotic cell phenotypes. Until now, they have been extensively used for 
therapeutic purposes and virus-mediated delivery of effector genes and payloads236. Similarly, 
prosthetic decision making circuits embedding diagnostic algorithms could be delivered via viral 
vectors in vivo into mammalian cells, injecting molecular computers probing the internal state of a 
cell. As previously discussed, such payloads supported by synthetic gene circuits can then sense, 
score, monitor and store disease-relevant molecular information. For example it could contain 
cancer specific promoters237 238, and an actuating device transmitting the cell’s pathological state 
to human readable information.  
 
These design principles have also extensively been investigated for in vivo imaging diagnostic 
strategies239 240. They were applied for example for different imaging modalities: insertion of key 
genes in melanogenesis in a vaccinia virus vector allowed improved MRI and optoacoustic 
imaging, in a tumor specific manner241. Another method for non-invasive optical imaging of 
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tumors in vivo was successfully developed and uses engineered viruses that carry genes and probes 
to allow deep tissue molecular imaging242 or further encodes enzymes (β-gal and glucuronidase) 
that can be monitored in the serum of tumor-bearing mice243 as well as in the blood of humans 
with cancer242.  
 
Another interesting field of virus engineering research enabled by synthetic biology is the 
engineering of synthetic viral nanoparticles and their genome-free analogues: virus-like particles. 
A broad range of genetic and chemical engineering methods have been developed to exploit virus 
nanoparticules as biomedical imaging diagnostics reagents, and the inclusion of peptide ligands 
on the particle surface permitted the improvement of current in vitro diagnostic assays based on 
the conventional enzyme linked immunosorbent assays214. In such assays, the viral nanoparticle 
helps guiding the antibodies to achieve maximum capture of the biomarkers. In addition, high 
densities of antibodies on the surfaces of the nanoparticles lead to greater binding of biomarkers, 
which enhances detection sensitivities. For example, it was recently showed that by combining 
viral nanoparticles, which are engineered to have dual affinity for troponin antibodies and nickel, 
they could detect troponin levels in human serum samples that are seven orders of magnitude 
lower than those detectable using conventional enzyme linked immunosorbent assays, exhibiting 
properties that could prove valuable in the early detection of the protein marker troponin in 
patients with a higher risk of acute myocardial infarction244 245. Other viral nanoparticles could 
perform similar highly sensitive diagnostic assays and could be implemented for a variety of 
biomarkers. 
 
While phage based diagnostics technologies are maturing and transitioning toward real world 
diagnostics, it is very likely that further engineering eukaryotic viruses will lead synthetic 
biologists to major medical developments toward the clinic214. Viral nanotechnologies for 
diagnostic have now come of age and we believe that it will not be long before novel assays reach 
a prominent role. 

 

    1.2.3.2 Bottom-up engineering of biosensors  
 
Following the advances in the construction of programmable biosensing circuits in living 
organisms, synthetic circuits assembled ex vivo in minimal systems from the bottom-up constitute 
viable approaches for designing, understanding, and exploiting dynamic biochemical circuitry for 
biodetection and thus diagnostic purposes. Cell-based biosensing systems often rely on 
intracellular passive diffusion of analytes, or kinetics of transcriptional and translational processes 
that result in slow sensor responses. In addition, non-orthogonal gene circuits constitute a load in 
engineered cells that can interact with chassis components and result in unpredictable and noisy 
response profiles. On the contrary, bottom-up synthetic systems that rely on nucleic acid, 
protein, or metabolites can reach temporal dynamics in the order of seconds or minutes. Released 
from unwieldy complexity, context dependencies, and unpredictability that burden the use of 
living systems, ex vivo systems allow researchers to directly access and manipulate modular 
biomolecular parts with unprecedented control and design space (Figure 5). Advances in such 
bio-inspired functional systems246 include diverse capabilities including: biosensing, 
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biocomputing, memory, signal amplification, and various biological functionalities. Progress in 
this field demonstrated that cell-free synthetic biology is a promising field for the fundamental 
understanding of native biological systems but most interestingly  for the engineering novel 
biotechnological tools for the clinics247 248.  

 

     1.2.3.2.1 Nucleic acid based systems 

 
Nucleic acids are versatile molecules capable of information processing and storage. They are 
governed by simple, predictable and programmable rules driven by Watson-Crick base-pairing 
interactions and strand displacement that enable their straightforward nanoscale synthesis and 
engineering with important design space249. The past decades witnessed the development of 
complex in vitro nucleic acid circuits and devices highlighting the potential of using nucleobases 
and their polymers as building blocks to generate useful architectures250 251 252. Nucleic acid based 
in vitro systems have made numerous contributions to biodiagnostic as well as biotechnology 
research, with the best example probably being the development of polymerase chain reaction. 
As signal detection, amplification and transduction depend on the programmability of Watson-
Crick base pairing, nucleic acid circuits can be tuned and adapted to various applications 
compared to other biomolecular signal amplification reactions. Moreover, novel methods to 
select and amplify sequence-specific nucleic acids with specific recognition sites (aptamers) for 
low-molecular-weight analytes, macromolecules or whole cells and development of catalytic 
nucleic acids (DNAzymes or ribozymes) are promising and likely to provide new analytical 
tools253. Meanwhile, the field of DNA biocomputing and molecular programming has taken an 
increasing importance for analytical applications254. The modularity of nucleic acids, as well as 
their capacity to directly interact with a wide range of analytes, especially other nucleic acid 
biomarkers, enables the implementation of decision making circuits that are programmable 
functions between selected inputs and outputs, which are of oustanding relevance to diagnostic 
applications252. A variety of sensing systems relying on nucleic acid devices have been developed 
during the past decade, with particular interest for riboswitches, apatmers, and catalytic nucleic 
acids (DNAzymes and ribozymes) coupled to more complex nucleic acid reaction networks.  
 
Aptamers are synthetic single-stranded nucleic acids that selectively bind to a broad range of 
specific targets ranging from proteins to peptides, amino acids, drugs, metal ions, and even whole 
cells, and benefit from systematic and robust methods for their obtention through a 
combinatorial directed evolution method called SELEX255. They have demonstrated great 
promise in diagnostic biosensor development during the last decade, since they possess unique 
characteristics compared to antibodies or other biomimetic receptors, comparable or even better 
affinity, easy and cost-effective synthesis with high reproducibility and purity, simple and 
straightforward de novo design, engineering and chemical modification256 257. Aptamers are thus 
powerful alternatives to antibodies or other biomimetic receptors for the development of 
diagnostics258. They proved valuable as diagnostic tools in several diagnostic applications and 
assay formats such as biomarker detection from cancer clinical testing to detection of infectious 
microorganisms and viruses (reviewed in259). For example, the possibility of using aptamers as an 
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alternative molecular recognition element in ELISA has received great interest, which gave rise to 
an ELISA-derived assay called enzyme-linked apta-sorbent assay (ELASA)260. Taking the 
versatility of aptamers further, recent stuides proposed to develop intelligent aptasensors that 
embed boolean logic. For instance, Zhou et al. engineered biocomputing systems with aptamer-
based biochemical sensing controlling a self-powered biofuel cell that process molecular 
information. This proof-of-concept could detect patterns of thrombin and lysozyme inputs and 
generate an electrochemical output following a NAND truth table261. Even though these logic 
biosensors were shown to operate effectively in complex physiological sample, they still require 
significant engineering efforts prior to a potential practical application. Moreover, while most 
diagnostics are still under the supremacy of immunoassays, further studies are needed to evaluate 
clinical robustness of aptasensors in clinical sample matrices and to provide new sensing formats 
(reviewed in262). 

Similarly, the discovery of natural riboswitches has inspired application to ligand detection, 
exploiting the ability of RNA to recognize molecular targets and harnessing the ligand-dependent 
structural rearrangement of RNA to generate a measurable signal263 264 265. Riboswitches are RNA 
aptameric elements in RNA devices that control gene expression, refolding, or allosteric 
ribozyme activities in cis in response to a broad range of specific ligands266 . Riboswitches are 
integrated into RNA, and are mostly constituted of an internal ribosome entry site accessible for 
the ribosome only in the presence of a specific ligand, while it is inhibited in its absence. Because 
synthetic riboswitches make it possible to regulate any gene or RNA enzyme with an arbitrary 
molecule, they function as biosensors, in which the output is easily detectable protein expression 
or enzymatic activity that reflects the concentration of the corresponding ligand267. Rational 
design strategies for constructing novel riboswitches that work in cell-free translation systems 
have been described, and their systematic engineering for different biosensing targets, such as 
FMN, tetracycline and sulforhodamine B have been demonstrated268. In another approach, Olea 
et al. described a general analytical method for the detection of target ligands based on self-
replicating aptazymes. These autocatalytic aptazymes are constituted of an aptamer domain linked to 
the catalytic domain of a self-replicating RNA enzyme269. Ligand-dependent self-replication of 
RNA proceeds in a self-sustained manner, undergoing isothermal and protein free exponential 
amplification. The rate of exponential amplification is a function of the concentration of the 
ligand, thus enabling quantitative ligand detection. 

Catalytic nucleic acids, or DNAzymes, that can also be employed diagnostic reagents, and were 
extensively used as amplifying labels for optical and electrochemical sensing platforms. A vast 
repertoire of synthetic catalytic nucleic acids have been recently engineered, such as metal-ion-
dependent DNAzymes, apatmer inducible DNAzymes and cofactor-dependent DNAzymes that 
catalyzes cleavage or ligation of oligonucleotides or mimic native enzymatic functionalities. 
Furthermore, DNAzyme have been employed to trigger catalytic cascades and thus used for 
amplified autonomous sensing of miRNAs and mRNAs within living mammalian cells and DNA 
logic gate cascades and computing circuits270. For instance, a method supporting nanomolar 
detection of histidine was reported, using a L-histidine-dependent RNA-cleavage DNAzyme271. 
Likewise, a HRP-mimicking DNAzyme cascade was engineered for the amplified aptamer 
mediated detection of PDGF272. DNAzymes also provided a colorimetric method to detect 
telomerase activity as a cancer specific cellular biomarker273 274. 
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Other strategies recently developed, rely on the binding of single stranded DNA signals to a 
partially double-stranded complex by a single-stranded domain called a toehold, and then release 
the originally bound strand after branch migration has occurred. In this way, an output signal can 
be activated upon the arrival of an input signal, and the reaction rate can be controlled by the 
length and nature of the toehold. This concept permitted the development of many DNA strand 
displacement circuit strategies, resulting in a wide range of applications for in vitro diagnostics275 
276. For example, Chen et al. have recently developed a toehold exchange mechanism working 
with double-stranded nucleic acids, which they show can be used as a novel programmable 
diagnostic device to detect single nucleotide polymorphism. They demonstrate that conditionally 
fluorescent DNA probes are capable of detecting variations of a single base in a target dsDNA, 
reliably over a wide range of conditions277. They then successfully apply this principle to diagnose 
individual point mutations in Rifampicine bacterial antibiotic resistance genes in E. coli. This 
technology could also prove interesting to screen extended genetic regions and multiplex SNP 
detection. 
 
Moreover, toehold mediated strand displacement mechanism permitted to develop novel enzyme 
free nucleic acid amplification circuits for different diagnostic detection strategies, such as 
entropy-driven catalysis (EDC) circuits, seesaw gates, catalytic hairpin assembly (CHA) reactions 
and hybridization chain reactions (HCR)278. In such circuits, single-stranded nucleic acid inputs 
produce refolding of kinetically trapped substrates via toeholds and strand exchange reactions, 
thus enabling conditional molecular interactions. Outputs of EDC, CHA and HCR are 
constituted of independent ssDNA, multiple duplexes and concatemers of increasing length 
respectively, and they can thus easily be coupled to different analytical modalities, with signal 
transduction characteristics that are suitable for diagnostics especially when the concentrations of 
input molecules are low. They include transduction to fluorescent, luminescent, electrochemical, 
enzymatic activity via DNAzymes, and colorimetric signals279. Researchers have already been able 
to use in vitro DNA circuits to amplify signals and detect RNA, proteins and small molecule 
analytes using different reporting methods combined in a plug-and-play way280. This methods 
have provided new paradigms for the design of enzyme-free biosensors for point-of-care 
diagnostics279. CHA and HCR have been developed and adapted into novel diagnostic tools, 
where they showed improvement in sequence-specific detection of amplicons generated by 
enzymatic amplification281.  
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Figure 8: Case studies: recent synthetic biology research strategies to provide novel diagnostic tools. Case 
3: Engineering bacteriophages as near-realtime microbial diagnostics by using them to transform target specific 
viable bacteria into factories for detectable molecules (adapted from Lu et al.99). Case 4: Toehold RNA switches 
biosensors, in vitro paper-based platform that provides an alternate, versatile venue for synthetic biologists to operate 
and a medium for the safe deployment of engineered gene circuits beyond the lab. Commercially available cell-free 
systems are freeze dried onto paper, enabling the inexpensive, sterile, and abiotic distribution of synthetic-biology-
based technologies for the clinic (adapted from Pardee et al.103). 
 

 

For example, CHA demonstrated improved signal-to-background ratio, while providing several 
hundred-fold amplification within a few hours detecting less than 10 copies/μl of a target 
sequence. Compared to conventional enzyme based amplification reactions, CHA provided high 
sequence specificity and false-positive signals arising from non-specific binding to templates was 
greatly suppressed. In another example, a non-nucleic acid small molecule analyte, lead, could be 
detected with sensitivities approaching ~10 pM, which was 4 orders of magnitude better than the 
previously reported biosensors without amplification. In another study, CHA amplification 
reduced by more than 2 orders of magnitude the detection limit for thrombin aptamers to 20 pM, 
a sensitivity comparable to conventional ELISA. These nucleic acid circuits showed also capable 
of improving conventional immuno-assays methods. Immuno-HCR strategies notably increased 
the sensitivity of carcinoembryonic antigen detection cytokines and chemokines, as well as 
performing multiplex analysis278. HCR reactions can also be used for a detection of protein 
biomarkers282, as well as an imaging tool, and proved extremely useful to enhance signals from in 
situ hybridization and for imaging mRNA expression in vivo283 284. These methods demonstrated 
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high sensitivity and specificity but also great versatility and could be readily programmed and 
adapted to different applications. In addition, some nonenzymatic or enzymatic cascades could 
stand as potential alternatives for polymerase chain reaction in terms of sensitivity. However, the 
timeframe in which these amplifier circuits generated an output is situated between 2 and 50 
hours278, a delay that could still prevent usage in specific diagnostic set-ups. All these strategies 
can be coupled to develop complex biosensing modalities. For example, extensive efforts were 
directed to apply the enzymatic and nonenzymatic nucleic acid cascades for amplified sensing and 
logic gated detection of nucleic acids and aptamer substrate complexes. Analytical advantages of 
cascaded amplification and sensing include: isothermal conditions, no requirement in terms of 
special instrumentation, generation of human readable colorimetric signals, and increased 
versatility. They could thus be amenable for or point-of-care diagnosis or extended diagnostic 
modalities.  

Integrating medical algorithms into DNA circuits for disease diagnosis has been performed to 
tackle different pathologies such as infectious diseases, cancer, or metabolic disorders. Clinically 
relevant biomarkers can be detected as inputs to nucleic acid circuits via riboswitches or aptamers 
that translate the recognition to DNA/RNA conformational change, which triggers a 
computation process following a diagnostic algorithm. Nucleic acid circuits originated from 
efforts to develop nucleic acid computation, and besides signal amplification they have other 
properties that prove useful in diagnostic assays. Nucleic acid circuits are particularly capable of 
implementing decision making algorithms by including logic gates, thresholding and bandpass 
elements, and as such be useful for background suppression and noise reduction, to provide 
novel diagnostic devices. For example, autonomous molecular computers have been engineered 
to distinguish pathological states, by integrating the detection of disease biomarkers such as 
mRNAs, miRNAs, proteins, and small molecules into a programmable detection algorithm285. In 
addition, the advantage of nucleic acid circuits is that they can be scaled up and extended to 
encompass basically any diagnostic agendas275, as highly complex sensing and computing circuit 
can be needed to assess complex pathophenotypes and achieve quantitative discrimination 
between healthy and disease states with high resolution. Such autonomous complex circuits with 
the capability to recognize patterns of molecular events, make decisions and respond to the 
environment have already been successfully developed, for example by mimicking neural network 
computation with considerable power23. 

Cell types, both healthy and diseased, can be classified by inventories of their cell-surface markers 
using aptamers and nucleic acid circuits286. In a recent approach, You et al. developed DNA 
nanorobots for programmable analysis of multiple surface markers to enable the phenotype 
profiling on whole cells. They engineered a device combining structure-switching DNA aptamers 
with toehold-mediated strand displacement reactions to perform autonomous Boolean logic-
based analysis of multiple cancer cell-surface markers with production of a diagnostic signal, 
associated with a targeted therapeutic effect101. In a similar approach, Rudchenko et al. engineered 
a molecular automata capable of scanning lymphocyte surfaces using a combination of antibodies 
and DNA circuits to assess the presence or absence of cell surface markers on living human 
cells287. 
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Nucleic acid diagnostic devices have proved capable of operating in solution but also on solid 
surfaces such as paper288 289. The use of transcriptionally generated RNA circuits along with post 
translational components as transducers might further simplify the production of nucleic acid 
circuits for point-of-care applications: instead of producing, purifying and storing multiple 
kinetically trapped nucleic acid substrates, double-stranded transcription templates could be used 
to generate these circuits in situ. For example, Pardee et al. recently developed toehold RNA 
switches integrated on paper-based biosensors that provide an alternative and versatile platform 
for synthetic biologists (Figure 8: Case 4). This format enables the safe deployment of synthetic 
gene circuits beyond the laboratory. In this approach, they proposed that commercially available 
cell-free systems freeze-dried on paper could enable the inexpensive, sterile, and abiotic 
distribution of synthetic biology DNA-based biosensing technologies for the clinic. They 
demonstrated this technology with the detection of small-molecule and nucleic acids, prototyping 
of complex gene circuits for programmable in vitro diagnostics, including glucose and strain-
specific Ebola virus biosensors103.  
 
Synthetic nucleic acids can be also used as probes in higher order structure constituted of 
amplifying probes. For example, branched DNA assays, in which alkaline phosphatase labeled 
nucleotides bind branched DNA structures (bDNA) generating a chemiluminescent signal, have 
shown to increase the specificity of conventional assays, such as the VERSANT assay (Siemens 
healthcare, USA). The more accurate, automated, highly sensitive and broad dynamic range of 
bDNA assays, have proved them useful for the diagnosis, prognosis, monitoring of viral load, 
and effect of HIV, HCV and HBV antiviral therapy, when variability associated with the PCR 
assay made it less useful for monitoring patients on antiretroviral therapy290 291. 
 
Similarly, other architectures using synthetic nucleic acids probes have been described, such as 
DNA hydrogels biosensors: ssDNA sensing devices made of hybrid DNA-hydrogel respond to 
stimuli by altering shape and swelling properties after toehold-mediated DNA displacement 
reaction. This strategy has been implemented for the detection of various chemicals or proteins292 
293. Algorithmic control on assembly and operation of DNA nanostructures and machineries294, 
have also yielded synthetic molecular machinery from DNA, or nanomachines that can be 
activated by interactions with specific molecular signals or by changes in their environment295. 
For example DNA origamis were proposed to be assembled into logic-controlled nanomachines 
capable of autonomous in situ diagnosis and therapy delivery100 296, or stand-alone biocomputers 
capable of in vitro diagnosis297. In the first example, switchable DNA nanocapsule closed by DNA 
strands hybridized to aptamer sequences could open upon recognition of certain cell surface 
proteins (Figure 10). More recently, following an ex vivo prototyping phase, this approach was 
successfully transitioned DNA origami robots operating in living cockroaches and is now being 
evaluated for patient use in a clinical trial298. 

Furthermore, orthogonal nucleic acid chemistries have also been proposed as new tools for 
diagnostics development. Novel synthetic nucleobases and their genetic polymers, known as 
XNA (xenonucleic acids) increase the chemical and structural diversity of nucleic acids, and open 
up the way for increased affinity and stability against enzymatic cleavage, expanded functionality 
such as enzymatic activity, and improved synthesis and selection procedures299 27. For instance, 
selection experiments against two human target proteins, VEGF and IFN-γ yielded XNA 
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aptamers that bind with affinities that are >100-fold improved over those of aptamers containing 
only natural bases300. Other authors developed nanomolar to subnanomolar affinities to clinically 
relevant protein targets including PDGF and pro-inflammatory cytokine IL-6301, or small 
molecules  such as camptothecin302. Recent studies also demonstrated the advantage of using 
XNAs detection probes in biological fluids, particularly because they permit to achieve significant 
improvement in stability by providing resistance to nucleases. For example, expanded nucleic 
acids aptamers showed promising properties as probes for in vivo tumor imaging. These authors 
developed a novel locked nucleic acid (LNA)/DNA chimeric aptamer probe that showed a great 
improvement in performance and serum stability compared to conventional aptamers303.  

 

 

 

 

 

 
 
 
 
 

Figure 10: Autonomous, self-assembling, aptamer logic gated DNA Nanorobot for targeted transport of molecular 
payload. (A) Schematic front orthographic view of closed nanorobot loaded with a protein payload. Two DNA-aptamer locks 
fasten the front of the device on the left (boxed) and right. (B) Aptamer lock mechanism, consisting of a DNA aptamer (blue) 
and a partially complementary strand (orange). The lock can be stabilized in a dissociated state by its antigen key (red). Unless 
otherwise noted, the lock duplex length is 24 bp, with an 18- to 24-base thymine spacer in the nonaptamer strand. (C) Perspective 
view of nanorobot opened by protein displacement of aptamer locks. The two domains (blue and orange) are constrained in the 
rear by scaffold hinges. (D) Payloads such as gold nanoparticles (gold) and antibody Fab´fragments (magenta) can be loaded 
inside the nanorobot. (E) Front and side views show guide staples (red) bearing 8-base toeholds aid assembly of nanorobot to 
97.5% yield in closed state as assessed by manual counting. After folding, guide staples are removed by addition of fully 
complementary oligos (black). Nanorobots can be subsequently activated by interaction with antigen keys (red). (F) TEM images 
of robots in closed and open conformations. Left column, unloaded; center column, robots loaded with 5-nm gold nanoparticles; 
right column, robots loaded with Fab´ fragments. Scale bars, 20 nm. (Adapted from Douglas et al.100) 
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These strategies showed that chemically expanded genetic alphabets can yield aptamers with 
greatly augmented affinities and stability, suggesting the potential of synthetic XNAs as a 
powerful tool for creating novel, highly functional nucleic acids. Orthogonal nuclease-resistant 
version of nucleic acids amplification reactions systems and probes, for example based on L-
RNA molecules, were also described to have gained increased robustness269. It constitutes an 
alternative approach that has been applied for example to the autocatalytic aptazymes to 
construct enzyme entirely from non-natural L-ribonucleotides269. The mirror-image enzyme 
behaves identically as the D-RNA, but has gained complete resistance to ribonucleases. 

Future advances in synthetic biology methodologies for the synthesis, characterization and 
evolution of synthetically augmented genetic polymers should help resolve numerous arising 
clinical questions, as well as providing fully programmable substrates for biosensing and 
molecular computing. XNAs technology is also likely to provide a growing bioengineering 
toolbox of biochemical encoding and manipulation of biological information, while also enabling 
to fully exploit their expanded range of physicochemical properties, orthogonality, and 
biostability. Additionally, In vivo circuits operation could further benefit from the use of 
orthogonal nucleic acid chemistries or even expanded nucleic acid alphabets 
 

 

     1.2.3.2.2 Protein based systems 

 
Proteins are versatile and modular tools that operate naturally as near real time effectors, and 
have been widely used in many biomedical applications. At the molecular level, many biological 
response functions are allosterically regulated protein functions that couple an input to an output. 
Compared to nucleic acids that have limited functional diversity, and gene circuits that are 
intrinsically slower, the kinetic properties as well as the possibility to implement almost all 
biological functions: sensing, catalysis, signal processing, memory, among others, define 
polypeptides as powerful substrate for synthetic biology304. Post-translational tools defined as 
amino acids and their polymers offer a vast engineering playground for synthetic biologists305 246. 
Thus, protein based biosensors provide attractive tools for the real time monitoring and control 
of molecular events in complex biological environments. However, their rational and systematic 
bottom-up engineering is often more delicate and error-prone than with nucleic acids. Although 
protein based strategies remain hindered by the difficulty to tailor signal transducers and 
receptors that can be readily compiled into defined diagnostic circuits, a true engineering 
approach for the design of protein sensors and circuit devices with standard functional and 
structural protein modules that sense, process, and amplify specific molecular signal of clinical 
interest, is emerging306. 

Protein–ligand interactions are part of almost every biological process and are of tremendous 
importance in diagnostics. However, current protein based sensors are still largely based on single 
probes often isolated from naturally occurring proteins. Many synthetic biology approaches have 
thus tried to manipulate protein interfaces to enhance diagnostics performances and have enabled 
the development of new probes with improved capabilities in regard to straightforward 
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integration in on-purpose formats, coupling of effector functions, robustness in biological 
samples, and specificity and sensitivity, among others.  

Antibodies have been the long lasting paradigm of binding proteins with desired specificities and 
high affinities, but they have intrinsic limitations related to their molecular properties: large, 
bivalent, multidomain protein, dependence on disulphide bonds and complex glycosylation 
pattern, poor heat stability, and are difficult and expensive to manufacture. In recent years, 
engineered versions of antibodies and even orthogonal binding schemes have entered 
successfully translated towards clinical application. In addition, new synthetic approaches for 
further improvements are likely to accelerate translation of novel protein probes and sensors. For 
example, the ability to conditionally direct antibodies could prove extremely useful. In a recent 
study, Gunnoo et al. showed that they could engineer antibodies displaying gated binding through 
site-specific, chemical phosphorylation of a recognition domain307. This gated binding could 
perform Boolean logic operations, such as induction in an enzyme-AND-antigen conditional 
manner (Figure 11F). In this case the simultaneous expression of a cell surface antigen and 
secreted enzyme were used to conditionally generate binding function. This strategy permits to 
generate antibodies active only in the presence of specific biomarker inputs of different nature to 
enhance diagnostic precision. 

Immunodetection can also be engineered to integrate environment cues, or also provide 
straightforward manipulation of sensor binding characteristics by the user. For example, pH 
gated antibodies have been recently developed by Strauch et al.308. They described a strategy to 
design pH-dependent protein interfaces and showed that they could design a protein that binds 
antibodies in a pH dependent way. This could prove extremely interesting for antibody affinity 
purification and certain diagnostic formats. This approach demonstrated how protein engineering 
could increase versatility and efficiency off conventional diagnostic reagents. Alternatively, 
manipulation of synthetic antibody genes could allow for the creation of new immunoglobulin 
devices for novel detection frameworks, such as multi-specific antibodies, that are already moving 
towards diagnostic applications309. 

Directed evolution of proteins as enabled by synthetic biology, is a powerful and versatile 
bioengineering solution for selecting proteins with desired functionalities310. Site-directed 
mutagenesis creates libraries of rationally designed protein variants that can be screened, to allow 
quick understanding of protein structure and its effects on function while looking for enhanced 
forms, all in one experiment. It has been extensively used, either alone or in combination with 
other methodologies such as computational design, to generate useful probes and diagnostic 
reagents311. For instance, a recent study presented a method they called antibody diagnostics via 
evolution of peptides to evolve diagnostically efficient peptides for de novo discovery and 
detection of serum antibody biomarkers without knowledge of disease pathophysiology. As 
pathological antibodies repertoire are known to change in diverse diseases, this methods  has 
proven useful to create diagnostics for early disease detection, stratification, and therapeutic 
monitoring, and enabled  effective identification of a critical environmental agent involved in 
celiac disease312. 

Meanwhile, a new generation of sensor proteins has been described, derived from small and 
robust non-immunoglobulin scaffolds that can be engineered with defined binding functions 
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using the methods of combinatorial protein design, and assembled with modular composability 
(Figure 11). As shape complementarity is an important part of molecular recognition, the 
capacity to precisely tune the shape of a binding scaffold to match a target of interest enables the 
generation of high-affinity protein based diagnostics313. Many protein scaffolds have been 
proposed and consolidated as smaller sets capable of multiple targeting and operation in different 
settings as diagnostic reagents, such as engineered affibodies, adnectins, anticalins, or DARPins81 
314 (Figure 11C, 11D). They combine the binding properties of antibodies with improved 
properties such as small size, high stability, absence of cysteins, high yield bacterial expression 
and the possibility of building higher order and multispecific constructs.  
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Figure 11: Example of protein based synthetic biology strategies to diagnostics. (A, B, C, D) Synthetic proteins related to 
immune binding functions. (A) Structure of a bispecific IgG1. IgG1 comprises four polypeptide chains that are linked by disulfide 
bridges. The variable domains (VH and VL) bind antigens, and the constant domains (CL, CH1, CH2, and CH3) form the rigid 
backbone. (B) Synthetic proteins are chimeric molecules linking IgG1 to target-binding proteins. Rilonacept, etanercept, and abatacept 
comprise the Fc region of IgG1 coupled to the interleukin-1 (IL-1) receptor type 1 (IL-1R1) and the IL-1R accessory protein (AcP), 
tumor necrosis factor receptor 2 (TNFR2) or cytotoxic T lymphocyte antigen- 4 (CTLA-4), respectively. (C) Antibody derivatives: 
Bispecific T cell engager (BiTE), dual affinity retargeting technology (DART) antibody, tetravalent tandem antibody (TandAb), and 
nanobody (D) Antibody mimetics are small scaffold proteins with high affinities. Designed ankyrin repeat proteins (DARPins) consist 
of 3–5 fully synthetic ankyrin repeats (D1 to D3/D4/D5) flanked by N- and C-terminal Cap domains. Avimers comprise multiple A 
domains (A1–A4), each with low affinity for a given target, resulting in high-affinity proteins. Anticalins are based on the rigid structure 
of lipocalins, with four accessible loops, the sequence of which can be randomized. (Adapted from Geering et al.81) (E) Principle designs 
of protein-based switches increasing in modularity. (Adapted for Stein et al.319) (F) A synthetic gated two-input activation of an AND 
antibody. Input 1 is presentation of the corresponding selective antigen (black shape, here lysozyme) that engages as a ligand for the 
Complementarity Determining Region (CDR) in its unblocked state. Input 2 is the presence of the enzyme that unblocks that CDR by 
removing a blocking group (red shape, here removed by phosphatase). Enzyme-linked immunosorbent assay data for binding shows 
functional ‘output’ only upon the presence of both inputs (green). All other input states fail to generate activity (red). (Adapted from 
Gunnoo et al.299). 
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Also described as interesting post-translational strategies for controlling the flow of information 
in biochemical reaction networks, synthetic protein scaffolds are particularly attractive because of 
the modular nature of the design, and permit spatial organization of enzymes, and have thus been 
employed to create orthogonal interaction domains for assembly of synthetic metabolons. They 
have been shown to improve biochemical reactions in multi-enzyme complexes through 
substrate channeling315 and programmable fine-tuning of enzymatic reaction and yields316. 

Instead of relying on natural antibody production and associated tedious methods, manipulation 
of biomolecular recognition between ligands and proteins can also be performed in silico. 
Computational design of proteins has successfully been extended to new folds, new catalysts317 
318, on existing scaffolds319, and even non-natural reactions320 with defined specificities and 
affinities321 322. Computational design of proteins enables the systematic engineering of binding 
sites, protein structure and function323. A decade ago, Looger et al. presented the first structure-
based computational method to redesign protein ligand-binding specificities. Multiple soluble 
proteins receptors binding a number of small-molecule ligands with high selectivity and affinity, 
such as trinitrotoluene , L-lactate, serotonin, and the nerve agent pinacolylmethylphosphonic acid 
have been reportedly built in the periplasmic binding protein protein151. These de novo engineered 
receptors can then be used as biosensors for their new ligands although the systematicity and 
reliability of the method has been questioned324. More recently, Tinberg et al. demonstrated an 
approach for designing de novo proteins that bind small molecules and use it to create specific 
binders for digoxigenin325. The method relies on the design of highly energetically favorable, 
defined interactions with the ligand in customizable protein scaffolds. Binding was further 
mapped using library selections and deep sequencing, and enabled to optimize affinity to a 
picomolar level, comparable to conventional antibodies. Moreover, the selectivity for digoxigenin 
over the related steroids digitoxigenin, progesterone and b-oestradiol, could be rationally 
programmed by manipulation of rational design of hydrogen-bonding interactions. The authors 
also found that these synthetic sensors had increased stability for extended periods at ambient 
temperatures, and could be expressed at high levels in bacteria, properties that provide a more 
robust and  cost-effective alternative compared to antibodies. Thus, these computational 
methods should enable the development of a new generation of biosensors and diagnostics for 
the detection of small molecule compounds. The computational design of protein-protein 
interaction, although suffering from shortcomings in current approaches, is now transitioning to 
reality, and recent successes show we could soon be capable of modulating, reengineering and 
designing on demand protein–protein interaction networks326. 

Protein switches are used in natural biological signal transduction systems, and enable cells to 
sense, integrate and respond to a variety of molecular signals. Consequently, the re-engineering of 
tailored protein switches could enable real time, in situ detection of clinically relevant inputs. 
Recent progress in constructing protein-based switches is likely to define a new generation of 
molecular diagnostics. For instance, the engineering of ligand binding protein sensor switches has 
led to many interesting devices (Figure 11E). Protein switches and sensors can be built from 
simple, modular components, yet display highly complex signal-processing behavior327. Enzymes 
are of particular interest, as they can implement detection, signal processing and amplification 
and are amenable to modular engineering. Engineering of synthetic allosteric control in proteins, 
orthogonal protein building blocks, control of switchable protein-protein interactions or 
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designing switchable enzyme are thus major fields of investigation328. In cells, kinases and 
phosphatases are inactive by default and get switched by specific signal to be processed. Modular 
autoinhibition is a natural occurring form of enzymatic regulation in which autoinhibitory 
domains conformationally inhibit the activity of another domain within the same molecule. 
Covalent modifications such as phosphorylation are then capable of relieving inhibition and 
confer a switch like behavior to enzymatic activity. For example, Dueber et al. in pioneering 
work329 330 331,  explored how modular domains can be assembled to build switches with nonlinear 
input/output function. They integrated the autoinhibitory interaction module of the yeast kinase 
N-WASP with several domain-peptide interactions from unrelated signaling proteins: Src 
homology 3 (SH3) and PDZ peptide-ligand interactions. These authors managed to fuse 
constitutively interacting domain–peptide pairs to generate a N-WASP protein responsive to 
peptide ligands, where different combinations of input modules could produce logic gated 
behaviors (AND, OR) and ultrasensitive, near-digital switching dynamics with signal 
amplification. The same domain fusion strategy was later also successfully applied to re-engineer 
guanine nucleotide exchange factors332. 

Modular protein switches can also be engineered with orthogonal regulation processes. The 
synthetic coupling of overlapping protein domains, or domain fusion, so that small ligand, 
peptide or protein binding partners can then regulate allosteric activity of a enzymatic switch, 
have generated useful devices. For instance, ligand-sensing domains have been fused with 
dihydrofolate reductase,  β-lactamase333 334 333 and Src, p38, and focal adhesion kinase335 336 
generating estrogen analogs,  maltose or rapamycin inducible versions of these proteins 
respectively. Sallee et al. developed a method to systematically construct two-domain fusion 
proteins using naturally occurring sequence overlaps between interacting domains, which 
displayed mutually exclusive binding properties to ligands337. Although still suffering from lack of 
standardized protocols, issues with folding unpredictability and dynamics and relying on 
empirical optimization333, the coupling with screening strategies enable to fully exploit this 
approach, and in the future new tools could enable the straightforward engineering of such 
sensor systems. 

Mutually exclusive binding interactions have also been used to develop protein sensors where 
ligand interacting fluorescent or bioluminescent modules modulate the efficiency of resonance 
energy transfer338 104. Recently, an interesting and innovative approach was described by Griss et 
al., in which semisynthetic bioluminescent protein sensors with a new mechanism could be used 
for inexpensive point-of-care biosensors for companion diagnostics104 (Figure 8: Case 5). This 
technology also known as LUCIDs (Luciferase Based Indicators of Drugs) permitted precise 
quantification of specific drugs in patients serum by spotting drops of clinical sample on a paper 
format and recording the signal using a basic digital camera. LUCIDs have a modular design and 
consist of 3 basic blocks: a protein-based receptor, a luciferase and a synthetic part containing a 
fluorophore and a specific ligand. Upon ligand binding to the receptor module, the fluorophore 
is maintained in close contact with the luciferase permitting efficient bioluminescent resonance 
energy transfer. A competing specific analyte can displace the binding and hence extinguish 
BRET efficiency. By measuring the ratio of light emitted from the luciferase and the synthetic 
fluorophore, one can quantify the concentration of the target analyte, in such a way that it does 
not dependent on sensor concentration and signal intensity. These modular devices were 
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integrated on paper format to generate portable devices, and engineered for the detection of a 
wide range of drugs: Methotrexate, Tacrolimus, Sirolimus, Cyclosporin, Topiramate, and 
Digoxin. They proved efficient and accurate with human samples, and promising for the 
development of new generations of portable companion diagnostic assays.  

Figure 8: Case studies: recent synthetic biology research strategies to provide novel diagnostic tools. Case 
5: Semisynthetic bioluminescent protein sensor approach proposed as an entirely new mechanism for inexpensive 
point-of-care biosensors. This enables the quantification of specific drugs in patients samples by spotting minimal 
volumes on paper and recording the signal using a simple camera (adapted from Griss et al.104 ). 

 

Similar sensors systems were developed that relied on complementation of luciferase fragments 
or on domain insertion within the luciferase structure permitting the monitoring of molecular 
physiology within living cells339. In another strategy, a β-lactamase fused to its inhibitor protein, 
and connected via a linker to a ligand receptor module, permitted to detect specific molecular 
cues via measurement of enzymatic activity340 341. Additionally, Stein et al. recently reported a 
strategy for the construction of modular protein biosensors based on synthetic autoinhibited 
proteases whose activity can be modulated by specific proteolysis, ligand binding, or protein–
protein interactions. They demonstrated that such protease-based ligand receptors and signal 
transducers could be assembled into different types of integrated signal sensing and amplification 
circuits. They relied on structure-guided design and directed protein evolution to create signal 
transducers and also demonstrated the modular design of an allosterically regulated protease 
receptor following recombination with an affinity clamp peptide receptor. They engineered high 
functional plasticity in protein switches, not previously observed in naturally occurring receptor 
systems.  

De novo design of synthetic protein networks can also mimic some of the basic logic functions of 
the more complex in biological networks, and integrate biosensing and signal processing 
capabilities342 (See Chapter 3). Enzymes can also enable the construction of biochemical circuits 
where they are used to implement a metabolic logic, in which the inputs and the outputs are enzyme 
substrates and products343 344 345. Such biomolecular logic systems for bioanalytical purposes can 
be designed to operate in a digital way, and process multiple biochemical information at once in 
cascades of biochemical reactions, to generate a final output in the form of a yes/no response, 
thus leading to high-fidelity decision making compared with traditional sensing devices operating 
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in parallel. Biochemical reaction circuits can thus be seen as the most direct and kinetically 
favorable way of coupling of the signal sensing with biochemical reporters. In such systems, 
biomarkers are biochemical entities that can interact and be processed by the enzyme network to 
generate a final colorimetric, fluorescent, luminescent or electrochemical output. The timely 
detection of complex patterns of multiple biomarkers with such biochemical systems could 
positively impact diagnosis and treatment of diseases346. This approach is fundamentally new 
regarding the sensor design and operation and careful attention to the biocomputing substrates 
and interface with other systems and electronic transducers have been explored. Enzyme-based 
reaction networks have further been interfaced with signal-responsive materials and electrodes 
and immobilization schemes have been reported for that purpose347 348 349 350 351. A few examples 
of biochemical reaction networks of coupled enzymes implementing Boolean logic functions 
have been described as proof of concept to provide medical diagnostic solutions352. For example, 
biochemical reaction networks could detect complex patterns of pathophysiological biomarkers 
from liver, brain, hemorrhagic shock, oxidative stress, or abdominal trauma injury353 354 355 356 357, 
or release a drug upon sensing and integrating pathological stimuli in a complex molecular 
algorithm358 359 360 (Figure 12). Moreover, in order to increase confidence level of such 
biosensors361, the scaling up and concatenation of enzymatic boolean logic gates (e.g., AND, OR, 
XOR, NAND, NOR, etc.)  in networks, information storage, or threshold filters have been 
implemented362 363. Although such strategies for the construction of tailored reaction networks 
still lack general robustness  due to the small repertoire of enzyme and orthogonal functionality 
as well as the complexity and lack of knowledge on enzyme dynamics, extensive theoretical 
analysis has suggested ways of coping with noise and uncertainty in biochemical reaction 
networks364 365, and computational tools for automated design, analysis and model checking are 
increasingly efficient and promising366 367 368 369. Furthermore, coupling protein and nucleic acid-
based devices can be achieved, and could generate useful devices in biological circuit engineering 
for diagnostic applications. 
 
Similar to nucleic acids, the genetic code expansion for synthesis of proteins containing non-
canonical amino acids is a rapidly growing field in synthetic biology370 371. Synthetic amino acids 
could enhance stability, activity372, and provide extended functionalities and overall operability of 
protein based diagnostic reagents. Already around 100 distinct non-canonical amino acids using 
orthogonal translation systems have been established, and enabled straightforward in vivo or in 
vitro production with synthetic post-translational modifications. This high control from synthetic 
genes to orthogonal post-translational machineries enables the fine design of novel protein 
probes with user defined properties. For instance, photocaged phospho-aminoacids have 
provided access to time-resolved in vivo measurements373, and new possibilities in site-specific 
fluorescent labeling provided enhanced new protein probes. In another example, Wang et al. 
described a method relying on combination of unnatural amino acid mutagenesis and selective 
chemical modification that offered the possibility of integrating multiple designer fluorescent 
labels on polypeptides. This study described the first modular method to introduce multiple 
probes into proteins at any genetically controlled pair of sites in proteins at physiological 
temperature, pressure and pH374. This preliminary work suggests that further expansion and 
applications are possible. 
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Figure 12:Synthetic biochemical 
reaction circuits for diagnostics. 
(A) Multi-enzyme biocatalytic 
circuit for the analysis of soft 
tissues injury (STI) and traumatic 
brain injury (TBI). Biomarker-
inputs for STI (CK, Lac, LDH) 
and for TBI (EN and Glu) are 
labeled red. Output signals for STI 
and for TBI are NADH and 
TMBox, respectively. Other 
products of the biocatalytic 
cascade are the following: acetyl 
phosphate (AcP), oxaloacetate 
(OxAc), 2-oxoglutarate (2-OG), 
creatine-phosphate (CrtP). Bottom 
right: Optical detection of the 
output signal (NADH) generated 
by the logic system operating for 
the STI analysis obtained upon 
different combinations of the 
injury biomarker input signals (CK, 
Lac, LDH).   
(B) Equivalent logic schemes for 
the concatenated logic gates 
analyzing STI and TBI 
corresponding to the biocatalytic 
cascade shown above. The system 
switched to the STI analysis mode. 
Bottom: The system switched to 
the TBI analysis mode. Biomarker 
inputs are red labeled, auxiliary 
inputs are green labeled, and 
switching inputs are blue labeled. 
The switches-regulated pathways 
for the STI and TBI operational 
modes are indicated by arrows. 
(Adapted from Halamek et al.346) 
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The increasing ability to rationally control synthetic genes and the sequence-structure 
relationships enables to use proteins as potential nanomaterials with a variety of sizes and shapes 
and functionalities. Protein devices and assemblies can now be engineered into highly 
homogeneous and precisely patterned nanostructures375, and offer advantages over traditional 
nanomaterials such as carbon nanotubes, silicon or metallic particles for their low cost and 
straightforward production, increased biocompatibility, functionalization and interfaceability376. 
The design of protein self-assembling nanostructures and protein nanomaterial has thus emerged 
as promising reagents with applications in medical diagnosis. Example involve protein nanowires, 
nanotubes, nanocapsules, nanopores, or hydrogels, that could show promising capabilities in 
biosensor design377 378 379 380.  

Although highly amenable for incorporation into integrated devices, protein based biosensors 
could have potential disadvantages regarding the storage capabilities, transport and shelf life. 
Translating these approaches towards eukaryotes and prokaryotes may open new avenues in 
protein-based biosensing and biocomputing. Moreover, direct coupling of biosensing and 
therapeutic activity in engineered proteins is paving the way for extremely interesting clinical 
applications, such as the recent synthetic glucose-responsive insulin381. Extensive research efforts 
have so far yielded useful protein based sensor systems, but systematic methods for the 
engineering of novel devices will require further advances. Moreover, before the promises of 
synthetic biology approaches can be fully realized, the total connection between amino acid 
sequence and protein structure and function still remains to be elucidated. 
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     1.2.3.2.3 High order assemblies and synthetic 
     cell-like systems 
 

Living, emergent systems rely on regulatory processes as a central feature of their biological 
instructions. As we have seen, numerous strategies exploited a variety of their sensing 
mechanisms involving biochemical pathways, nucleic acids or proteins for the design of 
biomolecular logic gates in vitro or in living cells that can be further organized in biocomputing 
systems to develop intelligent diagnostics. 

In vitro reaction networks can thus be designed for the sensing, processing and reporting of 
biomarkers, by exploiting biological species and their molecular functions. However, it is also 
possible to exploit the more complex architecture of living systems, which can be reassembled via 
bottom-up design in nonliving, on purpose systems382 383 384. Although most biosensing systems 
previously reviewed here rely on simple architecture of few components, higher functional 
assembly of synthetic building blocks are possible, mimicking the natural architecture of living 
cells and giving access to complex features of living organisms. 

A key feature of biological systems is the compartmentalization of information. Complex systems 
have evolved ways to cope with complexity of higher order architectures through the use of 
compartments (See Chapter 3). This strategy allows parallel chemical reactions and higher-level 
functions to be performed efficiently and simultaneously without loss of information content. 
New kinds of biotechnological supports arising from advances of synthetic biology and 
nanoscience give the opportunity to approach, interface, engineer, and assemble components and 
systems at the small working scale of biology, leading to the emergence of new strategies to 
diagnostics. The collusion of synthetic biology and nanomaterials will be key to realizing full 
potential385. Attempting to assemble synthetic parts in compartments approaching biological-scale 
functional density, such systems could prove capable of assuming near-cell like behavior386, 
efficient transduction of information and energy that permit complex molecular detection, signal 
processing, and biochemical actuation, while being autonomous and self-powered. 

From the bioengineering perspective, this strategy has been extensively used in natural cells, 
where the host provides the compartment, building blocks and infrastructure to allow for the 
execution of instructions supported by the synthetic systems, but also mostly production, 
expression, maintenance and amplification. In the bottom-up design approach, however, 
compartmentalization only supports the user defined function without further energetic, 
metabolic, evolutionary, and regulatory cost, hence increasing the design space. The construction 
of fully multipurpose, conditional biosensing devices from biological components requires 
dealing with natural complexity emerging from biological systems. Tackling such challenges 
would thus require considering the design and engineering of organized, encapsulated systems 
from rationally assembled components387. These concepts have stressed the need for 
compartmentalization in bottom-up synthetic biology. Encapsulating complexity is an interesting 
framework for the conception of integrated systems with the ability to sense and transduce 
signals from their clinical environment and the ability to generate new biosensing devices with 
control on programmability. These would be multicomponent, compartmentalized, non-
replicating systems. This approach will necessarily require full expertise in design, engineering, 
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and characterization of membrane systems and the modeling of complex systems. These 
approaches have been often captured under the concept of synthetic minimal cells, which 
potential for biosensing and biocomputing has been widely emphasized388 389 390 391.  

At the moment, synthetic vesicle-based systems of submicrometer scale, operating as high density 
intelligent biochemical sensor/effector systems have been proposed to perform diagnostic 
processes in physiological environments. Combining sensing and effector functionality at the 
nanoscale, they generate a conditional response that depends on environmental factors such as 
biomarker concentrations, pH or temperature at the target site392. They are basically composed of 
a carrier platform and a payload embedding circuitry for sensing, processing signal and reporting. 
Such stimuli-responsive hybrid nanostructured particles in a range of sizes from nanometers to a 
few micrometers include liposomes, polymerosomes, core-shell structures, nanogels, and more 
complex architectures. The controlled assembly of synthetic polymer structures in vesicles is now 
possible with an unprecedented precision and modularity393.  

Synthetic vesicles have been extensively used for therapeutic strategies as drug nanocarriers, and 
proved efficient and successful in the treatment of diverse pathologies. Alternatively, they have 
also progressed toward analytical application as biosensors for bioanalysis for their ability to carry 
complex diagnostic reagents and electrochemical, fluorescent or chemiluminescent probes. 
Synthetic vesicles can also integrate synthetic biological parts such as engineered transmembrane 
and pore proteins, enzymes, nucleic acids or metabolites to integrate stimuli responsive 
behaviors394. Encapsulation of hydrophilic compounds in their aqueous cavities and the insertion 
of fragile hydrophobic compounds in membranes offer protection and stabilization from harsh 
physiological conditions and allowed to act in situ395. Synthetic vesicles are known to enhance 
biochemical reactions, as thermodynamics of synthetic reactions are known to be favored by 
compartmentalization in picoscale volumes396, stabilize enzymatic processes, and provide signal 
amplification. The ability to functionalize vesicle surface to perform recognition functions, and 
targeting, selective transport and sensing is another important aspect of their use in bioanalysis397. 
Moreover, their small scale provides the opportunity to take advantage of patterns or multimodal 
molecular factors of the microenvironment in situ. Moreover, compartmentalized processes in 
different segregated spatial localizations can then be put under interactions with one another and 
create more complex biochemical networks398 (See Chapter 3 & 4).  

As the first described synthetic compartment, liposomes have been used for a wide spectrum of 
sensing modalities with a wide range of analytes. Many liposome-based assays have been reported 
such as liposome immunoassay (LIA), liposome immunolysis assay (LILA), liposome 
immunosorbent assay (LISA), flow-injection liposome immunoanalysis (FILIA), and cytolysin-
mediated liposome immunoassay (CyMLIA), as well as chromatic polydiacetylene liposome based 
assays399 400, providing low detection limits for analytes including hormones, viruses, bacteria, 
DNA/RNA segments, pesticides, tumor markers, proteins, antibodies and some drugs401 402 
(reviewed in403). Liposomes with engineered biological pores have also been extensively used for 
nanopore-based biosensing applications. Rational modifications by directed evolution or 
biochemistry have been carried out to reengineer mutant channels for desired biodetection 
purposes. For example, α-hemolysin, MspA or FhuA, and more recently phi29 derived synthetic 
nanopores have been engineered for sensing a wide range of analytes, from metal ions to organic 
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molecules to DNA, RNA and peptides404. Further efforts have been conducted to associate these 
architectures into point-of-care formats.  

Important efforts have been conducted to engineer devices such as orthogonal polymeric vesicles 
with other membrane properties for diagnostic, to protect reagents but allow them to interact in 
situ405. Polymeric vesicles structures similar to lipid vesicles can be engineered using synthetic 
block copolymers and stand as interesting candidates to develop orthogonal nanosystems for 
medical applications406 407. They are more stable, more versatile, and less immunogenic than 
liposomes. Control over block copolymer chemistry enables tunable design of polymersome 
material properties. Optimization efforts allow scientists to design smart compartments 
encapsulating sensing and biocomputing biochemical networks made of nucleic acids, enzymes, 
and metabolites, and control on size, encapsulation of species, membrane properties and 
permeability to enhance sensing sensitivity and specificity, and allow insertion of membrane 
proteins408. Recent advances are shifting these active nanosystems towards smart-complex 
synthetic parts and polymer assemblies, like multi-compartement cascade reaction409. 

Crucial to innovation in diagnostics is the development of new platforms that combine 
multifunctional compounds with stable, safe and implantable devices for close to patient 
strategies. As discussed before, theranostic strategies could decrease health burden of many 
pathologies by enabling the simultaneous detection and treatment of pathological events through 
interactions manipulated at the molecular level, by that mean achieving less side effects and 
timely delivering of therapy. Along with in vitro assays, synthetic vesicles based systems have been 
proposed to work as intelligent nanocarriers for theranostic. While surface functionalization 
enables selective targeting, theranostic nanocarriers could improve disease diagnostic and 
treatment because of their ability to execute conditional biological functions at targeted diseased 
sites410. Additionally, targeted nanodelivery systems would greatly beneficiate in situ imaging 
diagnosis411. Such injectable systems can process pathological signals and release in situ specific 
signals and/or drugs based on analysis of multiple signals. Several types of injectable diagnostics 
based on vesicle systems have been proposed, such as liposomes and synthetic polymeric 
systems. For instance, polymersomes have proven as excellent non-invasive intelligent 
fluorescent probes carrier for diagnostic imaging412. Another recent study obtained success in 
developing a platform based on polymeric artificial organelles to target specific cells for 
subcellular delivery of drugs, enzymes, nucleotides, and diagnostic agents413.  

Synthetic nanobiological assemblies have been exploited to construct new diagnostic assays with 
increased specificity and sensitivity. Assays relying on conventional assemblies can display 
important sensitivities for single molecular targets, whereas the engineering of multifunctional 
nanoplatforms for sensing, imaging of biomarkers can prove capable of multiplexing input 
detection for a more efficient discrimination between complex disease phenotypes414. Self-
assembled nucleic acids nanostructures can provide templates for the spatial ordered patterning 
of enzymes to develop high sensing efficiency and sensitivity of biocatalytic cascades for 
nanoscale devices. For instance, spherical nucleic acids have during the last decade constituted a 
major technological advance in the field415. Such approaches have been used to develop for 
example glucose, ethanol or cocaine biosensing devices416 417 418 419 420. Synthetic bionanoparticles 
can also perform Boolean logic operations using two proteolytic inputs associated with unique 
aspects of tumorigenesis421. Konry et al. also reported the integration of microarray sensor 
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technology with algorithmic capability for the gated screening of proteins and DNA markers in a 
biological sample. The system they developed performed simple Boolean logic operations by 
coupling multiple molecular recognition inputs like IL-8 and specific genes to a fluorescence 
signal output422. Similarly, Janssen et al. recently developed synthetic antibodies for molecular 
diagnostics that are peptide DNA conjugates, enabling the control of antibody activity in a DNA 
based logic gated behavior423. In another study, hybrid biochemical reaction networks exploiting 
enzymes and oligonucleotides with a computing functionality were applied to the identification of 
bacteria exhibiting multi-drug resistance. This approach enabled the identification of the NDM-
1-encoding gene and concurrently to screen, by a tailor-designed biomolecular logical gate, two 
genetic fragments encoding the active sites bound to carbapenem424. A vast array of literature has 
covered the field of information-processing systems at the nanoscale to yield intelligent signal-
responsive hybrid systems with built-in boolean logic359 425 426. 

Synthetic biopolymers have also been designed to act as biochemical stimuli responsive devices. 
In this approach, interaction of responsive polymers with molecular signals relies on the 
conjugation of polymers with biological molecules such as nucleic acids, enzymes, antibodies, and 
other proteins, or de novo molecularly imprinted polymers (reviewed in427) to yield diagnostic 
information or therapeutic activity in vitro or in situ upon systemic administration428. In this 
perspective, nanogels are likely to yield interesting diagnostic devices. Of polymeric nature, they 
can be tailored with a broad range of chemical modifications and entrap a large scope of 
biological molecules (nucleic acids, proteins and drugs). For instance, multi-functional core-shell 
nanogels combining magnetic regulation with biochemical sensing have been demonstrated429. 
Another approach relies on peptide-based or viral inspired self-assemblies for the design of 
hollow or solid peptidic nanostructures. For instance, Naskar et al. demonstrated how 
multivesicular structures built from self-assembling peptides, could display calcium ions 
sensitivity. Such intelligent stimuli responsive behavior could enable approaches of medically 
relevant biodetection430. Expanding peptide-based nanostructures by exploiting rationally 
engineered peptide functions, receptor or enzymatic activity, is likely to lead to novel 
nanomaterials with complex sensing functionalities. Finally, synthetic biology could provide 
interesting approach for the integration, the production and functionalization of metallic 
nanopaticles such as gold or quantum dots, which are of outstanding importance as diagnostic 
reagents. Synthetic biology is thus likely to provide ways to exploit new sensing and reporting 
mechanisms to create new tools by providing a biological interface to use metallic 
nanoparticles431. 

Similarly, the engineering of so called biofuel cells have received much attention to develop 
autonomous, self-powered biodetection devices. Biofuel cells emerged from the effort to 
engineer an interface between electronics and biology, which could benefit bioanalysis432 433 434 435. 
They display properties that defines them as robust in vivo power sources for bioelectronics, and 
could greatly benefit the development of implantable diagnostics, such as glucose biosensors, or 
more complex intelligent devices435 436 437. For example, Zhou et al. developed aptamer biosensors 
based on biofuel cells, where power release was triggered by biochemical signals processed 
according to the boolean logic operations, to generate self-powered medical diagnostics 
programmed into a biocomputing system261. Other advances have showed the coupling of a self-
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powered diagnostic operation with logic-activated drug release438. Combined with synthetic 
biology methods, such approaches could reveal valuable in producing novel tools. 

Although still in its infancy, the opportunity to construct de novo increasingly complex processes 
and systems is emerging from the convergence of synthetic biology with new experimental and 
computational tools439. The ability to control the bottom-up design, synthesis and construction of 
synthetic systems by the direct assembly of synthetic nanoscale parts constantly increases, 
evolving towards cell-like complexity and capabilities for tailored biodetection. I envision that 
new approaches exploiting synthetic compartments encapsulating biosensing, biocomputing and 
diagnostic reagents are likely to generate innovative medical devices in the future, and hold 
enormous potential as nanostructured biomaterials for future in vivo drug delivery and diagnostic 
imaging applications440. For some of such systems, clinical trials are in progress, but extensive 
clinical evidence of significant patient benefit will be further required441. The power of such 
systems can be realized with synthetic biology and bioengineering to generate functional devices 
for the clinics. Additionally, these approaches are likely to enhance our understanding and 
explore new ways of interfacing biological systems. 
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 1.3 Synthetic biology and biological signal processing 
 for diagnostics: to sense and to compute 

 
Biosensing is indeed a mature application area of synthetic biology. IUPAC nomenclature defines 
a biosensor as “a device that uses specific biochemical reactions mediated by isolated enzymes, 
immunosystems, tissues, organelles or whole cells to detect chemical compounds” 442. Applied to 
medical diagnosis, these devices combine biological molecules as the recognition and transducing 
elements to provide quantitative or semiquantitative analytical data corresponding to the 
concentration of a specific biomarker. Interestingly, as we have seen biological systems are able 
to integrate various kinds of clinically relevant physical and chemical signals (nucleic acid, protein 
or lipid ligands, osmolarity, pH, temperature). This ability of biological systems to assess 
molecular pathophysiology by biorecognition of biomarker patterns is of great interest for the 
generation of diagnostic assays. Moreover, evolution has generated a vast natural repertoire that 
can be mined to retrieve useful biological functions, and synthetic biology provides tools and 
methods for their efficient re-engineering. In addition, biological systems have interesting 
characteristics for diagnostics, such as the ability to provide physiologically functional 
measurements, ability to perform ultrasensitive and specific response to input stimuli443, and 
integration of complex signal processing abilities. Additionally, biological systems are efficient 
problem-solving systems that use sensor and signal processing modules to analyze their 
environment relatively to their own state and compute phenotypic responses444. Indeed, the idea 
to engineer living organisms or their components as problem solving entities is not new126 445, and 
molecular computers performing biological computation have been proposed for different 
purposes446 447 448. The signal sensing event of biosensors can thus be associated to a computation 
process that can be engineered to integrate compiled medical knowledge in the form of a decision 
algorithm and computational versions of diagnosis using biological components have been 
proposed198 449 450. 
 
Information processing occurs naturally across hierarchical levels ranging from molecules to cells, 
tissues, organisms and even ecosystems. Computation on biological signals thus ubiquitously 
takes place in biological systems39. Biological information is collected by sensing and signaling 
units, further processed and analyzed by organic matter, metabolites, proteins and gene circuits, 
and translated into specific molecular responses. Although biological processes are by nature 
noisy and use unreliable molecular devices interacting with analog and digital molecular signals, 
they manage to solve tasks precisely, in real time and energy-efficiently451. While trading a simple 
for a more complex design would be counterproductive, modular oriented methodology with 
layered, standardized interface between sensing and reporter components can speed up the 
design, provide programmability and increase versatility and capabilities of engineered biosensing 
systems. The rationale behind such transmission devices, or signal processors, is to achieve signal 
integration from various sources, gain amplification, noise filtering, or logic operations452 and to 
connect various input sensors to reporting platforms for output multiplexing. Synthetic biology 
enables the construction of tailored signal processing by means of modular plug-and-play, and 
thus the reprogramming of natural information processing systems either in vivo or in vitro, into 
autonomous nanomedical devices that perform diagnostic rules in situ.  
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In the context of diagnostics, biological circuitry needs to be easily reprogrammed to integrate 
varying clinical constraints, different medical agendas and a vast range of pathologies. Moreover, 
it needs to support the improvement in system robustness and overall medical service. 
Additionally, the kinetics of biological processes is to take into account to engineer clinically 
compliant signal processing systems for appropriate diagnostic devices, as transcriptional and 
translational circuits dynamics occur over timescales of minutes to hours while biochemical 
processes occur in seconds or less304. Noise propagation in synthetic systems is also to take into 
account to obtain reliable behavior, which is dependent on systems dynamics and scale of 
processing circuits. Consequently, keeping faster and simpler systems would have fewer mode of 
failure and overall great chances of clinical success. 

The need for novel health monitoring systems has progressively opened a new domain that 
results from the fusion of sensors and signal processing in synthetic biological systems. 
Properties such as ultra-low-power information processing capabilities451, self-powering, 
compactness from micro to nanoscale, data storage, real-time signal processing and multi-sensor 
communication are all important advantage for synthetic biological systems to implement 
integrated medical diagnostic devices. These properties enable the pre-processing and aggregating 
of low-level sensor physiological information to yield output signals intelligible by physicians, 
patients or researchers concerning diagnostically relevant events or biomarker patterns. Hence, I 
believe that the signal processing capabilities of synthetic systems can meet the challenge of 
developing portable autonomous health monitoring devices that can offer pragmatic solutions to 
achieve highest clinical impact, for developing countries or point of care, personalized medicine. 

Critical parameters in the analytical performance of quantitative biosensensing systems for 
diagnosis are the sensitivity (i.e. lowest analyte concentration that triggers a detectable response) 
and the dynamic range (DNR, range of analyte concentrations where it can be estimated precisely 
based on the output signal), while optimizing the signal to noise ratio (or response fold change). 
Quantitative systems provide analog signals which transfer function are ideally standardized 
response curve with wide DNR and low noise. Engineering biological analog detection can be 
performed using for example negative feedback loops. However, other qualitative or discrete, 
near-digital detection modalities are possible and can prove extremely valuable in specific context. 
For example, molecular ultrasensitive switches can provide digital behavior, providing an input 
detection threshold at which small changes in input biomarker concentration lead to large 
changes in output signal. Strategies involving positive feedback can be used to obtain digitization 
of signals. Cellular systems can also display fold-change detection, a response whose entire shape, 
including amplitude and duration, depends only on fold changes in input and not on absolute 
levels453. A wide class of mechanisms has shown to display this response, which could prove 
useful for biodetection. Another property to consider when designing signal processing devices 
for diagnostic application is robustness, that is, the ability of a system to tolerate exogenous 
perturbations while limiting modes of failure in biodetection. Achieving modulation of transfer 
function of synthetic systems is thus of particular importance for the clinics (Figure 13).  
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Figure 13: General considerations on constraints and architecture of synthetic biosensors for medical 
diagnosis. Biosensing devices conditionally generating a readable signal upon presence of specific patterns of 
pathological biomarkers can be synthesized using natural or synthetic components such as engineered cells, or 
biochemical reaction network. Such systems can be developed from the top-down perspective using modular 
biological parts assembled in vivo to generate useful synthetic phenotypes, or be assembled ex-vivo from a bottom-up 
perspectives. In order to obtain translational success, important constraints are to take into consideration in early 
design phases. 
 
 
 
Crosstalk between biological and synthetic circuitry must be in most cases prevented, while some 
signals need to be combined, added or compared to enable decision making. This requires 
computation processes to be implemented in synthetic molecular devices. Biological information 
can be transformed through digital or analog processing or through a hybrid combination of 
both. A digital mode of operation has the advantage to enable the implementation of Boolean 
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logic based decision making circuits. In that perspective, synthetic biology attempts to apply the 
digital paradigm of electronic engineering to develop algorithmic processes with biological 
components. Many examples of synthetic biological signal processing have been achieved by 
manipulating digital information. Although more difficult, the rational design of analog based 
processing is appearing as extremely valuable to exploit the computational power of biology, as it 
could cope with more complex operations and larger sets of variable in smaller circuits, and is 
closer to the natural mechanism of biological systems454. Moreover, analog computation could for 
example enable pathological signal normalization, for instance directly computing ratios with 
physiological standard biomarkers like creatinine or albumin. I propose that an efficient and 
accurate signal processing approach to synthetic biological networks would integrate both analog 
and digital processing to achieve versatility, efficiency and reliability. Recent devices have been 
recently engineered in that direction, to perform analog to digital or digital to analog processing455 
456 457 458 459. 
 
The aim of synthetic biology is to achieve systematic on purpose programming and tuning of 
these analytical characteristic for different biodetection agendas using modular signal processing 
circuit design. An increasing number of strategies have been developed for tuning the responses 
of biological systems. I believe it is on the way to enable the tuning of biological systems’ transfer 
function in analogy to electrical signal processing.  
 
 

 1.3.1 Synthetic biological circuits operating in vivo 
 

The first successful design and implementation of synthetic gene processing circuits were 
demonstrated with the genetic toggle switch and the repressilator16 17. They proved that 
bioengineering-based methodology could enable the integration of user-defined information 
processing and computing capabilities in living cells. Following these studies, synthetic biologists 
have successfully established a repertoire of genetic components to engineer complex signal 
processing genetic circuits in living cells with a vast range of functionalities, such as switches, 
oscillators, timers, memory, filters, logic gates, cell-cell communicators, or buffers460 461. Since, 
synthetic gene networks have been extensively used to reprogram cells for useful task such as 
decision making for cell-based biosensors115. Increasingly complex designer signal processing 
networks have been built in cellular systems to perform input-triggered genetic instructions with 
precision, robustness and computational logic. Moreover, the demonstration of the ability to 
rationally tune in vivo biological transfer functions in transcriptional, post transcriptional, and 
post-translational levels of regulation has been extensively described (review in462). 
 
For future medical and diagnostic agendas, complex processing circuits operating robustly in 
living cells may require new types of orthogonal parts with increase in orthogonality to host 
physiology, that offer control on dynamic range, digital or analog signal modes, low crosstalk, and 
design versatility. Next-generation gene networks for biodetection could as such comprise 
tunable filters and noise controllers, analog-to-digital and digital-to-analog converters, or even 
adaptive learning networks461. Moreover, the systematic design and quantification of genetic parts 
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in context463 is leading to a new era of well-characterized regulatory synthetic genetic devices, 
such as bicistronic RBS464, ribozyme parts insulators465, and synthetic terminators466. Parts mining 
and computational design, and directed evolution are further expanding the number of regulators 
that can be used together within one cell467. 

Indeed, complexity of signal processing circuits in vivo is often limited to a few logic operations, 
because of unpredictable biochemical crosstalk occurring in the confined volume of the cell and 
the limited number of available parts, the size of signal processing circuits and composability has 
remained limited. Developing design strategy for the successful layering of orthogonal high 
performance parts or logic gates into large, integrated circuits in single cells remains a challenge. 
In a recent study, Moonet al. managed to overcome this challenge by applying part mining and 
directed evolution to build a set of orthogonal transcriptional AND gates in E. coli that could 
then be concatenated into complex programs, such as 4-input AND gate that consists of 3 
circuits that integrate 4 inducible systems, thus requiring 11 regulatory proteins. Optimizing and 
refining the performance of individual gates was sufficient to predict the behavior of a complete 
program22.  

New design concepts have recently taken a new step with the development of digital recombinase 
based circuits. For example, in the work carried on during this thesis (Courbet et al.96, see 
Chapter 2) we found that promoters of clinical interest and control circuits that coordinate 
simple signal transduction showed inherent noisy and unpredictable responses with limited 
control over specificity and efficacy in host cells when operating in complex media. In fact, a 
known barrier to predictability in design is context468. Synthetic gene circuits are often easily 
perturbed and their behavior altered by the environment they are exposed to469 and the host they 
are integrated into. Heterologous pathways have not had the advantage of long periods of co-
evolution with other cellular substrates. Thus, their function often suffers from 
uncontrolled/unpredicted interactions with the surrounding cellular context and environment. 
Lack of robustness has limited the utility of engineered gene circuits for further medical 
applications and hinders advances in synthetic biology. In our recent work, we proposed that 
context sensitivity can be reduced by incorporating synthetic genetic tools precedently developed, 
while keeping few components for fewer modes of failure and increased safety and likelihood of 
approval of cell-based biosensors in medical setting470. In order to buffer matrix effects and 
nonspecific environmental interferences, overcome variable part performance across changing 
complex media471, and enable predictable and standardized translational coupling, we 
incorporated in our design (i) Expression Operating Unit (EOU)464, (ii) a ribozyme insulator part, 
RiboJ465 (iii) Digital gene switches and integrase logic gates458. Digitalizing along with amplifying 
and multiplexing input signals improves fidelity, sensitivity, mediate sharp response profiles and 
ensure robust biochemical processes. Bonnet et al. recently designed a new type of logic gates 
architectures which recapitulate all conventional logic functions using integrases Bxb1 and 
TP901458 459. These integrase logic gates enable truly digital and discrete response, compared to 
previous systems that produces intermediate expression levels197 102 448. This property makes them 
highly relevant for medical applications, and particularly in diagnosis as it is often threshold 
based. This system also embeds a built in memory capacity which enables the recording of weak 
or transient signals while giving a constant amplified output. Compared to transcriptional 
switches41, this true memory has non-existent metabolic cost and is stably written in either 
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chromosomic or plasmidic DNA, and could be addressed after extended periods of time and lysis 
of the bactosensor in clinical samples. These signal processing devices based on an engineered 
modular genetic logic gate have the advantage of high composability to be recombined for the 
programming of various medical algorithms. I suspect that these characteristics will be important 
to enable robust detection and computation in the context of intracellular and environmental 
fluctuations.  

Taking synthetic parts improvement further, recombinases based systems have intrinsic 
properties that offer tremendous interest to develop cell-based biosensors: increase in scalability 
to larger networks by reducing their molecular payload, exert tight control  and prevent cross-talk 
with off-target contrary to other DNA-binding proteins and control on genetic circuit in time-
dependent fashion472. Recently, Yang et al. extended the programmable memory capacity in a 
living cell to beyond 1 byte of information using 11 orthogonal integrases. A high number of 
events can thus be sensed, recorded and recalled at a later stage of the computation, thus 
increasing memory capacity could enable new type of biosensing to be performed in cells21. 

Moreover, expanding the repertoire of available orthogonal genetic parts remains a challenge, 
particularly since digital logic requires many parts and will hinder the scalability of circuit design.  
Analog circuits constitute an attractive alternative as they can compute high order non-boolean 
functions such as amplification, addition, multiplication and integration, and could be regarded as 
a promising way for future designs for in vivo computations systems applied to diagnosis. Along 
with digital circuits, synthetic analog gene circuits have been engineered to execute complex 
computational functions in living cells have been recently examined theoretically and 
experimentally39 and have recently demonstrated their value473 474 475 476. Daniel et al. were capable 
of implementing analog circuits to straightforwardly compute arithmetic functions without 
necessitating layered digital logic gates. They demonstrated a wide dynamic range relying on 
positive feedback loops, which could perform or log-domain sensing, power law and addition or 
division of input molecular signals. Analog computation recently enabled the recording of sums 
of molecular events over a time period. Interestingly, ratiometric calculations are useful in 
diagnostic systems, because they enable the normalization of diagnostic threshold, comparisons 
between biomarker levels and complex decisions. This approach could provide wide dynamic 
range biosensors for quantitative measurements of biomarkers along with a binary, digital readout 
approach. Farzadfard et al. demonstrated that genomic DNA could be used as a rewritable and 
flexible substrate to memorize analog information, such as the magnitude of an input signal, as a 
proportion of cells in a population. This platform could enable long-term cellular recorders for 
diagnostic applications121. 

Even though signal processing in vivo was first implemented with the use of synthetic gene 
circuits, fast kinetic events in biology are increasingly supported by protein-based signal 
processing systems. Beyond nucleic acid as a substrate for information in such circuits, protein-
based synthetic systems have the potential to enable modular and efficient computation through 
post-translational mechanisms201. Information processing can be supported by protein-protein 
interaction such as binding combined with activation or inhibition of catalytic activity like 
phosphorylation or proteolysis. Recently, intein splicing has received attention to construct 
synthetic protein circuits, as they support their own catalysis and subsequent excision followed by 
intein tagged protein fusion and function recovery. Interestingly, this event can be activated by 
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small molecule ligands or protein scaffolds, and allows for spatial control, implementation of 
Boolean logic, or signal amplification via synthetic cascading477 478 479. Protease degradation has 
also been described as a tool to engineer control signal processing in synthetic protein circuits480. 
For example, Prindle et al. used protein degradation as a tool for rapid and tunable post-
translational spatial and temporal control on gene expression481. MAPK networks have also been 
successfully rationally engineered for synthetic cascading to generate modular, insulated, 
ultrasensitive and tunable signaling482. Other approaches have made use of chimeric regulatory 
proteins in synthetic signaling, exploiting for example two-component systems of bacteria, to 
achieve novel customized signaling483. Moreover, due to the fact that genetic circuits and proteins 
operate on different time scales, developing hybrid synthetic networks could prove valuable. For 
example, the output of protein-based information process could then be stored in recombinase-
based memory register, or integrated via CRISPR-Cas9 or inteins splicing protein such as TALEs 
or ZFN484 485 486 487 488. 

Although cellular context can be assumed disruptive, it may also play supportive roles in the 
functioning of synthetic circuits and provide relative robustness, performance and maintenance 
that can be valuable and exploited in specific contexts. However, while the engineering of 
orthogonal biological parts and signal processing frameworks in vivo have proven valuable for 
synthetic biologists, potential discrepancies remain, such as high context and chassis dependency.  

 

  1.3.2 Synthetic biological circuits operating ex vivo  

 

In cell-free systems, synthetic parts are exempt of adaptation and evolution and as a result can 
benefit from relatively more tunable and reproducible behavior. Efforts to reproduce the 
response capabilities and complexity of cellular circuits from the bottom-up approach have been 
reported with the assembly of synthetic biochemical reaction networks39. These synthetic systems 
involving biocatalytic reactions can be utilized for biosensing, information processing and 
biocomputing. Extensive research has been conducted on ex vivo systems, greatly motivated by 
applications in biodiagnostic. Advances in biomolecular computing systems mimicking electronic 
substrates, has resulted in the development of novel synthetic biological signal processing 
framework. For example different biomolecular tools, including proteins/enzymes, and nucleic 
acids have been used to implement layered Boolean logic gates. While further scaling up the 
complexity of biochemical information processing systems had remained a challenge, recent 
results showed promises in that direction.  

As we have precedently seen, nucleic acids are modular chemical building blocks with structural, 
mechanical and catalytic capabilities. Nucleic acid enzyme-based or enzyme-free computation 
systems, aptamers, ribozymes, circuits, origamis, and gels offer a wide repertoire for the design of 
biological signal sensors and processors452.  DNA has been extensively and successfully used in 
vitro to implement networked logic operations, with an important scaling up in number of logic 
gates. Nucleic acids are capable of both carrying information and performing computations on 
that information. Circuits relying on nucleic acids as a substrate have few possible interactions 
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and points of control making their quantitative design, simulation and description manageable. 
For example, Kim et al. showed how a synthetic nucleic acid circuit could be systematically 
designed to perform pulse generation, adaptation, and fold-change detection. This study 
demonstrated the programmability and ability of such circuits to obtain predictive dynamical 
systems in a cell-free environment for biosensing applications489. Chen et al. also reported a 
DNA-based architecture for implementing in vitro computational programs using the formalism 
of DNA reaction networks as a universal programming language to implement any function that can 
be mathematically expressed. In this study, the formalization allows complex signal processing of 
intrinsically analogue biological and chemical inputs, and not only Boolean logic490.  

Proteins have also been used to make Boolean logic gates in vitro. During the last decade, 
numerous studies have pioneered the engineering of enzyme-based logic gates concatenated in 
information processing systems491. Biochemical reaction networks can implement multi-signal 
Boolean logic or arithmetic operations such as addition or substraction492 493 494. Biomolecular 
circuits are also capable of implementing dynamic behaviors including pulsing, adaptation and 
fold-change detection495. Novel cell-free biosensing concepts have capitalized on the idea of 
integrating multiple molecular inputs processed biochemically before transducing their output on 
smart-material interfaces such as functionalized electrodes or metallic nanoparticles, to give a 
hybrid bio/electronic signal processing. For instance, signal-responsive electrodes for signal 
readout have been coupled with biochemical logic gates359 496 497. Moreover, taking technology 
further, future approaches could tend toward the full integration of biochemical and electronic 
processing498. 
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 1.4 Thesis statement: How can synthetic biology serve 
 the engineering of next generation diagnostics? 
 

The engineering and refinement of standardized genetic and biochemical parts have constituted 
the central dogma of synthetic biology, which yielded increasingly efficient tools to be assembled 
into well-characterized circuits and systems. As we have discussed, a major thrust of synthetic 
biology has been to develop cell-scale devices achieving useful information processing operations 
with predictability and accuracy.  This framework has proven of tremendous interest for 
biomedical applications, and we propose that synthetic biology could serve as a methodology to 
interface human physiology through biosensors development.  

Indeed, diagnostics yield a great deal of information, which clinicians have to analyze and 
evaluate comprehensively in a short time. New diagnostic possibilities permitted by synthetic 
biology could improve the ability to assess pathological states and monitor diseases and their 
prognosis. The diagnostic process falls into the definition of computing, and synthetic biology 
provides a modular substrate for sensing, computation and interfacing. 

However, although computational versions of diagnosis within biological components have been 
proposed, to date no biological computing system embedding diagnostic algorithm following 
medical knowledge has been approved as a medical problem solving systems. While the 
development of synthetic biosensors has increased in recent years, most of the potentially 
clinically relevant bioanalytical platforms discussed before were implemented in clean 
environments, their operation and optimization in real biological samples, such as serum or urine 
has not been addressed. To date, developing systematic and universal methodologies for 
synthetic biosensor engineering has remained elusive. Moreover, although models have been 
constructed de novo via a bottom-up approach, none have managed to develop a methodology to 
coordinate precise and predictive behaviors at the system-level. Therefore, novel methods to 
engineer synthetic biosensors are necessary if we wish to bring improvements in capabilities 
towards clinically compliant diagnostics. 

In this work I explore how synthetic biology can be used to engineer new expert diagnostic 
systems, through the combination of biosensing with programmable signal processing, while 
keeping in mind that their effective use relies on bioengineering solutions ensuring robust and 
reliable behavior. For this purpose, I investigate how cells and protocells can be engineered into 
intelligent and accurate diagnostics through major engineering criteria: 

*Full programmability: achieve user-defined biosensing & biocomputing operations according 
to specificiations: molecular input detection and decision making algorithms, to output 
bioactuation, should be able to be straigthforwardly encoded within biological substrate and 
repurposed for different agendas. 

*Scalability: the platform should allow for increasingly multiplexed sensing and complex signal 
processing, and should support high yield fabrication. 
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*Autonomy and portability: operation should be possible in delocalized set-ups, various 
contexts, complex environments and modalities. 

*Robustness: behavior should remain stable and predictable, while responding conditionally 
with spatiotemporal precision to clinically relevant patterns of molecular cues according to 
predefined specifications.  

The two opposite approaches (top-down versus bottom-up) explored in this work and described 
below outlines methodologies that have been employed to engineer two different platforms: cell-
based and cell-like synthetic biosensors, through two technological frameworks relying on 
synthetic genetic and biochemical circuits respectively.  

In a long term vision, this work proposes unprecedented and universal approaches to program 
multifunctional biosensors through predictive composition of de novo genetic and biochemical 
circuits. The tools developed in this thesis are intended to be useful to both fundamental research 
and biomedical sciences, are expected to bring novel opportunities to interrogate and interface 
biology and serve the creation of a technological foundation to engineer next-generation 
biosensors for medical diagnosis. 

 

 1.5 Approach, summary of contributions and overview 
 of the dissertation 

 
This thesis focuses on fundamental synthetic biology research with an important translational 
interest, for which I benefited from a double medical and scientific background. My PhD and 
medical residency was dedicated to the creation of basic knowledge, molecular tools, 
experimental and computational methods to engineer autonomous and programmable 
biosensors, with a translational perspective in mind and diabetes as a testbed pathology. This 
permitted me to produce innovative applications and research with impact, while achieving the 
first methodological and technological bridge between synthetic biology and medical sciences to 
develop next-generation diagnostics. 
 
In Chapter 1, I proposed to summarize and put into clinical perspective the most important 
medical advances of synthetic biology. Emerging as a mature field increasingly transitioning to 
the clinics, we discuss how synthetic biology can apply engineering principles to design and build 
biological systems with clinical specifications. In this section, we intended to capture the 
translational impact and medical importance of synthetic biology for the development of next-
generation diagnostics. I discussed how key synthetic biology concepts (standards, modularity, 
programmability, biosensing, biocomputing) can prove extremely useful for integration into 
diagnostics to provide with novel capabilities (multiplexed, dynamic, real-time, in situ and 
programmable monitoring of pathologies). I discussed how synthetic biology is preparing the 
future of medicine, supporting and speeding up the development of innovative diagnostics to 
bring direct improvement in medical procedures from the clinical lab to the patient, while 
addressing healthcare evolution and global health concerns. I concluded that synthetic biology is 
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the most likely technological field on the edge of realizing the promises of precision medicine, 
personalized solutions to diagnosis and therapy and answer a need arising from healthcare 
evolution. 
 
Then, in a first experimental approach discussed in Chapter 2, I investigated how to engineer 
next-generation cell-based biosensors as intelligent diagnostics. I engineered bacterial biosensors as 
programmable and autonomous diagnostic platforms that can be easily programmed for different 
agendas. I conducted genetic engineering in vitro to design synthetic gene circuits to perform 
specific tasks when embedded in bacteria. For this purpose, I exploited the modularity of 
genetically encoded digital amplifying genetic switches and Boolean Integrase Logic (BIL) gates, 
which rely on phage integrase enzymes (BxB1 and TP901) acting conditionally on bacterial DNA. 
 
I first mined microbial organisms to identify bacterial sensor modules for human disease 
biomarkers, and developed an innovative directed evolution strategy to systematically tune the 
expression of synthetic integrase cassettes to match physiological biomarker concentration 
thresholds. This method enabled the fast prototyping and straighforward reprogramming of cell-
based biosensors with improved capabilities to detect various clinically relevant molecular signals. 
The synthetic gene circuits I designed could multiplex the detection of biomarkers and perform 
signal digitization at selected thresholds, signal amplification, months stable data storage in DNA 
registers, human readable colorimetric reporting, and carry out computational processes to 
integrate medical decision algorithms.  
 
In addition, I developed an analytical framework with which to quantify cell-based biosensor 
robustness of operation in human clinical samples, and identified synthetic genetic parts and 
standards to achieve signal normalization and improve biosensing robustness. I investigated the 
use of different bacterial chassis, and reported that engineered E. coli and B. subtilis were capable 
of supporting reliable operation in complex media with high signal-to-noise ratio. Then, I 
developed orthogonal polymer chemistries to integrate these bacterial biosensors within stable, 
optically clear, easy to handle format capable of classifying pathological states detected in human 
clinical samples according to user defined medical rules. 
 
I conducted translational studies to assess how these novel diagnostic devices could perform in a 
clinical set up, and gathered diabetic patient cohorts and samples at the University Hospital of 
Montpellier.  I showed that bacterial biosensors could operate robustly in human urine and 
serum, and detect pathological biomarkers with medical accuracy (i.e. onset of diabetes through 
detection of glycosuria and nitric oxide), while integrating Boolean decision algorithm to aid 
medical decision. I also investigated how bacterial quorum sensing systems could be repurposed 
and integrated into a bacterial biosensing platform to achieve nanomolar detection of sepsis 
biomarkers in pathological samples, while being capable of discriminating infectious aetiologies 
using genetically encoded algorithms. This new generation of bacterial biosensors constituted the 
first successful proof of concept for the diagnosis of different pathologies in real world clinical 
settings. These tools, biological standardized parts and methodologies developed are openly 
distributed amongst the community to enable the future modular engineering of new types of 
biosensors. 
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In a second approach described in Chapter 3, I developed systematic methods and concepts to 
engineer protocells from the bottom-up, capable of performing biosensing and biocomputing 
operations. I successfully engineered programmable microscale protocells capable of digitization 
of space and molecular signals through membrane compartmentalization and encapsulation of 
synthetic biochemical circuits respectively, in order to carry out specified tasks in situ. I proposed 
that protocells constituted by a phospholipid membrane encapsulating synthetic biochemical 
circuits (i.e de novo networks of enzymes and metabolites) can perform biosensing of disease 
associated biomarkers and biocomputing operations, generate various types of outputs (e.g. 
fluorescence, colorimetric, enzymatic activity) and can be systematically generated with a robust 
framework to provide analytical solutions to specific clinical questions. I demonstrated that 
diagnostic processes formalized as Boolean functions (i.e. diagnosing specific pathologies 
through the biodetection of patterns of biomarkers in urine or blood) could be implemented in 
vitro with synthetic biochemical circuits. 
 
First, in collaboration with computer scientists and mathematicians we developed and refined a 
computer assisted framework for systematic design of synthetic biosystems and biochemical 
circuits. We developed the first CAD softwares for bottom-up synthetic biology and evolved 
models to take into account biochemical and physicochemical parameters relevant to bottom-up 
design. These tools support user friendly design, biological parts mining, hybrid simulation, 
model checking, robustness and sensitivity analysis, and exploration of design space.  
 
Secondly, developing protocells as robust biosensors required full control on physicochemical 
properties. Thus, methods for the encapsulation of synthetic circuits in protocells ensuring fine 
tuning on parameters was required, as well as well-defined size, lipid composition, enzyme 
content, catalytic performance and stability of encapsulated circuits. I thus set up a microfluidic 
platform, and then developed a microfluidic methodogy that would simultaneously ensure (i) 
control on membrane biophysical properties, (ii) encapsulation efficiency and stoechiometry, (iii) 
monodisperse size, (iv) stability and (v) Integration of protein pores. I set up a microfluidic 
platform and designed PDMS chip architectures that permitted high-throughput fabrication with 
fine control on biophysical parameters.  
 
I discuss how this strategy allows straightforward and accurate programming of protocells 
according to logic specifications, by designing synthetic biochemical circuits in silico and 
implementing them in vitro. This framework first relied on the isolation and identification of 
suitable biochemical parts such as enzymes and metabolites. This is achievable using the in silico 
tools we developed, that enabled us to mine for robust parts and circuits performing specific 
Boolean operations. I carried out simulations and model prediction in order to identify kinetically 
and functionally suitable enzymes, metabolic parts and circuits that would then be experimentally 
implemented in vitro. Then, I performed temporal logic model checking, robustness and 
sensitivity analysis in order to optimize experimental parameters and predict modes of failure. 
Using this framework, I successfully implemented protocells that could perform arbitrary 
biosensing tasks and recapitulate specified logic operations. 
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I demonstrated that the framework was successful at implementing synthetic biochemical 
reaction circuits inside protocells for biosensing and integration of decision algorithms. These 
diagnostic devices could perform multiplexed biodetection and were capable of classifying 
pathological states in situ in clinical samples according to specific patterns of biomarkers. 
Specifically, I engineered protocells integrating a full diagnostic algorithm that discriminates 
between all acute metabolic complications of diabetes in blood and urine, and achieve differential 
diagnosis between diabetic ketoacidosis, hyperosmolar hyperglycemic nonketotic syndrome, 
hypoglycemia and lactic acidosis, which are associated with high medical and socio-economic 
burden and an important mortality and morbidity. I further conducted a translational study on 
patient cohorts to provide with experimental evidence demonstrating the technological 
advantages, medical validity, and efficiency in clinical samples of this novel diagnostic approach 
for the diagnosis of human diseases. 
 
Rationally designed protocells appeared as highly promising tools for performing multiplexed in 
vitro diagnostic integrating medical algorithmic processes. This work demonstrated that this 
technology could be successfully applied to solve real clinical problems. These diagnostic devices 
are under patenting process, with a manuscript waiting for publication. The biotechnological 
tools, softwares and framework developed are under investigation for various applications, and 
are freely distributed. 
 
Last, in Chapter 4, I show how the capabilities of these synthetic devices can be theoretically 
extended to solve various problems. We investigated the use of synthetic protocells as universal 
computing devices.  We developed a theoretical framework for the use of populations of 
protocells as new kinds of computers, and explored the modalities of operation and advantages 
they could offer. I show how these assemblies of standardized protocells can constitute ultra-low 
power, massively parallel computers at very high densities (~1012 machines/ml), and address 
complex problems while being biologically interfaceable. We provided mathematical and 
biological evidence to support the engineering of protocellular computers and analyzed specific 
examples of implementation to solve NP-complete problems in fast and non-heuristic ways. 
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Bug-Based Biosensors. Shown is a bacterium as imagined by a synthetic biologist—as a living tool with insides akin to a printed circuit board, which can be rewired 
to perform a variety of desired functions. With their natural ability to detect biomolecules, process signals, and respond, bacteria are clear candidates for biosensing devices… 

 
A little help from our (little) friends 
It’s only logical: Translation of diagnostics to home health care or remote setting requires simple methods for measuring markers in complex clinical 
samples. And living cells-with their ability to detect biomolecules, process the signal, and respond- are logical choices as biosensing devise. The recent buzz 
on human microbiota has expanded our view of bacteria beyond infectious enemies to metabolic buddies. Now, Courbet et al. refine that view further by 
engineering bacteria to serve as whole-cell diagnostic biosensors in human biological samples. Although whole-cell biosensors have been shown to serve as 
analytical tools, their quirky operation and low signal to noise ratio in complex clinical samples have limited teir use as diagnostic tdevices in the clinic. 
The authors engineered bacterial biosensors capable of signal digitization and amplification, multiplexed signal processing (with the use of Boolean logic 
gates), and months-long data storage. As a proof of concept, the “bactosensors” detected pathological levels of glucose in urine from diabetic patients, 
providing a framework for the design of sensor modules that detect diverse biomarkers for diagnostics. 

Editor’s Summary96 
 



68 
 

The DNA size probably forbids us forever to modify the genome. 
 
Jacques Monod, Le Hasard et la Nécessité, 1970 

 

 
 
 

Chapter 2 
Engineering bacteria as a programmable and 

autonomous biosensing platform through 
integrase based synthetic gene circuits  

 
Portions of the text below were adapted from Detection of pathological biomarkers in human clinical samples via amplifying 
genetic switches and logic gates by Courbet et al., Science Trans. Med. (2015)96 

 
 
 
 

Abstract 
Cell-based biosensors have several advantages for the detection of biological substances and have 
proven to be useful analytical tools. However, several hurdles have limited cell-based biosensor 
application in the clinic, primarily their unreliable operation in complex media and low signal-to-
noise ratio. Here I report that bacterial biosensors with genetically encoded digital amplifying 
genetic switches can detect clinically relevant biomarkers in human urine and serum. These 
bactosensors perform signal digitization and amplification, multiplexed signal processing with the 
use of Boolean logic gates, and data storage. In addition, we provide a framework with which to 
quantify cell-based biosensor robustness in clinical samples together with a method for easily 
reprogramming the sensor module for distinct medical detection agendas. We demonstrate that 
bactosensors can be used to detect pathological glycosuria in urine from diabetic patients. Last, 
we discuss potiental application and preliminary results for sepsis differential diagnosis. These 
next-generation cell-based biosensors with improved computing and amplification capacity could 
meet clinical requirements and should enable new approaches for medical diagnosis. 
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2.1 Introduction 
 

2.1.1 Bacterial biosensing 
 

As we have precendtly discussed, in vitro diagnostics are growing in importance in the global 
health arena because of their non invasive nature and resulting ease of use and scale86 499. 
However, conventional detection methods are often expensive and complex, and thus difficult to 
implement in resource limited settings90. In response to these challenges, bioengineers have 
developed attractive methodologies that rely for instance on synthetic nanoprobes91 500 501 or 
microfluidics502 503. Yet, there remains a need for easy-to-use, portable biosensor devices that can 
be used by nonspecialists to make clinical measurements at home or in remote locations91 504 505. 
Among biosensing devices, cell-based biosensors mainly based on bacteria have proven to be 
applicable for the detection and quantification of a wide range of analytes117 506. Living cells have 
many attractive properties when it comes to diagnostics development. Cells detect biomolecules 
with high sensitivity and specificity and are capable of integrated and complex signal processing. 
Cells also provide a self-manufacturing platform via autonomous replication110, and the 
production of laboratory prototypes can be scaled using existing industrial frameworks507. Spores 
from cell-based biosensors can remain functional for extended periods of time, increasing the 
shelf life of a diagnostic product in harsh storage conditions508. Last, cell-based biosensors are 
highly versatile and can be used as stand-alone devices or interfaced with other technologies such 
as electronics, microfluidics, or micropatterning134 137 509. All of these advantages have prompted 
the development of cell-based biosensors that measure a variety of clinical parameters139 141 142 162 
510 511.  
 
However, cell-based biosensing systems have not yet been applied for the monitoring of 
medically relevant parameters in a clinical context. Many challenges have limited their translation 
to the clinic: (i) unreliable operation and low signal-to-noise ratio in complex and heterogeneous 
clinical samples; (ii) the inability to engineer ligand-tailored sensors; (iii) limited signal-processing 
capability, which precludes the integration of several biomarker signals for accurate diagnosis; (iv) 
lack of consistent frameworks for the assessment of robustness in challenging clinical conditions; 
(v) response times that are not compatible for diagnosis that require fast delivery of results; and 
(vi) compliance to clinical formats. Therefore, here we aim at employing the emerging field of 
synthetic-biology to streamline the rational engineering of biological biosensing systems, to bring 
new hopes for compelling translational medicine applications. 
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2.1.2 Synthetic biology & cell-based biocomputing: 
integrating algorithms for decision making  

The reader is here kindly refered to Section 1.3 of the introduction, were the subjet is covered in detail.  
 
As we have seen, researchers have developed proof-of-concepts where they embedded medical 
algorithms within living cells for diagnosis, disease classification, and treatment102 189 194 512 513. 
However, the use of synthetic biology tools and concepts to improve in vitro diagnostics 
technologies has remained limited. As we have previously presented, synthetic biology focuses on 
parts and systems standardization, the engineering of modular components, and systematic 
strategies for the engineering of biological systems and new biological functions with reliable and 
predictable behaviors. Molecular modules such as sensors, reporters, or switches could ultimately 
be assembled at a systems level to perform specific tasks. Genetic devices that support in vivo 
computation were developed recently and enable living cells to perform sophisticated signal-
processing operations such as Boolean logic, edge detection, or cellular profiling24 39. Therefore, 
synthetic biology could presumably support the design of cell-based biosensors that meet medical 
specifications and help to translate cell-based biosensors to clinical applications. However, 
despite interesting advances, synthetic gene circuit for cell-based biocomputing remained difficult 
to scale in order to reach useful biosensing application, mainly due to low composability in 
individual cells.  
 
 

2.1.3 Integrase based digital amplifying gene switches and 
Boolean logic gates for medical biosensing 

 

Recently, synthetic genetic devices relying on the use of phage integrases have been introduced. 
Integrases are viral enzymes catalyzing strand exchange (i.e. recombination) between specific 
DNA sequences.  These mechanisms are naturally exploited by bacteriophages when integrating 
their genomes within their host. Recombinatory mechanisms have been presented as unique 
avenues to perform biocomputing and signal processing within biological systems514. In fact, 
integrases allow distinct binary states to be encoded into a DNA sequence, thereby bypassing 
limitations arising from layering of biological logic gate and memory systems. More specifically, 
among a vast family, serine recombinases have the advantage to operate autonomously in 
complete orthogonality across all kingdoms of life. It allows for precise manipulation of DNA in 
vitro and in vivo depending on the relative location or orientation of short recombination sites 
(~25 bp) it provoques either integration, excision or inversion515 (Figure 2.1A and 2.1B). 
 
Exploiting these mechanisms, Bonnet et al. recently managed to build a device architecture in 
which a minimal number of biomolecular entities could be reused to implement and concatenate 
all existant logic gates within a single logic register458. Interestingly, decoupling input and output 
allows for straightforward engineering of Boolean logic biological devices, analogous to transistor 
architecture with standardized switching and amplifying behavior. Importantly, the biological 
substrate supporting the device is encoded in DNA, a common signal carrier ensuring biological 
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universality of operation and programmability. Similarly to transistors, these three terminal 
devices or transcriptor, are constituted by independent analog input control signals that govern 
current, which in this case is analogous to transcriptional flow (RNApol along DNA, Figure 
2.1C). The Gate is constituted by assymetric logic elements written in DNA, such as transcription 
terminators. These gate elements are flanked by integrase recognition sites, which they can 
unidirectionaly invert or delete to allow transcriptional current to proceed.  
 
Composing with specific trancriptors enables to write complex yet portable sequences of 
operation (i.e. multiple integrase logic gates) to be performed by a genetic circuit, which do not 
require layering. Logic registers can be built via straightforward and rational DNA encoding of 
genetic elements (recombinase targets, terminators and other modules), enabling simple user-
defined programming of logic and memory457. Along with logic, transcriptors integrate memory 
capabilities that prove precious to perform complex and persistent computing such as sequential 
logic. In addition, DNA written memory is a powerful method for long-term storage, since it is 
propagated through generation, and persists even after cell death. Although this technology was 
first developed using robust integrases from bacteriophages TP901-1 and Bxb1516, an increasing 
number of orthogonal integrases are being mined from organisms and strandardized. This 
strategies will allow for increasing biocomputing and biosensing capabilities, with now 1.375 
bytes of information to be encoded in this way (i.e. 211 distinct states)21. 
 
These integrase logic gates enable truly digital and discrete operations and thus system output 
responses, compared to previous systems that produces intermediate expression levels102 197 448. 
Integrase control signals can be wired to a biosensing module, thereby providing digitization, 
amplification and multiplexing of biological signals. This in turn improves robustness, sensitivity 
and mediates sharp responses. These properties make them highly relevant for medical 
applications and particularly for diagnostics as it is often threshold based. The built in memory 
capacity also enables the recording of weak or transient signals while giving a constant amplified 
output. Compared to transcriptional switches41, it has no metabolic cost and is stably written in 
either chromosomic or plasmidic DNA, and can be addressed after extended periods of time and 
lysis of the bactosensor in clinical samples. These signal processing devices have the advantage of 
high composability for the programming of various medical algorithms. We suspect that these 
characteristics will be important to enable robust biosensing and computation in the context of 
intracellular and environmental fluctuations.  
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Here, we investigate the use of these recently developed digital amplifying genetic switches and 
logic gates458 to bring the performance of cell-based biosensor closer to clinical requirements.  
These genetic devices enabled bacteria to perform, in human clinical samples, reliable detection 
of clinically relevant biomarkers, multiplexing logic, and data storage.  We also provide a 
framework for quantifying cell-based biosensor robustness in clinical samples together with a 
method for straightforward reprogramming of the sensor module for distinct medical detection 
agendas. Hence, our platform architecture is highly modular and could be repurposed for various 
applications. We anticipate that such engineered bacterial biosensors, we named Bactosensors, that 
are capable of in vivo computation could be tailored according to medical knowledge and used as 
expert biosensing devices for medical diagnosis (Figure 2.2). 
 
 
 
 
 
 

Figure 2.1: Phage integrases reactions are exploited to build Transcriptor devices (A) Natural mechanisms of 
integration/excision of Phage DNA into bacterial host. In the presence of integrase enzyme, recombination proceeds and the 
the viral DNA is integrated at the bacterial attachement site attB (i.e. lysogeny). The protein excisionase can reverse the reaction 
and produce excision of viral DNA (i.e. lytic induction). (B) Engineered version of the natural system, were the integrase is used 
to either flip a target DNA sequence flanked by att sites, or excise it, thereby controlling specific genetic registers. (C) Three 
terminal transcriptor device uses integrases triggered by control signals to control RNA polymerase flow between a separate 
input and output. 
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Figure 2.2: Operational principle and architecture of bactosensors to perform medical diagnosis. (A) 
Medical diagnosis is a computational process that can be formalized using Boolean logic in vivo and embedded into 
a bactosensor. The bactosensor is capable of detecting a pattern of specific biomarkers in human clinical samples at 
selected thresholds and integrates these signals using an in vivo computational process. If a pathological pattern of 
biomarker is detected, the bactosensor generates a colorimetric output. (B) Schematic architecture of a bactosensor. 
A sensor module enables multiplexed detection of pathological biomarkers. These control signals drive a Boolean 
integrase logic gate module, which is the biological support for a userdefined digital medical algorithm. Boolean 
integrase logic gates also enable signal digitization and amplification along with storage of the diagnosis test’s 
outcome in a stable DNA register that can be interrogated a posteriori. 
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2.2 Operational principles, design and architecture of 
bactosensors 

 

2.2.1 Behavior and robustness of bacterial chassis in human 
clinical samples 

 

Our first goal was to determine the operational characteristics of bacterial chassis of interest in 
terms of growth, viability, and functionality of synthetic gene circuit in human body fluids of 
clinical relevance: human urine and blood serum. We chose to evaluate the robustness of Gram-
negative and Gram-positive bacterial models (i.e. Escherichia coli and Bacillus subtilis, respectively) 
that have been used in previous cell-based biosensors designs. To this end, we collected urine and 
serum from healthy volunteers, pooled the samples to average molecule concentrations to 
account for possible variations among individuals, and prepared dilutions with a defined culture 
medium (see Materials and Methods). We then inoculated various clinical sample dilutions with 
cells from stationary cultures of E. coli DH5αZ1 or B. subtilis 168, grew these cultures for 18 
hours at 25°, 30°, or 37°C, and measured their optical densities. For both cell types, we observed 
cell growth across the complete range of sample dilutions and at all three temperatures (Figure 
2.3). However, growth was strongly inhibited at 100% urine or serum concentrations, probably 
because of the lack of nutrient provided by the diluted culture medium. Growth of both cell 
types decreased with increasing urine or serum concentration, but cell death was insignificant 
(<2% for all samples; Figure 2.4). These results demonstrate that both Gram-positive and 
Gram-negative bacteria can survive and proliferate in human clinical samples for several hours. 
Because of the larger number of tools available for the reliable control of gene expression464 465, 
we chose E. coli for further engineering of a prototype bactosensor. 
 

 

 
 
 

 

Figure 2.3: Bacterial chassis growth 
characteristic in human urine and serum. 
Optical densities measurements of bacterial 
cultures after growth in various concentrations of 
human urine and serum and at different 
temperatures. E. coli (A, B) and B. subtilis (C, D) 
cultures were grown at different dilution (0, 25, 50, 
75, 100%) of human serum (A, C) or urine (B, D), 
and at different temperature of incubation (25, 30, 
37°C). Bacterial colonies were grown in LB for 6 
hours at 37C, diluted 1:100 in various dilutions of 
serum or urine and grown at different temperatures 
for 18 Hours. OD600 values of the culture 
medium or with specific dilution in clinical sample 
were subtracted from each measurement. 
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We next assessed the capacity of E. coli cells growing in clinical samples to respond in a reliable 
way to exogenously added molecular signals using the model transcriptional promoters pTET 
(i.e. responding to anhydrotetracycline (aTc) induction) and pBAD (i.e. responding to arabinose 
(ara) induction), both driving expression of a reporter gene that encodes the green fluorescent 
protein (GFP). Both promoters were functional at all concentrations of clinical samples (Figure 
2.7A and 2.7B), but cells that were induced in 100% serum failed to produce GFP, which 
indicates that serum has an inhibitory effect on bacterial gene expression. Increasing sample 
concentrations produced variations in autofluorescence, which could be corrected using a 
reference promoter517. Such reference promoters could be used as internal standards to increase 
measurement reliability in a clinical setting (Figure 2.6). These results demonstrate that synthetic 
gene circuits can remain functional in clinical samples. 
 
  
 
 
 
 

Figure 2.4: Single cell measurements of 
bacterial chassis viability in urine and serum. 
(A) After measuring optical density as shown in 
figure S3, cells were stained with propidium iodide 
and analyzed by flow cytometry recording 
propidium iodide and constitutive GFP 
fluorescence. This enables to discriminate living 
cells (propidium iodide negative, GFP positive) 
from dead or compromised cells (propidium iodide 
positive, GFP positive) as depicted. The percentage 
of viable cells can then be expressed as the ratio of 
the number of cells under a dead threshold on the 
total of cells. See510 for more information. E. coli (B) 
transformed with a reference promoter carrying 
plasmid (BBa_J23101) controlling expression of 
sfGFP and B. subtilis (C) cultures were grown at 
different dilution (0, 25, 50, 75, 100%) of human 
serum or urine, and at different temperature of 
incubation (25, 30, 37°C). Bacterial colonies were 
grown in LB for 6 hours at 37C, diluted 1:100 in 
various dilutions of serum or urine and grown at 
different temperatures for 18 Hours. 
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2.2.2 Design consideration of cell-based biosensors & rational 
improvement in robustness for the clinic 

 

To improve the performance of synthetic circuits for the clinics, we incorporated in our design 
recently developed standardized regulatory genetic elements. Lack of robustness (e.g. matrix 
effects and nonspecific environmental interferences and variable parts performance across 
changing complex media518) has limited the utility of engineered gene circuits for further medical 
applications and hindered translational advances in synthetic biology. We reasoned that using a 
minimal circuit design (for example, minimal possible number of parts), along with a genetic 
design relying on standardized genetic elements, could limit failure modes, increase safety and 
likelihood of approval of bactosensors in a medical setting471. In this regard, the single-layer 
architecture of Boolean Integrase Logic gate offers a significant advantage458. We also suspected 
that gene circuits’ context sensitivity could be reduced by incorporating synthetic genetic part 
recently developed to decrease context dependency and improve predictability and reliability of 
gene expression463. Therefore, we incorporated in our design the following standardized genetic 
parts:   

(i) Bicistronic Expression Operating Unit (EOU) 

Engineering experience demonstrated that even simple genetic elements such as prokaryotic 
Ribosome Binding Sites (RBS) that initiate translation of a gene are known to behave differently 
in different genetic settings519. In particular, this could be explained by the appreance of 
differential mRNA secondary structures at the 5’UTR region, which impacts the binding and 
translational activity rates of the ribosome520, and thus introduce impredictability.  

Therefore, we integrated a genetic device in the transcriptor design, which was previously 
developed by the BioFAB group to overcome this source of translational variability, the 
Bicistronic Design (BCD2, BioFAB #apFAB682). This genetic device has been shown to 
provide more predictability and standardization in engineering gene expression. The BCD relies 
on two sequential Shine-Dalgarno motifs, or two cistrons, where the RBS for the gene of interest 
is entirely embedded in the coding sequence of an upstream short synthetic peptide, while 
translation of the second cistron of interest is thus be coupled to translation of the first short 
cistron. This design exploits the helicase activity of ribosomes to extinguish secondary RNA 
structures that hamper translational initiation. Mutalik et al. demonstrated how it led to reliable 
and simply modeled gene expression521. Therefore, we expected this device to improve reliability 
by ensuring a higher “ON” state of the transcriptor and thus a higher colorimetric signal 
compatible with human reading, while reducing context sensitivity. We experimentally validated 
this operational improvement (Figure 2.5). While moderately increasing the basal output from 
the transcriptor (~2 times higher), and leaving unchanged the fold change of the transition, the 
bicistronic design enables to achieve a more important discrimination between “OFF” and “ON” 
states by an increase in swing (e.g. the absolute change in fluorescence intensity between non-
induced and induced states). The BCD is also capable of decreasing sensitivity due to the matrix 
effects by lowering unspecific activation of the transcriptor when used in clinical samples. 
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(ii) A ribozyme insulator part, RiboJ 

Likewise, the nature of the region between the 5’UTR and the Shine-Delagarno in prokaryotes is 
known to generate context dependant fluctuation of the translational rates. We therefore 
integrated a self-cleaving ribozyme in the 5’UTRs of integrase controllers and transcriptors in 
order to get rid of this source of unreliability. We used an autocatalytic ribozyme device 
previously developed, called RiboJ465. Although we didn’t validate the utility of RiboJ in our 
system, we believe that this genetic element, which was previously shown to efficiently buffer 
context effect of synthetic gene circuits465, will be useful to connect logic gates to various 
transcriptional sources.  

(iii) A reference promoter used as an internal standard, pREF 

Moreover, as we observed variations in the output fluorescence intensity measured depending on 
clinical samples concentration and type (Figure 2.6), we reasoned that the experimental design 
had to be improved to satisfy clinical requiremetns. We thus normalized the measured fluorescent 
output signal to an internal, in vivo reference signal (reference standard promoter, BBa_J23101) 
accounting for the analytical performance of the bactosensor across changing contexts. We thus 
use Relative Promoter Units (RPUs) as an in vivo clinical reference standard for bactosensor 
operation and signal517. Such internal standardization procedure based on reference objects has 
proven useful in several field of engineering and biomedical analysis and we believe will facilitate 
standardization of clinical assays using whole-cell biosensors.  

Figure 2.5: Comparison of the operational 
characteristic of AND logic gates with and 
without the Bicistronic Device (BCD) for 
their use in clinical samples. (A) Comparison 
of response before and after induction between 
AND gate without (left) and with (right) BCD in 
culture media, at 25°C (B) Comparison of 
fluorescence intensity relative to optical density 
across various dilution of urine or serum (C) 
Comparison of Fold Change between in 
different dilution of urine or serum. Fold change 
appears slightly reduced with BCD (D) 
Comparison of Swing (defined as the difference 
in fluorescence intensity between induced 
(anhydrotetracyclin and arabinose) and non-
induced state). Swing appears higher with the 
BCD. (E) Comparison of percentage of logic 
leaking (% Leaking, defined as the ratio of the 
response without or with one inducer to the 
response after induction with both inducers). 
Leaking increases with increasing concentration 
of urine, in the presence of only 
anhydrotetracycline, which could be explained 
by the non-specific induction by an arabinose 
analog present in urines. This non-specific effect 
tends to be lowered by the use of the BCD.  
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2.2.3 Multiplexing logic and memory in human clinical 
samples 

 

As we have previously discussed, multiplexed biomarker assays are known to improve the 
performance and robustness of diagnostic tests90. Signal processing allows an assay to integrate 
the detection of multiple inputs and to perform complex analytical tasks such as diagnostics 
algorithms informed by medical knowledge. Performing such integrated multiplexed detection 
and analysis within living cells thus requires some form of engineered biomolecular computation. 
We thus exploited the recently designed integrase based transcriptors, to control the flow of 
RNA polymerase along DNA via unidirectional inversion of an asymmetric transcriptional 
terminator458 459. Transcriptors are digital amplifying switches that operate as analog-to-digital 
converters, are capable of signal amplification, can perform data storage and record transient 
signals, and can be composed to produce a variety of Boolean integrase logic gates (Figure 
2.7C).  

We first wanted to assess whether Boolean integrase logic gates could enable cell-based 
biosensors, operating in clinical samples, to execute complex signal-processing algorithms. We 
first evaluated the functionality and robustness of an AND gate that responded to the molecular 
signals ara and aTc in clinical samples and found that the logic gate operated reliably at room 
temperature in 100% urine and serum (Figure 2.7D, AND gate architecture depicted in Figure 
2.7C and 2.9B). We obtained similar results using NAND and NOR gates (Figure S2.1). 
Moreover, after gate switching, cells stored at 4°C could be regrown and the fluorescent output 
measured after up to 3 weeks of storage time (Figure 2.7E). Moreover, the signal stored within 
the DNA register could be recovered from bacterial cells that had been dead for 8 months using 
polymerase chain reaction (PCR) or Sanger DNA sequencing (Figure S2.2). Together, these 
results showed that living cells with embedded Boolean integrase logic gates can perform 
programmable, multiplexed signal processing in clinical samples. The ability to perform stable 
data storage over extended periods of times provides new opportunities for delayed readout in 
clinical environments. 

Figure 2.6: Influence of clinical media (urine 
and serum) on GFP fluorescence output 
generation and measurement. E. coli 
transformed with a reference promoter carrying 
plasmid (BBa_J23101) controlling expression of 
sfGFP were grown overnight in LB, and back 
diluted in fresh Azure medium with urine or serum 
as previously described. The cells were then 
cultivated at 25°C for 18 hours, and GFP and OD 
were measured, and their values corrected from the 
blank.  
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Figure 2.7: Control of gene expression, multiplexed signal processing, and long-term data storage within 
bacteria operating in human clinical samples. (A) Response of cells that contain the pBAD-GFP plasmid to 
increasing concentrations of ara in various dilutions of urine (top) or serum (bottom). Arabinose concentration is 
shown in parts per thousand (‰; w/v). (B) Response of cells containing the pTET-GFP plasmid to increasing 
concentration of aTc. Fluorescence intensities were normalized to relative promoter units (RPUs). The rainbow 
color key from blue to red depicts increasing signal intensities measured in RPUs. (C) Architecture and functional 
composition of transcriptor-based digital amplifying genetic switches. The clinical sensor promoter drives integrase 
expression, which inverts a transcriptor module that controls the flow of RNA polymerase (RNA pol) along the 
DNA. Two transcriptors that respond to different signals can be composed in a series to produce an AND gate. 
A/D, analog to digital. DNA register 1 and DNA register 2 are placed between a constitutive promoter and the 
coding sequence (CDS) of a fluorescent reporter (sfGFP or mKate2 in this study). In this study, logic registers and 
sensor-integrase modules are encoded in two distinct low copy plasmids. (D) Operation of an AND gate at 25°C, at 
various dilutions (0, 100%) of human urine and serum in response to ara (0.5% w/v) and aTc (200 ng/ml). The 0 or 
1 values symbolize absence or presence, respectively, of a particular inducer. Population (bottom, RPUs) and single-
cell (top) fluorescence intensity measurements are shown. The middle row shows raw flow cytometry data (x axis: 
side scatter). Error bars indicate SDs from three independent experiments, each performed in triplicate. (E) Stability 
of functional memory in various dilutions of urine (top row) or serum (bottom row) in living cells. The AND gate 
was switched with 0.5% (w/v) ara and aTc (200 ng/ml). Cells were then kept at 4°C for 7, 14, or 21 days and then 
grown overnight in fresh medium. For each medium concentration, GFP fluorescence in RPUs is represented for 
non-induced cells (open circles) and induced cells (filled circles). The gray-shaded regions depict the duration of the 
period in which cells were exposed to the inducing signal. (F) Architecture of the XOR gate used in this study, as a 
single input TP901 and BxB1 adressable digital amplifying gene switch.  
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2.2.4 Systematic methodology to achieve tunable biosensing 
coupled to programmable signal processing  

 

We then aimed at performing an analytical evaluation of bactosensors for the detection of 
biological parameters of interest in clinical samples (i.e. urine and serum). We first chose nitrogen 
oxides (NOx), which is a biomarker for various pathologies involving inflammation522. For this 
purpose we mined for microbial molecular machineries that could be derivated for biosensing. 
We identified a nitrite/nitrate-sensitive transcriptional promoter523, pYeaR, from the year-yoaG 
operon of E.coli. This promoter is regulated in E coli via the action of NsR, a member of the Rrf2 
family of transcription factors that naturaly regulate the response of E coli to nitric oxides (i.e. 
NOx sensitive repressor). Here we thus rewired the natural cellular metabolic machinery to 
provide useful biosensing application. Using a GFP reporter, we measured the transfer function 
of pYeaR promoter with increasing concentrations of NOx at various urine and serum dilutions 
(Figure 2.8A). The pYeaR activation threshold decreased with increasing concentrations of urine 
or serum and was activated in 100% urine without the addition of NOx, probably due to the 
presence of endogenous NOx. Moreover, pYeaR was totally inhibited in 100% serum. These 
results highlight the traditional sensitivity of cell-based biosensors to context perturbations that 
need to be overcome for successful medical applications. 
 
In fact, direct transcriptional coupling using traditional promoter-reporter architectures often 
show weak, leaky activity that lead to nonspecific expression and overall unreliable biosensing. 
Therefore, our main goal was to develop a systematic method to wire an arbitrary transcriptional 
signal to transcriptor operation, by that mean obtaining a control on concentration switching 
threshold, programmable signal processing, digitization and multiplexing. We developed an 
engineering solution consisting of a directed evolution strategy524 capable of coupling a sensing 
module (i.e. promoter of interest) to transcriptor operation (i.e. integrase of interest expression) 
in a tunable way. 
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Figure 2.8: Thresholding, digitization, and amplification of biologically relevant signals in clinical samples using 
amplifying genetic switches. (A) Characterization of the NOx-responsive promoter pYeaR driving expression of GFP in various 
dilutions of serum and urine. The rainbow color key from blue to red depicts increasing signal intensities measured in RPUs. (B) 
Workflow for connecting biological signal–responding promoters to amplifying digital switches. An integrase expression cassette 
library driven by promoters of interest was built by introducing combinatorial diversity in RBSs, start codons, and C-terminal SsrA 
degradation tags. Libraries were transformed in a screening strain, spontaneously switching clones were eliminated, and the 
remaining cells were induced with the biological signal of interest. Switching clones were identified on a plate reader or using a 
fluorescence-activated cell sorter and isolated (see Materials and Methods for details). (C) Multiple switching thresholds for 
biomarker detection. Clones were isolated from the various pYeaR libraries and characterized. Midpoint switching values are 
indicated. Variation in sequences among the isolated clones is depicted in the upper panel, along with the correspondence between 
graphs symbols and a particular switch sequence. (D) Digitization and amplification of the NOx signal in urine and serum using 
amplifying digital switches. Cells cotransformed with pYeaR switch and exclusive OR (XOR)–GFP gates (42) were induced with 
NOx, and bulk fluorescence was measured on a plate reader. (E) The plasmid to measure amplification of NOx input consists of 
bicistronic BxB1-RFP cassette driven by pYeaR. This construct was cotransformed with a XOR-GFP gate to enable the precise 
simultaneous measurement of fold change in input control signal (RFP) and output signal (GFP) after induction with NOx. (F) In 
vivo molecular pathological signal amplification in clinical samples. Gain in decibels was calculated as the 10log of the RFP/GFP 
ratio. The line thickness represents the SD over three independent experiments. 
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Our goal was to design and build a transcriptor controller driven by biomarker responsive 
promoters. In order to obtain functional synthetic circuits, we needed to finely tune transcriptor 
operation so that translation levels of integrases match relevant clinical dynamic ranges for our 
applications. To this aim, we developed a directed evolution approach to introduce combinatorial 
diversity in synthetic integrase expression cassettes. The strategy we developed relied on the 
combination of randomized regions that regulate integrase gene expression and enzymatic 
kinetics, coupled with flow cytometry automated bacterial library screening (Figure 2.8B).  
 
For prototyping, we first used pYeaR promoter which we cloned upstream of the Bxb1 or 
TP901-1 integrase genes. We build combinatorial libraries of pYeaR expression constructs 
driving expression of integrase BxB1 and TP901 respectively, by randomizing the RBS, the 
initiation codon (i.e. ATG/GTG) and a C-terminal SsrA tag459 525 (AXX) (thereby producing 
1179648 variants). SsrA are protein degradation tags, which are short peptide sequences naturally 
used by the cell’s machinery to trigger protein degradation (i.e. through ClpXP or ClpAP protease 
recognition). In fact, SsrA tags modulate protein functionality half-life. The rationale behind the 
use of SsrA tags is to introduce a tunable parameter related to integrase concentration and activity 
kinetics within the cell. Here we used synthetic variants of SsrA degration tags that have been 
engineered526 (i.e. AAV, ASV, LVA, LAA, or AXX peptides). 
 
The library was transformed in a screening strain containing the boolean integrase based 
Transcriptor device. In all our single inputs experiments, we used the XOR logic gate that 
behaves as the simpliest TP901 and BxB1 adressable digital amplifying gene switch. Its 
architecture is depicted in Figure 2.7F and 2.9A. The bacteria were then induced at selected 
biomarker concentration. Positive and negative screen steps were carried out to enable the 
isolation of suitable clones (Figure 2.8B). Additionally, we developed a more general workflow 
capable of accommodating user defined thresholds driving transcriptor operation (Figure 2.10). 
In this approach, one can precisely tune the switching thresholds of an integrase based 
transcriptor, which is defined by the biomarker concentration region ranging from low and high 
limits (Figure 2.10). 

Figure 2.9: Detail of the 
molecular mechanisms of 
bactosensors operation 
described in this study. 
(A) Single input digital 
amplifying gene switch 
relying ona XOR boolean 
integrase logic gate plasmid 
controlled by BxB1 or 
TP901 integrases according 
to an analogic signal coming 
from a clinical sensor 
promoter of interest on a 
controller plasmid.  (B) 
Integrating two relevant 
molecular inputs into a 
digital amplifying AND 
boolean integrase logic gate. 
Detail on molecular biology 
can be found in Materials 
and Methods.  
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This strategy relying both on transcriptional and post-translational control permitted us to isolate 
integrase expression cassetes suitable satisfying given transfer functions thereby allowing their use 
for specific applications. To our knowledge, this approach constitutes the first successful attempt 
and description of rational tuning of biosensing threshold in engineered living cells with this 
precision. Although the use of SsrA tags, randomized RBS and initiation codon have been 
precedently used in various biotechnological applications to modulate protein degradation and 
expression levels respectively459 462 527, the combination of these bioengineering tools had never 
been proposed elsewhere. Here, we show that this methodology enables to achieve 
unprecedented combinatorial diversity, allowing improved exploration of the design space. The 
novelty of this approach lies in the capacity to generate and sample a library efficiently to isolate 
genetic circuits according to precise dynamic range specifications. In addition, our results suggest 
that this strategy could be systematically used to reliably connect multiple control signals to 
integrase based synthetic gene circuits, which would be of significant importance if one considers 
building complex multi-input circuits.  
 
 

 

 

 

Figure 2.10: Workflow for engineering switches responding to biological signals over user-defined 
thresholds. In order to tune a switch to be activated at a specific signal concentration, cells from library 
need first to be grown at a given concentration  [X1] below the desired switching threshold to eliminate all 
devices from the library that respond to lower concentrations of signal. In a second step, cells are grown at 
the desired switching concentration [X2] and switching clones are isolated. This approach differs from the 
one presented in Figure 2.8 in which we grew cells without any inducer, discarded spontaneous switching 
clones, then induced at a given concentration of inducer resulting in the obtention of switches activated 
along the whole inducer concentration range between 0 and the given concentration. 



84 
 

2.2.5  Thresholding, digitization, and amplification of 
biologically relevant molecular signals using digital 
amplifying genetic switches 

 
We then tested whether transcriptor-based digital amplifying switches could improve the 
detection of signals of clinical interest. From this library, we selected and characterized three 
switches that contained variations in the RBS, start codon, integrase type, and SsrA proteolysis 
tag459 525. Switches were activated at different NOx thresholds that spanned several orders of 
magnitude (Figure 2.8C). These data suggest that digital amplifying genetic switches could be 
systematically tailored to detect a specific biomarker over defined pathological thresholds that 
meet clinical requirements (Figure 2.10). 

 
We mapped the transfer function of one of the switches at various sample dilutions (Figure 
2.8D) and observed signal digitization and marked improvement of the signal-to-noise ratio 
compared to the pYeaR-GFP construct. Interestingly, the inhibitory effect of 100% serum on 
NOx detection was overcome, although signal interference was still observed in 100% urine. 
Using an amplification reporter system, we quantified pYeaR switch–mediated signal 
amplification across a range of signals and sample concentrations (Figure 2.8E) and measured 
maximum gain values between 10 and 15 dB. These results show that digital amplifying switches 
increase the robustness of cell-based biosensing systems and could thus enable the development 
of clinically compliant biosensors. 
 

 
 

2.3 Developing polymer chemistries to immobilize 
bactosensors within portable formats 
 
 
 
Different strategies have been proposed as a way to stabilize and ease the use of microbial 
biosensors: encapsulation, covalent binding, adsorption, and cross-linking on various substrates. 
Although interesting formats have been proposed like immobilization on paper strips173, we 
reasoned that the encapsulation of bactosensors in hydrogel beads could increase the robustness 
and preserve viability and response characteristics of sensing cells under the harsh environmental 
conditions they are exposed to (i.e. urine, serum), could prevent their spread, and could enable 
the combination of computing operation in different population of beads at the same time. This 
strategy could improve the analytical performance, increase the cell density, handling, storage and 
preservation of microbial biosensors without the need of continuous cultivation, and make them 
suitable for integration into deployable and ready to use devices for unskilled personnel172.  
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We thus sought to develop a bacterial encapsulation system that could evolve towards a clinically 
compliant format. For this purpose, spherical polymeric matrices appeared as promising for their 
chemical versatility and large range of functionalities. However, the identification of an 
appropriate matrix was of utmost importance for successful applications. Specifically, we sought 
to identify polymer chemistries that would ensure high durability in aqueous solvent, high cell 
viability, small molecule and gas permeability, and appropriate optical properties (i.e. optically 
clear to support colorimetric and fluorescence readout). Both natural (agar, agarose, alginate or 
chitosan) and synthetic (polyacrylamide, polyurethane or polyethylene glycol) polymers have been 
exploited for cell immobilization528 529. Importantly, the first materials usually show poor 
mechanical resistance and durability, while the later often exhibit cell toxicity529. Amongst 
synthetic polymeric hydrogel, we identified polyvinyl alcohol (PVA) has a promising non-toxic, 
optically clear, cheap, and highly durable material. Spherical beads of this polymer could be 
fabricated by crosslinking PVA droplets in a saturated solution of Boric Acid (i.e. Hydroxyl 
groups of PVA are crosslinked by borate ions). However, this method suffered from low kinetics 
of polymerization, which affected bactosensor viability (i.e. pH=4 solutions have time-dependent 
lethal effect on E. coli) while agglomeration of beads complexified the fabrication process. In 
addition, PVA polymers suffer from poor gas and small molecule permeability, which would 
affect both mass transfer of biomarkers to the bactosensors and cells viability. We reasoned that 
a composite material would compensate for disadvantages, and showed we could overcome these 
drawbacks via the addition of alginate combined with PVA.  

 
 
 
 
 
 
 

Figure 2.11: Insulation of Bactosensor in hydrogel beads, and pathological signal detection. (A) SEM microphotographs of PVA-
Alginate uncut (1, 2) and cut (3, 4) beads entrapping bactosensors. Fluorescence imaging of uncut beads (5, 6): Cells were co-transformed 
with pYeaR-BxB1 controller 1 and XOR-BCD-GFP gate and encapsulated as described. Beads where then incubated overnight in Azure 
media (5) or Azure media with 0.01M NOx (6). Beads are optically clear, their surface appears porous and permits mass transfer of inducers 
solutes to the inside. (B) Left: Uninduced beads. Middle: NOx-induced beads with GFP reporter. Right: NOx-induced beads with RFP 
reporter. Scale bar, 0.5 cm. (C) Transfer function of beads entrapping bactosensors: XOR-BCD-RFP gate was co-transformed with pYeaR-
BxB1 controller 1, and cells where encapsulated as described. Beads were then incubated overnight in Azure media with different 
concentration of NOx, and RFP fluorescence was measured after 24 hours. RFU, relative fluorescence unit. Detection thresholds for 
urinary dipsticks and for bactosensor are indicated. Pictures of the beads at various inducer concentrations are shown. Scale bar=0.5 cm. 
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We thus proposed to immobilize bactosensors whitin spherical polynivyl-alcohol/alginate hybrid 
beads. The beads were produced by crosslinking droplets of PVA/alginate with boric acid 
solution (for a short time to prevent damage to the immobilized bactosensor), followed by 
esterification of the PVA with sulfate for further strengthening. To change the poor gas 
permeability of PVA gels, sodium alginate was thus added to the PVA solution and the saturated 
boric solution was supplemented with calcium chloride to produce polymerization of the alginate. 
Later, a treatment with a sulfate solution induces PVA crystallite formation permitting to obtain a 
more porous structure allowing mass transfer of solutes inside the bead, along with a more stable 
polymer with increased strength. Briefly, this mechanism relies on sulfate ions that destabilize the 
hydrogen bonds between PVA and H2O, thereby enhancing the formation of hydrogen bonds 
within the PVA polymer, inducing a PVA crystallite530. From the PVA/alginate mixture, we 
generated size calibrated droplets using a controlled microfluidic flow. This technique enabled the 
generation of monodispersed, clear and stable beads with an average diameter of ~2 mm. 
Furthermore, we obtained and validated the full operability and viability of the bactosensors 
immobilized in this way (Figure 2.11). 
 

 

 

2.4 Analytical evaluation of bactosensors for the detection 
of biomarkers in clinical samples 

 

 

2.4.1 Detection of a metabolized biological signal [glucose] in 
clinical samples 

 

Glucose is a biomarker of clinical interest whose blood levels can be used for the monitoring of 
diabetes (high blood glucose or glycemia) and whose presence in urine (glycosuria) marks the 
onset of or presence of uncontrolled diabetes. Point-of-care technologies that enable clinicians to 
detect glycosuria or continuously monitor glycemia remotely can greatly improve and simplify 
care of diabetic patients531. The fact that glucose is one of the primary carbon sources 
metabolized by bacterial cells makes it a challenging molecular signal to monitor. To perform 
glucose detection, we identified the pCpxP promoter from the CpxAR regulon from E coli 
metabolism, which I naturally used to integrate environmental information. We derivated this 
Cpx pathway as a driver of target gene expression, which is activated in the presence of glucose, 
pyruvate, or acetate532. pCpxP showed a high basal level of expression in bacterial growth 
medium and human serum and a low signal to-noise ratio (Figure 2.12A, maximum fold change 
~1.5 in medium, ~2.2 in urine, and ~1.7 in serum).  
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Figure 2.12: Bactosensor-mediated detection of pathological glucose levels in clinical samples from diabetic patients. 
(A) Comparison of the response of pCpxP-GFP (left) and pCpxP-Bxb1 (right) constructs to increasing concentrations of glucose 
in various concentrations of urine (upper panel) or serum (lower panel). (B) Operability of amplifying digital switches 
encapsulated in PVA/alginate beads. Beads that contained cells cotransformed with the XOR-RFP gate and pCpxP-TP901 were 
incubated in culture medium supplemented with various concentrations of glucose, and RFP fluorescence was measured after 24 
hours. RFU, relative fluorescence unit. Detection thresholds for urinary dipsticks and for bactosensor are indicated. Pictures of 
the beads at various inducer concentrations are shown. Scale bar, 0.5 cm. (C) Bactosensormediated detection of abnormal 
glycosuria levels in clinical samples from diabetic patients. PVA/alginate beads encapsulating cells transformed with both the 
pCpxP-TP901 controller and the XOR-GFP gate, XOR-GFP gate alone, or the reference construct J23100-GFP were incubated 
in urine samples. Left panel: three glucose-negative samples from independent individuals and three positive controls [same 
samples supplemented with 1% (w/v) glucose]. Right panel: Urine samples from 10 nonstabilized individual diabetic patients. 
GFP fluorescence was measured after 24 hours. Response to glucose was compared with standard urinary dipsticks (lower 
panels). The lower panels show the glucose reactive band of the urinary dipstick. In the absence of glucose, the band is blue. 
When glucose is present, the band turns brown. Data from three different experiments performed on different days are depicted 
by black, gray, and white circles. Each circle corresponds to one replicate (three replicates for each experiment). 
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Moreover, pCpxP was inhibited by increasing urine concentrations and glucose concentration 
greater than 10–2 M. For the latter case, we confirmed, by kinetic assays, the time-dependent 
inhibition of pCpxP putatively as a result of a glucoseinduced drop in the pH of the medium533 
(Figure 2.13A). We next built a pCpxP switch and again observed a marked improvement in the 
signal-to-noise ratio (Fig. 4A, maximum fold changes ~12.4 in medium, ~12.6 in urine, and 
~20.6 in serum) and a near-digital switching (that is, the system responded in a nearly all-or-none 
fashion). Response of the pCpxP switch to glucose was detectable up to 100% urines, indicating 
that a low signal produced by the promoter in these conditions was detected, amplified, and 
stored by the switch. The transient pCpxP activity at high glucose concentrations was also 
detected and stored by the pCpxP switch (Figure 2.12A and Figure 2.13B). Therefore, the 
detection of multiple clinically relevant signals can be systematically improved by digital 
amplifying switches. Finally, as a proof of concept, we performed dual detection and multiplexed 
signal processing of clinical biomarkers by building two-input logic gates controlled by NOx and 
glucose and performing arbitrary computation processes (Figure 2.13D).  
 

 
 
 

 

 

 

 

Figure 2.13: Kinetic measurements and transfer functions of promoters and switches. (A) Plate reader fluorescence measurements 
of pCpxP promoter and reference promoter (pREF), as indicated. At an inducer concentration of 0.1M Glucose, the pCpxP promoter is 
repressed after 5 hours. Signal from pCpxP promoter is known to be affected by different host/environment perturbations: alkaline pH, 
surface attachment or accumulation of misfolded periplasmic proteins are reported to inactivate transcription532 533 534. (B) Plate reader 
fluorescence measurements of pCpxP-BxB1 controller and pYeaR-BxB1 controller 1 co-transformed with XOR-BCD-GFP gate, and 
induced with 0.001M Glucose and 0.01M NOx respectively, as indicated. An increased in output fluorescence is detectable around 5 hours. 
(C) Transfer function of pCpxP and pYeaR promoters and switches. A slight change in control signal (promoter response to inducer) 
triggers a digital response of the switch. (D) Multiplexing detection of glucose and NOx, with AND-BCD-RFP, NAND-BCD-RFP and 
NOR-BCD-RFP Boolean integrase logic gates. Here logic gates operation is controlled by the pYeaR-TP901/pCpxP-BxB1 dual controller 
plasmid (NOx/Glucose inducible). We measured RFP fluorescence at the population level after overnight induction performed with 
glucose (1mM) and NOx (1mM) in LB medium. 
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2.4.2 Bactosensor mediated detection of pathological 
glycosuria in diabetic patients samples 

 

To assess the relevance of digital amplifying switches for disease detection in a clinical assay, we 
sought to develop a proof-of-concept biosensor that detects endogenous levels of a pathological 
biomarker in clinical samples from patients. As a preliminary validation, we aimed at detecting 
glycosuria using the pCpxP digital amplifying gene switch. To do so, we used the prototype 
clinical format we previsouly developed and encapsulated viable bactosensors in PVA/alginate 
hydrogel beads as described (Figure 2.12B). First, using the red fluorescent protein (RFP) as a 
reporter, we tested the response of beads that encapsulated the pCpxP or pYeaR switch to 
increasing inducer concentrations in culture medium and observed digital switching detectable 
with the naked eye (Figure 2.12B). The pCpxP switch was activated at a threshold concentration 
under 0.1 mM glucose, outperforming the detection limit of urinary dipsticks, the gold standard 
point-of-care test for glycosuria, by an order of magnitude. We then tested the beads in urine 
samples. The pCpxP switch beads produced a robust and specific response in nonpathological 
urine samples exogenously supplemented with glucose (Figure 2.12C, left panel). Finally, we 
tested the pCpxP switch beads in individual urine samples from 13 patients diagnosed with 
diabetes but not yet stabilized (Figure 2.12C, right panel). The assay reliably detected glycosuria 
in samples from diabetic patients, with a sensitivity of 88.9% and a specificity of 96.3% (Figure 
S2.6). We observed some variability in beads response, which we attributed to our bead 
fabrication process. Improvements in the encapsulation process should increase the reliability of 
our assay and reduce bead-to-bead variability. Nevertheless, our system was capable of reliably 
detecting the presence of endogenous glucose in urine from 12 different diabetic patients, 
suggesting that bactosensors are relatively robust when faced with interindividual variations in 
sample composition. Together, our data demonstrate that digital amplifying genetic switches can 
enable bactosensors to perform clinical assays and detect endogenous biomarkers of disease in 
patient samples. 
 
 

2.4.3 Developing standards to quantify bactosensor 
robustness in clinical samples 

 

We then aimed at establishing a quantitative framework with which to evaluate the robustness of 
the bactosensor response against clinical sample–induced perturbations (Figure 2.14). At each 
inducer concentration and for each clinical sample dilution, we quantified the change in signal 
relative to cells grown in culture medium. We proposed that the relative changes in signal values 
could be averaged to obtain a global robustness score (RS), which was inversely proportional to 
the robustness of the biosensor against sample-induced perturbations. For pCpxP, use of the 
switch reduced RS values from 0.6 to 0.3 in urine and from 0.27 to 0.20 in serum. For pYeaR, RS 
values decreased from 2.1 to 0.44 in urine and from 1.15 to 0.69 in serum. Using digital 
amplifying switches thus systematically improved the robustness of the bactosensor response 
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against sample perturbations. Part of this improvement in robustness also resulted from the use 
of standard parts for the translational control of the switch output464 (Figure 2.5).  
 
We also used an innovative approach to quantify the improvement in signal digitization conferred 
by the digital amplifying switches. We measured the digitization error rate (DER), which is 
defined as the combined probability of scoring a false-positive or a false-negative when using a 
digital classifier like the bactosensor458. For both pYeaR and pCpxP, we measured promoter-only 
constructs and promoter-switch constructs in the presence of minimal and maximal inducer 
concentrations (Figure S2.3, S2.4, S2.5). We found that sensors that incorporated digital 
amplifying switches generally displayed a reduced DER, demonstrating the improvement in signal 
digitization provided by the switches.  
 
Together, these results demonstrate that digital amplifying switches can markedly improve the 
reliability of the detection of clinically relevant signals in clinical samples. 

 
 
 
 
 
 
 
 

Figure 2.14: Evaluation of the robustness of inducible systems against clinical media induced perturbation 
(urine and serum). Transfer functions of inducible systems (pTET/pBAD promoters, pCpxP/pYeaR promoters, 
pCpxP/pYeaR switches) were measured after overnight induction in different dilution of clinical sample (urine or 
serum) in culture media. At each sample dilution (25, 50, 75, 100% clinical sample) we calculated the Relative Change 
in Signals (RCS) by summing the difference in output signal between perturbed condition (introduction of clinical 
sample) and reference conditions (only culture media) with identical inducer concentration. We then defined a 
robustness score (RS), as the mean of the 4 RCS obtained for one heat map. The RCS are plotted for each inducible 
system, with the RS value specified in bold. Digital amplifying genetic switches have lower RS, and enable more 
robust response in clinical context. 
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2.5 Engineering bactosensor quorum sensing for intelligent 
sepsis diagnosis 

 
In the last sections, I presented the engineering of the bactosensor platform, and provided a first 
proof-of-concept prototype for disease detection in clinical samples. Now, I propose to provide a 
novel diagnostic perspective for the timely diagnosis of infectious diseases, which constitutes an 
important clinical challenge (where 4-5 hours is a major improvement of current technologies). 
Here, I discuss ongoing work to program bactosensors for sepsis diagnosis. 
 

 
2.5.1 Sepsis: clinical significance and diagnostic challenge 

 

Sepsis is a localized or systemic microbiological infection associated with a systemic inflammatory 
response syndrome, which can evolve towards multi-organ dysfunction in case of severe sepsis534. 
Sepsis is an urgent clinical situation, and is among the most common causes of death in 
hospitalized patients worldwide with a continuous increase in incidence of approximately 5–10% 
per year, while the mortality rate is approaching 50%535 536. As microbiological investigations are 
commonly negative and late, sepsis still mainly remain a clinical diagnosis. After each hour of 
delay in medical support mortality increases by 10%, the rapid diagnosis of sepsis is thus of 
outstanding importance537. The current gold standard of sepsis diagnosis is based on blood cultures 
(i.e. the detection of viable microorganisms present in blood). However, this technique gives 
positive results only in 20% of cases and even if positive, results are obtained too late to influence 
decision making.  Empirical antibiotic therapies are started without a definitive microbial result 
based on symptomatology. Factors such as antibiotics initiated before blood sampling or the 
presence of fastidious pathogens may have a negative impact on the diagnostic yield of blood 
cultures even when a bloodstream infection is strongly suspected538. Furthermore, other factors 
can influence blood culture sensitivity: blood volume, time from sampling to incubation, 
fastidious uncultivable pathogens and antimicrobial therapy, turnaround time to definitive 
identification, and low sensitivity539. 
 
Other strategies to sepsis diagnosis have been proposed to tackle these limitations. Nucleic acid-
based diagnostic technologies such as PCR have been proposed to shorten the time required for 
pathogen detection, but this technology suffers from several drawbacks (i.e. mainly 
contamination, high costs, inhibitors in the blood sample)540 541. Proteomic technologies have also 
been proposed as they are able to identify pathogens allowing a definitive identification, but have 
extremely high ressourcee requirements and low sensitivity. Phage-based assays have also been 
proven to have the potential to lead to interesting tools, even though they require bacterial 
amplification to reach the high detection threshold208. 
 
Therefore, current technologies suffer from major drawbacks such as high cost and cumbersome 
procedures. These technical limitations cannot be eliminated by improvements of current 
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diagnostic techniques, and other approaches are needed. I propose that innovative cell-based 
diagnostic strategies could provide non-culture-based techniques for the diagnosis of sepsis. 
Valuable alternatives to standard approaches for sepsis diagnosis may be offered by synthetic 
biology, particularly using cell-based biosensing strategies, as it allows a thorough engineering of 
smart cells able to perform sense and compute operations. I propose that bactosensors could be 
programmed to perform biodetection of sepsis associated biomarkers, thereby bringing a cost-
effective, rapid, disposable and intelligent diagnostic tool. 
 
 

 2.5.2 Bactosensor mediated sepsis detection 
 
 
Very few sepsis biomarkers have been used for clinical diagnosis. Althouth PCT and CRP have 
been the most described, they have limited ability to discriminate between sepsis and other 
inflammatory conditions, and have insufficient specificity or sensitivity542. However, detecting a 
direct product from pathogens in blood is possible and has already been described. Indeed, 
bacteria and fungi pathogens are known to communicate using chemical signaling molecules 
known as quorum sensing (QS) molecules, whose presence is known to be significantly 
correlated with infectious pathologies. QS systems are widespread among most common bacterial 
pathogens capable of inducing sepsis, particularly gram-positive S. aureus, S. pneumoniae, and gram-
negative E. coli543. Moreover, QS system is activated at an early phase of infection, potentially 
permitting an early diagnosis of sepsis. Importantly, QS molecules are species specific: their 
presence enables the identification of the pathogen, which is the most clinical important 
parameter for appropriate therapeutic management. The QS molecules in gram-negative bacteria 
are constituted by a large class of N-acyl homoserine lactones (AHLs), while gram-positive 
bacteria use a wide range of species specific oligopeptides. However, a third class of molecules, 
autoinducer-2 (AI-2) is a near-universal QS signal between both gram-positive and gram-negative 
bacteria544. Last, all pathogenic fungi such as Candida species, secrete farnesol as their main QS 
molecule. Therefore, targetting three main QS molecules as molecular biomarkers: AHLs, AI-2, 
and Farnesol provide infectious aetiology with an appropriate decision algorithm (i.e. Gram+ 
bacteria, Gram- bacteria, or Fungi induced sepsis) (Figure 2.15A). 
 
These signaling molecules involved in bacterial communication can serve as biomarkers for the 
diagnosis and management of bacteria-related infections, and their detection in clinical samples 
by employing analytical techniques is clinically relevant. Common techniques to detect quorum 
sensing molecules comprise different bulky, low throughput and tedious analytical chemistry 
approaches (i.e. GC-MS, HPLC-UV, LC-MS-MS…) that require time and personnel and high 
resources environments. Therefore, their detection in blood is a problem seeking for 
technological solutions. 
 
Interestingly, cell-based biosensors have already been described and employed as cheap, portable 
yet accurate QS molecule detection systems545 546. However, they have remained at an engineering 
state that cannot accommodate clinical requirements, portability, ease of use and robust and 
reliable biosensing. Therefore, this project proposes to engineer autonomous, expert and 
integrated bacterial biosensing platform for early sepsis diagnosis. It aims at rewiring the QS 
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machinery to our previously developped bactosensor platform, to provide an opportunity to use 
QS molecules as biomarkers of sepsis. In addition, we propose to program bactosensors to 
integrate an appropriate differential diagnosis algorithm capable of discriminating between all 
possible infectious aetiologies.  
 
In the first part of our project, we aimed at repurposing natural QS machinery from different 
species in an engineered bacterial chassis (i.e. E. coli), and evaluate the feasibility and relevance of 
the project in terms of (i) QS molecules biosensing capabilities in clinical samples, and (ii) 
avalaibility of robust parts and prototyping design. 
 
 
 

 2.5.3 Preliminary results 
 
 
To evaluate the medical analytical capabilities of engineered QS systems, we first focused on 
Gram- bacteria biosensing systems, which are the most common infectious cause of sepsis. In 
other words, as a proof-of-concept preliminary study, we asked if it were possible to use 
bactosensors to detect relevant QS molecule in clinical samples. For this purpose, we reasoned 
that achieving a sensing system with largest AHLs specificities would enable to detect the various 
chemical ranges of AHLs, since Gram- bacteria are known to secrete molecules with various acyl 
lengths (i.e. C4 to C12, along with other chemical modifications such as oxo modifications).  

From a molecular perspective, quorum sensing systems comprise a two-gene (i.e. an autoinducer 
synthase protein (“I”) coupled to a receptor protein (“R”). In other words, the receptor protein 
coding gene, which is a QS molecule conditional transcriptional activator of a specific promoter, 
can be cloned into a chassis strain to achieve QS conditional expression of a synthetic construct. 
This works for freely membrane penetrating QS molecules, such as AHLs and Farnesol, but also 
for AI-2 which is actively transported via a specific transporter in E. coli.  

This required manipulating different QS machineries from different bacterial species, which had 
to be transferred and cloned in E coli vectors. Moreover, it necessitated using in an E. coli chassis 
strain which is QS silent, bearing  a deletion in the luxS system used to synthesize QS molecules 
(JW2662-1: ΔluxS768)547. For reporting, we used luminescence to achieve best detection limits via 
the luxCDABE operon from V. fischeri. These constructions, pSB401, pSB536 and pSB1142, 
beared respectively: LuxR from V. fischeri (best sensitivity for C6-C12 AHLs), AhyR from A. 
hydrophila (short chains AHLs), and LasR from P. aeruginosa (long chain AHLs)548 549 550. 
Additionaly, constructions bearing the QsR system from P. aeruginosa, and the LsR system from 
E. coli, which are natural Farnesol and AI-2 sensing systems, respectively, are under construction. 
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Figure 2.15: Sepsis diagnosis through bactosensors mediated QS biosensing. (A)  Left: Sepsis aetiology related 
to bacterial species, their clinical frequency and QS molecules secreted in each case. Right: Abstract Boolean 
representation of a classification algorithm giving acess to infectious aetiology from 3 input QS molecules (B) 
Analytical limits of detection (LoD) were calculated using triplicate dose response measurements for each plasmid 
construction in each context (QS molecule spiker water, urine or seum), according to definition from Armbruster et al. 
(LoD = meanblank + 1.645(SDblank) + 1.645(SDlow concentration sample). AHLs were dissolved in acetonitrile before 
appropriate dilution in 100 µl Azure medium with log phase culture of engineered bacteria. We incubated for 2 hours 
at 25°C under agitation before measurements (C) Design prototype of integrase based recombinatorial logic to 
implement the decision algorithm. As discussed in previous sections, Farnesol, AHLs and AI-2 sensing modules can 
be engineered to accurately couple to expression ofPhiC31, BxB1 and TP901 integrases, which will exert their action 
on the logic register before reporting. 
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Using these constructs, we performed quantitative assays in AHL spiked water, urine or serum, 
and measured dose response curves as depicted in Figure 2.15B. We then calculated limits of 
detection obtained for each QS systems, molecules and sample type. We found that we could 
obtain a wide range, near nanomolar detection of all types of AHL in clinical samples. These 
sensibilitites are indeed well adapted for clinical biosensing since pathological concentration of  
AHLs have been previously described from the nanomolar to micromolar range551. These AHLs 
bionsensing systems are thus valid to be rewired to the bactosensor platform. In addition, we 
obtained very interesting reponse kinetics, with measurable outputs already present after 30 
minutes. In the perspective of sepsis diagnosis, this is extremely interesting since current gold 
standard methods require cultivation times reaching 24 to 48 hours, which constitutes one of the 
most important drawback affecting patient management.  

Next, we now aim at measuring AI-2 and Farnesol biosensing systems to evaluate their analytical 
capabilities. Unfortunately, the limits of this thesis did not allow for AI-2 and Farnesol biosensing 
modules to be built and tested. For this purpose, the same experimental plan as for AHLs will be 
carried out. 

Then, reasoning with the same bactosensors archirtecture as before (i.e. supported by digital 
amplifying gene switches and logic gates), we are aiming at building prototype plasmid 
constructions recapitulating the diagnostic algorithm depicted in Figure 2.15A. Briefly, we will 
build sensing modules, namely AHL controller-BxB1 integrase (concatenated AhyR, LuxR, LasR 
systems), AI-2 Controller-TP901 integrase (LsR system), and a Farnesol controller-PhiC31 
integrase-RFP (QsR system) (See Annexes for plasmid maps). These sensing modules will be 
engineered as previously described to exert an action on coupled logic registers and reporting 
modules (Figure 2.15C). 

If successfull, we envision that we could evolve the sepsis biosensors towards a multiplexed 
Boolean integrase Logic device, capable of coordinating the full decision algorithm, as depicted in 
Figure 2.15. To these aims, plasmid constructions are underway and should yield results in a 
forseeable future. As precendently, we have yet to evaluate robustness and reliability towards a 
clinical format. 
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2.6 Conclusion and discussion 

 

The past decade has witnessed the development of innovative biodiagnostic technologies and 
biosensor approaches, promising a new era of fast, versatile, easy-to-use, and reliable point-of-
care diagnostic devices91. However, within the biosensing device family, cell-based biosensors 
(despite their potential) have not been able to be translated into real-world clinical applications. 
Here, we bring bacterial biosensors closer to medical application by addressing some of the 
limitations that have hindered their translation to the clinics.  
 

As a prototype, our system 
demonstrates that digital amplifying 
switches and logic gates can overcome 
several typical problems faced in the 
clinical application of traditional (i.e. 
simple promoter-reporter circuits) cell-
based biosensors: low signal-to-noise 
ratios, partial inhibition of the sensor by 
the samples, and logic processing of 
multiple biomarkers signals. Digitalizing 
along with amplifying and multiplexing 
signal detection improved sensitivity, 
mediated sharp response profiles, and 
offered an all-or-none response based 
on a pathological biomarker threshold 
(The strategy we describe here should 
thus support the engineering of fold 
change detection453 in a synthetic gene 
circuit). This strategy also enabled the 
implementation of user-defined decision 
algorithms, which can be used to design 
expert living diagnostics. Moreover, 
digital switching provided constant 
outputs and dynamic ranges irrelevant 
of the control signal and greatly 
facilitated clinical assay standardization 
and high-throughput measurements. In 
addition, transient signals (glucose) that 
are undetectable in endpoint assays 
using conventional cell-based biosensors 
were detected and stored using our 
system. This long-term data storage 
property enables diagnostics tests to be 
performed and results stored for several 

Figure 2.16: Potential modalities of bactosensor based diagnosis 
and composability of integrase based logic for the development 
of decision-making tests. (A) Performing a diagnostic test using a 
medical algorithm based on synthetic cellular consortia where the 
detection, computation process and outputs are distributed over 
multiple engineered cells. Different consortia of bactosensors are 
encapsulated in beads each with a specific sensor module and a 
transcriptor producing a specific output. One drawback of this 
approach would be the limitation in number of outputs that can be 
discriminated. (B) Performing the same test using a medical algorithm 
based on concatenated Boolean Integrase Logic gates where the 
detection, computation process and the output generation is confined 
within one type of engineered cells (unicellular). This approach is 
limited by the number of available integrases. (C) Multiplexing with 
different medical algorithms using a hybrid approach: multicellular 
consortia of concatenated BIL gates. This approach enables the 
construction of more complex algorithms for different detection 
purposes. (Bk: biomarker) 
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months under harsh conditions. Last, we have provided a quantitative framework to evaluate the 
function and robustness of cell-based biosensors in clinical samples. Furthermore, from the 
success of this work, I envision that bactosensors could support a systematic programming 
framework for various biodetection agendas (Figure 2.17). 

 
However, several hurdles still need to be overcome to 
achieve full translation of cell-based biosensors into clinical 
applications. First, methods to engineer new sensing modules 
tailored to detect ligands of interest are lacking. Current 
research efforts focus on mining databases for transcriptional 
regulators that respond to various biological signals and 
engineering tailored ligand-responsive RNA switches or 
transmembrane receptors109 201 552 553. Recent encouraging 
successes suggest that we will witness significant progress in 
this field in the near future. Multiple sensors that specifically 
respond to clinically relevant biomarkers could then be 
connected to Boolean integrase logic gates to perform 
multiplexed biomarker detection and analysis in clinical 
samples. Using logic in this setting could not only provide 
with delocalized expert decision systems, but also increase 
the scale of measurement compared to a set of parallel single 
input bactosensors (Figure 2.16). Second, response times of 
bactosensors can be too long for clinical assays. For example, 
here we measured signal after 18-hour incubations and were 
able to detect an interpretable output response after 4 to 5 
hours (Figure 2.13). Given the current response time of our 
assay, it is thus unlikely to compete with test strips for the 
detection of glycosuria. Further work should thus be devoted 
to obtaining the shorter response times needed for diagnostic 
tests, for example, by interfacing our sensors with electronic 
devices or engineering circuits that rely on post-translational 
signaling (such as protein phosphorylation).  

 
 
 

Nevertheless, whereas long measurement times are not 
compatible with timely diagnosis for certain applications (e.g. 
toxicological emergencies), our system would still be relevant 
for addressing certain medical questions that require less 
urgent results such as large-scale population screening, 
monitoring of chronic disease evolution, or companion 
diagnostics.  

 

Figure 2.17: Conceptual workflow for the 
systematic development of medical 
bactosensors. Clinical requirements and 
specifications for medical diagnosis consist of a 
set of selected biomarkers at concentration 
threshold specific of a pathology. Biomarkers 
detection requires the identification and 
characterization of specific sensor modules, in 
our case specific transcription regulators driving 
target promoters. Medical knowledge informs the 
choice of the medical algorithm embedded 
within a synthetic gene circuit also responsible 
for signal digitization, multiplexing of inputs, and 
memory. The bactosensor is then constructed, 
and analytical performance is evaluated and can 
be refined and optimized before being tested in a 
clinical context. The process leads to a preclinical 
prototype. 
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From a broader perspective, our work could be a stepping stone toward future applications that 
use living cells to perform in vivo diagnostics coupled with in situ synthesis and delivery of 
therapeutic molecules. Interestingly, it could offer new avenue in the emerging field of intelligent 
theranostics and probiotics. For instance, bactosensors could offer novel biosensing platforms to 
perform monitoring of pathologies or coordinate therapeutic interventions in situ in the human 
gut, in the form of programmable probiotics. While this approach has already been described, a 
transcriptor based platform would provide with drastically new capabilities compared to previous 
studies relying on high metabolic cost gene circuits, or on transcriptional or post-translational 
memory41. 

Last, although this study addresses robustness and standardization issues essential for 
commercialization approval, regulatory and safety concerns regarding the use of engineered living 
organisms in the clinics remain, and societal and ethical questions must be addressed before such 
agents can be effectively used in the clinic554 (Figure 2.17). All switches, logic gates, and uses 
demonstrated or disclosed herein have been contributed to the public domain via the BioBrick 
public agreement (https://biobricks.og/bpa). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

https://biobricks.og/bpa
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2.7 Materials and methods 
 
Study design 
Our goal in this study was to investigate the use of recently developed digital amplifying genetic 
switches and logic gates to bring the performance of cell-based biosensor closer to clinical 
requirements. In particular, we wanted to assess whether digital amplifying switches could 
overcome typical problems faced in the clinical application of wholecell biosensors, such as low 
signal-to-noise ratios, partial inhibition of the sensor by the samples, and logic processing of 
multiple biomarker signals. Using glycosuria as a model system, we aimed at demonstrating the 
detection of an endogenous clinically relevant biomarker in a clinical setup using samples from 
diabetic patients. We developed a technological platform that was used to build several 
biosensors capable of detecting various biomolecules. To this aim, we use synthetic biology 
principles (including standardization and modularity) and provided a method to couple new 
detection sources to our system. The gates are fully modular (that is, the logic can be easily 
altered by changing the target DNA sequence for the recombinases) (See Figure S2.1). To 
evaluate the robustness of our system and its functionality in clinical samples, we used serum and 
urine pools from healthy individuals as well as urine samples from healthy individuals and 
diabetic patients. Regarding collection of clinical samples, nonpathological (control) and 
glycosuric (diabetic) urine samples were obtained from the Department of Endocrinology of the 
Lapeyronie Hospital, Montpellier, France, under the supervision of E. Renard. Individual 
informed consents were obtained from the patients and control individuals. Glycosuric urine 
samples were collected from 10 newly discovered, non-stabilized, were obtained from the 
Etablissement Français du Sang, Montpellier, France. Serum was heat-inactivated by incubation 
in a 56°C bath for 30 min. Serum and urine samples were stored at −80°C before use.  
 
Molecular biology 
Constructs used in this study were cloned using standard molecular biology procedures or one-
step isothermal assembly518. All enzymes were purchased from New England BioLabs (NEB). 
PCRs were performed using the Q5 PCR mastermix (NEB, 1-min extension time per kilobase). 
Most primers were generated using J5 (j5 DNA Assembly Design Automation Software555; 
http://j5.jbei.org). Primers were purchased from Eurofins Genomics and IDT (Carlsbad, USA). 
Detailed information and plasmid maps, primers, and Gblocks sequences can be found in the 
Supplementary Materials. Boolean integrase logic GFP Boolean integrase logic gates and 
pBAD/pTET plasmid constructs used in this study come from previous work458. XOR, AND, 
NOR, and NAND gates were then modified by Gibson assembly to replace GFP with mKate2. 
 
Library design, construction, and screening 
To obtain functional synthetic networks, we needed to finely tune gates operation so that 
translation levels of integrases match relevant clinical dynamic ranges for our application. To 
introduce diversity within integrase expression cassettes, we built combinatorial libraries of 
pCpxP and pYeaR promoters driving expression of integrase TP901 and BxB1, by using primers 
(JB587, JB588, with G1005) and randomizing (i) RBS (4096 variants), (ii) RBS and initiation 
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codon (8192 variants), and (iii) RBS, initiation codon, and SsrA tag (AXX) (1,179,648 variants). 
Effective randomization at specific positions was achieved using degenerated primers, and 
amplified fragments were cloned in a medium copy plasmid (J64100, chloramphenicol resistance). 
The library was then electroporated in DH10B electrocompetent E. coli (Life Technologies) and 
plated on chloramphenicol plates. After overnight growth, ~8000 colonies per library were 
counted. The libraries were grown overnight at 30°C in 10 ml of LB with chloramphenicol and 
mini-prepped. The libraries were then transformed into a chemically competent screening strain 
containing an episomal XOR-BCD-RFP logic gate. To isolate NOx-responsive switching clones, 
the pYeaR library cells were plated, and 600 clones were picked and induced overnight in 400 ml 
of LB with chloramphenicol with 10 mM NOx. Clones were then screened using a plate reader 
by measuring RFP fluorescence levels. Different clones switching after induction were kept for 
further investigation, yielding controller 1 and controller 2. To obtain controller 3, the TP901 
fragment library was cloned in pYeaR_J64100, the library was cotransformed with XOR-RFP 
gate and induced with 10 mM NOx, and 400 clones were screened using a plate reader. To isolate 
glucose-responsive switching clones, the pCpxP-BxB1 library was cotransformed with XOR-RFP 
gate and sorted using a FACSAria (BD Biosciences): on a first sort step, constitutively switching 
cells were discarded and the remaining clones were kept and then induced in LB medium 
containing 0.5% (w/v) glucose for 6 hours. After induction, cells were washed and grown in 
fresh LB medium overnight at 30°C. On a second sort step, switching cells (~1000 clones) were 
kept, and nonswitching cells were discarded. One pCpxP-BxB1 controller clone was finally kept 
for use. 
 
Beads assay 
To test the operability of bactosensors in PVA/alginate beads, beads were inoculated in 300 ml 
of culture medium with or without inducer, or urine from patient diluted at a ratio of 1:4 in 
culture medium for a total volume of 300 ml in a 96-well plate. After 24 hours of incubation, 
fluorescence was read using a synergy H1 plate reader (more details on encapsulation of bacteria 
in beads can be found in the Supplementary Materials). We concomitantly tested these urines 
from nonstabilized diabetic patients using the Siemens Multistix 8 SG reagent strip according to 
the manufacturer’s protocol. 
 
Cell culture and data collection 
We used E. coli DH5aZ1 and B. subtilis 168 1A1 for all measurements. Cells were cultivated with 
shaking at 400 rpm and grown for 18 hours at 25°, 30°, or 37°C, in either Azure Media 
(Teknova) or LB phosphate buffer adjusted to pH 7. Antibiotics used were carbenicillin (25 
mg/ml), kanamycin (30 mg/ml), and chloramphenicol (25 mg/ml) (Sigma). D-Glucose, nitrate, 
L-ara, and aTc (Sigma) were used at final concentrations of 0.5% (w/v), 0.1 M, 0.5% (w/v), and 
200 ng/ml, respectively. Cells were streaked from a glycerol stock, and then one clone was 
inoculated in 5 ml of LB with carbenicillin and/or chloramphenicol and grown overnight at 
30°C. The cells were then diluted at a ratio of 1:200 and grown for 6 hours at 30°C until an 
optical density (OD) of ~0.5. The cells were then back-diluted at a ratio of 1:100 into 1 ml of 
azure medium (Teknova) and diluted with urine or serum, induced with 0.5% (w/v) ara, aTc (200 
ng/ml), 0.5% (w/v) glucose, or 10 mM NO3−, and grown for 18 hours at 25°C in 96 DeepWell 
plates. The next morning, the cells were put on ice, and we measured RFP/GFP fluorescence 
levels (588ex/633em, 485ex/528em, respectively) and OD600 using a synergy H1 plate reader 
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(BioTek) and a Beckman Coulter FC 500 flow cytometer recording 50,000 events per sample. 
Events were gated on forward and side scatter to exclude debris, dead cells, and doublets. The 
overnight growth, back dilution, and measurement procedure were performed three times on 
separate days in triplicates. Measurements for each data point were normalized using a reference 
promoter (BBa_J23101) driving expression of sfGFP (low-copy plasmid pSC101 origin with 
chloramphenicol resistance). For functional and genetic memory experiments, cells were 
cotransformed with pTET/pBAD dual controller plasmid and AND-BCD logic gate plasmid, 
and induced overnight at 25°C with 0.5% (w/v) ara and aTc (200 ng/ml), in 300 ml of urine, 
serum, or Azure medium in p96 plates. The plates were kept for 8 months at 4°C. Plasmid DNA 
was then recovered by scrapping and dissolving the dry cellular residues of cells in phosphate-
buffered saline, and extracted using QIAamp (Qiagen) kit. We used specifically designed primers 
(attL/attR Bxb1 or TP901) to PCR-amplify the recombined targets. For Sanger sequencing 
experiments, the gate plasmid DNA was amplified using primers G1004 and G1005, and the 
PCR product was sent for sequencing.  
 
 
Data analysis and statistics 
Experimental values are reported as means±SD. All experiments were performed at least three 
times on different days and in triplicate. Data, statistics, graphs, and tables were processed and 
generated using MATLAB (MathWorks), SigmaPlot (Systat Software Inc.), and the R with 
ggplot2 package. Flow cytometry was performed using an FC 500 (Beckman Coulter Inc.), and 
data were analyzed using FlowJo and Flowing Software (Turku Centre for Biotechnology). We 
used RPUs to integrate into clinical measurements an in vivo internal standard for bactosensor 
operation and signal generation (45). For signal amplification experiments, amplification was 
quantified by the gain defined as the 10log ratio between the fractional change in the output 
signal GFP and the fractional change in the input signal RFP. For receiver operating 
characteristic analysis, a set of 27 measurements performed in nonpathological urine were 
compared to 27 measurements performed in urine containing 1% glucose. See the Supplementary 
Materials for details on calculations. 
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2.8. Supplementary Materials  

 

 2.8.1. Molecular biology 

pYeaR/pCpxP measurement plasmids 
PYeaR-GFP and pCpxP-GFP measurement plasmids were built from Gblocks (containing 
pYeaR/pCpxP promoters and RiboJ flanked with Biobrick suffix and prefix) purchased from 
IDT ((Carlsbad, USA), and PCR amplified using primers G1004 and G1005. These fragments 
were then cloned in j64100 plasmids (bearing chloramphenicol resistance and ColE1 origin of 
replication) using Biobrick assembly standards (BBF RFC 10). Then, these constructs were PCR 
amplified using primers AC_00A/AC_00B and ligated by Gibson Assembly with previously 
amplified GFP fragment using primers AC_00C/AC_00D, to generate pYeaR-GFP and pCpxP-
GFP measurement plasmids.  
 
Boolean Integrase logic Gates plasmids 
XOR, AND, NOR and NAND gate458 were cloned upstream mKate instead of GFP. The gates 
were amplified using primers AC_00E/AC_00F, and a mKate2 fragment was amplified with 
primers AC_00G/AC_00H. The amplified fragments were then ligated by Gibson assembly. 
 
Signal amplification measurement plasmid: pYeaR-BxB1_CT1-RFP 
Controller 1 pYeaR-TP901 switching clone was PCR amplified using primers AC_001/AC_002, 
and a TP901_RFP fragment was amplified using #534_dual controller_RFP as a template458. 
These two fragments were then ligated by Gibson Assembly.  
 
Dual controller plasmid: pYeaR-TP901/pCpxP-BxB1 
Controller pCpxP-BxB1 plasmid was PCR amplified using primers AC_005/AC_006, and a 
pYeaR-TP901 fragment was amplified using AC_007/AC_008 and pYeaR-TP901 controller as a 
template. These two fragments were then ligated by Gibson Assembly.  
 
Primers used in this study 
 
AC_00A TGTACAAATGATGATACTAGTAGCGGCCGCTGCAG 

AC_00B CGCATATGTATATCTCCTTCTTAAAAGATCTTTAAACAAAATTATTTGTAGA
GGCTGTTTCGTCCTC 

AC_00C TTGTTTAAAGATCTTTTAAGAAGGAGATATACATATGCGTAAAGGCGAAGA
GCTGTTCACTGG 

AC_00D CGGCCGCTACTAGTATCATCATTTGTACAGTTCATCCATACCATGCGTG 

AC_00E GGACATCGTTGATAATACTAGAGCCAGGCATCAAATAAAACG 

AC_00F CTTTAATTAATTCTGACATTAGAAAACCTCCTTAGCATGATTAAGATG 

AC_00G TGCTAAGGAGGTTTTCTAATGTCAGAATTAATTAAAGAAAATATGCACATG 

http://hdl.handle.net/1721.1/45138
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AC_00H TGCCTGGCTCTAGTATTATCAACGATGTCCTAATTTCGACGG 

AC_001 gtcgaaattaggacatcgttgataaTACTAGTAGCGGCCGCTGCAGtcc 

AC_002 aatatatacctcttaatttttactagttaCGACATCCCGGTGTGTAGCC 

AC_003 CACCGGGATGTCGtaactagtaaaaattaagaggtatatattaatgtcag 

AC_004 cggaCTGCAGCGGCCGCTACTAGTAttatcaacgatgtcctaatttcga 

AC_005 GGGAGGATTATAGATGGGAAAGGCAGAAATTACGTCATCAGACG 

AC_006 ttcCAACTCGCTACCGGTTAACTCTAGAAGCGGCCGCGAATTC 

AC_007 CTGATGACGTAATTTCTGCCTTTCCCATCTATAATCCTCCCTGATTC 

AC_008 CTTCTAGAGTTAACCGGTAGCGAGTTGgaattt 

AttL BxB1 TCGACGACGGCGGTCTCAGT 

AttR BxB1 TCAACCACCGCGGTCTCCGT 

AttL TP901 CATCTCAATTAAGGTAACTA 

AttR TP901 CGTTTATTTCAATCAAGGTA 

JB_587 GAATTCGCGGCCGCTTCTAGAGAAGCTTgcggctttcacacNNNNNNgctagcRTGAG
AGCCCTGGTAGTCATCCG 

JB_588 GAATTCGCGGCCGCTTCTAGAGAAGCTTgcggctttcacacNNNNNNgctagcRTGacta
agaaagtagcaatctatacacgagtatcc 

 
G-blocks used in this study 
 

pCpxP 

GAATTCGCGGCCGCTTCTAGAGaggcagaaattacgtcatcagacgtcgctaatccatgactttacgttgttttacaccccct
gacgcatgtttgcagcctgaatcgtaaactctctatcgttgaatcgcgacagaaagattTGCATGCATGCAAGCTGTCACCG
GATGTGCTTTCCGGTCTGATGAGTCCGTGAGGACGAAACAGCCTCTACAAATAATTT
TGTTTTACTAGTAGCGGCCGCTGCAG 

pYeaR 

GAATTCGCGGCCGCTTCTAGAGTTCCCATCTATAATCCTCCCTGATTCTTCGCTGATA
TGGTGCTAAAAAGTAACCAATAAATGGTATTTAAAATGCAAATTATCAGGCGTACCC
TGAAACGTGCATGCATGCAAGCTGTCACCGGATGTGCTTTCCGGTCTGATGAGTCC
GTGAGGACGAAACAGCCTCTACAAATAATTTTGTTTAACCCAAGCTTGGGTACTAGT
AGCGGCCGCTGCAG 

 
Maps of plasmids used in this study 
 
The reader is kindly referred to the annexes for graphical maps. 
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 2.8.2. Relative promoter units, signal gain amplification, and 
 thresholding calculation. 
 
 

We use Relative Promoter Units (RPUs) to integrate in clinical measurements an in vivo internal 
standard for bactosensor operation and signal generation517. The output signal is normalized to a 
reference signal accounting for the analytical performance of the bactosensor across changing 
contexts with a reference standard promoter (BBa_J23101). RPUs can be calculated as the ratio 
OD600 corrected fluorescence intensity of the measurement on the OD600 corrected 
fluorescence intensity of the reference promoter in the same conditions. 
 

 
 
Gain amplification calculation can be evaluated by changing the input signal intensity RPURFP 
to RPURFP + ΔRPURFP and measuring the response ΔRPUGFP in the output signal RPUGFP 
from its stationary value RPUGFP0. The amplification can be quantified by the gain defined as 
the 10log ratio between the fractional change in the output signal GFP and the fractional change 
in the input signal RFP. 

 
Threshold calculation for Figure 3C was achieved by fitting experimental points with a four 
parameter logistic equation. Calculated threshold were: 6.291.10-6M [3.29.10-6; 1.203:10-5] 
R²=0.9745, 3.617.10-4M [3.402.10-4; 3.846.10-4] R²=0.9991, 2.616.10-3M [2.954.10-5; 0.2316] 
R²=0.9975. 
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 2.8.3. Bacterial growth and viability measurements. 

B. subtilis 168 1A1 and E. coli DH5aZ1 transformed with reference promoter carrying plasmid 
(BBa_J23101) controlling expression of sfGFP (low-copy plasmid pSC101 origin with 
chloramphenicol resistance) were plated from a previous glycerol stock. One clone was 
inoculated in 5 ml of LB with carbenicillin and grown overnight at 30°C. The cells were then 
diluted at a ratio of 1:200 and grown for 6 hours at 30°C until reaching an OD of ~0.5. The cells 
were then back-diluted at a ratio of 1:100 into 1 ml of LB with antibiotics diluted with urine or 
serum and grown for 18 hours at 25, 30 or 37°C in p96 deepwell plates. The next morning, the 
cells were put on ice and we measured GFP fluorescence levels and OD600 using a synergy H1 
plate reader (Biotek). Then, 100µl of overnight culture were added to 100µl of PI solution 
(100µg/ml) and incubated for 5 minutes at room temperature prior to flow cytometry analysis. A 
death positive control was prepared by adding 900µl ice-cold ethanol (80%) to 100µl control 
bacteria, incubated 60 minutes at 4°C and then resuspended in 1 ml LB. We used a Beckman 
Coulter FC500 flow cytometer to measure GFP and PI fluorescence recording 50,000 events per 
samples. Events were gated on forward and side scatter to exclude debris, dead cells, and 
doublets. The overnight growth, back-dilution, and measurement procedure were performed 3 
times on separate days in triplicates.  
 

 2.8.4. Kinetics experiments 

One clone of a previously streaked glycerol stock was inoculated in 5 ml LB with antibiotics, and 
grown overnight at 30°C. The cells were then diluted 1:200 and grown 6 hours at 30°C, and 
diluted again 1:100 in 300 µl Azure medium with antibiotics with or without inducers (Glucose 
0,1M, NOx 0,01M) in a p96 microwell plate, and incubated at 30°C in a Synergy H1 plate reader 
with 250 cpm double orbital agitation. OD600 and GFP fluorescence were read every 15 minutes 
for 25 hours.  

 2.8.5. Bacterial cell encapsulation in hydrogel beads. 

Sodium alginate, polyvinyl-alcohol, boric acid, sodium sulfate and calcium chloride were 
purchased from Sigma-Aldrich, USA.  An overnight culture of bactosensors was diluted at a ratio 
of 1:200 in 20 ml LB and grown for 6 hours at 30°C until an OD of ~0.5. The culture was then 
centrifuged (3000g, 5min) and the pellet diluted in 25 ml of a mixed solution of PVA (10% w/v) 
and sodium alginate (1% w/v) in Azure medium with antibiotics and agitated 30 min at 30°C at 
400 rpm. Spherical PVA/alginate beads are produced by crosslinking with boric acid solution (for 
a short time to prevent damage to the immobilized bactosensor) and calcium chloride, followed 
by esterification of the PVA with sulfate for further strengthening. To change the poor gas 
permeability of PVA gels, sodium alginate is added to the PVA solution and the saturated boric 
solution includes calcium chloride for further crosslinking of the alginate. Later, this is removed 
by using the sulfate solution, to obtain a more porous structure allowing mass transfer of solutes 
inside the bead. The mixture was then loaded into a 20 ml glass syringe controlled by neMESYS 
syringe pumps (Cetoni, Germany), and dropped to form beads at a flow rate of 40µl/s into 200 
mL of boric acid (0.8M) and calcium chloride (0.2M) solution using a syringe needle (21 G) and 
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stirred for 30min. The beads were then removed and stirred in 200ml of sodium sulfate solution 
(0.5M) for 90 min. Beads where then washed in PBS and stored at 4°C in PBS before use. The 
average diameter of the beads obtained was ~2 mm. Fluorescent imaging of induced /non-
induced beads was performed using a Leica DMIL inverted microscope with a 40x lens with 
standard three filters cube. Beads appeared optically clear. We used a scanning electron 
microscope (HITACHI S4000 with 8nm resolution, Hitachi High-Technologies, Tokyo, Japan) at 
10kV to visualize the external and internal structure of the beads, previously fixed with ethanol. 
Photographs of beads were taken using a 5D MarkII camera with a Sigma 24mm/f1.8 Macro 
Lens. 
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 2.8.6. Population and single-cell measurements of 
 multiplexing Boolean Integrase Logic gates operation in 
 urine and serum 

 Figure S2.1: Population and single-cell measurements of multiplexing Boolean Integrase Logic gates 
operation in urine and serum. Operation of AND-BCD-GFP (A), NAND-BCD-GFP (B) and NOR-BCD-GFP 
(C) logic gates as controlled by the original dual controller plasmid at 25°C, at different dilution (0, 25, 100%) of 
human urine and serum in azure culture medium. We measured GFP fluorescence after overnight induction 
performed with arabinose (0.5% w/v, Bk1) and anhydrotetracycline (200ng/ml, Bk2). BCD: BiCistronic Design. 
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 2.8.7. Stability of genetic memory in clinical samples 

 
 

 
Figure S2.2: Stability of genetic memory in clinical samples (A) Long-term data storage within DNA and 
recovery using Polymerase Chain Reaction. Cells from were allowed to dry at 4 C° and kept for 8 months, after what 
they were analyzed by PCR with specific primers (B) Addressing the DNA register with Sanger sequencing. Dual 
controller and AND-BCD-GFP gate were co-transformed and induced with 0.5% w/v arabinose and 200ng/ml 
anhydrotetracycline and cultivated overnight in urine. Cells were then kept at 4°C. After 8 months, DNA was 
extracted, PCR amplified and sequenced. The outcome of the test is stored digitally in two distinct DNA registers. 
The non-induced control, compared to induced cells, doesn’t show recombination of integrase target sites attB in 
attR. 
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  2.8.8. Detailed single cell measurements and analysis. 

 

Figure S2.3:  Single cell measurement of promoters transfer functions in clinical samples.  
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 Figure S2.4:  Single cell measurement of switches transfer functions in clinical samples. 
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Figure S2.5:  Single cell measurements of Fold Change and Digitization Error Rate for promoters and 
switches. After measuring transfer functions for pYeaR and pCpxP promoters and switches at the population level 
using a plate reader, cells were analysed at the single cell level by flow cytometry. For each dilution of urine or serum, 
we applied a threshold maximizing the discrimination between induced and non-induced states, in terms of 
percentage of cells being GFP-positive (% ON). This enables us to plot the heat maps shown below the histograms. 
These flow cytometry data were used to determine the Digital Error Rate (defined as the sum of the number of cells 
in a false positive state and false negative state) as well as the fold change of median GFP fluorescence for switches 
and promoters. Note the augmentation of discrimination power in terms of fold change and error rate enabled by 
amplifying genetic switches. 
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Figure S2.6: Receiver Operating Characteristic (ROC) analysis for Bactosensor mediated 
detection of glucose in urine. (A) Dot histogram of data used for ROC analysis. b. ROC curve 
depicting sensitivity versus (1-specificity). A set of 27 measurement performed in non-pathological 
urine were compared to 27 measurements performed in urine containing 1% w/v glucose. Beads 
used for this assay consisted of bactosensors co-transformed with pCpxP-BxB1 controller and 
XOR-BCD-GFP. Cells were encapsulated as described. Beads were then incubated for 24 hours in 
urines. GFP fluorescence was read the next day using a plate read and normalized with beads 
entrapping cells bearing the reference promoter. (B) Using a cutoff threshold of 3.69 RPUs, the 
assay can be interpreted as an excellent test to discriminate between glycosuric and non-glycosuric 
urines. 



113 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



114 
 

 
 

 
 

 

Chapter 3 

Programming autonomous protocell biosensors 
via integrated synthetic biochemical circuits  

 
 
Some of the section below was adapted from a publication in preparation and a patent under application process, by 
Courbet and Molina. 
 
 

Abstract 
Biological systems have evolved powerful modules to sense molecular signals in their 
environment and inform their phenotypes accordingly. The field of synthetic biology has 
extensively exploited these capabilities through the genetic engineering of living organisms in 
order to process information and energy in useful ways. However, de novo design of high order 
functional assemblies of biological components such as synthetic protocells, can achieve 
comparable signal processing tasks, and thus interface biological information at the microscale. 
Here, we propose to rationally program protocellular biosensor systems we termed protosensors, to 
perform biodetection of clinically relevant biological signals. We develop an in silico and in vitro 
framework to systematically design and engineer robust protosensors that can be programmed to 
solve different problems. I report that protocells embedding synthetic biochemical reaction 
circuits are capable of digitization of space and molecular signals through membrane 
compartmentalization and enzymatic Boolean logic gates respectively. I engineer diagnostic 
protosensors integrating algorithms informed by medical knowledge to classify pathological states 
in clinical samples according to the presence of specific patterns of biomarkers. I then 
demonstrate that protosensors can be used to detect pathological glycosuria in the urines of 
diabetic patients. These next-generation biosensors with improved biocomputing capacity could 
enable novel approaches to medical diagnosis, and pave the way for a new generation of 
autonomous micromachines for the precise interfacing of complex biological systems, such as the 
human body or ecosystem environments.  

Ούδεv γάρ χρημα γινεται ούδέ απόλλυται άλλ' άπό εόvτωv χρημάτωv συμμίσγεταί τε καί διακρίvεται. 

For nothing comes into being nor perishes, but is rather compounded or dissolved from things that are. 

 

Anaxagoras, in Simplicius’ Commentary on Aristotle's Physics ~500 BC 
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3.1 Introduction 

 

Biological systems, ranging from molecular machines to high-order organism level, have evolved 
to sense, solve information processing problems, and act on their environment in the most 
optimized way. Translating these biological organizational principles into synthetic systems 
combining on-purpose biosensing and biocomputing, is of intense interest to advance both basic 
and applied in vitro synthetic biology and would provide with unprecedented tools for solving 
clinical problems556. Synthetic biology attempts to organize biological matter to process 
information and energy according to user-defined, useful specifications557. However, in the 
process of unveiling and exploiting organizational principles of biological structures, we are still 
much better at repurposing natural systems than rationally building de novo.  In this perspective, 
top-down synthetic biology has focused on the systematic engineering of synthetic gene networks 
from standardized and composable genetic parts that are then assembled in living organisms558. 
This approach has provided many useful devices and proven very valuable in the biomedical 
field, for example for drug production559, to develop smart therapeutics560 or innovative 
bioanalytic devices96. Considering the later, we previsouly discussed how cell-based synthetic 
biosensors can be engineered and employed as versatile, scalable and programmable tools to 
detect molecular signals for environmental or diagnostic purposes. Even though they proved as 
valuable devices capable of integrating medical expertise and providing smart analytical solutions, 
they still rely on the use of genetically modified living organisms, which poses ethical, 
evolutionary, ecological, and industrial challenges554.  

While I previously engineered bacterial biosensors with improved biosensing capabilities using 
integrase based digital amplifying gene circuits and logic gates, I believe that the bottom-up 
design framework as permitted by recent advances of synthetic biology is another key approach 
to the development of synthetic biological systems with useful properties. Recently, the bottom-
up engineering of cell-free molecular biological circuits has witnessed a dramatic growth in 
achievable complexity, modularity, and programmability561. Numerous studies have exploited 
nucleic acids or proteins to design molecular logic gates and biocomputing system either in vitro 
or in vivo39, and it has been reported that de novo designed synthetic peptide networks can mimic 
some of the basic Boolean logic functions of biological networks342 367. Although biochemical 
information processing has been extensively explored, advancing understanding about how to 
engineer in vitro robustness and predictability has remained a critical challenge. Biochemical 
circuits comprise intrinsic complexity and have thus been used less frequently than gene circuits 
to build synthetic systems. To date, no clear engineering principles and methodologies exist to 
design and build cell-free synthetic systems according to specifications. 

Living systems share the cellular organization as a common unit structure, which is analog to a 
complex bioreactor enclosed by phospholipid bilayer membranes. This structural anisotropy 
through compartmentalization of biochemical reactions is required to achieve complex behaviors 
and perform catalytic and information processing operation in order to exploit a specific 
medium. Alternatively, phospholipid vesicles have been widely used to serve as synthetic 
compartments, and their properties can be exploited to build robust and stable cells mimics, or 
protocells562. In addition, biochemical reactions constituted of enzymes and metabolites have 
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been fruitfully used to build circuits that mimic Boolean logic gates and achieve biosensing and 
complex signal processing449. Moreover, de novo synthetic metabolic pathways can be reassembled 
ex vivo from robust and well characterized components that can be isolated from naturally 
occurring biomolecular systems, reverse engineered or build with complete orthogonality. 
Further, integration of biological parts and modules can be accelerated through high-throughput 
experimentation and computer assisted design563 564. These circuits can be encapsulated within 
synthetic cell mimics to achieve space digitization and achieve efficient and multiplexed treatment 
of biological information. Here, we propose that protocells can be programmed to perform 
biodetection of disease associated biomarkers and biocomputing operations, and can be 
systematically generated with a robust framework to provide analytical solutions to specific 
clinical questions. The methodology relies on in silico design and accurate system prediction, as 
well as experimental production using robust microfluidic assembly methods. Here I demonstrate 
the feasibility of the approach by implementing a full diagnostic algorithm that discriminates 
between all acute metabolic complications of diabetes and achieves differential diagnosis. I 
provide experimental evidence demonstrating the technological validity, and the advantages and 
efficiency in clinical samples of this novel diagnostic approach for the diagnosis of human 
pathologies. 

 

 3.1.1 Protocells and bottom-up engineering of biological 
 systems 

 

Since Oparin’s or Schrödinger’s precious consideration on the nature of the living565 566, a vast 
scientific landscape of ever more detailed description of biological systems has emerged. If our 
exploration scenarios on the origins and nature of life have greatly improved, the formal 
understanding of nature, however, still remains incapable of facilitating a way to ab initio 
construction of life567. In fact, we are still much better at repurposing natural systems than 
rationally building de novo568.  
 
Later coined under the term protocell, the challenging approach consisting of fabricating artificial 
cells in the lab, has only been accepted as experimentally feasible in the past decade. Since the 
first extravagant description of protocellular systems569, various approaches have investigated the 
construction of synthetic cells in the lab, and although significant efforts have been made towards 
engineering information, metabolism and self-organization within synthetic vesicular cell mimics, 
it has failed to sustain autopoietic systems undergoing Darwinian evolution, which is a major 
hallmarks of life. Apart from achieving autopoiesis, which stands as a goal in itself, the synthesis 
of cell-like systems that could display context adaptation and computation capabilities is of 
tremendous interest from both fundamental and applied sciences. 
 
Cells are complex biochemical systems that constitute the building blocks of the living. They 
have evolved as autonomous, intelligent, adaptable and modular microscale machines, capable of 
managing energy and information to interface their environment and inform their phenotypes 
and genotypes accordingly. The underlying biochemical networks support their robust 
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functioning, through coordinated and cooperative dynamical molecular signal processing relying 
on a vast array of chemical and biological species, protein, metabolites, nucleic acids, which 
exploit chemical potential energy to function. Of particular interest, the cell membrane is a 
ubiquitous structure, which constitutes a thermodynamic boundary and supports the digitization 
of space and biological information/matter to achieve coherent decoupling of biochemical 
processes. Therefore, this structure requires intense scrutiny to build synthetic protocellular 
systems. In fact, one could define protocellular systems according to their vesicular nature and 
their biological information-bearing content. Amongst most described membrane material, 
authors have mostly used lipids386 398 570 571(i.e. the natural physical boundary of living cells, which 
remains the most widely used in protocell research), proteins572, as well as other inorganic base 
materials such as block copolymers409, polyoxometalates573, or silica574 with the intention of 
building protocellular systems. 

Indeed, protocells constitute a research field in itself, at the crossroads of in vitro synthetic 
biology, systems chemistry, systems biology, and bioengineering. The bottom-up synthesis of 
protocells represents a challenging but described as a reachable goal for synthetic biology, which 
is increasingly studied. Motivations to solving this complex problem have strongly simulated the 
advances of in vitro synthetic biology575, favoring a new technological era for the bottom-up 
manipulation of biological structures, since it has been proposed that a robust framework to 
achieve this goal relies on modular design from standard biological parts576 577. In addition, 
applying a bottom-up approach to build protocells module by module represents a novel strategy 
to explore the complexity of biological signaling networks. 

Having received less attention than in vivo synthetic biology, the greatest challenge is probably to 
explore the vast design space and specific configurations within which biological systems 
demonstrate complex behavior and emergent properties. However, novel methodologies, 
supported by computational design and high throughput and quantitative technologies, could be 
exploited to accelerate the cell-free synthesis of complex protocellular biochemical systems562. 

Although engineering self-replicative capabilities is still far, the perspective of building ab initio 
biological structures capable of displaying self-organizing behaviors such as signal processing, 
programmed decision making and bioactuation, is of considerable interest, notably for 
biomedicine where they could be used as microscale machines to perform diagnostics and 
therapeutic operations (Figure 3.1B).  
 
Considering the application of such systems, de novo construction of synthetic cell-mimics offer a 
vast engineering playground compared to re-engineered cells, which comprise unnecessary 
biological material imposing energetic burdens. Although the natural cellular chassis may provide 
certain robustness in specific environment, predicting the behavior of cells has limits that hamper 
practical application. Instead of using natural cells as the hardware to implement synthetic 
circuits, protocells can be built with a minimal and well characterized set of biochemical parts 
without putting a metabolic charge on the system, which makes them particularly amenable to 
predictive mathematical modeling, and thus ease the bottom-up construction which can be 
computer assisted. Moreover, they offer a better possibility of control on systems parameters, 
they minimize unintended cross-talks, and support easy quantitative analysis. Protocells and cell-
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free systems may thus constitute the future of applied synthetic biology, as they recapitulate most 
advantages of the living without the inconvenient. 
 
 

 3.1.2 Implementing biosensing  and biocomputing 
 operations using synthetic biochemical circuits 

 

After extensive studies of inorganic chemical reaction networks, in vitro synthetic biologists have 
now started to study how complex spatiotemporal behaviors can emerge from systems of simple 
biochemical reactions, from abiotic chemistry to life-mimicking functionalities. Since the first 
description of chemistry based reactive systems exhibiting complex behaviors, such as the 
Belousov-Zhabotinsky inorganic oscillator, pattern formation systems578, and the concept of the 
first molecular computers579, signal processing/computation with molecules at the nanoscale has 
evolved towards the use of biochemistry, which is probably the most efficient substrate for 
biocomputation.  

Living organisms have managed to adapt chemistry to their interest to achieve autonomy and 
decision making. As we have previously discussed, biological control mechanisms rely on sensors 
that integrate molecular information, and processors that treat the information to compute an 
appropriate response. Cells contain a wealth of inner biochemistry that provides a vast 
engineering playground to derive a vast range of synthetic circuits. The fundamental question for 
a synthetic biologist is then: how can one derive cell’s complex chemical reaction networks into 
modular circuits for biosensing and biocomputing?  

The first studies were interested by the in vitro reconstitution of natural biochemical circuits. For 
instance, the simple bacterial phosphorylative oscillator constituted by three proteins KaiA, KaiB 
and KaiC, was one of the first to be studied in vitro580. It was then showed that naturally occurring 
cell networks could be decomposed and reconstructed into simple regulatory motifs. Biochemical 
reaction mechanisms could be reengineered to carry out specific computational functions, such as 
logic gates and digital/analog circuits275 343 474, switches and memories581, neural networks23, 
universal Turing machines345, or noise filters582. The biochemical manipulation of molecular 
entities have also demonstrated other amazing proofs of concept, such as DNA biocomputers 
solving hard computational problems583 584 585. 

Nucleic acids have been widely used as standard parts for biochemical computing252. As I have 
previously discussed in Chapter I, they offer the advantage of being deeply modular substrates 
relying on precisely programmable sequence information. Nevertheless, protein and enzymes are 
the most ubiquitous and versatile computational elements used in cells586, and have the advantage 
to offer faster kinetics. Moreover, enzymatic circuits can be engineered through the 
straightforward assembly of synthesized post-translational biochemical components. 
 
Engineering programmable signal processing within biochemical reaction circuits requires a 
theory and motifs describing information-processing in biological macromolecules. Electrical and 
biochemical circuits bear some intrinsic resemblance: generators, transistors, resistors, capacitors 
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and wiring through selective molecular binding interactions. Therefore, synthetic biologists have 
intended to accommodate the traditional concepts familiar to electric engineering: modularity and 
standardization to adapt logical operator structures in order to achieve programmed biological 
information processing. In either equilibrium or non-equilibrium systems, similarly to electrical 
circuits energy consumption is a key property of biochemical information processing circuits 
determining specificity, dynamics, variability, signal amplification, and memory parameters587. 
Exploitable biochemical energy mostly relies on redox electron transfer gated by enzymes, which 
act as elementary molecular components (or biological transistors). Electrochemical potential in 
biochemical reactions and current flow in electronics indeed display interesting thermodynamic 
similarities if one compares subthreshold regime of transistor operation to an enzymatic reaction 
(Figure 3.1A). Following the analogy, a signal at some node of a circuit, voltage (or current) in 
electronic, would take the form of a presence of multiple copies of a particular species at one 
point of a biochemical circuits. Different biochemical reactions with overlapping substrate and 
product and operated by different enzymes can then be concatenated to achieve a circuit were a 
signal can be transmitted from input to output molecules. As a consequence, biological systems 
show interesting intrinsic properties such as ultra-low power signal processing, compared to 
equivalent silicium based devices, with 20 kT per biomolecular operation (i.e. corresponding to 
the hydrolyze of one ATP molecule), or approximately 0.8 pW of power consumption (10 ATP 
s−1)451.  

The synthetic biology framework consisting in bottom-up construction of biochemical systems 
from the assembly of standard parts is analogous to designing electronic circuits using standard 
modules. One way of achieving robust biochemical computation is to use high concentration of 
species, to stay far from stochastic phenomenon that appear in networks, and sources of noise 
that could be deleterious if not controlled properly. Digital signal processing in the form of 
Boolean algebra thus appears has a good choice to implement decision making algorithmic in 
biochemical circuits. This is supported by the fact that a framework to build such circuits already 
exists for electronics. A circuit processing biochemical information under the digital domain, 
requires the definition of YES and NO thresholds for concentration parameters, for instance for 
inputs and ouputs. NO values often identify with absence of input, and YES values to a 
continuous valuation of presence of the output. Concentration of circuits components depend 
on kinetic rates and one can optimize them to obtain digital processing of information. 
Nonetheless, other modes of operation have been described, somehow closer to natural signal 
processing, such as analog computation which is a wider form of the digital subset. In addition, 
concatenation of biochemical reactions can perform reliable hybrid analog–digital computation. 
Therefore, a circuit of macromolecules and the computation tasks it performs is encoded in 
topology and in the kinetic parameters ruling the interactions between components. 
Programming a biochemical circuit to display a user-defined behavior thus requires a complete 
specification of (i) the dynamic behavior itself (ii) topology and molecular architecture of the 
circuit (iii) a thermodynamic and kinetic description of the reactions. For instance, oscillatory 
networks can been designed de novo from knowledge on topological and kinetic parameters 
only561.  

 

 



120 
 

One can design biochemical circuits to integrate a catalytic activity or allosteric regulation that 
depends on or necessitate a specific molecular input biomarker. The possibility of designing 
circuits responsive to molecular triggers has thus prompted the coupling of biosensing with 
biocomputing. Synthetic biochemical circuits offer an unprecedented versatility in analytical and 
diagnostic applications since biochemical circuit-based solutions for information processing tasks 
can be derived in a systematic fashion (i.e. they are fully programmable).  

Figure 3.1: (A) Thermodynamic consideration and relation between electron and enzyme based devices to build 
control circuits from the bottom-up. Substrate and products and electron concentration, current flows and reaction 
rates, are analogous. Currents in a transistor, and reaction rates in a biochemical reaction, are exponential in voltage 
differences and Gibbs free energy differences (Adapted from Sarpeshkar474). (B) Protocell embedding a synthetic 
biochemical circuit comprising different enzymatic modules to perform biosensing and biocomputing operation. A 
protocell can be defined by its vesicular nature associated to biological information-bearing content. 



121 
 

Thus, the final ambition will be to develop a systematic framework to assemble abstract 
biochemical modules in large-scale circuits, interfacing the molecular environment and 
recapitulating any arbitrary logic operation with ever increasing precision and capabilities (until 
potentially achieving life-like behavior33). To this end, mathematical models and computer 
simulations are required, and the constant evolution of this field has recently proven increasingly 
powerful. 
 
 

 3.1.3 Computer assisted design and modeling for 
 bottom-up synthetic biology 

 

Converting design concepts to predicted results is a challenging task when facing the 
overwhelming complexity of biology. Therefore, the scaling up into increasingly complex 
biochemical circuits requires automated tools to assist design. It is interesting to point out that 
electronic design automation for instance, sustained the rapid and geometrical growth in size and 
capacity of electronic devices (i.e. Moore’s law)588. Following the analogy, the de novo construction 
of biological circuits and systems according to specifications, could be greatly supported and 
accelerated by computer assisted modeling, simulation, design, model checking, sensitivity and 
robustness analysis589 .  
 
During the last decade, systems biology has given major support to explore design principles 
linking biochemical circuits’ topology to biological processes of interest, since it focuses on the 
development of computer tools for modeling, simulation to understand complex biological 
systems588. The main reason that prevented synthetic biologists to identify robust configurations 
to implement within a configuration/parameter space in a biological systems to design, is the 
number of configurations that grows exponentially with the size of the system that need to be 
experimentally sampled. In silico simulation and model prediction assist in the design process and 
decouple the pace at which synthetic biochemical circuits can be constructed to solve specific 
biosensing and biocomputing tasks.  

The engineering of programmable circuits requires manipulable abstract entities. Composability 
in design is crucial to enable the construction of complex systems from the assembly of 
standardized biochemical parts. To this end, parts, modules, devices, systems are organized in 
hierarchies7, to enable rational concatenation at all levels, as well as the distribution of tasks to 
carry out in the design process. Computer assisted design tools optimize the efficiency and 
easiness of iterative steps, especially when supported by graphical user interfaces (Figure 3.2A). 
Crucial to this framework is the identification of standardized basic components that are fully 
characterized regarding their biophysic, thermodynamic and kinetic parameters. They can further 
be classified in easy accessible databases to speed up the design process and ease the model 
calibration. This approach is of major importance in synthetic biology, and proved outstanding 
capabilities for in vivo synthetic gene networks (see the BioBrick registry of genetic parts9). 
Likewise, the laboratory developed the hierarchical biochemical database CompubioticDB367 that 
stores robust biochemical parts and devices, which we are constantly refining and augmenting. 
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The design process properly begins with the formalization of systems specifications in 
mathematical terms, which is followed by an abstract implementation of the circuit using 
standardized biochemical parts. This design framework uses mathematical description, or models 
taking into account knowledge on biochemical parameters (either measured or assumed), that can 
be then used to compute and analyze qualitatively in silico the trajectory and behavior at the 
system-level. The process of making biochemical assumptions that will best account for reality 
(i.e. model fitting) is crucial since it will impact the reliability and precision of the predictions, 
while overly complex assumption will be deleterious to computation and optimization speed and 
efficiency. This step happens before in vitro implementation and enables to map the design space, 
and explore design alternatives.  

Design of a synthetic circuit then undergoes quantitative assessment of parameter and 
compositional space (i.e. initial concentrations, rate constants of enzymes…) to verify 
performance specifications. Lack of exhaustive characterizations in context for some biological 
parts often imposes successive phases of refinement and experimental agreement (goodness of fit 
with data) and theoretical iterations (Figure 3.2B). Correct parameters of the model are a crucial 
to obtain a predictive solution, but iterative optimization can facilitate this process. 

A comprehensive mapping of the input-output transfer functions and its sensitivity to the circuits 
composition is of utmost importance to reduce modes of failure, and  for the programing of 
biochemical circuits ensuring robustness (i.e. defined as the capacity for sustained and precise 
function even in the presence of structural or environmental disruption590). Model analysis often 
comprises sensitivity and robustness analysis. Sensitivity analysis is used to identify parameters 
source influencing the performance of the model when perturbed. It enables the estimation of 
the variation of performance under an admissible parameter variation. This analysis is very 
informative, particularly in cases where circuit model parameters are uncertain or assumptions are 
made with large variability. The capacity of different designs to undergo and sustain structural or 
dynamic perturbations without affecting their transfer function can be assessed through 
robustness analysis. This analysis can provide precious information for the design process. 
 

 
Figure 3.2: Computer-assisted design of synthetic systems. (A) Bottom-up engineering of biochemical circuits 
proceeds from formal specification of the systems behavior to in silico implementation and in vitro testing, with an 
iterative approach to design. (Adapted from Marchisio and Stelling591). (B) Iterative circle of system design to 
fabrication. 
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The design process requires modeling formalisms, which can be defined as the language in which 
the model is described. It recapitulates the circuit topology and underlaid mechanistic within a 
graphical description. The formalism’s mechanistic comprises the simulation method, which can 
be Boolean, deterministic, stochastic, agent-based or hybrid methods. This choice will condition 
the descriptive and predictive power of a specific formalism. Then, a modeling environment 
implements in silico a chosen formalism to simulate a biochemical system. Numerous software 
packages have been developed for systems and synthetic biology for this purpose, for instance 
COPASI592, CellDesigner593, or SynbioSS594,  as well as standardized exchange formats for models, 
such as SBML595 (Systems Biology Markup Language). 

The different steps of the process can be supported by various computational methodologies and 
type of modeling frameworks, such as most common deterministic and stochastic modeling. 
Deterministic model can describe biochemical systems using analytical equations (usually 
ordinary differential equations, ODEs or partial differential equations, PDEs) comprising 
numerical parameters describing molecular interaction, which values are certain. Therefore, the 
output is by definition exactly reproducible for a defined set of parameter values and initial 
conditions. Assuming spatial homogeneity, systems can be accurately predicted using ODEs. 
ODEs describe biochemical reaction, or mass balances (concentration) of species according to: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝐹𝐹(𝑁𝑁, 𝑑𝑑;  𝜃𝜃) 

where dX/dt is the rate of change of concentration of species X, X and N are vectors of species 
concentrations, θ is a vector of parameters, and F(N, t; θ) is a vector function that relates rates of 
change to concentrations596. Solving a set of equation describing the systems through dynamic 
simulation will provide with the time-dependent trajectories of the species concentrations in the 
model (Figure 3.3).  
 
Stochastic models use equations and parameters describing random molecular interactions 
between species and as such can account for fluctuations inherent to biological systems. This can 
prove valuable if one is interested by the exploration of noise propagation and influence on 
systems dynamics. A probabilistic equation is used to describe the probabilistic rate laws, such as 
the Chemical master equation or Stochastic simulation algorithm  (SSA) with the famous 
Gillepsie algorithm597 of each reaction between a population of interacting species. The 
assumption is that the biochemical system within a given time frame obeys rules of randomly 
interacting molecules under Poisson processes with the rate parameter λ proportional to the 
reaction rate. Thus, compared with deterministic models, SSA simulations manipulate discrete 
quantities.  

Both approaches may present advantages and inconvenient. However, fundamentally different 
conclusions about the long-term fate of systems can be reached depending on stochastic or 
deterministic models, as well as modeling continuous or discrete space598. ODEs offer an easiness 
of implementation, optimization and simulation, and are a good choice to perform extensive 
mathematical analysis on models, while stochastic methods usually require massive computation 
power. It should be noted however that stochastic models support closer to reality simulation 
since they take into account discrete molecular entities, compared to ODEs which process 
continuous values. Moreover, ODEs can show limits in the ability to capture certain dynamics or 
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even violate physical laws such as diffusion. This difference can lead to drastically different 
results at low concentration of species. Specialized for different agendas, these two approaches 
are complementary to study a biochemical circuit. However, they often require distinct input 
formats, which require conversion of the original models for compatibility. 

Below, I present and discuss the two software that we collaboratively developed, refined and used 
for the purpose of this study: HSIM368 599 600 (Hyperstructure Simulator, developed by P. Amar) 
along with its recently developed graphical interface NetDraw, and Biocham601 602  (Biochemical 
Abstract Machine, developed by F. Fages et al.). 

 

Figure 3.3: Example of a model of an enzymatic circuit mimic an AND Boolean Logic gate inside a protocell, and 
example of a deterministic ODE model describing its operation. 

 

 3.1.3.1 HSIM  

 

HSIM was initially developed to simulate the aggregation and dissociation of large molecular 
assemblies called Hyperstructures. HSIM is a versatile platform that we used in this study for 
qualitative and quantitative simulation of biochemical circuits encapsulated in protocells. It 
exploits two efficient simulation approaches: Stochastic simulation of chemical reactions and 
entity-centered (i.e. multi-agents) simulation. The stochastic simulation algorithm (SSA) is used 
with the assumption of spatially homogeneous solutions of reactants, while the entity-centered 
algorithm enables to take into account spatial heterogeneity in the model when the previous 
approximation is wrong. Regarding the computational resources, the SSA method shows a limit 
in the number of reactions it can simulate, whereas entity-centered simulations are limited by the 
amount of species it can manipulate. 
 
In entity centered simulations, each molecule is considered independently in their environment, 
where they are allowed to diffuse according to random walk defined by Brownian motion. The 
spatiotemporal trajectory of the system of interacting entities is then computed according to 
specific rules (i.e. parameters) and interactions within the volume (i.e. compartments) and other 
entities (i.e. biochemical reactions: formation or the dissociation of a complex, disappearance, or 
a change of type of molecules). 
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Figure 3.4: Algorithm that HSIM performs at each time step for each molecule defined as entities. 

 
The simulator is a stochastic automaton driven by reaction rules between molecules (Figure 3.4). 
HSIM manipulates biochemical reactions of two categories: unimolecular and bimolecular, while 
rare natural reactions of more than two reactants are reduced to a combination of bimolecular 
reactions. Unimolecular reactions describe molecules which can transition between a numbers of 
finite states with an associated probability. In the case of bimolecular reactions, two reactive 
molecules collide according to the mass action law, and a probability resenting the reaction 
kinetics is applied to yield products. 
 
HSIM can manage compartments and subcompartments of continuous space and is optimized to 
manage sizes ranging from small liposomes to eukaryotic cells (100nm-100µm). It allows for 
specification of compartment size, geometry, as well as permeability parameters characterizing 
the diffusion of species across a membrane of interest. 
 
HSIM keeps a real and discrete computer time record of molecules regarding their types, 
position, size and interactions. At each time step probability rules are applied to every molecule. 
The time step used (100μs) was optimized for a distance of 10 nm according to the average 
Brownian displacement of molecules observed for real cytosolic crowding. 
 
Apart from macromolecules, most metabolite molecules can be easily processed in a global way 
using the SSA algorithm (Gillespie stochastic method), since one can consider that the size will 
not impact Brownian diffusivity. The high copy number approximation for metabolites enables 
to treat them as statistically homogeneously distributed in the volume. HSIM can manage both 
entities and metabolites at the same time, by computing the average number of collisions and 
subsequent reactions at each time steps.  
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Below is an example of a HSIM input describing a model with a compartment and 
subcompartement and two types of molecules (metabolite and entity): 
 
title = "Compartment test"; 
geometry = 100:40; 
metabolite s, p; // s et p are small molecules 
molecule s, p; // s et p are small molecules 
display (s, p); 
diffusion (s) = 5e-4; // Permeability coefficient through the compartment membrane of 5.10-4 cm/s 
diffusion (p) = 2e-4; // Permeability coefficient through the compartment membrane of 2.10-4 cm/s 
compartment { 

geometry = 60:30+10+0+0; // length:diameter+x+y+z 
compartment { 

geometry = 40:20+0+0+0; // length:diameter+x+y+z 
} 

} 
init (1 µM, s); // Initial concentration of molecules 
init (500000, p); // Number of molecules 
 
metabolite s; // SSA 
E + s -> ES [0.2]; // Km = 1 mM 
ES -> E + s [0.05]; // p2/p1 = 0.25*Km. 
ES -> E + p [0.0325]; // k3 = 325 /s  
 
molecule p; // entity 
E + s -> ES * s [0.2]; // Km = 1 mM 
ES * s -> E + s [0.5]; // p2/p1 = 2.5*Km. 
ES * s -> E * p [0.325]; // k3 = 325 /s. 
 
 

 3.1.3.2 BIOCHAM 

 

BIOCHAM is a software environment developed for the modeling of synthetic biochemical 
systems. It comprises a rule-based language and a temporal logic based language and supports the 
simulation and analysis of boolean, kinetic and stochastic models and the formalization of 
qualitative and quantitative experimental knowledge of biological properties in temporal logic (i.e. 
Computation Tree logic (CTL), or Linear Time Logic (LTL)). It manages systems of biochemical 
reactions with molecular concentrations and kinetic descriptions, in the form of the SBML 
standard603. 
 
BIOCHAM automates the exploration of a parameter space to optimize and infers unknown 
model parameters for specific behavior formalized in temporal logic to systematically verify, 
analyze and optimize models using model-checking methodologies. 

It can perform robustness and global sensitivity analysis according to an evaluation function 
using violation degree of temporal logic formulae369. The violation degree represents the distance 
between the behavior of the perturbed system and a specified behavior formalized by a temporal 
logic formula. Biocham automatically computes by numerical simulation of deterministic or 
stochastic models an estimation of the robustness for dynamical properties and a large number of 
types of perturbations obtained. It introduced the notion of satisfaction degree of temporal logic 
formulae to measure the performance of a biochemical system. As a globally relevant measure of 
system performance, it permitted to broaden the scope of these methods, whereas previous 
models for synthetic and systems biology were focused on specific behaviors.  
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  3.1.4 Microfluidics for synthetic biology: methods for 
  protocell fabrication 
 

   3.1.4.1 Introduction 

 

Microfluidics is an area of science that studies the behavior and precise manipulation of fluids 
constrained by geometrical micrometric channels (i.e. corresponding to picoliter to nanoliter 
volumes). Microfluidics exploits the scaling effects of the microdomain to provide with new 
capabilities in biological engineering. In fact, system miniaturization gives the ability to enhance 
the control on biological fluids (in terms of speed, accuracy and efficiency) compared to 
traditional macroscale lab equipments and experimental methods604.  A flow transforms time to 
space, which provides with the ability to integrate different dynamic sequential steps, and exert 
biophysicochemical operations on the flow. Moreover, the main characteristic of a flow in a 
microchannel is to be laminar instead of turbulent, which favors highly predictable and 
controllable operations. Transport phenomena can thus be precisely controlled (i.e. mixing, fast 
thermal and mass transfers, concentration, surface tension, confinement). One of the strongest 
rationale concerns the integration of lab capacities into multifunctional microfluidic chips (i.e. 
lab-on-chip), capable of automated sample preparation, high-throughput, fast and parallel 
processing, increased reliability, protection against contamination and evaporation, low energy 
and reagents consumption605. In a sense, the motivation for using microfluidic systems is 
analogous to replacing discrete electronic components with integrated circuits. 

Importantly, microfluidic devices can be easily manufactured using well established 
methodologies that had been previously developed for microelectronic industries606. Additionally, 
soft lithography adapted to polydimethylsiloxane (PDMS, an optically clear polymer bearing 
interesting properties for biology such as gas permeability and non-toxicity) by Whiteside607, 
brought drastic improvement in microfluidic prototyping and accessibility as it opened the 
technology to non-experts in fluid physics608, and even towards in situ programmable formats on 
paper609. Moreover, CAD tools for chip manufacturing speed up the prototyping and transition 
from concept to realization (Figure 3.5). Microfluidics’ strongest impact has probably been on 
the analytical and quantitative biology performance610, especially high speed digital PCR611, 
structural biology612, genetic sequencing technologies613, or high throughput single cell screening 
of synthetic organisms614. 
 
However, as we will see this methodology also concentrates great capabilities for the streamlining 
of bottom-up synthetic biology design, for fine fabrication of synthetic biological structures such 
as the assembly of parts and devices as well as the quantitative assessment of systems to support 
iterative design. It provides a technology to tackle the two major challenges that hinder the 
progress of synthetic biology, namely the complexity and the biophysical variations of the 
biological systems. In other words, the highly resolutive environments that microfluidic offers for 
the control of biological fluids and parts provides with an unprecedented technological solution 
to achieve the major goals of synthetic biology. 
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               Figure 3.5: Straightforward framework for PDMS chip manufacturing: from concept to realization. 
 
 
Microfluidics-based in vitro compartmentalization and droplet-based microfluidics are highly 
promising tools for performing fast and high-throughput digitization of space and time, and 
massive parallelization of biochemical reaction. Particularly, macroscale methodologies to 
generate highly precise biomolecular assemblies such as synthetic biochemical circuits and 
protocells are inexistent. Thus, numerous studies have recently focused on the development of 
microfluidic solutions to intelligent encapsulation. In this thesis, I adapted microfluidic 
methodologies for accurate in vitro protocell programming.  
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   3.1.4.2 Theory: Basic microfluidic concepts 

 

In this section we will briefly describe the physics behind microfluidic devices operation, which 
we will later exploit to achieve protocell fabrication. 

First, one of the most important consequences of flow miniaturization is that fluid properties 
become controlled by viscous forces rather than inertial forces. This has major importance in 
microfluidics has we will describe below. This scale dependency can be represented within the 
dimensionless Reynolds number (Re), according to: 

𝑅𝑅𝑅𝑅 =
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑓𝑓𝑣𝑣𝑓𝑓𝑣𝑣𝑅𝑅𝑣𝑣
𝑣𝑣𝑖𝑖𝑅𝑅𝑓𝑓𝑑𝑑𝑣𝑣𝑖𝑖𝑖𝑖 𝑓𝑓𝑣𝑣𝑓𝑓𝑣𝑣𝑅𝑅𝑣𝑣

=
𝜌𝜌𝑣𝑣𝑖𝑖
𝜂𝜂

 

where ρ is density,  η the viscosity, v the characteristic velocity and l the characteristic length (i.e. 
the hydraulic diameter). Low Re values demonstrate a predominance of viscous forces, implying 
that the flow will follow strictly laminar behavior (streamlines constant with time) and absence of 
convection. Consequently, operations at this scale are highly reproductive and controllable. At 
high Re (i.e. ~1000) turbulence appears in the flow, for instance in macroscale tubing (e.g. river 
rapids). Under the microscale characteristic of microfluidic channels, Reynolds numbers are 
typically under 1. For instance, a Phosphate Buffer Saline solution at a flow rate of 1 µl/min in a 
channel of characteristic length of 10µm would give a Reynolds number of ~0.1. Therefore, all 
designs I describe and used in this thesis fall under laminar flow with Re<1. This is the definition 
of the so-called Stokes-flow. 
 
A second important property comes from the fact that at the scale of microfluidic flows, 
Brownian diffusion is not sufficient to fully mix fluids. As mixing will only occur due to 
diffusion, the Peclet number is another dimensionless measure that can be used to represent the 
ratio between advection and diffusion of a substance, according to: 

𝑃𝑃𝑅𝑅 = 𝑣𝑣𝑣𝑣
𝐷𝐷

                                𝑑𝑑² = 2𝐷𝐷𝑑𝑑 

where d is the distance a molecule travels according to Brownian motion, D is the diffusion 
coefficient, and t is the elapsed time. It is analogous to how far a molecule is carried versus how 
far it diffuses within the channel per unit of time. If mixing is required in microfluidic systems 
calculating the the Peclet number can prove critical. The length to achieve effective mixing is 
then given by: 

Δ𝑦𝑦 =
𝑣𝑣𝑖𝑖²
𝐷𝐷

= 𝑃𝑃𝑅𝑅𝑖𝑖 

However, efficient and fast mixing with low reagent consumption can be achieved using chaotic 
advection devices. Chaotic advection triggers the mixing in laminar regime flows via the 
continuous shear forces happening in concentrated solute volumes615. For instance, one of the 
most efficient designs for mixing is the staggered herringbone mixer which we incorporate in our 
design to achieve in situ assembly of biochemical circuits. 
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Further, fluid dynamics is governed by the Navier-Stokes equation, which applies to uniform 
viscous Newtonian fluids: 

𝜌𝜌(𝜕𝜕𝑑𝑑 + 𝑣𝑣.∇)𝑣𝑣 =  −∇𝑝𝑝 +  𝜂𝜂Δ𝑣𝑣 +  𝐹𝐹 

Were the first, second, third and last terms correspond to acceleration (inertia), pressure forces, 
viscous forces, and volumic forces, respectively. Now, considering a laminar fluid flowing in a 
microfluidic channel at the steady state, since there is no acceleration/inertia, and viscosity 
determines flow rate, one can reduce the equation to: 
 

0 =  −∇𝑝𝑝 +  𝜂𝜂Δ𝑣𝑣 
 
which demonstrates the balance between pressure and viscous forces. This consideration implies 
the mode of displacement of a fluid through microfluidic channels, which is strictly pressure 
driven flow, also called Poiseuille flow. The fluid is pumped through the device via positive 
displacement pumps (i.e. syringe pumps). This typically shows a parabolic profile characteristic of 
the Poiseuille Flow, with zero velocity at the boundary and maximum velocity in the center of the 
channel (Figure 3.6). One can then derives the Hagen-Poiseuille’s equation, which relates 
pressure drop to volumetric flow rate in a channel, for viscous and incompressible fluids in 
laminar regime (fully satisfied in microfluidics devices): 
 

𝑄𝑄 =
𝜋𝜋𝑓𝑓4Δ𝑝𝑝

8𝜂𝜂𝜂𝜂
=
Δ𝑝𝑝
𝑅𝑅ℎ

 

where Q is defined as the positive flow rate for the flow from microfluidic inlet to outlet 
channels, Rh the hydraulic resistance, L is the length of the channel, R is the radius of the 
channel, and Δp is the pressure drop through a channel. Interestingly, the Navier-Stokes 
equations reduce to a simple analog of Ohm’s law, in the form: 

Δ𝑃𝑃 = 𝑄𝑄𝑅𝑅ℎ 

 

This relation allows the easy determination of flow rate in a microfluidic chip from external 
pressure and channel resistance. Rh can be deduced from the dimension of the channel. For 
cylindrical channels, Rh is given by the Hagen–Poiseuille equation according to: 
 
 

𝑅𝑅ℎ =
8𝜇𝜇𝜂𝜂
𝜋𝜋𝑓𝑓4
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However, most chips have rectangular features, which require the use of a somehow more 
complex equation: 

𝑅𝑅ℎ =
12𝜇𝜇𝜂𝜂
𝑤𝑤ℎ3
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Which fortunately can be reduced to a working equation when using chips with high aspect size 
ratio of channels (w>>h, for example 5 µm high with 100µm wide channels): 

 

𝑅𝑅ℎ =
12𝜇𝜇𝜂𝜂
𝑤𝑤ℎ3

 

 

Therefore, the flow rates in a microfluidic chip can be deduced in a straightforward manner, 
using methods analogous to electrical circuits. The analogy between fluidic and electric circuit is 
indeed quite intuitive, where the molecules of fluid are analogous to electrons. This has practical 
applications for the experimentalist, as it can be straightforwardly used to manipulate 
flow/pressure relation in the microfluidic chip (Figure 3.6). 

 

 

Figure 3.6: Basic microfluidic concept and useful analogy with electronics (Table adapted from Biral616) 

 

 



132 
 

Last but not least, microfluidics is ruled by surfaces, meaning surface tension dominates over 
other forces. In the case of this thesis, this consideration is of outmost importance since the 
physical phenomenons involved with protocell formation are ruled by surface tension (as all 
droplet based microfluidics). The so called Capillary number (Ca) is then used to represent the 
relative magnitude of viscous forces versus surface tension acting at the interface between two 
immiscible fluids. Like the Reynolds number, it is a dimensionless parameter that can be 
expressed as: 

𝐶𝐶𝑖𝑖 =
𝜂𝜂𝑣𝑣
𝜎𝜎

 

 

With η the viscosity of the dispersant fluid in which the droplets are dispersed, v the velocity and 
σ the interfacial tension coefficient between the two phases. Viscous stress can be regarded as a 
destructive force, whereas interfacial tension as a cohesive force. The capillary number enables to 
assess the cohesion of the droplet (i.e. increasing the Capillary number will increase the 
probability of droplet splitting). 

This also implies the Rayleigh-Plateau instability, which is the law explaining how a fluid stream 
tends to minimize its surface area, and thus will eventually break into monodisperse droplets. 
One can evaluate its importance from the Young-Laplace equation below: 

 

𝛥𝛥𝑝𝑝 = 𝜎𝜎(
1
𝑅𝑅1

+
1
𝑅𝑅2

) 
 
 
Where Δp is the pressure gradient, R1 and R2 are the principal radii of curvature. This describes 
how as a perturbation in the flow grows, the more important the curvature of the surface, which 
eventually leads to an increase in pressure gradient and final rupture and droplet formation. The 
surface tension acts as a gain on this surface shape perturbation, that is, the higher surface 
tension, the most probable and faster the flow breakage.  
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3.2 Operational principles, design and architecture of 
protosensors 

 

 3.2.1 Architecture and general functioning 
 

The protocells we describe in this work consist in vesicular synthetic biological systems which 
composition is programmed to achieve medical biosensing and biocomputing tasks when driven 
toward thermodynamic equilibrium. Similarly to cells, in our architectures the biochemical work 
necessary to support functioning (i.e. signal sensing, processing and output generation) originates 
from redox reactions. This useful potential biochemical energy is either brought during 
fabrication and stored as encapsulated electrons donors (such as NADH for example) or is 
extracted from energy rich molecular inputs (e.g. glucose).  

Protosensor architecture thus consists of biochemical synthetic circuits encapsulated within a 
phospholipid bilayer, which enables to digitize space through the definition of an insulated 
interior containing the synthetic circuit, and an exterior consisting of the medium to test (e.g. a 
human clinical sample). 

In this study, protocells designate specific types of vesicular compartment of biological size (also 
known as Giant Unilamellar Vesicles, GUVs ~10 µm), encapsulating a complex aqueous medium 
comprising the synthetic circuit. Although many types of protocells have been described 
regarding the nature of their membranes, they are generally composed of highly ordered 
amphiphilic molecules. These amphiphiles, for instance phospholipids or synthetic copolymers, 
comprise hydrophilic headgroups and hydrophobic chains, which can assemble into a bilayer. 
Orientation of hydrophilic heads in contact with the aqueous medium and hydrophobic chains 
with the interior in each layer is thermodynamically favored. The physicochemical properties of 
protocell membranes bilayers strongly depend on the nature of the amphiphiles, which will 
impact permeability, thickness, stability, or elasticity.  

Not all amphiphiles can sustain assembly into vesicles, and chemical structure has an important 
impact on membrane thermodynamics. The dimensionless packing parameter P represents the 
molecular shape of amphiphiles in solution, and rules the morphology of the corresponding 
assembly. It can be expressed as: 

 

                                                   𝑃𝑃 = 𝑣𝑣
𝑎𝑎𝑣𝑣

 

 
 

where v is the volume of the hydrophobic moiety, a the hydrophilic-hydrophobic interfacial area, 
and l the hydrophobic moiety length, as illustrated. In order to form stable bilayer and protocell 
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vesicular assemblies, P has to be ~1. In our study, we thus investigated the use of common 
phospholipids with appropriate packing parameter that have been widely used for protocells 
fabrication, namely Dimyristoylphosphatidylcholine (DMPC), Dioleoylphosphatidylcholine 
(DOPC), and Dipalmitoylphosphatidylcholine (DPPC).  

Importantly, in order to perform biosensing, protosensors require an exchange of matter and 
information between their interior and with the medium they evolve in. To this end, after 
encapsulation of synthetic circuits I perform a subsequent membrane modification step. I use an 
approach in which the phospholipid membrane is rendered selectively permeable to small organic 
molecules that serve as inputs for our systems, through the self-incorporation of α-Hemolysin 
transmembrane protein pores, which has a mass cutoff of 3 kDa570 (See Materials and 
Methods).  

 

 3.2.2 Programming in vitro algorithms for the 
 differential diagnosis of acute diabetes complications 

 

Our goal was to engineer medical protosensors capable of implementing in vitro diagnostic 
processes (i.e. diagnosing specific pathologies through the biodetection of patterns of 
biomarkers) formalized as Boolean functions, using synthetic biochemical circuits as a substrate 
(Figure 3.8A). For this purpose, we chose to evaluate the feasibility of integrating a clinically 
useful medical algorithm enabling to classify acute metabolic complications of diabetes, namely 
diabetic ketoacidosis, hyperglycemia hyperosmolar state, hypoglycemia and lactic acidosis 
(Figure 3.7). These disorders constitute medical emergencies, and are known to be associated 
with high medical and socio-economic burden and with an important mortality and morbidity. In 
addition, we also intended to implement a screening solution for the early onset of diabetes. 
Hence, not only this study addresses novel engineering concepts, it also tackles concrete clinical 
problems that are seeking solutions.  
 
These diagnostic processes are possible via the monitoring the presence of 5 different urinary 
biomarkers and the assessment of their specific concentrations and combinations in urine, 
namely: glucose, ketones, lactate, ethanol and nitric oxides (Figure 3.7). Therefore, we focused 
on implementing synthetic circuits capable of processing these specific inputs using simple 
Boolean operations. With this concrete proof of concept in mind, we also emphasized on 
developing a universal framework permitting systematic and versatile programming of 
protosensors for other agendas and pathologies. In fact, a large number of different protosensors 
could be programmed to answer multiple but specific clinical questions, in order to multiplex 
disease diagnosis in situ (Figure 3.8B).  
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Figure 3.7: Proof-of-concept diagnostic algorithm used in this study, and integrated within protosensors to 
achieve differential diagnosis of diabetes acute complications, and screening for diabetes. Diabetes 
associated acute complications, namely diabetic ketoacidosis, hyperglycemia hyperosmolar state, hypoglycemia and 
lactic acidosis, are clinical emergencies that represent a major health care burden associated with sever mortality, 
morbidity and frequent complications. Here we propose a diagnostic algorithm enabling diagnosis of these 
complications, as well as a proof-of-concept screening assay, from markers present in urines. 
 
 
 
 

3.3 Molecular programming of protocells: In silico  design 
to experimental validation of synthetic biochemical circuits 

 

 3.3.1 In silico design, simulation and model checking 
 

The capacity to rationally design biological systems to achieve programmed biosensing and user-
defined decision making algorithm and bioactuation requires precise tools within the scope of a 
systematic approach. Therefore, we first developed an in silico framework supporting the design 
of synthetic biochemical circuits from the bottom-up assembly of biological parts (Figure 3.8). 
This computer assisted framework involves the following steps: 
 
 

(i) Design of abstract programs with respect to Boolean logic and molecular 
input/output specifications according to (medical) algorithm of interest. At this step, 
one can formalize the temporal logic properties of a synthetic biochemical system 
regarding expected reference behavior, expressed by a qualitative and/or quantitative 
temporal logic formula369. This comprises the specification of parameters relative to 
the initial state (i.e. pathological biomarker concentration thresholds for instance). 
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(ii) Implementation of previously defined algorithms using molecular biochemical 
circuitry: identification of suitable enzymes and metabolites within a network 
topology obtained from databases and literature to implement molecular Boolean 
logic operations. Composable and kinetically favorable components are chosen at this 
step to minimize modes of failure. This process can be automated using recently 
developed computer assisted extraction of biochemical parts, and Boolean logic gates 
from metabolic networks of living organisms617. Experimental characterization of 
biochemical modules can help this process. Netdraw software if used for user friendly 
design and mapping of interaction network and to assign reaction rules (with or 
without kinetic expressions), concentration parameters, as well as spatial parameters 
such as volume, location of species, and permeability coefficients of compartments. 
Netdraw is then used for automated generation of HSIM and Biocham code for the 
model (specification of the initial state, definitions of numerical parameters, 
compartments volume, invariants, events, declarations of molecular species and 
locations, specification of the system's behavior). 
 

(iii) Stochastic simulation (SSA) is first performed within the HSIM software to verify 
kinetically and functionally favorable circuits, predict the overall behavior, estimate 
the functioning and manually explore the design space to identify suitable parameter 
configurations to be refined.  

 
(iv) Biocham simulations (ODE solver) are then carried out to compute validity domains 

of specified behavior for the system, perform sensitivity analysis to identify sensitive 
parameters that can then be iteratively optimized, and measure robustness relative to 
the variation of specific parameters. Models are thus evaluated with respect to 
temporal logic specifications. Computing a landscape of satisfaction relative to 
sensitive parameters enables to visualize and identify suitable parameter space 
satisfying specified behavior, which can be used to select robust parameters for 
experimental in vitro implementation (i.e. concentration of species for instance, kinetic 
parameters, initial value or control parameters). One can automate the search, using 
CMAES methodology (Covariance Matrix Adaptation Evolution Strategy)618 
integrated in Biocham for those parameter values that satisfy a given set of 
quantitative temporal properties. 

 
(v) Once the parameters satisfying user-defined system specifications have been found, 

HSIM stochastic simulator can be used to validate and finely map the complete 
transfer functions of the protosensors. The systems can then be experimentally 
implemented and its functioning assessed in vitro. Iterations in the design process can 
occur at each step. 
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The medical algorithm depicted in Figure 3.7, was divided and distributed into three simple 
biochemical systems (whose truth tables are depicted in Figure 3.9A) taking two biomarkers as 
inputs, which we named GluONe (Glucose and Acetone as inputs), LacOH (Lactate and Ethanol 
as inputs) and GluNOx (Glucose and Nitric oxides as inputs). The biochemical implementation 
(i.e. comprising network topology) was assisted in silico using the custom computer tools 
developped for this purpose, which support the systematic mining of natural biochemical 
network to retrieve enzymatic Boolean logic gates and circuits satisfying user-defined 
specifications (Figure S3.5). We identified three distinc and insulated minimal systems that could 
operate in parallel, which required 6, 5 and 4 different biochemical entities, comprising 4, 3 and 2 
different enzymes respectively. Biochemical knowledge on the parts that enabled formal design 
was extracted from BRENDA database (See TableS1 and S3.3, and Figure S3.6 for more 
detail). Molecular signal processing occurring in these circuits leads to the biochemical synthesis 
of the following measurable output signals molecules: NADH (Output 1, 340 nm absorbance), 
Resorufin (Output 2, 571-600 nm fluorescence), ABTS (Output 3, 420 nm absorbance), and 
DAF (Output 4, 488-515 nm fluorescence). The Boolean formalism and truth tables 
corresponding to the medical algorithm, as well as the biochemical implementation are depicted 
in Figure 3.9A (Detailed in Figure S3.6). 
 
I first performed stochastic simulation in HSIM to evaluate the putative behavior of the three 
circuits (Figure 3.9B). To this end, I used non-optimized models of non-encapsulated synthetic 
circuits, where initial conditions (i.e. species concentrations) were here determined empirically. I 
predicted systems state after induction with various concentrations of biomarker inputs, and 
represented the computed molecular ouput signals as heat maps. The relation between in silico 
calculated molecular concentrations and experimental measured signal was calibrated beforehand 
(See methods for detail). This permitted us to validate the Boolean logic operations, with very 
satisfying theoretical signal fold change, as well as near digital response. In addition, we found 
that switching thresholds for these models were in good agreement with useful clinical sensitivity 
for biomarker inputs (pathological thresholds: Ketones>17 µM (~10mg/dl); Glucose>1.39 mM 
(~25mg/dl); Lactate>10 µM; EtOH>17.4 mM (~80mg/dl)); NOx>1000 µM). 
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Figure 3.8: General design methodology, architecture and operational principle of protosensors for medical 
diagnosis. (A) Arising from a clinical need to detect pathologies associated with patterns of specific biomarkers, 
medical diagnosis can be abstracted to a computational process formalized using Boolean logic in vitro and embedded 
into synthetic biochemical circuits. This de novo circuits can be assembled, or programmed in silico from naturally 
occurring building blocks, and encapsulated in synthetic containers to yield diagnostic devices, or protosensors, 
capable of detecting patterns of specific biomarkers in human clinical samples and integrates these signals in a 
medical decision algorithm. If a pathological pattern of biomarker is detected, the protosensor generates a 
colorimetric output. (B) Different types of protosensors corresponding to different clinical questions can be used at 
the same time to enable multiplexed detection of pathological biomarkers and achieve differential diagnosis of 
pathologies in clinical samples.  

 

 

 3.3.2 Experimental validation in vitro 
 

I then investigated the experimental behavior of the rationally designed synthetic circuits prior to 
encapsulation inside protocells. I proceeded to in vitro implementation in the test tube of 
previously simulated models with the same initial conditions (i.e. concentration of circuits 
components) using recombinant enzymes and synthetic metabolites at room temperature. I 
performed multiple experiments consisting in varying initial conditions (presence/absence of 
components of the circuit and presence of pathological concentrations of input biomarkers), and 
measured the generation of output signals (fluorescence or absorbance). This allowed us to get a 
fine understanding of the functioning and detailed experimental characterization of logic 
operations (Figure 3.9C, S3.9 and S3.10). Interestingly, we found that kinetic and end point 
measurement showed very good agreement with HSIM predictions. In addition, the circuits 
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behaved in exact accordance to Boolean logic specifications with temporal requirements of less 
than 60 minutes. Outputs 2, 3 and 4 delivered a human readable output signal as expected. 
Considering signal-to-noise ratio (SNR) as a quantitative measure of biocomputing efficacy619, we 
found that these synthetic biochemical circuits showed very good performance in processing 
molecular signals according to specified Boolean Logic, with calculated SNRs for outputs 1,2,3 
and 4 of ~20, 34, 14, 26 dB  respectively.  

While in this study we were interested in exploring in silico the transfer function of the LacOH 
system for output 1, we did not yet proceed to experimental validation. Indeed output 1 and 3 are 
in this set up overlapping in absorbance, which could be easily substracted to obtain a dual 
readout. However this was not the immediate purpose of this work since it did not present direct 
clinical utility. Likewise, in the following experimental work we only measured outputs 3 and 4 
for LacOH and GluNOx systems. Nevertheless, in a near future these systems will be the subject 
of further in vitro characterization.  
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  Figure 3.9: In silico design, simulation and experimental validation of synthetic biochemical circuits for medical 
diagnosis. (A) Formal Boolean description depicted using basic logic gates symbols, In silico circuits implementation with 
biochemical parts, and theoretical truth tables for the three models (B) HSIM simulation, (C) In vitro circuits implementation and 
experimental measurements and comparison with HSIM predictions. 
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3.4 Microfluidics approach for protosensors prototyping 
and fabrication: encapsulating synthetic circuits in 
protocells 

 

  3.4.1 Theoretical considerations 
 
 
Developing protocells as robust biosensors for biomedical analysis requires finest control on 
physicochemical properties. Thus, production methods ensuring fine tuning on parameters was 
required, to achieve stable protocells with well-defined size, lipid composition, and enzyme 
content, catalytic performance and stability of encapsulated biochemical species.  

Protocell membrane systems exist in states that are kinetically favorable, or trapped within local 
energy minimums, instead of rather real thermodynamic equilibrium620. This implies that the 
efficiency of fabrication will strongly depend on the choice amphiphile biochemistry as well as on 
the physical assembly process. This also means that obtaining important yields and reliable 
encapsulation process are not an easy technological journey. 

Since the first published method of cell sized vesicle formation in 1969 through gentle hydration 
and electroswelling621, most developed methodologies can be separated into two common 
fabrication techniques: hydration and electroformation. The most described and commonly used 
techniques involved hydration of a dried phospholipid film on a glass surface. For the purpose of 
this study, I first explored these basic techniques. This process showed extremely sensitive to 
perturbation, demonstrated poor yields, no control on polydispersity and size of vesicles, low 
reproducibility and most importantly was incapable of accommodating precise stoichiometry in 
encapsulation of various biochemical entities.  

A more recent and clever method was then described, now known as the water-in-oil emulsion 
transfer method. It was first developed by Pautot et al.622 and proved of utmost interest in 
protocell research386. Briefly, this technique relies on the generation in a first step of water-in-oil 
droplets, which allows phospholipids to organize at the phase interface. Then in a second step, 
these droplets are transferred through another phase interface, thereby producing a bilayer. 
Although proving as an interesting, precise and versatile technique, it remained incapable of 
satisfying monodispersity and high throughput requirements.  
After its first apparitions, microfluidics shortly generated avenues to engineer amphiphile vesicles 
tailored with high degree of precision623. Traditional approaches for fabricating vesicles rely on 
the slow and low efficiency of self-assembly of amphiphiles. Microfluidic devices however allow 
precise control on directed membrane assemblies, and generated a vast scientific literature. 
Methodologies such as hydrodynamic flow focusing624, pulsed jetting625 or emulsion-templating626 
627 628 emerged and brought new opportunities to engineer vesicular structures and tailor them for 
specific applications. Hence, in this thesis I explored the encapsulation of synthetic biochemical 
circuits through two microfluidic approaches: directed and undirected self assembly (Figure 
3.10).  
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Figure 3.10: Microfluidic approaches explored in this thesis to achieve controlled and high-throughput 
protocell fabrication. 

 
 
The approach I used for undirected self-assembly relied on microfluidic continuous-flow mixers, 
also known as flow focusing devices, where a solvent containing an amphiphile of interest is 
injected into a center inlet of a microchannel cross junction and pinched into a smaller flow by 
solvent streams on side channels (Figure 3.10, right). Mixing driven by molecular diffusion 
appears at the interface between the two hydrodynamically focused flows629 in a flow rate 
dependent way. Flow rates control the width of focused flow, and thus mixing with time and 
space resolution, enabling complex yet precise mixing processes that could not be achieved in a 
macroscale context. These performances motivated the use of these devices to control the 
assembly of phospholipids into structured bilayers, such as the engineering of liposome and 
polymersome with monodisperse sizes. Amphiphile vesicles are allowed to form at the interface 
of flow-focused fluids by a complex mechanism relying on sustained bilayer growth by for 
instance phospholipid membrane self-assembly at the interface. As phospholipid concentration at 
the interface dependents on flow rates, one can tune vesicle size by simply controlling the flow 
rate629 630 624 631. Although very appealing, when put into application this approach suffered from 
unreliable encapsulation efficiency, which could show thermodynamically favored encapsulation 
of small  molecules compared to large proteins, a phenomenon which would dramatically affect 
the programmability of protocell assemblies. Moreover, the largest liposome sizes achievable with 
this technique were shown to be ~150 nm, which would limit the complexity of the encapsulated 
material.  
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In this context, I decided to pursue another microfluidic approach, which this time relied on 
directed self-assembly and encapsulation. Using microfluidic technologies, it is easy to generate 
monodisperse single water-in-oil emulsions, which constitutes a whole field commonly known as 
Droplet Microfluidics. Interestingly, this approach can be extended to double water-oil-water 
emulsions, and further exploited to generate emulsion-templated vesicles, facilitated by the 
routine capabilities to generate uniform size calibrated emulsions with near total encapsulation 
efficiency. Double emulsion templates can be generated to mimic a vesicular membrane, which is 
in this case composed of an oil phase. One can then tune the emulsion generation to obtain 
double emulsions with thin oil phases. If an amphiphile is dissolved in the oil phase, these 
architectures can thus be converted into real amphiphile bilayers vesicles via oil removal632 633 
(Figure 3.11). 
 
Therefore, the main microfluidic designs I explored in this thesis exploit droplet generation 
mechanisms. Similarly to the first designs, they can also be described as flow focusing devices, 
but this time are used to introduce shearing at the interface of different phases in order to 
generate droplets. The presence of two phases (i.e. Oil-Water) introduces extra complexity in the 
system, where inertial, viscous and interfacial forces arising from different fluids will compete634. 
However, as previously discussed, microfluidic domain deals with Stoke flows, where the laminar 
characteristics associated with dominating surface tension creates uniform interfaces. 
 
In this thesis, I adapted the one step double emulsion generation which had been demonstrated a 
decade ago by Utada et al.635. Since then, many designs successfully intended to adapt this strategy 
within microfluidic channel geometries. The underlying mechanism exploits a droplet forming 
regime of an aqueous droplet into an oil phase, itself dripping in another aqueous phase. This 
happens when both dispersed phases are in a dripping regime and shear produces break at the 
same time. The behavior of different phases regarding the wettability to the channel surface is of 
utmost importance for droplet generation. In fact, the phase to be dispersed into the other one 
should be non-wetting to the channels, to ensure total efficiency (i.e. reduce phase inversion). 
Importantly, wetting characteristic in PDMS devices can be increased using a chemical treatment, 
for example in our case, a polyvinyl alcohol treatment ensures perfect water wettability and 
forbids oil wettability636. The oil and water phases having different velocities, a viscous shear is 
induced at their interface. This phenomenon is stabilized by capillary stress coming from 
interfacial forces, which tends to minimize the area of the interface, thereby producing droplets. 
As discussed, this mechanism can be represented by the Capillary number. While interfacial 
forces are ruled by area, viscous forces are volume based. This is of importance since at low 
capillary numbers (i.e. microchannel assumption), viscous forces and thus flow rates will be the 
main influences driving droplet breakage. As the capillary number depends on surface tension, 
one can facilitate droplet breakage and stabilize droplet spherical shape through the addition of a 
surfactant (i.e. decreasing surface tension and capillary number). In our designs, we used high 
flow rates in order to stay within a jet-like configuration ensuring highest fabrication throughput.  
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Our strategy thus relied on a microfluidic flow-focusing droplet generation design that generates 
water-in-oil-in-water (W–O–W: Biochemical circuit in Phosphate buffer - Phospholipid in Oleic 
acid - Buffer) double emulsions. Double emulsion templates are generated in described flow-
focusing channel geometries (Figure 3.13A). DPPC phospholipid membranes then self-assemble 
during a controlled solvent extraction process where Oleic acid is extracted by methanol present 
in buffer (Figure 3.11B, 3.11C). The rational we use for choosing DPPC concentration in oleic 
acid consists in calculating the concentration so that there would be a sufficient number of 
phospholipids to form a lipid bilayer around a 10µm diameter vesicle (Detailed calculation can be 
found in Materials and Methods). Oleic acid and methanol present the advantage of being 
biocompatible and non-toxic to enzymes compared to other inorganic solvents, and was chosen 
to minimalize deleterious chemical interactions. 

In addition, we investigated DOPC, DMPC phospholipids for protocell fabrication, and found 
that DPPC achieved better apparent stability and superior production yields. I found that DPPC 
vesicles were the most robust phospholipids for protocell construction, since they were capable 
of withstanding osmotic stress and showed prolonged stability and robust encapsulation at room 
temperature (Figure 3.13C). This can be explained by the fact that an increase in acyl chain 
length (and therefore lipid transition temperature) as well as the complete saturation of the acyl 
chain, is directly proportional to stability. Moreover, DPPC offers greater orthogonality and 
versatility, since they are less permeable, less susceptible to oxidation and disruption by natural 
proteins (e.g. serum proteins)637. 

 

Figure 3.11: Double emulsion template for protosensor fabrication. (A) Chemical structure of 
Dipalmitoylphosphatidylcholine (DPPC) (B) The microfluidic flow-focusing droplet generation device generates 
double emulsion templates, and Oleic acid is then extracted to generate protosensors. (C) Visualization of the 
extraction process at 0, 1, 2 and 3 hours (Scale bar=2.5µm). 
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  3.4.2 Experimental set-up and results 

 

Figure 3.12: Experimental setup for microfluidic production of protocells. (A) Syringe pumps enable 
displacement driven flow in the microfluidic device (B). Protocell formation is under microscopic control using an 
inverted microscope (C) mounted with a ultrafast camera (D). A computer interface enables to visualize in real time 
the fabrication process (E), and gives nanometric control on syringe pumps flow rates. (F) Photograph of the PDMS 
chip used in this thesis to generate protocells. 

 

The working microfluidic set-up is depicted in Figure 3.12 (extra experimental details can be 
found in Materials and Methods). Briefly, the flow in microfluidic channels was controlled via 
displacement driven flow using nanometric syringe pumps equipped with high precision glass 
syringes, and controlled in real time with a computer interface. I found strong dependence of 
protosensors yields of production on flow rates, that were kept at 1/0.4/0.4 µl/min (Storage 
buffer/Oil+Phospholipids/Biochemical circuit, respectively) to achieve best encapsulation 
efficiency. Real time visual monitoring of the fabrication process enabled precise control on the 
fabrication process. In addition, measurements from the ultrafast camera at 20 000 FPS allows us 
to estimate around ~1500 Hz the frequency of protosensor generation at these flow rates 
(Figure S3.2).  
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The microfluidic flow-focusing droplet generation design is depicted in Figure 3.13A (See 
Annexes for CAD plans). I introduced in our microfluidic design a device previously described, 
known as the staggered herringbone mixer (SHM)638. It enables efficient passive, chaotic mixing 
between different solutions under Stokes-flow regime. I integrated this device in our designs to 
achieve full mixing just before encapsulation of the multiple upstream channels carrying 
biochemical parts, in order to ensure homogeneous internal content, precise stoichiometry, and 
efficient encapsulation, which I reasoned could have been affected by laminar biochemical 
gradients and spatial anisotropy of concentrations. Synthetic biochemical circuits can then be 
spontaneously assembled just before encapsulation, by that mean standardizing the encapsulation 
mechanism and reducing its dependency on the nature of biochemical materials. Moreover, this 
design allows for fine tuning on stoichiometry via control on the input flow rates, which proved 
practical to test different parameters for straightforward prototyping of protosensors. 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.13: Experimental construction of protosensors using microfluidics. (A) Left: Double emuslation templating 
microfluidic device architecture and operation. This method relies on the generation of W/O/W double emulsions. Buffer: 10% v/v 
methanol, 15% w/v glycerol, 3% w/v pluronic F68 in PBS (1 µl/min) Oil+PL: DPPC dissolved in oleic acid (0.4 µl/min) Biochemical 
circuit buffer: enzymes and metabolites in PBS (0.4 µl/min). Right: microscopic validation of protosensor generation on chip (Top, scale 
bar= 20µm), bright field optical validation of protosensors isolated for subsequent analysis (Bottom, scale bar=10 µm). (B) Size 
dispersion and stability of protosensors generated with the microfluidic method, after encapsulating PBS (left) and GluNOx network 
(right). (C) Months long stability of encapsulation. AlexaFluor-488 labeled IgG where encapsulated in protocells and fluorescence was 
then monitored by confocal microscopy for three months. Yellow: protocell membrane fluorescence as labeled with phospholipid dye 
DiIC18. Blue: AlexaFluor-488 labeled IgG fluorescence. 



147 
 

 
I analyzed size dispersion of protocells in order to characterize the fabrication process using light 
transmission microscopy (Figure 3.13B). At these flow rates we obtained fairly monodispersed 
protocell with average size of ~10µm, and an apparent inverse Gaussian distribution of the size 
parameter. Interestingly, circuit encapsulation showed no influence on size distribution of 
protocells, which demonstrate that the encapsulation process can be decoupled from the 
complexity of the biochemical content. Moreover, no evolution of the size parameter was 
recorded for 3 months, which demonstrated the absence of fusion events between protocells and 
a very satisfying stability in the conditions of our storage method (i.e. 4°C in storage buffer). I 
then assayed encapsulation stability using confocal microscopy. To this end, I encapsulated an 
irrelevant protein bearing a fluorescent label within protocells, and measured the evolution of 
internal fluorescence over the course of three months. I found that internal fluorescence 
remained stable, which demonstrates no measurable protein leakage through the protocell 
membrane after three months in our storage conditions. 
 
Confocal microscopy also gave precious information on protocell’s membrane characteristics. To 
visualize the membrane, I used a phospholipid bilayer specific dye (i.e. DiIC18) which undergoes 
drastic increase in fluorescence quantum yield when specifically incorporated into bilayers639. I 
obtained well defined images denoting the complete extraction of oleic acid from the double 
emulsion and a well-structured arrangement of the bilayer (Figure 3.13C and 3.15A). 
 
Next, in order to validate the encapsulation of biological enzymatic parts inside protocells, I 
carried out UPLC-Mass spectrometry experiments. I encapsulated two relevant enzymes within 
protocells: Alcohol Oxidase and Glucose-1-Dehydrogenase. I then performed chromatographic 
and ESI mass spectrometry analysis on the protocells, and found that we could retrieve the 
molecular signatures of the enzymes in the interior of protocells, as compared with positive 
controls (Figure S3.3). 

In addition to confocal and transmission light microscopy, we performed environmental electron 
scanning microscopy. This technique validated the structure, size and shape of the protocells and 
yielded esthetic images, but also gave an interesting way to probe and interact with the 
phospholipid bilayer (Figure S3.1).  

Therefore, we successfully validated our microfluidic platform for the fabrication of protocells. 
This set-up proved capable of generating highly stable protocells with high efficiency and user-
defined programmable content.  
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3.5 Construction and analytical evaluation of medical 
protosensors  

 

 3.5.1 In silico optimization of protosensor circuitry 
 

In order to minimize modes of failure and obtain the most robust behavior, we first performed in 
silico optimization of protosensors before in vitro implementation. More specifically, the initial 
state concentration parameters of the species constituting the encapsulated synthetic circuit need 
to be optimized to take into account membrane selective permeability and give fastest results in 
accordance with the medical algorithm of interest. We thus incorporated membrane parameters 
in the models describing molecular inputs passively diffusing in and out through hemolysin pores 
(see Materials and Methods for details). We then defined temporal logic specifications that 
would best satisfy clinical requirements, that is, obtaining biosensing sensitivities at pathological 
thresholds, achieve specified signal processing operations, and obtain a measurable output signal 
in less than 10 minutes for the three systems (Figure S3.7, See Materials and Methods for 
details).  

Using BIOCHAM, we first performed sensitivity analysis on the models to determine which 
concentration parameters had the most important influence on the systems’ behavior. For each 
protosensor models, we could identify the two key biochemical species that would constitute the 
most sensitive components. We then computed 2D sensitivity landscape maps relative to these 
two dependencies in order to visualize the available biochemical design space for each system 
(Figure S3.6). We found that we could define concentration spaces within boundaries of which 
to implement desired temporal logic. GluONe protosensors function appeared mostly sensitive 
to G1DH and ADH enzymes concentration. Interestingly, we found that for LacOH and 
GluNOx, their behavior was more sensitive to the initial concentrations of the metabolite NAD+ 
than other enzymes. In fact, for all three systems, the NAD+/NADH redox ratio can be seen as 
a biochemical current connecting the two molecular inputs signals, and thus has to be finely tuned 
to match input thresholds and enzyme levels.   

Last but not least, within this computed design space, initial state concentrations were rationally 
chosen using BIOCHAM automated parameter search (CMAES Method).This approach enables 
to achieve optimized robustness of operation while satisfying temporal logic specifications 
according to each model (Figure S3.7). The concentrations we obtained were then used to 
experimentally build the three synthetic circuits embedded in protosensors. 
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 3.5.2 Digital signal processing and multiplexing logic 
 

In order to verify Protocells behavior, we started by mapping in silico their complete transfer 
function using stochastic HSIM simulations (Figure 3.14A). As previously, I plotted heat maps 
of computed outputs signal after induction with various concentrations of biomarker inputs, 
using calibrated mathematical relations between molecular concentration and measured signal 
(Figure S3.8). I found that Boolean logic was respected with very satisfying theoretical response 
fold change, as well as near-digital, sharp response profiles. I also found that theoretical switching 
thresholds for these models matched useful clinical sensitivity for biomarker inputs (pathological 
thresholds: Ketones>17 µM (~10mg/dl); Glucose>1.39 mM (~25mg/dl); Lactate>10 µM; 
EtOH>17.4 mM (~80mg/dl)); NOx>1000 µM). 

The next goal was then to investigate the behavior of protosensors in vitro. Therefore, I 
proceeded to microfluidic fabrication of GluONe, LacOH and GluNOx protocells using 
optimized concentration parameters as previously defined. In a first experiment, I reasoned that a 
preliminary exploration of models validity would be to achieve the same transfer functions in vitro 
as previously predicted by simulations. I thus exposed and incubated the three protosensors 
systems to increasing concentrations of respective input biomarkers, and measured their 
individual output signal response using flow cytometry. I hypothesized that this technique would 
give most precise measurements by cancelling sample noise effects in order to get finer 
verification of protosensors behavior at the single (proto)cell level (Figure 3.14B). Interestingly, 
when comparing these data to HSIM model simulations, I found that the experimentally 
measured switching thresholds using this technique showed very good agreement with 
predictions, along with near-digital responses. Althought this approach alone is not sufficient to 
map the complete Logic behavior in response to the combinations of different inputs, which 
would require extensive experimental sampling, it is a preliminary unidimensional validation of 
useful analytical properties of these systems. In addition, we have yet to measure the in vitro 
responses for output 1, which is the focus of ongoing experimental work. 

I then sought to further visualize the spatial and analytical digitization of output signals. I used 
confocal microscopy to quantitatively measure and precisely visualize output signals generation in 
induced protocells (Figure 3.15A). I obtained bright images with high SNRs and important 
response fold changes. Molecular output signals appeared well localized to the interior of 
protosensors, although I did not quantify possible leakage. These experimental data strongly 
corroborate previously flow cytometry acquired data. 
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Figure 3.14: In silico and experimental validation of analytical properties of protosensors. (A) Heat maps 
depicting computed output signals at 60 minutes using HSIM models simulations, for the 3 different systems after 
induction with increasing biomarker concentration (B) Experimental validation of computer prediction at the single 
(proto)cell level using flow cytometry. For LacOH, in order to get a fluorescent output signal measurable with a flow 
cytometer, we exchanged ABTS with Resorufin, which are analogous.   
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I then performed multiple experiments consisting in mapping the experimental truth tables of the 
three protosensor systems. I measured output responses at the population level, while varying 
input conditions (i.e. presence/absence of pathological concentrations of input biomarkers). This 
allowed us to get a fine understanding of the functioning and detailed experimental 
characterization of logic operations (Figure 3.15A, 3.15B and S3.11). I obtained clear digital-like 
behaviors with important fold changes and exact accordance to Boolean logic specifications with 
temporal requirements of less than 60 minutes (Figure S3.11). I calculated signal to noise ratio, 
which showed very good performance SNRs for outputs 1, 2, 3 and 4 of ~8, 35, 5, and 11 dB 
respectively.  

Even though very satisfying for analytical applications, we found greater background noise 
compared to non-encapsulated synthetic biochemical circuits. I hypothesized that it was due to 
the introduction of auto-fluorescent species such as surfactant and phospholipids, as well as 
probable scattering and absorbance phenomenon emerging for spherical protocellular structures 
in solution. 

In fact, the rationale behind encapsulation was to achieve greater analytical robustness and obtain 
insulation from context, while achieving true composable and multiplexed Boolean logic. In 
other words, multiple types of protosensors in solution should be able to operate independently 
in a standardized way without interacting with each other, this way achieving multiplexed analysis 
of the molecular environment. To verify this assertion experimentally, I first addressed 
multiplexing logic capabilities. For this purpose, I set up different experiments were I measured 
output signals in media spiked with multiple biomarkers, using all three synthetic biochemical 
circuits in either batch mode analysis (i.e. non-encapsulated synthetic circuits) or protosensors 
analysis (i.e. prtotocell encapsulated synthetic circuits). I compared the measured output signals 
obtained to the expected theoretical true outputs. I found that simply mixed synthetic biochemical 
circuits were incapable of achieving correct signal processing tasks, probably due to molecular 
interactions between circuits’ components. For this experiment, I rationally chose example 
combinations of biomarkers that would be most likely wrong, although different combination 
could have given true behavior. On the other hand, mixing the three types of protosensors did 
not affect biosensing and signal processing capabilities, which were capable of coordinating true 
Boolean logic and output signal generation (Figure 3.15C). Although I did not yet test all the 32 
possible input combination that would require extensive experimental work, the data shown here 
suffices to demonstrate the interest of insulating signal processing biochemical circuits within 
protocells, thereby increasing the scale in parallelization of biocomputation tasks operating 
simultaneously.  

I then sought to address the potential effects of clinical urine media on protocell structure and 
operability using flow cytometry (Figure 3.15D). I reasoned that measuring protocell 
fluorescence signal along with forward scattered light (FSC) would give insights on protosensor 
stability, as FSC is correlated with vesicular size, and internal fluorescence with membrane 
integrity. I found that induction and prolonged incubation in urine does not impact stability, 
structure or inducibility of the system. In addition, I found no difference between operation in 
standard PBS buffer and urine media (Figure 3.15B and Figure S3.12).  
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Taken together, these data demonstrate that protosensors enable the implementation of 
programmed biosensing and biomolecular logic gated operations displaying robust and 
predictable behavior in situ. 

 

Figure 3.15: Experimental validation of medical protosensors robust multiplexed biosensing and logic.  (A) 
Confocal microscopy validation of “ON” output signals responses at 60 minutes after induction with respective 
biomarkers. From top to bottom: GluONe (Out1, Out2), LacOH (Out3), GluNOx (Out4). The phospholipid bilayer 
is stained in yellow using the dye DiC18. For LacOH, in order to get a fluorescent output signal measurable in 
confocal microscopy we exchanged ABTS with Resorufin, which are analogous.  (B) Experimental truth tables of 
protosensors operating in human urines. (C) Multiplexing Logic: example of comparison between expected (valid 
analytical response according to molecular inputs present in the sample), batch mode analysis (non-encapsulated 
synthetic circuits) and protosensors analysis (encapsulated synthetic circuits). PBS media was spiked with multiple 
biomarkers (in this case, acetone, ethanol and nitric oxides or glucose, acetone and lactate), and output signals were 
measured at 60 minutes (D) Flow cytometry evaluation of protosensors structural robustness in urines. GluONe 
protosensors were induced and incubated for 2 hours at 25°C in human urine, and analyzed using flow cytometry 
while recording Resorufin fluorescence and forward scattered light.  
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 3.5.3 Assaying pathological clinical samples: 
 protosensors mediated diagnosis of  Diabetes 

 

After successful characterization of protosensors analytical capabilities in spiked samples, we then 
proposed to perform real world diagnostic evaluations. To assess the relevance of protsensors for 
disease detection in a clinical assay, we sought to evaluate a proof-of-concept that could detect 
endogenous levels of a pathological biomarker in clinical samples from patients. Although we did 
not benefit from a large sample library of diabetes related metabolic complication to test the 
complete implemented diagnostic algorithm in detail, we disposed from previously collected 
urine samples from naive diabetic patients. These patients presented simple glycosuria with 
negative ketonuria as confirmed with a urinary dipstick. Therefore, I reasoned that assaying 
pathological glycosuria in these urine samples would be a good simple testbed evaluation for 
GluONe protosensors and would provide with a interesting diagnostic evaluation (i.e this 
satisfies the GluONe algorithm Output 1=Glucose AND NOT Acetone). 

I proceeded to incubation of GluONe protosensors with either diabetic urine samples or non-
diabetic control urines, and as previously described measured output signal responses (Figure 
3.16). I also concomitantly performed glycosuria analysis using the clinical gold standard urinary 
dipsticks. I found very good correlation between output signals from protosensors and visual 
examination of dipstick. Moreover, we performed Receiver Operating Characteristic (ROC) 
analysis on these data and found that the assay reliably detected glycosuria in samples from 
diabetic patients, with a near ~100% sensitivity and specificity, and an Area Under Curve of 
~0.9981, which defined GluONe protosensors as an excellent diagnostic test. Together, our data 
demonstrated that protosensors can discriminate between normal and diabetic patients with 
excellent diagnostic accuracy. Therefore, I concluded that rational biomolecular programmation 
of protosensors can be used to generate clinical grade assays to detect endogenous biomarkers of 
disease in patient samples. 

Figure 3.16: Protosensor mediated detection of pathological glycosuria in patient clinical samples. Left: Dot histogram of 
data used for statistical analysis. Right: Receiver Operating Characteristic (ROC) analysis curve depicting statistic sensitivity versus (1-
specificity). A set of 72 measurement performed in non-pathological urine were compared to 72 measurements performed in urine 
from diabetic patients. I used GluONe protosensors for this assay, and measured Out1 signal (NADH absorbance) after 60 minutes. 
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3.6 Conclusion and discussion 
 
This study demonstrated that protosensors are highly promising tools to perform multiplexed in 
vitro diagnostics integrating medically relevant algorithmic processes. As a prototype for the 
clinics, we showed that this technology could be successfully applied to solve real clinical 
problems and demonstrated that protocells could overcome several hurdles faced by classical in 
vitro diagnostics. Although portable, it also offers multiplexed detection and complex analytic 
capabilities with sharp near-digital response profiles at tunable thresholds, coupled to expert 
decision making.  

We brought rational programming of synthetic biological circuit closer to real world application 
by addressing some of the previous technological limitations, namely design and scalability. We 
proposed a systematic computational approach that combined a directed exploration of the 
design space according to time dependent quantitative and qualitative specifications, to 
automated robustness optimization of initial parameters for experimental implementation. This 
ensures that robustness in operation and functionality are maximized and led to successful 
automated design and construction of synthetic biochemical circuits from vast and 
comprehensive enzyme databases. Last, we provided a quantitative in silico framework to evaluate 
the function and analytical properties of protosensors.  

We showed that by confining biological complexity within membrane boundaries, one can 
achieve more complex circuitry by preventing deleterious molecular short-circuits. Moreover, 
protocell membrane confinement provided a robust architecture to insulate and decouple the 
biochemical software from crosscoupling with the complex medium it operates in. Complex and 
susceptive enzymatic activities can thus be confined within protosensors as standardized and 
insulated sensing and computing units. 

Along with computer simulation and assisted design, we demonstrated that these devices could 
be synthesized using a straightforward, versatile and scalable methodology relying on 
microfluidics. We envision that the capabilities brought by microfluidics to bottom-up design of 
protosensors will help bridge the gap towards effective translation to the clinic.  

Although the experimental implementation of protosensors seemed straightforward in this study, 
this may unfortunately not be the case for more complex circuits. Indeed, complex and 
unpredictable quantitative molecular interactions often govern the dynamics of biological matter, 
in a way that man-made predictive mathematical models can fail due to over-simplification. Most 
biological parts available for the bottom up engineering of synthetic biochemical circuits remain 
poorly characterized in context, and combination of species can lead to biological discrepancies. 
Moreover, a lack of distinct suitable parts may limit the scaling up of biochemical 
biosensing/biocomputing devices. Some input biomarkers may in certain cases lack robust 
biochemical sensors interfacing with computation modules. Additionally, incomplete knowledge 
of molecular reactivity and physicochemical properties of species, as well as unpredictable 
stochastic noise arising at the network level may also hinder computer assisted construction 
frameworks. However, there is no reason to assert that these hurdles are insurmountable. For 
instance, instead of systematically capitalizing on the huge number of catalytic activities that can 
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be exploited, it could be interesting to investigate in the future how fully orthogonal biochemical 
parts could be constructed to operate in highly precise ways. For instance, computational protein 
design methods have been capable of creating enzymes with novel non-natural catalytic 
functions640.  

In order to overcome these limits, it will also be necessary to improve the reliable classification, 
standardization, and robustness assessment of biological parts. This initiative is underway 
through CompubioticDB database, which stores and is fed with useful and abstract biological 
parts implemented with proteins and metabolites, as well as modules such as sensors, switches, or 
logic gates. Constant refinement and quantitative improvement of the database should lead in the 
future to geometrical enhancement in bottom-up design capabilities. Future work will focus on 
developing automated tools to feed ComputbioticDB with robust and well characterized 
biochemical parts to reduce the errors of in silico and in vitro implementation processes. Although 
design still requires some human expertise and verifications at this point, future work will focus 
on accelerating the transition from human assisted error-prone process to full automation. 
 
In addition, efforts will be directed towards augmenting the models’ depth of description from 
basic Michaelian kinetics to molecular mechanistic, using for instance prior work conducted in 
the laboratory on Basic Elementary Actions (BEA) within the biological function description 
scheme (BioΨ)641 642.  
 
The bottom-up approach I applied here to synthesizing protocell models using phospholipid 
bilayer membranes may impose some intrinsic limits. Indeed, I have yet to explore the 
consequences of osmotic pressure on the systems, or how to finely tune selective exchanges 
through the membrane. In addition, I have yet to determine how transmembrane signal 
transduction or trafficking may be achieved. This will necessitate a wide variety of discipline, 
from soft matter physics, and biochemistry, to chemistry to construct stable multifunctional 
compartments. We are thus also currently working on novel encapsulation strategies, wishing to 
evolve compartments towards greater orthogonality. For instance, I envision that protein 
nanocages, nanogels, polymersomes, could provide good alternatives for future designs. 
Moreover, valuable alternatives to enzymes as susbtrate to biosensing and computing could be 
found in nucleic acids and their orthogonal derivatives, since they provide with extended 
capabilities, programmability and versatility. In addition, while output multiplexing as shown in 
this study will reach intrinsic limits related to the number molecular signals that can be used 
simultaneously, the problem could be solved through spatial patterning for example. In fact, 
protosensors could be amenable to ultrahigh throughput applications through high density on chip 
spatial patterning. 
 
This study paved the way for the development of integrated biochemical circuits capable of 
sensing their molecular environment, achieving biomolecular signal processing and decision 
making at the molecular and cell scale. I suspect that the approach to biosensing described in this 
study, which relies on autonomous and programmable entities, to be of great interest for novel 
kinds of local measurements and bioactuation in situ since protosensors can be addressed to 
specific biological structures or cells through external receptors. In addition, these systems could 
be engineered into sense-act micromachines where the systems would conditionally generate cell 
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actuation signals or therapeutic responses in situ, as well as integrated or interfacing living 
systems. They could also be used for high-throughput screening of complex phenotypes or 
biological functionalities. 

A vast landscape of open problems in biology and medicine has remained unsolved due to our 
inability to grasp biological networks dynamics and process information at the molecular scale. 
Gaining insights on this phenomenon through a bottom-up and systematic approach to control 
and design molecular programs acting within biological substrate and interfacing organisms, 
could be of outstanding interest and bring progress for both basic and applied sciences. 

The last decade witnessed a growing interest for the study of the modalities with which biological 
systems process information and solve computational problems, largely inspired by applications 
pervasiveness of portable, autonomous, and programmable sensor devices. A top-down approach 
has traditionally been favored due to an increasing ability to experimentally probe the molecular 
mechanisms of living organisms using a variety of new technologies. However, the development 
of novel frameworks to build from the bottom-up orthogonal structures could provide unique 
opportunities to model, analyze, and unravel biological systems, bring new insights on the 
fundamental principles governing biological information processing, and open up the way for 
tremendous biomedical applications. In a long-term vision, I envision establishing protocell and 
bottom-up biomolecular programming as a universal framework to produce a wide array of tools 
for research, from probing and interfacing biological structures to cellular reprogramming and 
microscale biomolecular computing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



157 
 

3.7 Materials and methods 

 

Study Design: 
To evaluate the robustness of our system and its functionality in clinical samples, we used urine 
pools from healthy individuals as well as urine samples from healthy individuals and diabetic 
patients. Regarding collection of clinical samples, non-pathological (control) and glycosuric 
(diabetic) urine samples were obtained from the Department of Endocrinology of the Lapeyronie 
Hospital, Montpellier, France, under the supervision of E. Renard. Individual informed consents 
were obtained from the patients and control individuals. Glycosuric urine samples were collected 
from 10 newly discovered, non-stabilized diabetic patients. Urine samples were stored at −80°C 
before use. 
 
Protocell microfluidic construction 
PDMS Microfluidic chips were designed and prototyped using AutoCAD software and 
fabrication was carried out by the Stanford University microfluidic foundry. The microfluidic 
chip was connected with PTFE tubing to neMESYS V2 syringe pumps (Cetoni GmbH, 
Germany). Microfluidic processes were imaged using a Leica DMIL microscope mounted with a 
Canon 750D or a Phantom V7.3 ultrafast camera.   Detailed information can be found in SI. 
 
Spectrometric assays, flow cytometry and microscopy 
To test the operability of the different systems, synthetic biochemical networks and protosensors 
were inoculated in 100µl total volume of PBS with or without inducer, or urine from patients 
diluted at a ratio of 1:2 in PBS for a total volume of 100 µl in a 96-well plate. If not differently 
specified, After 1 hour of incubatio, fluorescence and absorbance was read using a synergy H1 
plate reader. We concomitantly tested urine clinical samples from non-stabilized diabetic patients 
using the Siemens Multistix 8 SG reagent strip according to the manufacturer’s protocol. Flow 
cytometry experiments were performed on a Guava EasyCyte bench top flow cytometer (Merck) 
equipped with a 488nm laser, and analyzed using FlowJo vX software. Confocal microscopic 
assays were performed on a Leica SP8-UV equipped with 63x oil lens and 355nm, 488, and 
561nm lasers.  
 
Data analysis and statistics 
Experimental values are reported as means ± SD. All experiments were performed in triplicates. 
Data, statistics, graphs, and tables were processed and generated using MATLAB (MathWorks) 
and SigmaPlot (Systat Software Inc.). For receiver operating characteristic analysis, a set of 72 
measurements performed in non-pathological urine were compared to 72 measurements 
performed in urine containing 1% w/v glucose. 
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3.8. Supplementary materials 

 

3.8.1 Microfluidics and protosensor preparation and
 characterization 

 
PDMS microfluidic chips were designed and prototyped using AutoCAD software and 
fabrication was carried out by the Stanford University microfluidic foundry. 20 Gauge holes were 
punched in the PDMS chip, allowing the use of customized made stainless steel adapters (New 
England Small Tube) for PTFE tubing connections (1/16 OD, 0.8 mm ID). The flow in 
microfluidic channel was controlled via displacement driven flow using Cetoni neMESYS syringe 
pumps equipped with high precision glass syringes. I found strong dependence of protosensors 
yields of production on flow rates, that were kept at 1/0.4/0.4 µl/min (A/B/C) to achieve best 
encapsulation efficiency. Movies taken with an ultrafast camera (Phantom v7.3) mounted on a 
LEICA DMIL inverted microscope at ~20 000 FPS allows us to estimate around ~1500 Hz the 
frequency of protosensor generation at these flow rates.  
 
I introduced in the microfluidic design a device previously described, known as the staggered 
herringbone mixer (SHM)638. It enables efficient passive, chaotic mixing between different 
solutions under Stokes-flow regime. We introduced two times more cycles (i.e. 10), as we 
calculated that ~5 cycles were sufficient to achieve efficient mixing, according to the equations 
provided in Williams et al.638. I integrated this device in the designs to achieve full mixing of the 
two C channels carrying biochemical species just before encapsulation, in order to ensure 
homogeneous internal content, precise stoichiometry, and efficient encapsulation, which we 
reasoned could have been affected by laminar biochemical gradients and spatial anisotropy of 
concentrations. Synthetic biochemical circuits can then be spontaneously assembled just before 
encapsulation, by that mean standardizing the encapsulation mechanism and reducing its 
dependency on the nature of biochemical materials. Moreover, this design allows for fine tuning 
on stoichiometry via control on the input flow rates, which proved practical to test different 
parameters for straightforward prototyping of protosensors. 
 
Our strategy relies on a microfluidic flow-focusing droplet generation design that generates 
water-in-oil-in-water (W–O–W: Biochemical circuit in PBS - Phospholipid in Oleic acid – Storage 
Buffer A) double emulsions. Double emulsion templates are generated in described flow-focusing 
channel geometries. DPPC phospholipid membranes then self-assemble during a controlled 
solvent extraction process (Oleic acid is extracted by methanol present in Storage buffer A). The 
rational we use for choosing DPPC concentration in oleic acid is adapted from Teh et al. 628. 
Briefly, oleic acid solution was composed of 1.1mM DPPC. This concentration was chosen so 
that there would be a sufficient number of phospholipids to form a lipid bilayer around a 10µm 
diameter vesicle. The average area per molecule of DPPC in a bilayer membrane is estimated 
around a value of 0.64 nm² 643. Considering that a 10µm liposome would have a lipid area of 
3.14.10-10 m², at least 8.15.10-16 moles of DPPC would be required to compose the full lipid 
bilayer of a liposome. Assuming the maximum thickness of oleic acid contained by the primary 
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double emulsion to be 5µm, we can calculate the volume of oleic acid to be 3.665 pL. A 1.33 mM 
DPPC concentration would be sufficient, as is it 5 times the amount of phospholipid needed to 
form a lipid bilayer around the vesicle. In addition, we briefly investigated DOPC, DMPC and 
DPPC phospholipids for protocell fabrication, and found that DPPC achieved better apparent 
stability and superior production yields. 

In order to achieve selective biomarker input entry and matter/information exchange between 
protocell content and exterior medium, we capitalized on passive pore forming bacterial protein 
α-hemolysin. α-hemolysin pores have several properties that identifies it as a robust 
transmembrane channel suitable for biosensing applications. α-hemolysin pores are self -
assembled in the membrane and do not require specific assembly conditions, they are stable over 
a wide range of pH and temperature and are open in normal conditions. The transmembrane 
pore of α-hemolysin operates the delivery of ions and small organic compounds such as sugars, 
metabolites or nucleotides in a selective way through the walls of synthetic lipid vesicles644 with a 
passive diffusion rate of 5.5±1.5 × 10−4 s−1 as previsouly measured645. 
 
The output channel of the microfluidic chip containing newly formed protosensors was 
connected with PTFE tubing to a collection vial containing buffer A kept on ice. After 5 hours of 
fabrication which also allows methanol to evaporate, we obtained ~1 ml of protosensor (by 
encapsulated volume). The final solution containing protosensors corresponding to a ~1:5 final 
dilution in buffer A could then be stored at 4°C for a maximum time of 1 week before further 
use.  
 
For measurements, Hemolysin treatment of protosensor was performed 15 minutes prior to 
induction. Hemolysin was added for a final concentration of 1 µM.  Protocells solutions were 
then back diluted at a 1:1 proportion into the sample to test (e.g. Urine). Induction was carried 
out under slow agitation at 25°C. All fluorescence and absorbance measurements were 
performed on a synergy H1 plate reader, in 100µl p96 microwells.  
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Figure S3.1: Environmental Scanning Electron Microscopy (ESEM) photomicrograph of 
protosensors. DPPC vesicles were fixed overnight at 4°C in 2.5% glutaraldehyde solution in PBS, and 
then washed with water prior to direct observation. (A) Stereoscopic micrograph of individual protosensor 
(B) Kinetic visualization of electron beam interacting with a protosensor. From left to right: 10 seconds 
were sufficient to melt the DPPC bilayer and release intra-vesicular content. (Scale bar=10µm) 
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Molecule 
designation 

Stock solution 
Concentration of use (batch/protocells) 

GluONe LacOH GluNOx 
NAD+ 50 mM PBS 250 µM / 4 mM 250 µM/ 5 mM 100 µM /2 mM 
NADH 50 mM PBS - - - 
Acetone 100 mM PBS 1 mM (unless specified) - - 
Ethanol 100 mM PBS - 20 mM (unless specified) - 
Glucose 50 mM PBS 1 mM (unless specified) - 5 mM (unless specified) 

NO3 50 mM PBS - - 5 mM (unless specified) 
Lactate 100 mM PBS - 0.5 mM (unless specified) - 

Isopropyl alcohol 100 mM PBS - - - 
G1DH 3.4 U/µl PBS 8.5 U/ml=0.354 µM / 7.4 µM - 138 U/ml=5.7546 µM / 127 µM 
ADH 55.7 U/ml PBS 0.2785 U/ml=14.06 µM / 221 µM 0.2785 U/ml=14.06 µM / 317 µM - 
AO 0.1 U/µl PBS 0.75 U/ml=0.02725 µM / 0.59 µM - - 
NR 1U/ml PBS - - 4.2 µM= 0.5 U/ml / 92 µM 

HRP 10 U/ml PBS 0.015 U/ml=0.00104 µM / 0.0208 µM 0.05 U/ml=0.00347 µM / 0.0754 µM - 

LO 6.425 U/µl PBS - 0.1 U/ml=1.12 µM / 23.4 µM - 
Hemolysin 250 µM PBS 1 µM 1 µM 1 µM 
Resazurin 10 mM water 50 µM / 1 mM - - 

ABTS 10 mM PBS - 100 µM / 2 mM - 
DAF-2 5 mM DMSO - - 10 µM / 200 µM 

 
Table S1: Stock solutions and concentrations used in this study. All chemicals and enzymes were 
purchased from Sigma Aldrich. G1DH: Glucose-1-dehydrogenase, ADH: Alcohol dehydrogenase, AO: 
Alcohol oxidase, NR: Nitrate/Nitrite reductase, HRP: Horseradish peroxidase, LO: Lactate oxidase, 
ABTS: 2,2'-azino-bis(3-ethylbenzothiazoline-6-sulphonic acid), DAF-2: 4,5-Diaminofluorescein. See Table 
S2 below for more information about enzymes used in this study. Stock solutions were kept at -30°C until 
use. Resorufin and ABTS solution were prepared the same day of the assays or kept no longer than a 
week.  
 
 
 

Figure S3.2: Timelapse photomicrograph of protosensors fabrication within microchannels. (Read from left to 
right, top to bottom). This movie was recorded at 20 000 FPS and corresponds to ~0.5 µs. (Scale bar=40 µm) 
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Enzyme/reaction Organisms Substrate 1 
Km 

(mM) 
Substrate 2 

Km 
(mM) 

Kcat1 
(/s) 

Kcat2 
(/s) 

Source Mechanism 

Nitrate Reductase 
(nitrate-> nitrite) EC 

1.7.1.1 

Arabidopsis 
thaliana 

NADH 0.004 NO3- 0.015 - 210 BRENDA 

Random bi-
bi 

Nitrate Reductase 
(nitrite-> NO)   EC 

1.7.1.1 

Arabidopsis 
thaliana 

NADH 0.004 NO2- 0.0074 - 2 646,647 

Glucose 1-
Dehydrogenase           

EC 1.1.1.47 

Pseudomonas 
sp. 

NAD+ 80 Glucose 0.86 200 400 BRENDA 

Ordered bi-
bi 

Alcohol Dehydrogenase 
EC 1.1.1.1 

Equs Caballus NADH 0.0025 
Acetone / 

acetaldehyde 
135 / 6 0.717 

0.33 / 
31.8 

BRENDA 

Ordered bi-
bi 

Alcohol Dehydrogenase 
EC 1.1.1.1 reverse 

Equs Caballus NAD+ 0.34 Isopropanol 268 0.41 0.75 

Alcohol Oxydase EC 
1.1.3.13 

Candida sp. isopropanol 10 - - 150 - BRENDA Ping-pong 

Horseradish peroxidase 
1.11.1.7 

Armoracia 
rusticana 

Amplex Red 0.081 H2O2 0.005 240 - 
BRENDA 

Ping-pong ABTS 0.18 H2O2 0.005 760 - 

NADH 0.012 H2O2 0.005 0.009 - 648,649,650 

Lactate Oxidase 
1.13.12.4 

Pediococcus sp. (S)-Lactate 0.2 - - - 283.3 
651, 

BRENDA 
Ping-pong 

Alcohol Dehydrogenase 
EC 1.1.1.1 

Equs Caballus NAD 0.0074-0.01 Ethanol 2.46 308 - BRENDA 

Ordered bi-
bi 

NO decay N.A. NO - - - 1.9.10-3 - 652 N.A. 

NO reaction N.A. 

O2 0.001 - - 2 - 

653,647,654,655,
646,656,657 

N.A. 
NO2 0.001 - - 2000 - 

DAF-2 0.001 - - 6.28 - 

N2O3 reaction N.A. DAF-2 0.001 - - 2000 - 

 
Table S2: Biochemical parts and associated kinetic parameters used in this study to build biochemical 
circuits. 
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Figure S3.3: UPLC-Mass spectrometry experiments to assay enzyme encapsulation in protocells. 
Experiments were performed on an Acquity UPLC (Waters) coupled with a TSQ Quantum (Thermofischer). Briefly, 
we used a Kinetex C18 column (100 x 2.1mm 2.6um) with H2O+0.01% formic acid and acetonitrile+0.01% formic 
acid as eluents and a flow rate of 0.5ml/ml, with ESI+ detection. (A) Chromatogram of G1DH enzyme in PBS 
buffer and MS spectra of main peak, which enables to identify the enzyme with a mass corresponding to literature 
(~30kDa) (B) Chromatogram of AO enzyme in PBS buffer and MS spectra of main peak, which enables to identify 
the enzyme with a mass corresponding to literature (~74kDa) (C) Chromatogram of protosensor encapsulating 
G1DH and AO enzymes in PBS buffer, and MS spectra of main peaks, which enables to identify the two enzymes. 
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3.8.2 In silico modeling, simulation, and computed output signals 

HSIM modelisation 
For all simulations, we used a protocell diameter of 10µm. To generate heat maps, we ran 5 
simulations for each input concentration point in order to average for stochasticity. Figure S3.4 
depicts the enzymatic multisubstrate mechanisms for biochemical reactions, with the associated 
HSIM model equations we used for simulation. 
 
Modeling protocell permeability 
For the purpose of this study, we implemented in HSIM the diffusion rate dn/dt (in mol/s) of 
input biomarker metabolites from the medium to the inside of protocells through the membrane. 
This is driven by passive diffusion, given by a modification of Fick’s law, which states that the 
diffusion rate across the membrane is directly proportional to the permeability coefficient P, to the 
difference in solution concentrations C1

aq − C2
aq, and to the area A of the protocell, or 

 
𝑑𝑑𝑖𝑖
𝑑𝑑𝑑𝑑

= 𝑃𝑃𝑃𝑃(
𝐶𝐶exterior − 𝐶𝐶protocell

𝑑𝑑𝑑𝑑
) 

 
With for any molecule, the value of P, and thus its rate of passive diffusion, is proportional to its 
partition coefficient K: 
 

𝑃𝑃 =
𝑘𝑘𝐷𝐷
𝑑𝑑

 
 
Where D is the diffusion coefficient of the substance within the membrane and x is the 
membrane thickness. These experimental parameters can be easily found in the literature for a 
wide panel of molecules diffusing across phospholipid bilayers. HSIM supports the introduction 
of permeability coefficient P (m.s-1). For this study, we used a P value for ethanol and acetone 
diffusing passively across DPPC bilayer of around 0.01 m.s-1. Phospholipid bilayers being 
naturally impermeable to other organic solutes, we introduced staphyloccus α-hemolysin pore 
forming protein in the membranes of protocells, in order to allow passive diffusion of input 
biomarkers metabolites. The diffusion coefficient has been widely measured, and according to a 
recent measurement by Wanatabe et al.645 was estimated around 5.1.10-11 m².s-1, which is 
interestingly only ~10 time smaller than in free aqueous solution. Considering the DPPC bilayer 
to be 3.2 nm wide658, one can calculate the permeability coefficient, which gives us 1.6.10-2 m.s-1. I 
further hypothesize that only one third of protocells surface would be accessible to hemolysin 
treatment, which would then correspond to a value of 0.5.10-3 m.s-1. 
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BIOCHAM modelisation 
Validity domains were computed to extract concentration thresholds (N and R) at steady state (T 
in seconds) satisfying temporal logic specifications. We first performed sensitivity analysis on 
concentration parameters with a specified logic formula and numerical temporal properties 
corresponding to requested systems behavior, with 0.5 variations on parameters. This permitted 
us to identify the two most sensitive initial state concentration parameters of the systems which 
we then used to visualize the design space through comprehensive map of configurations 
satisfying specifications. We then conducted an automated concentration parameter search 
according to the stochastic optimization method CMAES implemented in Biocham (covariance 
matrix adaptive evolution strategy618). For instance, for the model GluONe, this process would 
require the following commands in Biocham (complete code can be found in Annexes): 

 

% Trace analysis: extraction of output concentration thresholds (N and R) and switch time (T) at steady state (FG): 
validity_domain(F(G((Time>T) & (N > [NADH]) & ([resorufin] > R)))). 
 
% SENSITIVITY analysis of concentration parameters c, a, b and f with 0.5 variations: 
%Temporal specification with and time horizon of 10 minutes and concentrations N>10000000 & R>1000000  
sensitivity([c,a,b,f],[0.5,0.5,0.5,0.5],F(G((N > [NADH]) & ([resorufin] > R))), [N,R], [10000000,1000000], 600). 
 
% VISUALIZATION of satisfaction landscape: 
landscape([c,a],[(0,10000000),(0,100000000)],F(G((N > [NADH]) & ([resorufin] > R))), [N,R], [10000000,1000000], 10, 600, 
landG1DHADH). 
 
% PARAMETER SEARCH: 
search_parameters_cmaes([c,a,b,f],[(0,10000000),(0,100000000),(0,10000000),(0,2000000000)],F(G((N > [NADH]) & 
([resorufin] > R))), [N,R], [10000000,1000000],600). 
 
 
 
All analysis and in silico modeling were performed according to input concentration parameters 
corresponding to pathological threshold values. The following pathological threshold for input 
biomarkers were rationally specified according to clinical requirement, and used for calculations 
and parameter optimization: 

Ketones>17 µM (10mg/dl, pathological if >0) 
Glucose>1.39 mM (25mg/dl, pathological threshold) 
Lactate>10 µM (pathological if >0) 
EtOH>17.4 mM (80mg/dl, equivalent to DIU) 
NOx>1000 µM 
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Figure S3.4: Multisubstrate mechanisms for enzymatic reactions and corresponding HSIM equations 

 
Translation of probability from HSIM stochastic simulator to Mass action rates for 
Biocham ODE solver 
HSIM manages molecules in terms of copy number, and not in concentration terms, as it takes 
into account compartments volumes. Biocham uses concentrations, where Mass action rate 
factors intrinsically integrate the volume parameter. For a monomolecular reaction, in Biocham 
as K is in volume/time and [A] in copy number/volume, K*[A] is the number of reactions that 
will happen per units of time. Likewise, HSIM integrate a constant time step in its probabilities. 
Similarly, for a bimolecular reaction, in Biocham K is in volume²/time and [A] and [B] in copy 
number/volume, which gives us a number of reaction events per units of time. HSIM 
probabilities have thus to be translated into BIOCHAM mass action rates. Mass action rate (MA) 
used in the Biocham ODE solver can be related to HSIM stochastic simulator probabilities (P) 
according to: 
 

(𝑀𝑀𝑃𝑃) = 1
𝜏𝜏

 ∝
𝑉𝑉

 (𝑃𝑃)      For bimolecular reaction of the form A + B -> C [P] (order 1 reaction) 

(𝑀𝑀𝑃𝑃) = 1
𝜏𝜏

 (𝑃𝑃)      For monomolecular reaction of the form A -> B [P]   (order 0 reaction) 

With τ, V, and α corresponding to HSIM iteration step (100 µs=10-4 sec.), experimental 
proportionality factor, and protocell volume, respectively. 
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Figure S3.5: Exemple of automated biochemical implementation of user defined enzymatic Boolean logic gate from 
natural metabolic networks. (A) Input arbitrary metabolic network comprising biochemical reactions from glycolytic pathways, 
which will be mined to find enzymatic logic gates. An implementation of a logic gate is a subnetwork where appropriate biomolecular 
inputs and output are identified. (B) A given Boolean function with its truth table is given to the in silico tools (NetGate and Netbuild) 
developped by Patrick Amar and Marc Bouffard617, in this case  the GluONe system, and the metabolic network will be searched for 
corresponding concatenated logic gates. Briefly, in a first step, all the possible implementations of the logic gates present in the input 
network are enumerated. In a secound step, these implementations are checked against the given truth tables and the gates found are 
sorted. In this example, the software found 2 implementations satisfying GluONe biomolecular logic from the input network. The 
simplest one is the synthetic circuit chosen in this study. 
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Figure S3.6: Topology of biochemical circuits with kinetic parameters that were designed and used in this 
study. Metabolites corresponding to systems inputs are depicted in yellow. (A) The GluONe system takes Glucose 
and Acetone as inputs in the medium and applies AND and N-Imply Boolean logic to inputs, to generate a 
absorbance and fluorescent output signal in the molecular form of NADH and Resorufin, respectively. It comprises 
4 different enzymes and 2 different metabolites. (B) The LacOH system takes Lactate and Ethanol as inputs in the 
medium and applies N-Imply Boolean logic to inputs, to generate an absorbance and colorimetric output signal in 
the molecular form of oxidized ABTS. It comprises 3 different enzymes and 2 different metabolites. (C) The 
GluNOx system takes Glucose and NOx as inputs in the medium and applies AND Boolean logic to inputs, to 
generate a fluorescent output signal in the molecular form of nitrosylated DAF-2. It comprises 3 different enzymes 
and 2 different metabolites. 



169 
 

Figure S3.7: Mapping satisfaction degree landscape for (A) GluOne, (B) LacOH and (C) GluNOx 
biochemical circuits in protocells and different input biomarkers according to clinical specifications. 
Satisfaction degrees of temporal logic formulas at 10 minutes were computed while varying the two most sensitive 
parameters of respective models (e.g. ADH and G1DH), for each combination of inputs. Validity domain for 
temporal specification of output concentration thresholds at steady state are depicted below each maps. Optimized 
concentration parameters were then computed using C-MAES method implemented in Biocham. 
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Computed absorbance and fluorescence maps 
In order to predict system’s fluorescence and absorbance outputs in silico depicted in Figure 3B 
and 6A, we needed to calibrate computed output concentration to experimental values. This 
could be achieved by generating experimental calibration curves, which could be then analyzed to 
yield a mathematical relation between concentration and signal (Figure S3.7). 
 
 
 
 

 
Figure S3.8: Experimental calibration curves used to compute ouput signals. In order to obtain a 
mathematical relation between concentration of ouputs and experimental fluorescence and absorbance 
measurements, we measured signals from samples spiked with known concentration of output molecules. (A) 
Output molecular signal in PBS buffer (B) Output molecular signals in protosensors. Depicted are the mathematical 
formulas used to compute output signals in in silico simulation. 
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 3.8.3 Complete characterization and kinetics   
  measurements of synthetic biochemical circuits 

 

Figure S3.9: Detailed experimental kinetic characterization of synthetic bioochemical circuits in vitro. 
Enzymes and metabolites were mixed in p96 100µl wells in PBS, homogeneized via smooth agitation, and inputs 
were added last. Kinetic measurments were performed on a Synergy H1 plate reader, under slow agitation at 25°C. 
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Figure S3.10:  Detailed experimental logic characterization of synthetic biochemical circuits in vitro. In this 
figure are depicted measurements obtained as previsouly detailed in Figure S3.9. 
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Figure S3.11: Detailed experimental kinetic characterization of synthetic biochemical circuits in protocells.
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Figure S3.12: Experimental truth tables of protosensors operating in PBS buffer. 
 
 
 
 
 
 
 

3.8.4 Microscopic size dispersion measurements 

To assess the size dispersion of protocells, we took random size calibrated microphotograph of 
protocell preparations using a LEICA DMIL inversed microscope equipped with a 40x lens and a 
Canon 550D camera mounted on a phototube. Microphotographs were then processed using 
ImageJ software and a custom script, which allowed for automated size analysis of protocells. 
Size dispersion figure were plotted and fitted with using the allfitdist.m script in Matlab software. 
(See Annexes for script code) 
 
 
 

3.8.5 HSIM and Biocham code for models used in this study  

The reader is kindly refered to Annexes. 
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Chapter 4 
Engineering universal protocell biocomputers 

 
Portions of the text below were adapted from Computing with synthetic protocells by Courbet, Molina and Amar, Acta 
Biotheo. (2015)390 
 
Biomolecular computation has been widely seen has never to compete with conventional 
computers made of silicon integrated circuits. As we have precedently discussed throughout this 
thesis, traditionally the ultimate goal of synthetic biology has been to apply biocomputing to 
create embedded controllers in situ, such as programmed synthetic circuits in eukaryotic cells, bacteria, 
viruses, or fully synthetic devices engineered to perform useful and simple computation, for 
instance to connect bioanalytical operation through biochemical sensing with bioactuation such 
as drug delivery or targeted cell death.  

However, if biocomputing were to compete with in silico sequential computing on specific tasks, 
we wondered which, if possible, could be the practical modalities. In this perspective, protocells 
appeared as interesting substrate for biocomputing since we showed they could be programmed 
with important design space, for instance recapitulating simple Boolean operations. Moreover, it 
appeared that one could take advantage of the microscale of protocells, which enables to process 
information a huge number of times in a restricted volume, a capability that could prove relevant 
as novel versions of massively parallel computing. 

To my knowledge, the theoretical work we present here constitutes a totally novel approach, 
which has, to my knowledge, received very little if no attention. Apart from practical biosensing 
application permitted by programmable protocells, we wondered if the systematic framework we 
developed could be extended to encompass any sort of operation at the microscale. More 
specifically, we investigated how protocells could be engineered into standardized components, 
programmed to implement arbritrary Boolean function, and how they are further concatenated 
into complex machines, and used as universal computers to solve complex problems. 

I do not fear computers. I fear the lack of them.  

Isaac Asimov, The Age of Miracle Chips, 1978 
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Abstract 
In this article we present a new kind of computing device that uses spatialy constrained 
biochemical reactions circuits as building blocks to implement logic gates. The architecture of a 
computing machine relies on these standardized and composable building blocks, computation 
units, which can be used in multiple instances to perform complex Boolean functions. Standard 
logical operations are implemented by synthetic biochemical circuits, encapsulated and insulated 
within synthetic vesicles called protocells. These protocells are capable of exchanging energy and 
information with each other through transmembrane electron transfer. In the novel paradigm of 
computation we propose, protoputing, a machine can solve only one problem and therefore has to 
be built specifically. Thus, the programming phase in the standard computing paradigm is 
represented in our approach by the set of assembly instructions (specific attachments) that directs 
the wiring of the protocells that constitute the machine itself. To demonstrate the computing 
power of protocellular machines in a practical example, we apply it to solve a NP-complete 
problem, known to be very demanding in computing power, the 3-SAT problem. We show how 
to program the assembly of a machine that can verify the satisfiability of a given Boolean 
formula. Then we show how to use the massive parallelism of these machines to verify in less 
than 20 min all the valuations of the input variables and output a fluorescent signal when the 
formula is satisfiable or no signal at all otherwise. 
 
 
4.1 Introduction 
 
What is Computation? One definition could be the goal-oriented process that transforms a representation 
of input information into a representation of output information. The process itself can be iterative (or in 
another form recursive), in this case it is called an algorithm, but other forms of processing can 
be used, such as neural networks or first order logic.  
 
A computation process, whatever it is, has to be run by a computer, which can be a human using 
pen and paper, or a machine specifically built for that purpose. The most popular form of 
computer is an electronic device that uses a digital representation of data, and manipulates this 
representation according to a set of instructions that implements the algorithm transforming 
them into results. The set of instructions is then called a computer programme. Electronic 
computers use numbers, integer and floating points, to represent data. These numbers are 
commonly coded in base 2, which can also be directly used to encode Boolean values and 
therefore easily implement conditional calculations. Electronic computers are mainly built from 
basic blocks, logic gates, which are interconnected to make the arithmetic and logic units, 
memory registers and microcontrollers that form the Central Processing Unit which in turn, 
along with the Main Storage Unit, and the I/O Controllers constitute the computer itself. 
 
Therefore, one can build a digital computer using any technology that can mimic logic gates and 
their interconnections. We intend to demonstrate in this article how to implement single Boolean 
logic gates using synthetic minimal biological systems embedded in a vesicle, or protocell, and 
how to connect them together to fabricate a device, or protocellular machine, that computes a 
complex logical function. The computing model that underlies our biochemical implementation 
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of a computer is similar to the one of an electronic computer, giving their computing capabilities 
are the same.  
 
The fundamental characteristic of electronic computers is their ability to run a potentially infinite 
number of algorithms doing a wide variety of computations on data, because they are 
programmable: the same computer can run sequentially (or pseudo-concurrently) as many 
different programmes as those that can reside in its main memory storage, along with the 
associated data.  
 
Here, we propose a methodology where programming the computer is analogous to its physical 
assembly. The program thus resides in the set of instructions given for the assembly process. 
Furthermore, we show how to build (i.e. program) a kind of computer that can solve one 
problem belonging to a class known to be hard to solve: a NP complete problem. 
 
The computational complexity theory explores the feasibility of computational problems, in 
terms of computing time (or memory space) needed to solve a problem of a given size. In the 
Von Neumann based architectures (standard electronic computers) the number of computing 
elementary steps (instructions) is often used to approximate the computing time, since each 
instruction takes approximately the same amount of time to be performed. 
 
There are two main classes of computational problems, those that can be solved by a 
deterministic machine in a number of steps which can be expressed as a polynomial of the 
problem size (class P), and those that can be solved in polynomial time, but on a non-
deterministic machine (class NP). Typically decision problems where (i) a solution can be verified 
in polynomial time and (ii) there is no other known algorithm except generate and verify all the 
potential solutions, are NP problems. Solving these problems on a Von Neumann computer 
requires an exponential number of steps with respect to the problem size. A NP problem is said 
to be NP-complete if any other NP problem can be transformed into this problem in polynomial 
time659. In consequence NP complete problems are more difficult to solve than any other NP 
problems because if one NP-complete problem is quickly solved (in polynomial time) then all the 
NP problems will be quickly solved. Of course all these complexity classes collapse if P = NP 
(which is one of the great open conjectures in computer science). 
 
We have chosen the 3-SAT problem, a variant of the boolean satisfiability problem (SAT), as an 
example of NP-complete problem660 a protocellular computer can solve elegantly. This is mainly 
because the very small size of protocells and their 3D packing allow us to build a machine made 
of billions of logic gates specifically connected to solve a given 3-SAT problem. Another 
characteristic of our protocellular machines is that they are disposable in the sense that once the 
computation is done for a given set of input values, the machine is no more usable. But the 
counterpart is that the energy needed for the computation is very low451. Finally, the biochemical 
nature of the protocellular machines makes them very easy to interface with living organisms. For 
example, they can be used for medical diagnosis to implement biosensing coupled with medical 
decision algorithm 
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4.2 Methods 

 

4.2.1 Protocells as computation units: definitions 
 

The bottom-up design of biological systems is made possible by the synthetic biology approach 
that applies engineering principles to biology in order to design standardised biological parts, 
devices, systems in a systematic and rational manner. Hierarchical abstraction of biological 
functions enables the assembly at the system level of new biological systems with user-defined 
functionalities6 7 8. The behaviour of synthetic systems is predictable and design can be 
automatised in silico before attempting to implement them with biological components591. In 
addition, the remarkable capacity of biological building blocks to compute in highly sophisticated 
ways has led scientists to design and engineer biomolecular computers39. Thus far, most 
biocomputing has been investigated from the top down perspective, that is, by modifying existing 
organisms460. The strategy we propose here, protoputing, is interested in implementing protocells 
from the bottom-up perspective to perform computation, where very little attention has been 
given568 567 391. 
 
Starting from an abstract operation that is to be computed, one can rationally and systematically 
choose biochemical species for the implementation (metabolites, enzymes, nucleic acids...) 
(Figure 4.1A). Standardised and robust biomolecular components and reactions can be 
engineered, tested and optimised to implement different types of biological functions or 
computations589: simple Boolean operations, memory devices, amplifiers, analog to digital 
converter, oscillators etc. (Figure 4.1B). In addition, we previsouly demonstrated how this 
process can be automatised using CAD tools recently developed for this purpose589 367 588. For 
example, an AND biochemical logic gate taking reduced metabolites as inputs (NADPH and 
FADH2) can be implemented using a network of 3 different enzymes and 4 different metabolites 
connected by 3 biocatalytic reactions, and transferring electrons to NADH as an output. In the 
same way, we can implement a set of standardised computation units that recapitulate all Boolean 
logic gates (see Figure 4.3 for examples of implementations of AND, NOT and NOR gates). 
Electron transfer can also be coupled to various output biological functions to produce human 
readable signals (Figure 4.2) or enable the selection of machines with specific behavior for 
further analysis. We propose to exploit specific reduction of species to trigger readable outputs, 
either luminescence or fluorescence (i.e. reduction of rezasurin into fluorescent resorufin) or the 
transport of a ligand (or its receptor). 
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Our approach improves the modularity of biomolecular computing systems by the fact that 
biochemical networks implementing Boolean logic are encapsulated within synthetic vesicles, or 
protocells, distinguished by their high degree of organization and control over biological 
processes provided by the membrane boundary398. Such architecture of insulated computing units 
allows us to use many instances of the same type of protocell anywhere in the circuit when the 
same logic gate is needed. Moreover, this enables the concatenation of multiple layers of 
protocells to achieve complex information processing capabilities. In such architectures, input 
information arrives from upstream connections with previous protocells, to output connections 
to following computation units. As each logic gate is encapsulated within an impermeable vesicle, 
the reactions that compute the output value will go from the non-equilibrium initial state to an 
equilibrium state. Therefore, once a logic gate has finished to compute the output, it is no more 
able to do another computation. So this first model of protocellular machine is in essence a kind 
of disposable computer. 
 
 

Figure 4.1: (A) Rational design of a computation unit implementing a given logical function. (B) Different types of 
computation units. An AND gate outputs true only if the two inputs are true; An OR gate outputs true if at least one 
of the inputs is true; A XOR gate outputs true only when one of the inputs is true; The NAND, NOR and XNOR 
gates outputs the opposite value of the AND, OR and XOR gates respectively. 
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Figure 4.2: Example of experimental fluorescence signal triggered in micrometric protocells. Ezymatic 
electron transfer from carbohydrate to the redox sensor probe (in that case resazurin is reduced into the red 
fluorescent product resorufin). Phospholipidic protocells encapsulating biochemical species were generated using 
microfluidic devices, and imaged using a confocal microscope. Left no induction; right induced with glucose (scale 
bar=5µm).  
 
 
 
Encapsulation of biochemical networks can be achieved using natural bilayer membranes (e.g. 
phospholipid bilayers, liposomes)386, or engineered membranes (e.g. copolymers, 
polymersomes)408, with respect to stoichiometry of internal species and incorporation of 
membrane proteins for connections661 572 409. This process is also known to stabilise enzymes, 
prevent cross-talk, denaturation or proteolysis and improve enzymatic properties662 663. In 
addition, streamlined workflows, for example relying on microfluidics as we discussed previously, 
are already available for the high-throughput generation of protocells that encapsulate various 
substrates625 664 665. This strategy, extensively used in our lab, allowed us to test the 
implementation of various protocellular logic gates. Such vesicle have proven to be sufficently 
stable (i.e. not prone to fuse together or physical disruption) to enable the construction of such 
multi vesicular assemblies666 628. Tunable sizes ranging from 50 nm to 50 µm can be obtained, 
although in our approach, size should be kept as small as possible to obtain the highest density of 
computing operators. 
 
 

4.2.2 Circuit wiring 
 
To obtain a full circuit implementing a given Boolean function, we then need to concatenate and 
wire basic logic gates. The design of a function-specific protocellular machine exploits the 
composability of computation units. Amongst a specific set of protocells, multiple instances of the 
same logic gates can be wired together to implement a user-defined function. One way to achieve 
successive reactions in each layer of a protocellular machine, from input to output protocells, is 
to drive them using electrochemical potential (e.g. oxido-reduction reactions). By analogy with 
electronic computers, electrons are energy carriers and the redox potential is the current of the 
system, which could be measured with an electronic device. The major difference is that inside a 
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protocell, wires are replaced by free molecules (e.g. NADH, NADPH, FADH2), and effective 
wiring is achieved using chemical selectivity of enzymes. Molecules are either electron donors or 
acceptors, obeying biological enzymatic rules resulting in current and energy for computation. In 
such systems, the in -> out direction is driven by the thermodynamics of the redox reaction. In 
our example, a protocell giving the true value would have a reductive state with high 
concentration of NADH, which can then transfer its electron to reduce the input of the next 
protocell. Conversely, a protocell giving the falsevalue does not output any electron. In addition, 
electron transfer occurs only between physically connected protocells, through tight junctions 
putting into close contact electron transfer complexes, which carry out the connections between 
protocells and therefore between logic gates (Figure 4.3). 
 
Here, we propose build a protocellular machine from a set of protocell logic gates assembled in a 
tree-like layout (see the following section). When set to true, the inputs of the machine initiate 
electron transfer through the chain of protocells that constitutes each branch of the tree, down to 
the root protocell. 
 
In these input protocells, electron production is started by the specific oxidation of molecular 
species by oxidase enzymes. Electrons are then transferred down the protocell chain via 
transmembrane electron transport complexes that enable electron coupling (reduction) of specific 
molecular species. In that sense, input protocells can be seen as the generators that power the 
machine. Moreover, fuel protocells with a switch like behaviour, could be used to amplify and 
reshape the signal and therefore counteract its decay.  
 
In order to implement specific electron transfer modules, we propose to exploit the modularity 
and thermodynamic reversibility of natural oxidative phosphorylation and photosynthesis 
complexes, which catalyse the electron transfer across natural membranes with specificity to 
NADH (Complex I), FADH2 (complex II), and NADPH (NADPH quinine oxido reductase)667. 
This includes quinone (or chemically related) and cytochrome c shuttle, which are delocalised 
mobile electron carriers that could be used as inter-protocell transfer molecules. In our design, we 
propose that a first quinone carrier (or related), could transfer electrons from a specific output 
signal (substrate specificity given by the first complex: I, II...) to a close complex III, which would 
then via a mobile cytochrome c transfer these electrons forward to the complex III belonging to 
the next protocell. This mechanism constitutes efficient reversible energy coupling, which has 
been shown to work via electron-tunneling across the proteins667. Furthermore, recent studies 
have highlighted the possibility to engineer natural prokaryotic complexes for efficient and 
substrate specific synthetic electron transporters668 669 670. 
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Figure 4.3: Detail of a possible implementation of each type of protocell gate. Each type of logic gates has 
been simulated in silico with HSIM, and some of them are under test in the lab). The detail of the electron transfer 
mechanism is shown in the bottom right cartoon. For example, the fluorescent NOR gate uses a cascade of two 
enzymatic reactions (NADH oxidase, Horseradish Peroxidase) to consume the fluorescent oxidised scopoletin when 
NADH is present in the protocell, that is when at least one input is set to true, so is transferring electrons to make 
NADH from the initial pool of NAD+. 
 
 
The architecture of a machine is controlled by the functional wiring of input and output of 
specific protocells. This can be achieved by using programmable junction modules, which can be 
selected to implement any protocellular machine in a plug-andplay way (Figure 4.3). Biological 
function for these programmable attachments could be supported by couples of ligand/receptors 
with high binding affinity, such as aptameric nucleic acids671 672 or peptidic binders673, that could 
be straightforwardly produced in large combinatorial synthetic libraries using SELEX674, or 
ribosome display respectively675 676. Starting from a pre-built stock of computation units, the user 
can define a set of attachment instructions that corresponds to the Boolean function to 
implement. Irreversible constructs can be achieved using cross-linking chemicals, so that no 
unbinding would occur677 678. We assume that the kinetics associated with such an assembly 
process would be of the order of minutes. Some attachments can also be set as random, to enable 
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stochastic wiring of different types of protocells to specific positions. This could be used for 
example to solve problems involving the navigation through a large parameter space where 
protocellular machines could be used to compute a fitness function. Additonnally selection 
methods could be implemented to isolate protocellular machines that exhibit specific behaviours. 
Positive selection can be done for example using FACS, conversely negative selection via a self-
destruction mechanism. 
 
 
4.3 The case study 

 
4.3.1 The Boolean satisfiability problem 

 
The NP-complete problem we aim to solve is the 3-SAT problem. This problem can be simply 
defined as: 
 
Given any boolean formula in Conjonctive Normal Form (CNF), with at most 3 litterals per clause, is there a 
valuation of the variables that satisfy the formula? 
 
In other words, it asks whether the variables of a given Boolean formula can be consistently 
replaced by the values true or false in such a way that the formula evaluates to true. If it is the case, 
the formula is called satisfiable. The litterals are either a variable (v) or the negation of a variable 
(¬v); They are connected with the or operator (∨) to form a clause; The clauses are connected 
with the and operator (∧) to obtain the formula in CNF. For example: 
 

𝐹𝐹(𝑖𝑖, 𝑏𝑏, 𝑣𝑣) = (𝑖𝑖 ∨ ¬𝑏𝑏 ∨ 𝑣𝑣) ∧ (𝑏𝑏 ∨ ¬𝑣𝑣) ∧ (𝑖𝑖 ∨ 𝑏𝑏)                       (1) 
 
is true when a = true, b= true, c= false, so the formula F(a, b, c) is satisfiable. Conversely, the 
formula: 
 

𝐺𝐺(𝑖𝑖, 𝑏𝑏, 𝑣𝑣) = (𝑖𝑖 ∨ 𝑏𝑏 ∨ 𝑣𝑣) ∧ (¬𝑖𝑖 ∨ 𝑏𝑏) ∧ (𝑏𝑏 ∨ ¬𝑣𝑣) ∧ ¬𝑏𝑏)               (2) 
 
is not satisfiable because all the eight possible valuations for a; b; c lead to G= false. 
 
To find if a formula is satisfiable, we will build as many protocellular machines as there are 
combinations of valuations of the input variables. To do this, we will exploit the combinatorial 
power of ligand-receptor binding to link constant protocells (with false or true values) to the inputs 
of the protocellular machine to cover all the value space. A protocellular machine is dedicated to 
a specific formula, and therefore is not programmable in the sense an electronic computer is. The 
protocellular machines are self assembled according to the formula they have to check, so in our 
approach, the program is the process that directs the assembly of the machines. We will ascertain 
that there is at least one instance of a protocellular machine per possible valuation of the 
variables. 
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Figure 4.4: (A) Direct implementation of the G formula in standard Conjunctive Normal Form. (B) Using the De 
Morgan laws, the same Boolean function is rewritten using a NOR gate instead of the final AND gate, easier to build 
with a large number of inputs, and multiple 2- and 3-inputs AND gates fed with the complement of the original 
inputs. 
 
 
 
An instance of the machine can be made using 2- and 3-inputs OR gates connected to a big 
AND gate with as much inputs as there are clauses in the formula. Each input of a clause is 
connected to a protocell representing a variable v sending true or false when a specific start signal 
is given, or to an inverter protocell sending the negation of v when the start signal is given. The 
output of the AND gate is connected to a protocell that fluoresces when the input value is true. 
For example, the protocellular machine corresponding to the G formula would be made of a 4-
input AND gate, two 2-input OR gates, one 3-input OR gate and three inverters connected as in 
the equation above (Figure 4.4A). 
 
As we have at least one (and probably more) instance of the machine for each possible valuation 
of the variables, if at least one of the protocellular machines fluoresces, the formula is satisfiable. 
Conversely, if there is no fluorescence at all then the formula is not satisfiable. 
 
We can simplify the construction of the machines using the De Morgan laws to replace the big 
AND gate by a NOR gate, which is easier to build and also more efficient than an AND gate 
when there is a lot of inputs. Since the output of this NOR gate is the output of the whole 
machine, the final inverter can be made using an inhibitor of the fluorophores stored inside the 
protocell implementing the gate. We also need to feed the inputs of the AND gates with the 
complement of the variables, which could lead us to use a lot of inverters; But they can be 
avoided because these inputs are the inputs of the whole machine, and since we need to test all 
the valuations of the variables, these inputs will be fed with constant values. Therefore we can 
program the assembly of a machine with the constants already inverted (Figure 4.4B) and we 
will need no more inverters than negated variables specified in the original formula. 
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4.3.2 The assembly of the machines 
 
To obtain one instance of a computing protocellular machine, we need to direct the self assembly 
of as many copies of AND gate protocells as there are clauses in the formula (except when a 
clause has only one litteral), the output of each AND gate being connected to an input of a 
fluorescent NOR protocell. The inputs of each AND gate are also to be connected to the output 
of an inverter or to the output of a wiring protocell (representing the input variables of the 
formula). Then, to test a valuation of the variables of the formula, the input of each wiring 
protocell will be connected to special inputless protocells that output the constant value true or 
false. Once the machine and its inputs are assembled, when a start signal is given, after a few 
minutes, the NOR gate of this machine will fluoresce if the formula is true for this valuation of 
the variables, and therefore the formula is satisfiable. 
 
We must ensure that correlated inputs of two (ore more) AND gates are fed with correlated 
values. In the previous formula (rewrited using a NOR of ANDs, with the complemented 
variables as shown in Figure 4.4B) 
 

𝐺𝐺(𝑖𝑖, 𝑏𝑏, 𝑣𝑣) = (𝑖𝑖� ∧ 𝑏𝑏� ∧ 𝑣𝑣̅) ∨ (¬𝑖𝑖� ∧ 𝑏𝑏�) ∨ (𝑏𝑏� ∧ ¬𝑣𝑣̅) ∨ ¬𝑏𝑏�)���������������������������������������������������               (3) 
 
The first input of the first clause, a, is always the opposite of the first input of the second clause 
(¬a), and the second input of the two first clauses, 𝑏𝑏� have always the same value, etc. To achieve 
that we will use inverter protocells, and wire protocells that can transfer their input to two or 
more outputs. 
 
In this example, since there are 3 variables, we must assemble 8 protocellular machines to test 
each of the 8 possible valuations. Each line of the table in Table 4.1 shows the input values (0 
for false, 1 for true) of one of the 8 different protocellular machines, the complemented value of 
each clause, and the value of the formula (3), which is always false (this formula is not satisfiable). 
 
In order to have an efficient assembly mechanism, we split the process in two steps. The first one 
does not depend on a specific formula, but on the maximal numbers of variables (Vmax) and of 
clauses (Cmax) a formula can have. To be able to test any given formula within the limits of size 
we stated, we build a reservoir containing at most for one protocellular machine instance: 
 
 
• one Cmax-input NOR gate 
• Cmax 2- and 3-inputs AND gates. 
• Vmax inverter protocells 
• 2 .Vmax types of inputless constant protocells, outputting the constant false or true to represent the 
two possible values of each variable. 
• a formula dependent number of wiring protocells that duplicate their input to two (or more) 
outputs in order to cast each constant protocell output to the appropriate AND input or inverter. 
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𝒂𝒂� 𝑏𝑏� 𝑣𝑣̅ 𝑣𝑣1̅ 𝑣𝑣2�  𝑣𝑣3�  𝑣𝑣4�  𝐺𝐺(𝑖𝑖, 𝑏𝑏, 𝑣𝑣) 
0 0 0 0 0 0 1 0 
0 0 1 0 0 0 1 0 
0 1 0 0 1 1 0 0 
0 1 1 0 1 0 0 0 
1 0 0 0 0 0 1 0 
1 0 1 0 0 0 1 0 
1 1 0 0 0 1 0 0 
1 1 1 1 0 0 0 0 

 
Table 4.1: Complemented value of each clause for the eight possible valuations of the variables, and the 
corresponding value of the formula. 
 
 
Of course we can have a larger number of copies of these building blocks if we want to test more 
than one instance of the formula. We can remark that depending on the formula we want to test, 
all the Cmax inputs of the NOR gate are not used and will stay not connected to any output, 
which is equivalent to a falsevalue and so these inputs will not interfere with the computation 
since we are certain that nothing can be bound to them. 
 
To verify the satisfiability of a formula made of N/Vmax variables and C/Cmax clauses, we need 
to build 2N protocellular machine instances, (at least) one per possible valuation of the input 
variables. The building of these protocellular machines constitutes the second step. Although this 
step is specific to a given formula, its principle is generic enough to be applied to any formula. 
This resemble to the compilation phase of a programme written in a high level programming 
language on a standard computer. 
 
To assemble a machine we will program the binding of each input of one NOR gate to the 
output of a 2-inputs or a 3-inputs AND gate, or to one output of a wiring protocell, or to the 
output of an inverter. We will also need to program the binding of one wiring protocell per 
variable to some inverter, AND or NOR input, according to the formula. Then, to test a given 
valuation of the variables, we will need to bind the constant protocells corresponding to each 
variable of the formula to the inputs of this machine. 
 
These programmed bindings are made possible because all the protocells in the reservoir have 
been built with specific tags on their inputs and outputs. These tags can be peptides/nucleic acids 
with a unique sequence to address them. The process of binding itself will be done by putting in 
the environment specific molecular attachment instructions that recognise and bind the tag on 
the output and the tag on the corresponding input. This will enable the binding of specific 
protocells together (Figure 4.5). 
 
Each input of the NOR gate is labeled with a tag implementing the number of the corresponding 
clause (0 to Cmax - 1). Similarly the output of each of the AND gate is labeled with the same 
number. Therefore, to connect an AND gate to the corresponding input of the NOR gate for 
one protocellular machine, we have to synthesise a molecular attachment that match at one end 
the tag labelling the output of the AND gate and at the other end, the tag labelling the input of 
the NOR gate. 
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The same mechanism is used for the input variables of the formula. The input of a wiring 
protocell that corresponds to a variable of the formula is labeled with a tag representing the 
variable number (0 to Vmax - 1). The constant protocells used for each variable, whether their 
output is falseor true, are labeled with a tag matching the corresponding wiring protocell of the 
machine. Since there is a high number of constant protocells in the medium, the false and 
trueversion for each variable will be randomly bound to the corresponding input of the 
machines, and after some time, all the possible valuations will be covered. 
 
It is important to notice that we must use constant protocells that output the Boolean value false, 
even if a non connected input is equivalent, because when we want to test a valuation where 
some variable is false, we must be certain that no true constant protocells can be bound to this 
input. 
 
 
 
 
 
 

 
Figure 4.5: Directed assembly and wiring via specific attachments of one instance of a protocellular 
machine for the formula G (a, b, c). The inputs a, b and c are implemented with wiring protocells (one input, one, 
two or more outputs) that distributes the values of the variables to inverters or to the NAND gates according to the 
formula (3), see Figure 4.4B. The NOR gate is a large protocell underneath the AND gates, where the outputs of 
the AND gates are bound. The small protocells a; b; c = 0; 1 are constant protocells for the input variables a, b and c 
(left). These input protocells will be randomly bound to constant false or true protocells to cover all the valuations of 
the variables. On the right side, the protocellular machine assembled tests the valuation a = 1; b = 0; c = 0 
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4.3.3 The computation process 
 
The computation process may begin when we are certain that at least one copy of a protocellular 
machine is bound to each possible combination of input values. This process is started by 
remotely triggering the whole population of true constant protocells and inverter protocells using, 
for example, light switchable enzymes (e.g. a tryptophan dehydrogenase engineered to bear a 
photoswitch moiety)679 680 681. 
 
Since all the machines run concurrently to compute the value of the formula, the total computing 
time is the time needed either by the first one that output true (that become fluorescent) or when 
we can be certain that the slowest machine that outputs false has finished (in this case they all do). 
If there is a small number of protocellular machines that fluoresce, we could enhance the 
signal/noise ratio by scattering the solution into several parts such that the concentration of the 
fluorescent machines would appear higher, and so helps its detection. Another way to easily 
detect the first (and possibly only) protocellular machine that outputs true would be that this 
machine triggers the fluorescence of those in its neighbourhood, and so increase the global 
fluorescence. Independently of the formula we want to test, the maximal number of reactions 
needed from one input to the output is very small: one inverter, a small number of wiring 
protocells, one AND, and one NOR. 
 
Considering the kinetics of enzymatic processes for these simple reactions, we could assume that 
the calculation time of a single protocell (i.e. the time required for effective electron transfers 
though the protocell) would be in the order of a few minutes. The computation time for one 
protocellular machine would then be proportional to the number of layers of this machine. The 
total computing time would not exceed 20 min, whatever the number of protocellular machines 
is needed to solve the problem. This is of course mainly because the computing process is 
massively parallel and to a lesser extent because each processor is dedicated to the specific 
problem we want to solve. 
 
Since the size of a complete protocellular machine is of the order of magnitude of a micron-cube, 
even less, we can have more than 1012 machines in a few ml of solution. As 103 is approximately 
equal to 210, we could theoretically have about 210(12/3) = 240 machines in a few ml. Therefore using 
this technique, we could potentially solve any 3-SAT problem involving up to 40 variables in a 
few minutes. If we suppose that an electronic computer needs 1 µs to generate and test one 
valuation of the variables, the average computing time would be of the order of 1012 .10-6 s, which 
is more than 11 days and a half. Moreover, if we suppose we use a low power electronic 
computer, for example 20 watts, the energy consumed at the end of the 11.5 days would be 
106.20 = 2.107 J (~5.5 kWh), compared to a few joules for the protocellular machines. 
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4.4 Conclusion 

 

The case studied here is an example of the kind of problem we could address with protocellular 
biocomputing machines.  Here we proposed a machine assembly mechanism (i.e. computation 
units wiring or program instructions) that relies on highly derivatable and easily synthesizable 
biochemical substrate, such as nucleic acids or peptides bonds. However, thermodynamic, 
binding and kinetic validity of this approach needs to be investigated before reaching practical 
experimentation. In addition, for this reason making the very large number of instances of 
protocellular machines required to verify the satisfiability of a large formula is a bit speculative at 
the present day. Although highly theoretical, as we demonstrated in the previous chapter the 
governing mechanisms used to engineer protocell computation units are already under test in the 
lab. Many implementations of logic gates (much more than those shown in Figure 4.5) have 
been tested in silico using the HSIM368 simulation system and proven to be functioning in vitro. 
 
Here, we propose to circonvent the classic silicon based approaches of serial computing, to 
massively parallel computing strategies taking advantage of the extremely small scale of 
protocellular computing devices. The computing time we claim, approximately one thousand 
times faster than a traditional electronic computer for a specific class and size of problem, is also 
a bit provocative, but the fact remains that this is an example of how to use the really massive 
parallelism of protocellular machines in order to solve dedicated problems (e.g. for N variables 
and a problem of size p the time required to evaluate all valuations: t~pN and t~k.p, for a serial 
computer and a consortia of protocelular machines respectively). 
 
 
 
 

Figure 4.6: Comparison between traditional silicon based computers and proposed protocell 
computing. 
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Moreover, to our knowledge, this is the first described case where a synthetic biochemical 
computer could realistically compete with the speed of electronic computers, while being far less 
demanding in terms of energy. Nevertheless, in our opinion, the most exciting perspective of 
protocellular machines is that they are electronically and biologically interfaceable. Our approach 
allows us to design any given boolean function that can be connected and triggered by any 
biological and/or electronical input, and generate chosen outputs in a similar way. Thus they 
could be incorporated in living organisms, or into hybrid electronic/biological systems.  
 
Another interesting application field involves cryptography (e.g. protocellular ciphers). This could 
be extended to new approaches to disease diagnosis, since a pathological state is in fact an 
unkown function of molecular patterns (i.e. physiologically encrypted), and elucidation of the specific 
cryptographic algorithm is analogous to finding a diagnostic algorithm. 
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Chapter 5 
Final Remarks 

 
5.1 Summary 

 
As we have seen and discussed in Chapter 1, advances in synthetic biology enable more and more 
approaches to building biological devices operating with robustness and reliability. The success of 
synthetic biology is partly due to its exponential improvement in design capabilities capitalizing 
on standardized biological parts and modules and hierarchical abstraction of biological 
complexity. This lately enabled biotechnological bridging between medical and engineering 
disciplines. I envision that it will become increasingly useful as translational researchers become 
more familiar with the concepts and more engineering tools, modular parts and devices become 
widely accessible. 
 
Building on these opportunities, in this thesis I established a foundation for engineering novel 
generations of cell-based and cell-like biosensors and biocomputers to tackle real world 
problems. These micrometer scale devices were rationally designed to interrogate their 
environment and process biological information according to medical rules, diagnostic accuracy, 
and clinical requirements. The most exciting is probably how these approaches permitted to bring 
rational design of biology to in vitro diagnostics with augmented capabilities. 
 
In Chapter 2, I demonstrated how bioengineering solutions could bring synthetic cell-based 
biosensing technologies, or bactosensors, to operation. I demonstrated how the contribution of 
novel types of synthetic gene circuits, relying on the integrase based transcriptor architecture 
could be of outstanding interest to the field of biosensing, as it provided true digital processing of 

quas ob res ubi viderimus nil posse creari 
de nihilo, tum quod sequimur iam rectius inde 
perspiciemus, et unde queat res quaeque creari 
et quo quaeque modo fiant opera sine divom. 

 
When once we know from nothing still 
Nothing can be created, we shall divine 
More clearly what we seek: those elements 
From which alone all things created are, 
And how accomplished by no tool of Gods. 
 
Lucretius, De rerum natura, ~50 BC 
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biological information along with increased tunability and programmability. Transcriptor 
architectures thus allow for the bioengineer to focus on design and applications through the 
effective decoupling of design from gene circuit fabrication. Sequences of precise operations and 
information can be written in cells’ DNA and stably stored until they are read or used. Arbitrary 
pathological biomarkers can be detected in clinical samples via robust and standardized 
engineered living cells that integrate medical expertise. While we proposed a direct application for 
the diagnosis of diabetes and sepsis, I envision that this will allow opportunities for the 
construction of ever more complex bactosensors for medical diagnosis, covering an increasing 
range of clinical questions.  
 
In Chapter 3, I set the basis for a totally new approach to biosensing, which relied on the 
biomolecular programming of specifically built protocells, protosensors, through integrated 
synthetic biochemical circuits. I demonstrated how a systematic bottom-up methodology relying 
on computer assisted design and microfluidics allowed for de novo construction of protocell 
devices according to specifications. This allowed for unprecedented versatility in engineering 
protocellular systems.  From high quality biochemical standard parts, we are able to precisely 
program synthetic biochemical circuits to perform specific digital operation on molecular signals, 
using in silico prediction and automated exploration of design space. I validated mathematical 
models by constructing and testing in vitro several biochemical circuits in protocells. Medically 
programmed protosensors presented interesting analytical properties that defined them as 
accurate and expert diagnostic devices for the clinic. 
 
This research constitutes a foundation to engineer more complex high order architectures from 
biochemical parts, but also opened up fascinating theoretical approches to biocomputing that I 
presented in Chapter 4. The strategy I described takes advantage of the small scale of 
programmable circuits of protocellular logic gates to perform massively parallel computing, an 
approach that could theoretically come to competing with silicon based sequential computers on 
certain type of problems. 
 
 

5.2 Discussion and Perspectives 

 
Threfore, I suspect that the advances of synthetic biology could in a near future provide a new 
generation of expert biosensing diagnostic systems for the clinic. Indeed, diagnostics yield a great 
deal of information, which clinicians have to analyze and evaluate comprehensively in a short 
time. A few decades ago, computer sciences were first proposed to augment human reasoning in 
medicine682 and permitted to enhance medical care by improving decision-making capabilities of 
diagnostic systems and clinicians683 684. For instance, computer-aided detection and diagnosis is a 
procedure in medicine that assists practicians in the interpretation of imaging techniques. 
Similarly, new diagnostic possibilities permitted by synthetic biology could improve clinician’s 
ability to assess pathological states and monitor diseases and their prognosis. Diagnosis strategies 
fall into the definition of computing, and synthetic biology provides a modular substrate for 
computation and interfacing of physiology. This framework thus provides with low cost of 
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development, possible programming from person to person and various clinical disease 
presentations, and greatly shortens the concept-to-design-to-manufacturing process. This 
approach would be theoretically only limited by technological considerations (i.e. DNA synthesis 
in the case of bactosensors, or biochemical species assembly for protosensors).  

Although we did not address questions of maximal achievable sensitivities and specificities, which 
I assume would at the moment hardly compete with antibody based technologies, I believe that 
future work could be oriented towards exploiting signal amplification mechanisms discussed here 
for the detection of extremely low analyte concentrations. However, the rationale behind these 
novel devices is not to compete with gold standard clinical laboratory techniques (e.g. ELISA, 
PCR, MS, Chromatography, etc…), but better to provide with low resource and infrastructure 
requierments, portability and no apparatus requierement, ease of use, facilitated tailoring and  
programmability, and importantly integration of expertise (i.e. computation). In addition, while in 
this work we focused on portable and readily accessible diagnostic tools for non-expert usages, 
these devices could also be further integrated within heavy analytical machinery to multiplicate 
current assays capabilities.  
 
As we previously discussed in the introduction, bactosensors could benefit from new chassises 
with improved capabilities. Compared to E. coli, Bacillus subtilis is a promising, scalable  and 
adaptable alternative chassis116 167 with a wide variety of exploitable two-component sensing 
systems or synthetic membrane receptors and the ability to generate spores, which can be used 
for long term storage and distribution. Other chassis should also be explored in order to 
implement all possible modalities of bactosensors. This would permit to extend the bactosensors 
approach to encompass not only in vitro diagnostics, but also for instance microbiome 
engineering, cheap and delocalized environnemental monitoring, or cellular implantable 
theranostics. The promising bactosensors based strategies for infectious disease diagnosis (i.e. 
sepsis) we presented, is the focus of ongoing work carried on to further investigate this promising 
application. 
 
Nonetheless, while proving extremely valuable in certain circumstances, and benefitting from 
constant refinement and increase in robustness, synthetic cell-based biosensors pose intrinsic 
limitations such as the evolutionary barrier114 685 that hinder the translation into the clinics. At the 
moment, biosafety and regulatory concerns of self-replicating genetically engineered cells forbid 
their use out of a controlled in vitro context686, and pose biohazard risks of escape into open 
ecosystems687. However, expanding as an important domain of research688, environmental and 
health risks could be contained by rigorous risk assessment and management, and potentially 
reduced by methodologies such as genome minimization, metabolite dependency, encapsulation, 
orthogonal systems or new genetic biocontainment strategies689 690. Safety, harmonized regulatory 
regimes, standardization, as well as appropriate future risk assessment methods691 are essential 
catalysts to overcome these hurdles and obtain subsequent scaling up of the research554. Public, 
market and regulatory structure may not be ideologically ready for such dramatic change of 
concepts in medicine692. Although we addressed reliability and reproducibility issue arising from 
the use of engineered biological systems in clinical settings, development has yet to address safety 
and reglementary issues prior to effective use in medical applications. In addition, commercial 
interest in biosensor technology remains hampered by the legislation controlling the application 
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of genetically engineered bacteria, and by the need to overcome these technical problems 
inherent to living organisms117.  
 
In consequence, amongst the wide range of different biological substrates, cell-free devices could 
hold most clinical promises. Between the  two approaches to synthetic biology, top-down and 
bottom-up, the latter is probably more relevant to diagnostics as it provides more flexibility and 
highest control on properties and could more easily be cleared for regulatory approval. 
 
However, cell-based and minimal biosensors are not optimized to answer the same technological 
questions. While engineered cells prove very valuable and robust in certain contexts, additionally 
benefitting from self assembling/replicating mechanisms, protosensors could show poor 
operability, and vice versa. Nevertheless, a bottom-up approach ultimately may offer a greater 
design space to the price of having to deal with greater complexity. On a bigger picture, I 
propose that the two widely described synthetic biology approaches, so called top-down and 
bottom-up, should therefore not be seen as in opposition but more synergistic (Figure 5.1). 
Therefore, I believe that future interesting developments are constituted by hybrid approaches (i.e. 
so called middle-out). 
 
In addition, this work gave perspectives on the advantages and inconvenient both brought by 
synthetic gene and biochemical circuits, which I believe are interesting to denote. The 
Transcriptor architecture we used for digital biosensing and information processing exploits the 
versatility of DNA synthesis to achieve high programmability. Writing information in DNA 
sequences has become incredibly straightforward. However, it can suffer from unfavorable 
kinetics and subsequent response time compared with biochemical circuits. While Transcriptor 
based circuits go through long transcription-translation processes, biochemical circuits rely on 
post-translational regulation only and thus display faster kinetics. Besides, while abstractions and 
circuit construction can be straightforward with synthetic gene circuits, intrinsic complexity of 
biochemical circuits make them technologically more demanding. 
 

 
 
 

Figure 5.1: Considerations on the so called Top-down and Bottom-up approaches used in this thesis. (A)  Abstract 
representation of the two approaches and their respective engineering process. They appear synergistic in understanding and engineering 
biological complexity (B) Advantages and drawbacks of top-down versus bottom-up approaches to synthetic biology for the 
developments of integrated biosensors for medical diagnosis. 
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Going further, an interesting perspective could be to use synthetic gene circuits ex vivo, as recently 
described103. In fact, the transcriptor based architecture could be well accommodated in 
standardized purified minimal cell extracts, as unnecessary and complex cell machinery imposes 
an energetic burden on circuits functioning. Moreover, selective antibiotic pressures imposed on 
bactosensors, as well as cultivation steps that pose problem towards application would become 
unnecessary. By that mean we could also bypass ethical and regulatory hurdles. Ex vivo operation 
of bactosensors will thus be explored, and appears as a very promising approach for certain 
applications. 
 
Another next interesting step would be to adapt synthetic circuits for sequence-based detection 
of nucleic acid input biomarkers, such as drug resistance genes, circulating tumor DNA, or viral 
charge parameters. This should be a relatively low-hanging fruit accessible for instance using 
strand displacement cascades278 coupled to Transcriptor operation or RNA/DNAzymes 
biochemical circuits.  
 
The systematic approaches to synthetic biochemical circuit engineering coupled to computer 
assisted design offers tremendous possibilies to program protocellular machines. It will give the 
opportunity for future work to create increasingly sophisticated and complex systems. The 
approach we proposed here might constitute an interesting step forward for the investigation of 
de novo autopoietic mechanisms. Although a still immensily difficult and somehow provocative 
task lies ahead, I envision that the approaches discussed in Chapter 3 could benefit the field of 
protocell and origin of life research. 
 
Likewise, imagination appears as the real limit to applications of protosensors, as we now seek to 
construct new prototypes for various disease diagnosis. We also explore the technological 
modalities of integrating these devices into novel biosensing formats such as bioMEMS. Surface 
functionalization of protosensors constitutes an important aspect of the next improvements to 
bring, since it would enable space patterning and in vivo addressing, hence giving access to a large 
landscape of applications. In situ biomolecular sensing and logic is thus an interesting perspective 
that will be explored.  

 
While my work investigated biological signal processing to implement decision making mostly 
relied on digital Boolean architecture, synthetic biosensing devices could benefit from novel 
biocomputing frameworks. Indeed, increasing evidence tend to show that biological signal 
processing exploit hybrid analog-digital architectures with greater precision. Indeed, digital 
computation is a subset of analog computation that operates at its highest or lowest extremes474, 
and  although digital design is straightforward and scalable on silicon substrate, this might not be 
the case on biological substrate. Analog computing enables finer and more efficient 
computational modes with lower energy, time, space, molecular concentration requirements. For 
example, biomarker concentration could be integrated by analog systems more efficiently and 
with wide-dynamic range biosensing for certain type of operation, such as multivaluation, 
addition, substraction and log-domain analysis of pathological inputs, compared to digital 
assessment of presence/absence. Furthermore, not only coping with noise and stochasticity, 
biological systems are capable of exploiting these properties to their advantage, to achieve most 
efficient signal processing. Therefore, fully harnessing and understanding how biological 
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structures perform biocomputing in future projects, is likely to bring even more powerful and 
scalable synthetic biosystems for practicle applications. The design of analog synthetic gene and 
biochemical logic circuits will, however, require novel standards and abstractions. In addition, 
other therotical biocomputing frameworks relying on rationally designed protocells could be 
envisaged, and theoretical work is underway. 
 
We explored in Chapter 2 the coupling of synthetic biology with microencapsulation 
technologies. This has already been described to generate innovative cell-based biomedical 
applications, such as in vitro diagnostic formats or smart implantable theranostics693. Cell-based 
biosensors encapsulation and immobilization is a promising technological evolution enabling 
sealing of engineered cells into portable, easy to handle formats, which provide suitable 
extracellular environment, semi-permeable and biocompatible microcapsule without the need of 
culture facilities. Microencapsulation can also be used to develop cell microarrays suitable for 
simultaneous measurement of a large number of samples. In the future, various polymeric 
materials could be engineered at the nanoscale with control on biophysical properties and spatial 
patterning to enhance robustness and reliability of encapsulated synthetic cellular systems694. New 
nanofabrication technologies and synthetic biology approaches are likely to lead to new prospects 
for developing devices with tailored functionalities172.  

Last but not least, it is interesting to take into consideration the industrial landscape to fully 
comprehend the potential evolution of synthetic biosensors for diagnostics. While the global 
value of synthetic biology market is expected to expand and reach $16 billion by 2018, the market 
in diagnostics and pharmaceutical industry has been evaluated around $5 billion in 2016, 
appearing as the most important industry driving innovation amongst chemicals, R&D, 
agriculture, and energy695. The market growth for biosensors is exploding , with medical sensors 
global market is expected to reach $15 billion in 2019, with a growth of 6.3% from 2013 to 
2019696. These economic considerations will play an increasingly important role in a biomedical 
context, if synthetic biology is to offer simpler, more elegant and least expensive solutions more 
likely to be clinically successful.  

Even though biocomputational versions of diagnosis using biological components have been 
proposed, there might still be a long way to go until synthetic biology based biomedical devices 
become a wide spread clinical reality. However, this work is another stepping stone towards 
biologically encoded medical tools, and will contribute to increase the pace at which synthetic 
biosystems can be built according to medical needs, and expands the role of synthetic biology for 
global health.  
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Chapter 7 

Selection of recent advances in synthetic biology 
of interest to the field of diagnostics 

 
•, ••, ••• indicate increasing study importance and medical relevance  

Designation 
/Importance Technology and approach Input 

biomarkers Output/Readout Device format Targeted 
pathology/indication 

Clinics 
/Lab 

Ref 

VERSANT HCV, 
HBV, HIV-1 RNA 
3.0 Assay (bDNA) 

••• 

Target RNA is detected via hybridisation using a series of capture probes. The target RNA 
then complexes with a fluorescent label probe through a series of hybrisation events 
involving the target probe, preamplifier and amplifier nucleic acids. The use of non-
canonical nucleosides in the amplifier, preamplifier and label probe increases the 
specificity of the assay, as non-target DNA present in the sample cannot nonspecifically 
hybridise with the artificial DNA. 

Nucleic acids Fluorescence Microplate 

Detect HCV in infected 
patients,measurement 
of HCV, HBV and HIV-1 
viral loads during and 
after antiviral therapy 

Clinics 

697 
698 
291 

Bactosensors as a 
programmable 
platform for cell-
based diagnostics 

••• 

Bacterial biosensors with genetically encoded digital amplifying genetic switches can 
detect clinically relevant biomarkers in human urine and serum. They perform signal 
digitization and amplification, multiplexed signal processing with the use of Boolean logic 
gates, and data storage. We also provide a framework to quantify robustness in clinical 
samples and a method for easily reprogramming the sensor module for distinct medical 
detection agendas. First demonstration that bactosensors can be used to detect 
pathological signals. 

Any molecular 
signal sensed by 
bacteria 

Fluorescent, 
colorimetric Polymer beads Diabetes Lab 115 

Programmable 
probiotics for 
detection of 
cancer in urine 

••• 

First example of orally administered diagnostic in vivo that can noninvasively indicate the 
presence of cancerogenesis by producing easily detectable signals in urine. No deleterious 
health effects on the mice bearing engineered bacteria where detected. They 
demonstrate that probiotics can be programmed to safely and selectively deliver 
synthetic gene circuits to diseased tissue microenvironments in vivo. 

 LacZ reporter in 
urines, colorimetric 

Orally 
administered 
probiotic 

Liver cancer Lab (mice) 128 

Intelligent Logic via 
apatasensors 
based Biofuel cells 

•• 

First example of controlled power release of biofuel cells by aptamer-based biochemical 
signals processed according to the Boolean logic operations, to generate self-powered 
smart medical diagnostics “programmed” into biocomputing systems. 

Thrombin and 
lysozyme Electrochemical On-Chip 

(microfluidics) Proof of concept Lab 261 

"Sense-Act-treat" 
Biofuel cell 

•• 

Self-powered biocomputing logic-controlled intelligent integrated “Sense-Act-Treat” 
system based on a BFC 

Lactic acid 
and lactate 
dehydrogenase 
(LDH) 

Release of 
therapeutic drug 
(acetaminophen)  Abdominal Trauma Lab 438 

Boolean-format 
biocatalytic 
processing of 
enzyme 
biomarkers 

•• 

Enzymatically-processed biochemical information presented in the form of a NAND truth 
table allowed for high-fidelity discrimination between normal (physiological) and 
abnormal (pathological) 

Creatine kinase (CK) 
and lactate 
dehydrogenase 
(LDH) 

Electrochemical Point of care soft tissue injury Lab 699 

Biocomputing 
enzyme logic 
system  

• 

Biocomputing system composed of a combination of enzyme logic gates designed to 
process biochemical information related to pathophysiological conditions originating from 
various injuries. 

lactate, 
norepinephrine and 
glucose 

Optical and 
electrochemical  

traumatic brain injury 
and hemorrhagic 
shock 

Lab 700 

Cell-based allergy 
profiler 

••• 

Mammalian cell-based biosensors that scores the allergen-triggered release of histamine 
from whole-blood-derived human basophils. A synthetic signalling cascade engineered 
within the allergy profiler rewires histamine input to the production of reporter protein, 
thereby integrating histamine levels in whole-blood samples. 

various allergens Fluorescence 
/enzyme assay Liquid phase Allergic disorders Lab 97 

Programmed 
engineered genetic 
circuit in cells that 
respond to 
biological signals 

• 

Modular design strategy to create Escherichia coli strains where a genetic toggle switch is 
interfaced with: (i) the SOS signaling pathway responding to DNA damage, and (ii) a 
transgenic quorum sensing signaling pathway from Vibrio fischeri. 

DNA damage, QS 
molecules (AHL) 

Fluorescent protein 
(GFP)  Proof-of-concept Lab 115 
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Designation 
/Importance Technology and approach Input 

biomarkers Output/Readout Device format Targeted 
pathology/indication 

Clinics 
/Lab 

Ref 

Delivery of 
exogenous 
synthetic agents 
for noninvasive 
disease monitoring 

••• 

Low-cost, non-invasive method that  relies on nanoscale agents that are administered to 
reveal the presence of diseased tissues by producing a biomarker vio proteolytic release, 
in the urine that can be detected using different methods 

Synthetic 
biomarkers 

Molecular 
signatures of 
biomarkers in blood 
and urine, readable 
my MS, single 
molecule array, or 
lateral flow assay  

 

Cardiovascular 
diseases, liver fibrosis 
and cancer 

Lab (mice) 

82  
83  
84  

Programmable 
autonomous 
biomolecular 
computing device 

••• 

Context-sensing mechanism of a biomolecular automaton that can simultaneously sense 
different types of molecules 

mRNAs, miRNAs, 
proteins, and small 
molecules 

nucleotide 
quantification using 
PAGE analysis  Proof-of-concept Lab 285 

Paper Strip cell-
base biosensors 
for detection of QS 
signals 

•• 

Development of a fast, inexpensive, and portable filter-paper-based strip biosensor for 
the detection of bacterial quorum sensing signaling molecules, N-acylhomoserine 
lactones from Gram- mathogens in physiological samples. 

AHLs 

β-Galactosidase 
reporter: visual 
monitoring of a 
colorimetric signal  

Paper strip Gram- bacterial 
infetious diseases Lab 173 

Luciferase-based 
indicators of drugs 
(LUCIDs) 

••• 

Semisynthetic bioluminescent protein sensors approach proposed as an entirely new 
mechanism for inexpensive point-of-care biosensors.  That permits quantification of 
specific drugs in patient’s samples by spotting minimal volumes on paper and recording 
the signal using a simple point-and-shoot camera.  

MTX, Tacrolimus, 
Sirolimus, 
cyclosporin, 
topiramate, digoxin 

Luminescence signal 
recorded by a digital 
camera 

Paper strip Companion diagnostics Lab 104 

Paper-Based 
Synthetic Gene 
Networks 

••• 

Toehold RNA switches biosensors, in vitro paper-based platform that provides an 
alternate, versatile venue for synthetic biologists to operate and a much-needed medium 
for the safe deployment of engineered gene circuits beyond the lab. Commercially 
available cell-free systems are freeze dried onto paper, enabling the inexpensive, sterile, 
and abiotic distribution of synthetic-biology-based technologies for the clinic, global 
health, industry, research, and education. 

diverse small 
molecules analytes 
(glucose), nucleic 
acids (mRNA) 

Colorimetric human 
readable signal Paper strip 

Wide range of 
pathologies, proof-of-
concept for Ebola virus 
diagnosis 

Lab 103 

Conditionally 
fluorescent dsDNA 
probe 

• 

Double-stranded toehold exchange: novel programmable mechanism in which each single 
nucleotide polymorphism generates two thermodynamically destabilizing mismatch 
bubbles rather than the single mismatch formed during typical hybridization-based 
assays. Up to a 
12,000-fold excess of a target that contains a single nucleotide polymorphism is required 
to generate the same fluorescence as one equivalent of the intended target, and 
detection works reliably over a wide range of conditions. 

Small variations in 
nucleic acid 
sequences and 
point mutations 

fluorescence  

SNP, proof of concept 
with bacterial 
antibiotic resistance 
genes 

Lab 277 

Logic gates that 
respond to the 
presence of both 
protein and DNA in 
a sample 

• 

Microarray sensor technology with logic capability for screening combinations of proteins 
and DNA in a biological sample. 

combinations of 
proteins and DNA fluorescence  

Chronic obstructive 
pulmonary disease 
(COPD) 

Lab 422 

Bacteriophage-
based microbial 
diagnostics 

••• 

Engineering bacteriophages as near-real time microbial diagnostics by using them to 
transform target specific viable bacteria into factories for detectable molecules bacterial pathogens 

fluorescence, 
luminescence, 
colorimetric signals, 
phage/protein 
amplification 

Cultivation in 
complex clinical 
sample 

Detection of B. 
anthracis, Y. pestis, M. 
tuberculosis, S. aureus, 
L monocytogenes, 
Salmonella, E coli, and 
antibiotic susceptibility 

Clinics 

208 
230 
99 

209 

Boolean gated 
antibodies for logic 
detection 

•• 

Site-specific, chemical phosphorylation of a recognition domain creates boolean ‘gated’ 
antibodies. Binding is induced in an enzyme AND-antigen dependent manner. This ‘AND-
Ab’ is active only in the presence of two biomarker inputs. Bivalent antibody–DNA 
conjugates as generic, noncovalent, and easily applicable molecular locks that allow the 
logic gated control of antibody activity using toehold-mediated strand displacement 
reactions.  

Cell surface antigen 
and secreted 
enzyme, any 
epitope 

Fluorescent/colorim
etric output Liquid phase Immunoassays Lab 

307 
423 

Bacterial Quorum 
sensing biosensors 
for the clinics 

•• 

Bacterial biosensing systems to evaluate QSMs in physiological samples (stool, saliva) of 
patients QS molecules Bioluminescence/col

orimetric Paper based 
Inflammatory bowel 
disease, Ulcerative 
colitis, Crohn's disease 

Lab 
173 
545 

Microbial 
biosensor for in 
vitro pretreatment 
assessment of 
Cytarabine efficacy 
in leukemia 

•• 

Microbial cell-based biosensor for the fast, in vitro prediction of luekemic cells response 
to the anticancertous drug Ara-C (cytosine arabinoside)  Ara-C Bioluminescence Liquid phase Leukemia Lab 511 

Bacterial 
biosensing system 
to monitor Methyl 
mercury poisoning 

• 

Bacterial biosensing system that can rapidly detect bioavailable MeHg  MeHg Bioluminescence Liquid phase Methylmercury 
poisoning Lab 701 

Engineered virus 
nanoparticules 
based 
immunoassays 

•• 

The authors demonstrate that by combining viral nanoparticles, which are engineered to 
have dual affinity for troponin antibodies and nickel, with three-dimensional 
nanostructures they could detect troponin levels in human serum samples that are six to 
seven orders of magnitude lower than those detectable using conventional enzyme linked 
immunosorbent assays. The viral nanoparticle helps to orient the antibodies for maximum 
capture of biomarkers. High densities of antibodies on the surfaces of the nanoparticles 
lead to greater binding of the biomarkers, which enhances detection sensitivities.  

Troponin I 

Fluorescent, 
luminescent, 
electrochemical, 
enzymatic and 
colorimetric signals 

Liquid phase Acute myocardial 
infarction Lab 

244 
245 
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Designation 
/Importance Technology and approach Input 

biomarkers Output/Readout Device format Targeted 
pathology/indication 

Clinics 
/Lab 

Ref 

Spore-based 
genetically 
engineered cell-
based sensing 
systems 

•• 

Incorporated spore-based cell-based sensing systems into Zinc and arsenite fluorescence, 
luminescence 

miniaturized 
microfluidic 
format (µTAS) 

Measurements of seric 
zinc and arsenite levels Lab 170 

Nucleic Acid 
Circuits 

••• 

Toehold mediated strand displacement mechanism alone have permitted to develop 
novel enzyme free nucleic acid amplification circuits for different diagnostic detection 
strategies, such as entropy-driven catalysis (EDC) circuits, seesaw gates, catalytic hairpin 
assembly (CHA) reactions and hybridization chain reactions (HCR)  

Wide rand of 
analytes 

fluorescent, 
luminescent, 
electrochemical, 
enzymatic and 
colorimetric signals 

Liquid or solid 
phase  Lab 278 

Logic-Based 
Autonomous cell 
surface profiling 

•• 

Cell types, both healthy and diseased, can be classified by inventories of their cell-surface 
markers using aptamers or antibodies. DNA nanorobots for programmable analysis of 
multiple surface markers to enable the clinical disease profile on whole cells. They 
engineered a device combining structure-switching DNA aptamers, or antibodies coupled 
with DNA devices with toehold-mediated strand displacement reactions to perform 
autonomous logic-based analysis of cell-surface markers.  

Cell surface 
markers, Cluster of 
differentiation (CDs) 

Flurescence/ 
targeted 
therapeutics 

Liquid phase human cancer cell 
models Lab 

101 
287 

Bioolecular logic 
gates that detect 
MDR bacteria 

•• 

Biochemical reaction networks exploiting enzymes and oligonucleotides with a computing 
functionality applied to the identification of  bacteria exhibiting multi-drug resistance. 
This approach enables to identify the NDM-1-encoding gene (blaNDM-1) and concurrently 
to screen, by a tailor-designed biomolecular logical gate, two genetic fragments encoding 
the active sites bound to carbapenem.  

Nucleic acids 
related to antibiotic 
resistance (NDM-1) 

Electrochemical Liquid 
phase/electrodes 

MDR resistance of 
gram negative bacteria Lab 424 

Antibody 
diagnostics via 
evolution of 
peptides 

• 

Antibody diagnostics via evolution of peptides (ADEPt) to evolve diagnostically efficient 
peptides for de novo discovery and detection of antibody biomarkers without knowledge 
of disease pathophysiology. As pathological antibodies repertoire are known to change in 
diverse diseases, this methods  has proven useful to create diagnostics for early disease 
detection, stratification, and therapeutic monitoring, and enabled  effective identification 
of a critical environmental agent involved in celiac disease. Bacterial cell-displayed 
peptide libraries were quantitatively screened for binders to serum antibodies from 
patients with celiac disease. 

Disease associated 
antibodies Fluorescence Liquid Phase 

Celiac disease, 
theorically many 
diseases 

Lab 312 

Synthetic genetic 
polymers  XNA 
aptamers  

•• 

Novel synthetic nucleobases and their genetic polymers, known as XNA (xenonucleic 
acids) increase the chemical and structural diversity of nucleic acids, and open up the way 
for increased affinity and stability against enzymatic cleavage, expanded functionality 
such as enzymatic activity, and improved synthesis and selection procedures 

PDGF, HIV RNA, 
Thrombin, 
Camptothecin, 
VEGF, Glucagon, IL-
6, Cancerous cells 

Various Liquid phase Various diseases Lab 299 

Prosthetic circuit 
to monitor and 
treat diet induced 
obesity 

••• 

Mice transplanted with engineered cells bearing synthetic genetic circuit that constantly 
monitors blood fatty acid levels in the setting of diet-associated hyperlipidemia and 
coordinates reversible and adjustable expression of the clinically licensed appetite-
suppressing peptide hormone. 

fatty acid levels in 
blood 

Appetite-
suppressing peptide 
hormone 
Pramlintide 

Microcapsule Hyperlipidemia/Diet 
induced obesity Lab 196 

Biomolecular 
computer for 
diagnosis and 
therapy 

••• 

Biomolecular computer performs in vitro the identification of a combination of cancer 
mRNA marker molecules at specific levels and generates a therapeutically active molecule mRNAs Therapeutic nucleic 

acid  

models of small-cell 
lung cancer and 
prostate cancer 

Lab 198 

Bile acid-
controlled 
prosthetic circuit 

•• 

Biosensor based on orthogonal synthetic gene switches that combine’s bile 
acid-specific sensor capacity with dose-dependent expression of a 
specific transgene in mammalian cells and in mice. 

pathological 
metabolites (Bile 
acids) 

Therapeutic 
responses  Metabolic disorders Lab 702 

RNA control 
devices monitor 
signaling pathways 
and reprogram 
cellular fate 

• 

Protein-responsive RNAbased regulatory device integrating RNA aptamers that bind to 
disease associated protein ligands in key intronic locations of an alternatively spliced 
transcript linking intracellular protein concentrations to gene-expression events, and 
triggering apoptosis 

Wnt and NF-kB 
pathway Targeted apoptosis intracellular RNA 

device Cancer Lab 189 

Multi-input cancer 
cell classifier 

••• 

Scalable synthetic genetic circuit works as a cell type classifier in cellulo by detecting 
customizable sets of endogenous pathological miRNAs and triggers apoptosis in HeLa cells 

cancer specific 
endogenous 
miRNAs patterns 

Apoptosis of cancer 
cells 

intracellular 
genetic circuits Cancer  Lab 102 

Genetically 
Programmable 
platform to detect 
pathogens and 
trigger destruction 

• 

Proof-of-principle towards detection of Pseudomonas aeruginsona using quorum sensing 
signals and in situ destruction by an engineering E. coli secreting an engineered specific 
bacteriocin. 

P. aeruginosa QS 
molecules 
(3OC12HSL) 

Secretion of CoPy 
bacteriocin in situ Urinary tract and 

nosocomial infections Lab 
70

3 

E. coli engineered 
into living 
diagnostics to 
probe the 
mammalian gut. 

••• 

Engineered E coli that survive in mice gut gut and sense, remember, and report molecular 
signals thanks to a genetic circuits with a “trigger element” in which the lambda Cro gene 
is transcribed from a tetracycline-inducible promoter and a “memory element” derived 
from the cI/Cro region of phage lambda. 

aTc β-galactosidase 
reporter 

Orally 
administered 
engineered 
bacterium, 
probiotic? 

Proof-of-concept Lab (mice) 41 
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Designation 
/Importance Technology and approach Input 

biomarkers Output/Readout Device format Targeted 
pathology/indication 

Clinics 
/Lab 

Ref 

Synthetic uric 
acid–responsive 
mammalian sensor 
circuit 

••• 

Synthetic mammalian circuit to maintain uric acid homeostasis in the bloodstream. 
Modified Deinococcus radiodurans-derived protein that senses uric acids levels and 
triggers dose-dependent derepression of a secretion-engineered Aspergillus flavus urate 
oxidase that eliminates uric acid in vivo in mice 

Uric acid urate oxidase 
enzyme 

Intraperitoneous 
implantation of 
microcpasules 
containing 
engineered cells 

Proof-of-concept Lab (mice) 194 

Multifunctional 
Mammalian pH 
Sensor 

••• 

The authors rewired the human proton-activated cell-surface receptor TDAG8 to chimeric 
promoters, creating a synthetic signaling cascade that monitors extracellular pH within 
the physiological range. The synthetic pH sensor was linked to production of insulin and 
implanted into type 1 diabetic mice developing diabetic ketoacidosis, creating a 
prosthetic network capable of automatically scoring acidic pH and coordinating an insulin 
expression response that corrected ketoacidosis. 

pH, CO2 Fluorescence/ 
Insulin 

Intraperitoneous 
implantation of 
microcpasules 
containing 
engineered cells 

Proof-of-concept Lab (mice) 185 

Synthetic gene 
networks that 
detect bladder 
cancer cells 

••• 

Synthetic gene network build using CRISPR-Cas9 technology in mammalian cells, that 
integrate cellular pathophysiological information from two cancer specific promoters as 
inputs and activate an output gene following a AND Boolean operation. When using a 
luciferase output, the authors could detect bladder cancer cells. The authors could also 
induce cell death using functional genes as outputs. 

cancer specific 
intracellular 
transcriptional 
signals (human 
telomerase reverse 
transcriptase, 
human uroplakin II) 

Luminescence, 
apoptosis 

Intracellular 
gene circuits Proof-of-concept Lab 199 

Protein switches 
that detect cancer 
and treats 

The authors propose a strategy for designing protein therapeutics that link activation of a 
chosen therapeutic function to a specific cancer marker of choice. We demonstrate this 
strategy by creating a protein switch that renders cells susceptible to the in response to 
the cancer marker. 

hypoxia-inducible 
factor 1α (HIF-1a) 

Activation of the 
prodrug 5-
fluorocytosine (5FC)  

Intracellular 
protein switch 

Human colon and 
breast cancer  Lab 186 
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Chapter 8 
Annexes 

 

1. Plasmid maps 

 
 

 

Figure S1: Prototype plasmid constructions for bactosensors mediated sepsis detection. From left to right: 
AHL-controller-BxB1 (AhyR, LuxR, LasR), AI2 controller-TP901 (lsrR) and Farnesol controller-Cre-RFP (QsR). 

 

Nature offers nothing that can be called this man's rather than another's; but 
under nature everything belongs to all. 
 

Baruch Spinoza, Tractatus Theologico-Politicus, 1677 
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Figure S2: Plasmid used in bactosensor development. (a) pYeaR-GFP measurement plasmid (GenBank 
accession number: KM234313). (b) pCpxP-GFP measurement plasmid (KM234314) (c) pCpxP-BxB1 controller 
(KM234315) (d) pYeaR-TP901 Controller 3 (KM234316) (e) pYeaR-BxB1 Controller (KM234317) 1 (f) pYeaR-
BxB1 Controller 2 (KM234318) (g) pYeaR-BxB1 controller 1 fusion with RFP (KM234319) (h) (i) (j) (k): AND, 
NAND, NOR and XOR BIL gates where the GFP output was replaced by RFP (mKate2) (KM234321, KM234322, 
KM234323) (l) pYeaR-TP901/pCpxP-BxB1 dual controller plasmid (KM347896) 
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2. Microfluidic chips 

 

 
Figure S3: Microfluidic chips used in this study to generate protosensors. (A) Buffer (10% v/v methanol, 15%  
w/v glycerol, 3% w/v pluronic F68 in PBS), 1 µl/min (B) DPPC dissolved in oleic acid, 0.4 µl/min (C) Enzymes in 
PBS, 0.4 µl/min (D) Out. Top: Double emulsion templating device, all experiments in this study were performed 
using this device. Bottom: Hydrodynamic flow focusing device. In this device, phospholipids are dissolve in an 
Isopropyl Alcohol buffer. 
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Figure S4: Miscellanenous microfluidic chips used in this study. (A) Buffer (10% v/v methanol, 15%  
w/v glycerol, 3% w/v pluronic F68 in PBS), 1 µl/min (B) DPPC dissolved in oleic acid, 0.4 µl/min (C) 
Enzymes in PBS, 0.4 µl/min (D) Out. Left: Simple emulsion templating device. Used to generate and 
visualize the stability of simple emulsionin a built-it tank. This chip can also be used for two step vesicle 
preparation, where the output of the chip is transferred in a solution contiaining buffer A. Middle: Same as 
previsouly, but the architecture of the tank differs.  Right: Alternative two-step on-chip to produce vesicles. 
This devices works as expected to produce protocells but is flowrates modes are more difficult to operate 
than the main chip we used in this study.  
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3. HSIM et BIOCHAM code for models used in this work  

 3.1. GluONe batch mode 
 
HSIM model code:  
 
title = "GluONe_Batch"; 
geometry = 1000:1000; 
 
metabolite 
 'glucose', 
 'gluconolacrone', 
 'G_1DH', 
 'acetone', 
 'isopropanol', 
 'ADH', 
 'NADH', 
 'NAD', 
 'resazurin', 
 'resorufin', 
 'HRP', 
 'H_2O_2', 
 'AO', 
 'NADN', 
 'HRP2'; 
 
display ( 
 'NADN'); 
  
init (1 mM, 'glucose'); 
init (1 mM, 'acetone'); 
 
// R 5: 
 
metabolite Cfa5 hide, Cia5 hide, Cib5 hide; 
'HRP' + 'H_2O_2' -> Cia5 [0.814815]; 
Cia5 -> 'HRP' + 'H_2O_2' [0.0024]; 
Cia5 + 'resazurin' -> Cib5 [0.55]; 
Cib5 -> Cia5 + 'resazurin' [0.0001]; 
Cib5 -> 'HRP' + 'resorufin' [0.024]; 
 
// R 4: 
 
metabolite Cf4 hide; 
'HRP2' + 'NADH' -> Cf4 [0.00020625]; 
Cf4 -> 'HRP2' + 'NADH' [9e-008]; 
Cf4 -> 'HRP2' + 'NADN' [9e-007]; 
 
// R 3: 
 
metabolite Cf3 hide; 
'AO' + 'isopropanol' -> Cf3 [0.004125]; 
Cf3 -> 'AO' + 'isopropanol' [0.0015]; 
metabolite Cio3 hide; 
Cf3 -> Cio3 + 'H_2O_2' [0.015]; 
Cio3 -> 'AO' + 'HRP2' [1]; 
 
// R 2: 
 
metabolite Cfa2 hide, Cia2 hide, Cib2 hide; 
'ADH' + 'NADH' -> Cia2 [6.72222e-007]; 
Cia2 -> 'ADH' + 'NADH' [3.3e-006]; 
Cia2 + 'acetone' -> Cib2 [0.077]; 
Cib2 -> Cia2 + 'acetone' [7e-006]; 
Cib2 -> Cfa2 + 'NAD' [7e-005]; 
Cfa2 -> 'ADH' + 'isopropanol' [3.3e-005]; 
 
// R 1: 
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metabolite Cfa1 hide, Cia1 hide, Cib1 hide; 
'G_1DH' + 'NAD' -> Cia1 [0.127907]; 
Cia1 -> 'G_1DH' + 'NAD' [0.004]; 
Cia1 + 'glucose' -> Cib1 [0.0006875]; 
Cib1 -> Cia1 + 'glucose' [0.002]; 
Cib1 -> Cfa1 + 'NADH' [0.02]; 
Cfa1 -> 'G_1DH' + 'gluconolacrone' [0.04]; 
 
init (0.354uM, 'G_1DH'); 
init (14.6uM, 'ADH'); 
init (250uM, 'NAD'); 
init (50 uM, 'resazurin'); 
init (0.001041uM, 'HRP'); 
init (0.02775uM, 'AO'); 
init (0.001041uM, 'HRP2'); 
 
Biocham model code: 
 
parameter (k1, 1.15157e-005). 
parameter (k2, 24). 
parameter (k3, 7.77313e-006). 
parameter (k4, 1). 
parameter (k5, 240). 
parameter (k6, 2.91492e-009). 
parameter (k7, 0.0009). 
parameter (k8, 0.009). 
parameter (k9, 5.82985e-008). 
parameter (k10, 15). 
parameter (k11, 150). 
parameter (k12, 10000). 
parameter (k13, 9.50049e-012). 
parameter (k14, 0.033). 
parameter (k15, 1.08824e-006). 
parameter (k16, 0.07). 
parameter (k17, 0.7). 
parameter (k18, 0.33). 
parameter (k19, 1.8077e-006). 
parameter (k20, 40). 
parameter (k21, 9.71641e-009). 
parameter (k22, 20). 
parameter (k23, 200). 
parameter (k24, 400). 
 
MA(k1) for HRP + H_2O_2 => Cia5. 
MA(k2) for Cia5 => HRP + H_2O_2. 
MA(k3) for Cia5 + resazurin => Cib5. 
MA(k4) for Cib5 => Cia5 + resazurin. 
MA(k5) for Cib5 => HRP + resorufin. 
MA(k6) for HRP2 + NADH => Cf4. 
MA(k7) for Cf4 => HRP2 + NADH. 
MA(k8) for Cf4 => HRP2 + NADN. 
MA(k9) for AO + isopropanol => Cf3. 
MA(k10) for Cf3 => AO + isopropanol. 
MA(k11) for Cf3 => Cio3 + H_2O_2. 
MA(k12) for Cio3 => AO + HRP2. 
MA(k13) for ADH + NADH => Cia2. 
MA(k14) for Cia2 => ADH + NADH. 
MA(k15) for Cia2 + acetone => Cib2. 
MA(k16) for Cib2 => Cia2 + acetone. 
MA(k17) for Cib2 => Cfa2 + NAD. 
MA(k18) for Cfa2 => ADH + isopropanol. 
MA(k19) for G_1DH + NAD => Cia1. 
MA(k20) for Cia1 => G_1DH + NAD. 
MA(k21) for Cia1 + glucose => Cib1. 
MA(k22) for Cib1 => Cia1 + glucose. 
MA(k23) for Cib1 => Cfa1 + NADH. 
MA(k24) for Cfa1 => G_1DH + gluconolacrone. 
 
present(glucose, d). 
present(acetone, e). 



252 
 

present(gluconolacrone, 0). 
present(G_1DH, c). 
present(isopropanol, 0). 
present(ADH, a). 
present(NADH, 0). 
present(NAD, f). 
present(resazurin, 315338394). 
present(resorufin, 0). 
present(HRP, 6565). 
present(H_2O_2, 0). 
present(AO, b). 
present(NADN, 0). 
present(HRP2, 6565). 
present(Cfa5, 0). 
present(Cia5, 0). 
present(Cib5, 0). 
present(Cf4, 0). 
present(Cf3, 0). 
present(Cio3, 0). 
present(Cfa2, 0). 
present(Cia2, 0). 
present(Cib2, 0). 
present(Cfa1, 0). 
present(Cia1, 0). 
 
parameter(b, 175012). 
parameter(c, 2232595). 
parameter(a, 92078816). 
parameter(f, 1576691971). 
parameter(d, 438319820). 
parameter(e, 5360746). 
 
hide_molecules(?). 
show_molecules({NADN, acetone, glucose, resorufin, NADH}). 
 

 3.2 GluONe protosensor mode 
 
HSIM model code:  
 
title = "GluONe_protosensor"; 
geometry = 1500:1500; 
 
metabolite 
 'glucose', 
 'gluconolacrone', 
 'G_1DH', 
 'acetone', 
 'isopropanol', 
 'ADH', 
 'NADH', 
 'NAD', 
 'resazurin', 
 'resorufin', 
 'HRP', 
 'H_2O_2', 
 'AO', 
 'NADN', 
 'HRP2'; 
 
compartment { 
 geometry = 1000:1000+0+0+0; // 10000 nm de long, 10000 nm de diametre  
 init (7.08uM, 'G_1DH'); 
 init (292uM, 'ADH'); 
 init (5000uM, 'NAD'); 
 init (1000 uM, 'resazurin'); 
 init (0.02082uM, 'HRP'); 
 init (0.555uM, 'AO'); 
 init (0.02082uM, 'HRP2'); 
} 
  



253 
 

display ( 
 'NADN'); 
  
init (1 mM, 'glucose'); 
init (1 mM, 'acetone'); 
 
diffusion (glucose) = 5e-3; // Arrayed lipid bilayer chambers allow single-molecule analysis of membrane transporter activity 
diffusion (acetone) = 1e-2; // Permeable ~ethanol/H2O, Molecular Biology of the Cell. 4th edition.  
 
// R 5: 
 
metabolite Cfa5 hide, Cia5 hide, Cib5 hide; 
'HRP' + 'H_2O_2' -> Cia5 [0.814815]; 
Cia5 -> 'HRP' + 'H_2O_2' [0.0024]; 
Cia5 + 'resazurin' -> Cib5 [0.55]; 
Cib5 -> Cia5 + 'resazurin' [0.0001]; 
Cib5 -> 'HRP' + 'resorufin' [0.024]; 
 
// R 4: 
 
metabolite Cf4 hide; 
'HRP2' + 'NADH' -> Cf4 [0.00020625]; 
Cf4 -> 'HRP2' + 'NADH' [9e-008]; 
Cf4 -> 'HRP2' + 'NADN' [9e-007]; 
 
// R 3: 
 
metabolite Cf3 hide; 
'AO' + 'isopropanol' -> Cf3 [0.004125]; 
Cf3 -> 'AO' + 'isopropanol' [0.0015]; 
metabolite Cio3 hide; 
Cf3 -> Cio3 + 'H_2O_2' [0.015]; 
Cio3 -> 'AO' + 'HRP2' [1]; 
 
// R 2: 
 
metabolite Cfa2 hide, Cia2 hide, Cib2 hide; 
'ADH' + 'NADH' -> Cia2 [6.72222e-007]; 
Cia2 -> 'ADH' + 'NADH' [3.3e-006]; 
Cia2 + 'acetone' -> Cib2 [0.077]; 
Cib2 -> Cia2 + 'acetone' [7e-006]; 
Cib2 -> Cfa2 + 'NAD' [7e-005]; 
Cfa2 -> 'ADH' + 'isopropanol' [3.3e-005]; 
 
// R 1: 
 
metabolite Cfa1 hide, Cia1 hide, Cib1 hide; 
'G_1DH' + 'NAD' -> Cia1 [0.127907]; 
Cia1 -> 'G_1DH' + 'NAD' [0.004]; 
Cia1 + 'glucose' -> Cib1 [0.0006875]; 
Cib1 -> Cia1 + 'glucose' [0.002]; 
Cib1 -> Cfa1 + 'NADH' [0.02]; 
Cfa1 -> 'G_1DH' + 'gluconolacrone' [0.04]; 
 
Biocham model code: 
 
parameter (k1, 1.15157e-005). 
parameter (k2, 24). 
parameter (k3, 7.77313e-006). 
parameter (k4, 1). 
parameter (k5, 240). 
parameter (k6, 2.91492e-009). 
parameter (k7, 0.0009). 
parameter (k8, 0.009). 
parameter (k9, 5.82985e-008). 
parameter (k10, 15). 
parameter (k11, 150). 
parameter (k12, 10000). 
parameter (k13, 9.50049e-012). 
parameter (k14, 0.033). 
parameter (k15, 1.08824e-006). 
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parameter (k16, 0.07). 
parameter (k17, 0.7). 
parameter (k18, 0.33). 
parameter (k19, 1.8077e-006). 
parameter (k20, 40). 
parameter (k21, 9.71641e-009). 
parameter (k22, 20). 
parameter (k23, 200). 
parameter (k24, 400). 
parameter (k25, 5e-3). 
parameter (k26, 1e-2). 
 
MA(k25) for glucoseext => glucose. 
MA(k26) for acetoneext => acetone. 
 
MA(k1) for HRP + H_2O_2 => Cia5. 
MA(k2) for Cia5 => HRP + H_2O_2. 
MA(k3) for Cia5 + resazurin => Cib5. 
MA(k4) for Cib5 => Cia5 + resazurin. 
MA(k5) for Cib5 => HRP + resorufin. 
MA(k6) for HRP2 + NADH => Cf4. 
MA(k7) for Cf4 => HRP2 + NADH. 
MA(k8) for Cf4 => HRP2 + NADN. 
MA(k9) for AO + isopropanol => Cf3. 
MA(k10) for Cf3 => AO + isopropanol. 
MA(k11) for Cf3 => Cio3 + H_2O_2. 
MA(k12) for Cio3 => AO + HRP2. 
MA(k13) for ADH + NADH => Cia2. 
MA(k14) for Cia2 => ADH + NADH. 
MA(k15) for Cia2 + acetone => Cib2. 
MA(k16) for Cib2 => Cia2 + acetone. 
MA(k17) for Cib2 => Cfa2 + NAD. 
MA(k18) for Cfa2 => ADH + isopropanol. 
MA(k19) for G_1DH + NAD => Cia1. 
MA(k20) for Cia1 => G_1DH + NAD. 
MA(k21) for Cia1 + glucose => Cib1. 
MA(k22) for Cib1 => Cia1 + glucose. 
MA(k23) for Cib1 => Cfa1 + NADH. 
MA(k24) for Cfa1 => G_1DH + gluconolacrone. 
 
present(glucoseext, d). 
present(acetoneext, e). 
present(glucose, 0). 
present(gluconolacrone, 0). 
present(G_1DH, c). 
present(acetone, 0). 
present(isopropanol, 0). 
present(ADH, a). 
present(NADH, 0). 
present(NAD, f). 
present(resazurin, 315338394). 
present(resorufin, 0). 
present(HRP, 6565). 
present(H_2O_2, 0). 
present(AO, b). 
present(NADN, 0). 
present(HRP2, 6565). 
present(Cfa5, 0). 
present(Cia5, 0). 
present(Cib5, 0). 
present(Cf4, 0). 
present(Cf3, 0). 
present(Cio3, 0). 
present(Cfa2, 0). 
present(Cia2, 0). 
present(Cib2, 0). 
present(Cfa1, 0). 
present(Cia1, 0). 
 
parameter(b, 175012). 
parameter(c, 2232595). 
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parameter(a, 92078816). 
parameter(f, 1576691971). 
parameter(d, 438319820). 
parameter(e, 5360746). 
 
hide_molecules(?). 
show_molecules({NADN, acetone, glucose, resorufin, NADH}). 
 
Biocham sensitivity analysis code:  
 
numerical_simulation(3600). 
plot. 
 
% Trace analysis: extraction of thresholds (N and R) and swith time (T) at steady state (FG) 
 
validity_domain(F(G((Time>T) & (N > [NADH]) & ([resorufin] > R)))). 
 
% Temporal specification of output concentration thresholds at steady state 
% concentrations N>1000 et R>1000 sur horizon temporel de 3600 unites de temps 
 
% SATISFIED ? 
 
satisfaction_degree(F(G((N > [NADH]) & ([resorufin] > R))), [N,R], [10000000,1000000], 600). 
 
% LOCAL SENSITIVITY INDICES of all parameters with 0.5 variations 
% ===> Here we learn that only k10 is important for satisfying our threshold formula at steady state (FG) 
 
sensitivity([k1,k2,k3,k4,k5,k6,k7,k8,k9,k10,k11,k12,k13,k14,k15,k16,k17,k18,k19,k20,k21,k22,k23,k24,k25,k26],[0.5,0.5,0.5,0.5,0.5,0.5,0.5,0
.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5],F(G((N > [NADH]) & ([resorufin] > R))), [N,R], 
[10000000,1000000], 600). 
 
sensitivity([c,a,b,f],[0.5,0.5,0.5,0.5],F(G((N > [NADH]) & ([resorufin] > R))), [N,R], [10000000,1000000], 600). 
 
% ROBUSTNESS MEASURE  
 
robustness([c,a,f],[0.5,0.5,0.5],F(G((N > [NADH]) & ([resorufin] > R))), [N,R], [10000000,1000000], 600). 
 
% VISUALIZATION 
 
landscape([c,a],[(0,10000000),(0,100000000)],F(G((N > [NADH]) & ([resorufin] > R))), [N,R], [10000000,1000000], 10, 300, landG1DHADH). 
 
% PARAMETER SEARCH 
 
search_parameters_cmaes([c,a,b,f],[(0,10000000),(0,100000000),(0,10000000),(0,2000000000)],F(G((N > [NADH]) & ([resorufin] > R))), 
[N,R], [10000000,1000000], 600). 
 
 

 3.3. LacOH batch mode 
 
 
HSIM model code:  
 
title = "LacOH_batch"; 
geometry = 1000:1000; 
 
metabolite 
 'EtOH', 
 'acetaldehyde', 
 'NADH', 
 'Lactate', 
 'H2O2', 
 'LO', 
 'Pyruvate', 
 'ABTS', 
 'ABTSox', 
 'POD', 
 'NAD', 
 'ADH'; 
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// R 4: 
 
metabolite Cia4 hide; 
'ABTSox' + 'NADH' -> Cia4 [1e-004]; 
Cia4 -> 'ABTS' + 'NAD' [0.01]; 
 
// R 3: 
 
metabolite Cfa3 hide, Cfb3 hide, Cia3 hide, Cib3 hide; 
'POD' + 'H2O2' -> Cia3 [41.8]; 
Cia3 -> 'POD' + 'H2O2' [0.0076]; 
'POD' + 'ABTS' -> Cib3 [1.16111]; 
Cib3 -> 'POD' + 'ABTS' [0.0076]; 
Cia3 + 'ABTS' -> Cfa3 [1.16111]; 
Cib3 + 'H2O2' -> Cfb3 [41.8]; 
Cfa3 -> Cia3 + 'ABTS' [0.0076]; 
Cfb3 -> Cib3 + 'H2O2' [0.0076]; 
Cfa3 -> 'POD' + 'ABTSox' [0.076]; 
Cfb3 -> 'POD' + 'ABTSox' [0.076]; 
 
// R 2: 
 
metabolite Cf2 hide; 
'LO' + 'Lactate' -> Cf2 [0.327662]; 
Cf2 -> 'LO' + 'Lactate' [0.002383]; 
metabolite Cio2 hide; 
Cf2 -> Cio2 + 'H2O2' [0.02383]; 
Cio2 -> 'LO' + 'Pyruvate' [1]; 
 
// R 1: 
 
metabolite Cfa1 hide, Cfb1 hide, Cia1 hide, Cib1 hide; 
'ADH' + 'EtOH' -> Cia1 [0.0344309]; 
Cia1 -> 'ADH' + 'EtOH' [0.00308]; 
'ADH' + 'NAD' -> Cib1 [8.47]; 
Cib1 -> 'ADH' + 'NAD' [0.00308]; 
Cia1 + 'NAD' -> Cfa1 [8.47]; 
Cib1 + 'EtOH' -> Cfb1 [0.0344309]; 
Cfa1 -> Cia1 + 'NAD' [0.00308]; 
Cfb1 -> Cib1 + 'EtOH' [0.00308]; 
metabolite Cio1 hide; 
Cfa1 -> Cio1 + 'acetaldehyde' [0.0308]; 
Cfb1 -> Cio1 + 'acetaldehyde' [0.0308]; 
Cio1 -> 'ADH' + 'NADH' [1]; 
 
init (20 mM, 'EtOH'); 
init (500 uM, 'Lactate'); 
init (1.12uM, 'LO'); 
init (100uM, 'ABTS'); 
init (0.00347uM, 'POD'); 
init (250 uM, 'NAD'); 
init (14.06 uM, 'ADH'); 
 
Biocham model code:  
 
parameter (k1, 3.88656e-006). 
parameter (k2, 10). 
parameter (k3, 100). 
parameter (k4, 4.63083e-006). 
parameter (k5, 23.83). 
parameter (k6, 238.3). 
parameter (k7, 10000). 
parameter (k8, 4.8661e-007). 
parameter (k9, 30.8). 
parameter (k10, 0.000119706). 
parameter (k11, 30.8). 
parameter (k12, 0.000119706). 
parameter (k13, 4.8661e-007). 
parameter (k14, 30.8). 
parameter (k15, 30.8). 
parameter (k16, 308). 
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parameter (k17, 308). 
parameter (k18, 10000). 
parameter (k19, 0.000590758). 
parameter (k20, 76). 
parameter (k21, 1.64099e-005). 
parameter (k22, 76). 
parameter (k23, 760). 
 
MA(k1) for NADH + ABTSOX => Cf3. 
MA(k2) for Cf3 => NADH + ABTSOX. 
MA(k3) for Cf3 => NAD + ABTS. 
MA(k4) for LO + Lactate => Cf2. 
MA(k5) for Cf2 => LO + Lactate. 
MA(k6) for Cf2 => Cio2 + H2O2. 
MA(k7) for Cio2 => LO + Pyruvate. 
MA(k8) for ADH + EtOH => Cia1. 
MA(k9) for Cia1 => ADH + EtOH. 
MA(k10) for ADH + NAD => Cib1. 
MA(k11) for Cib1 => ADH + NAD. 
MA(k12) for Cia1 + NAD => Cfa1. 
MA(k13) for Cib1 + EtOH => Cfb1. 
MA(k14) for Cfa1 => Cia1 + NAD. 
MA(k15) for Cfb1 => Cib1 + EtOH. 
MA(k16) for Cfa1 => Cio1 + acetaldehyde. 
MA(k17) for Cfb1 => Cio1 + acetaldehyde. 
MA(k18) for Cio1 => ADH + NADH. 
MA(k19) for POD + ABTS => Cia5. 
MA(k20) for Cia5 => POD + ABTS. 
MA(k21) for Cia5 + H2O2 => Cib5. 
MA(k22) for Cib5 => Cia5 + H2O2. 
MA(k23) for Cib5 => POD + ABTSOX. 
 
present(EtOH, e). 
present(acetaldehyde, 0). 
present(NADH, 0). 
present(Lactate, d). 
present(H2O2, 0). 
present(LO, a). 
present(Pyruvate, 0). 
present(ABTS, 630676000). 
present(ABTSOX, 0). 
present(POD, b). 
present(NAD, f). 
present(ADH, c). 
present(Cf3, 0). 
present(Cf2, 0). 
present(Cio2, 0). 
present(Cfa1, 0). 
present(Cfb1, 0). 
present(Cia1, 0). 
present(Cib1, 0). 
present(Cio1, 0). 
present(Cia5, 0). 
present(Cib5, 0). 
 
parameter(b, 21884). 
parameter(c, 92078696). 
parameter(a, 7063571). 
parameter(f, 1576690000). 
parameter(d, 3153380). 
parameter(e, 5486881). 
 
hide_molecules(?). 
show_molecules({NADH, NAD, H2O2, ABTS, ABTSOX}). 
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 3.4. LacOH protosensor mode 
 
 
HSIM model code:  
 
title = "LacOH_protosensor"; 
geometry = 1500:1500; 
 
metabolite 
 'EtOH', 
 'acetaldehyde', 
 'NADH', 
 'Lactate', 
 'H2O2', 
 'LO', 
 'Pyruvate', 
 'ABTS', 
 'ABTSox', 
 'POD', 
 'NAD', 
 'ADH'; 
  
compartment { 
 geometry = 1000:1000+0+0+0; // 10000 nm de long, 10000 nm de diametre  
 init (22.4uM, 'LO'); 
 init (5000uM, 'NAD'); 
 init (2000 uM, 'ABTS'); 
 init (0.0694uM, 'POD'); 
 init (281.2uM, 'ADH'); 
}  
 
diffusion (Lactate) = 5e-3; // Arrayed lipid bilayer chambers allow single-molecule analysis of membrane transporter activity 
diffusion (EtOH) = 1e-2; // Permeable ~ethanol/H2O, Molecular Biology of the Cell. 4th edition. 
// R 4: 
 
metabolite Cia4 hide; 
'ABTSox' + 'NADH' -> Cia4 [1e-004]; 
Cia4 -> 'ABTS' + 'NAD' [0.01]; 
 
// R 3: 
 
metabolite Cfa3 hide, Cfb3 hide, Cia3 hide, Cib3 hide; 
'POD' + 'H2O2' -> Cia3 [41.8]; 
Cia3 -> 'POD' + 'H2O2' [0.0076]; 
'POD' + 'ABTS' -> Cib3 [1.16111]; 
Cib3 -> 'POD' + 'ABTS' [0.0076]; 
Cia3 + 'ABTS' -> Cfa3 [1.16111]; 
Cib3 + 'H2O2' -> Cfb3 [41.8]; 
Cfa3 -> Cia3 + 'ABTS' [0.0076]; 
Cfb3 -> Cib3 + 'H2O2' [0.0076]; 
Cfa3 -> 'POD' + 'ABTSox' [0.076]; 
Cfb3 -> 'POD' + 'ABTSox' [0.076]; 
 
// R 2: 
 
metabolite Cf2 hide; 
'LO' + 'Lactate' -> Cf2 [0.327662]; 
Cf2 -> 'LO' + 'Lactate' [0.002383]; 
metabolite Cio2 hide; 
Cf2 -> Cio2 + 'H2O2' [0.02383]; 
Cio2 -> 'LO' + 'Pyruvate' [1]; 
 
// R 1: 
 
metabolite Cfa1 hide, Cfb1 hide, Cia1 hide, Cib1 hide; 
'ADH' + 'EtOH' -> Cia1 [0.0344309]; 
Cia1 -> 'ADH' + 'EtOH' [0.00308]; 
'ADH' + 'NAD' -> Cib1 [8.47]; 
Cib1 -> 'ADH' + 'NAD' [0.00308]; 
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Cia1 + 'NAD' -> Cfa1 [8.47]; 
Cib1 + 'EtOH' -> Cfb1 [0.0344309]; 
Cfa1 -> Cia1 + 'NAD' [0.00308]; 
Cfb1 -> Cib1 + 'EtOH' [0.00308]; 
metabolite Cio1 hide; 
Cfa1 -> Cio1 + 'acetaldehyde' [0.0308]; 
Cfb1 -> Cio1 + 'acetaldehyde' [0.0308]; 
Cio1 -> 'ADH' + 'NADH' [1]; 
 
init (0 mM, 'EtOH'); 
init (500 uM, 'Lactate');  
 
Biocham model code: 
 
parameter (k1, 3.88656e-006). 
parameter (k2, 10). 
parameter (k3, 100). 
parameter (k4, 4.63083e-006). 
parameter (k5, 23.83). 
parameter (k6, 238.3). 
parameter (k7, 10000). 
parameter (k8, 4.8661e-007). 
parameter (k9, 30.8). 
parameter (k10, 0.000119706). 
parameter (k11, 30.8). 
parameter (k12, 0.000119706). 
parameter (k13, 4.8661e-007). 
parameter (k14, 30.8). 
parameter (k15, 30.8). 
parameter (k16, 308). 
parameter (k17, 308). 
parameter (k18, 10000). 
parameter (k19, 0.000590758). 
parameter (k20, 76). 
parameter (k21, 1.64099e-005). 
parameter (k22, 76). 
parameter (k23, 760). 
parameter (k24, 5e-3). 
parameter (k25, 1e-2). 
 
MA(k24) for Lactateext => Lactate. 
MA(k25) for EtOHext => EtOH. 
 
MA(k1) for NADH + ABTSOX => Cf3. 
MA(k2) for Cf3 => NADH + ABTSOX. 
MA(k3) for Cf3 => NAD + ABTS. 
MA(k4) for LO + Lactate => Cf2. 
MA(k5) for Cf2 => LO + Lactate. 
MA(k6) for Cf2 => Cio2 + H2O2. 
MA(k7) for Cio2 => LO + Pyruvate. 
MA(k8) for ADH + EtOH => Cia1. 
MA(k9) for Cia1 => ADH + EtOH. 
MA(k10) for ADH + NAD => Cib1. 
MA(k11) for Cib1 => ADH + NAD. 
MA(k12) for Cia1 + NAD => Cfa1. 
MA(k13) for Cib1 + EtOH => Cfb1. 
MA(k14) for Cfa1 => Cia1 + NAD. 
MA(k15) for Cfb1 => Cib1 + EtOH. 
MA(k16) for Cfa1 => Cio1 + acetaldehyde. 
MA(k17) for Cfb1 => Cio1 + acetaldehyde. 
MA(k18) for Cio1 => ADH + NADH. 
MA(k19) for POD + ABTS => Cia5. 
MA(k20) for Cia5 => POD + ABTS. 
MA(k21) for Cia5 + H2O2 => Cib5. 
MA(k22) for Cib5 => Cia5 + H2O2. 
MA(k23) for Cib5 => POD + ABTSOX. 
 
present(Lactateext, d). 
present(EtOHext, e). 
present(EtOH, 0). 
present(acetaldehyde, 0). 
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present(NADH, 0). 
present(Lactate, 0). 
present(H2O2, 0). 
present(LO, a). 
present(Pyruvate, 0). 
present(ABTS, 630676000). 
present(ABTSOX, 0). 
present(POD, b). 
present(NAD, f). 
present(ADH, c). 
present(Cf3, 0). 
present(Cf2, 0). 
present(Cio2, 0). 
present(Cfa1, 0). 
present(Cfb1, 0). 
present(Cia1, 0). 
present(Cib1, 0). 
present(Cio1, 0). 
present(Cia5, 0). 
present(Cib5, 0). 
 
parameter(b, 21884). 
parameter(c, 92078696). 
parameter(a, 7063571). 
parameter(f, 1576690000). 
parameter(d, 3153380). 
parameter(e, 5486881). 
 
hide_molecules(?). 
show_molecules({NADH, NAD, H2O2, ABTS, ABTSOX}). 
 
Biocham sensitivity analysis code:  
 
numerical_simulation(3600). 
plot. 
 
% Trace analysis: extraction of thresholds (N and R) and swith time (T) at steady state (FG) 
 
validity_domain(F(G((Time>T) & (N > [ABTSOX]) & ([NADH] > R)))). 
 
% Temporal specification of output concentration thresholds at steady state 
% concentrations N>1000 et R>1000 sur horizon temporel de 3600 unites de temps 
 
% SATISFIED ? 
 
satisfaction_degree(F(G((N > [ABTSOX]) & ([NADH] > R)))), [N,R], [1,5000000], 600). 
 
% LOCAL SENSITIVITY INDICES of all parameters with 0.5 variations 
% ===> Here we learn that only k10 is important for satisfying our threshold formula at steady state (FG) 
 
sensitivity([k1,k2,k3,k4,k5,k6,k7,k8,k9,k10,k11,k12,k13,k14,k15,k16,k17,k18,k19,k20,k21,k22,k23,k24,k25],[0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.
5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5],F(G((N > [ABTSOX]) & ([NADH] > R))), [N,R], [1,5000000], 600). 
 
sensitivity([c,a,b,f],[0.5,0.5,0.5,0.5],F(G((N > [ABTSOX]) & ([NADH] > R))), [N,R], [1,5000000], 600). 
 
% ROBUSTNESS MEASURE  
 
robustness([c,a,b],[0.5,0.5,0.5],F(G((N > [ABTSOX]) & ([NADH] > R)))), [N,R], [1,5000000], 600). 
 
% VISUALIZATION 
 
landscape([b,f],[(0,100000),(0,1576690000)],F(G((N > [ABTSOX]) & ([NADH] > R))), [N,R], [1,5000000], 10, 300, landLOADH). 
 
% PARAMETER SEARCH 
 
search_parameters_cmaes([c,a,b,f],[(0,100000000),(0,10000000),(0,100000),(0,2000000000)],F(G((N > [ABTSOX]) & ([NADH] > R))), [N,R], 
[1,5000000], 600). 
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 3.5 GluNOx batch mode 
 
HSIM model code:  
 
title = "GluNOx_batch"; 
geometry = 1000:1000; 
 
metabolite 
 'glucose', 
 'gluconolactone', 
 'G_1DH', 
 'NO3', 
 'NO2', 
 'NR', 
 'NADH', 
 'NAD', 
 'N2O3', 
 'DAFF', 
 'NO2b', 
 'O2', 
 'NO', 
 'DAF'; 
  
// R 8: NO decay (Application of carbon fiber composite minielectrodes for measurement of kinetic constants of nitric oxide decay 
in solution.) 
 
metabolite Cf8 hide; 
'NO' -> Cf8 [1.9e-007]; 
  
// R 7: 
 
metabolite Cf7 hide; 
'NO2b' + 'NO' -> Cf7 [0.25e-005]; 
Cf7 -> 'NO2b' + 'NO'  [6.25e-007]; 
Cf7 -> 'N2O3' [0.2]; 
 
// R 6: 
 
metabolite Cf6 hide; 
'O2' + 'NO' -> Cf6 [0.25e-005]; 
Cf6 -> 'O2' + 'NO'  [6.25e-007]; 
Cf6 -> 'NO2b' [0.0002]; 
 
// R 5: 
 
metabolite Cf5 hide; 
'DAF' + 'N2O3' -> Cf5 [0.25e-005]; 
Cf5 -> 'DAF' + 'N2O3'  [6.25e-007]; 
Cf5 -> 'DAFF' [0.2]; 
 
// metabolite Cf5 hide; 
// 'DAF' + 'NO' -> Cf5 [0.25e-005]; 
// Cf5 -> 'DAF' + 'NO'  [6.25e-007]; 
// Cf5 -> 'DAFF' [0.000628]; 
 
// R 2: 
 
metabolite Cfa2 hide, Cfb2 hide, Cia2 hide, Cib2 hide; 
'NR' + 'NO3' -> Cia2 [0.385]; 
Cia2 -> 'NR' + 'NO3' [0.00021]; 
'NR' + 'NADH' -> Cib2 [0.144375]; 
Cib2 -> 'NR' + 'NADH' [0.000021]; 
Cia2 + 'NADH' -> Cfa2 [0.144375]; 
Cib2 + 'NO3' -> Cfb2 [0.385]; 
Cfa2 -> Cia2 + 'NADH' [0.000021]; 
Cfb2 -> Cib2 + 'NO3' [0.00021]; 
metabolite Cio2 hide; 
Cfa2 -> Cio2 + 'NO2' [0.021]; 
Cfb2 -> Cio2 + 'NO2' [0.021]; 
Cio2 -> 'NR' + 'NAD' [1]; 
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// R 3: 
 
metabolite Cfa3 hide, Cfb3 hide, Cib3 hide; 
'NR' + 'NO2' -> Cib3 [0.0743243]; 
Cib3 -> 'NR' + 'NO2' [2e-005]; 
Cib3 + 'NADH' -> Cfa3 [0.1375]; 
Cib2 + 'NO2' -> Cfb3 [0.0743243]; 
Cfa3 -> Cib3 + 'NADH' [2e-005]; 
Cfb3 -> Cib2 + 'NO2' [2e-005]; 
metabolite Cio3 hide; 
Cfa3 -> Cio3 + 'NO' [0.0002]; 
Cfb3 -> Cio3 + 'NO' [0.0002]; 
Cio3 -> 'NR' + 'NAD' [1]; 
 
// R 1: 
 
metabolite Cfa1 hide, Cia1 hide, Cib1 hide; 
'G_1DH' + 'NAD' -> Cia1 [0.023913]; 
Cia1 -> 'G_1DH' + 'NAD' [0.004]; 
Cia1 + 'glucose' -> Cib1 [0.0006875]; 
Cib1 -> Cia1 + 'glucose' [0.002]; 
Cib1 -> Cfa1 + 'NADH' [0.02]; 
Cfa1 -> 'G_1DH' + 'gluconolactone' [0.04]; 
 
init (5000uM, 'glucose'); 
init (2uM, 'G_1DH'); 
init (5000uM, 'NO3'); 
init (20uM, 'NO2'); 
init (100uM, 'NAD'); 
init (0.253mM, 'O2'); 
init (10uM, 'DAF'); 
init (4.2uM, 'NR'); 
 
 
 
Biocham model code:  
 
parameter (k1, 0.0019). 
parameter (k2, 7.77313e-006). 
parameter (k3, 0.2). 
parameter (k4, 2). 
parameter (k5, 0.00777313). 
parameter (k6, 200). 
parameter (k7, 2000). 
parameter (k8, 0.00777313). 
parameter (k9, 200). 
parameter (k10, 2000). 
parameter (k11, 1.05042e-006). 
parameter (k12, 0.2). 
parameter (k13, 1.94328e-006). 
parameter (k14, 0.2). 
parameter (k15, 1.94328e-006). 
parameter (k16, 1.05042e-006). 
parameter (k17, 0.2). 
parameter (k18, 0.2). 
parameter (k19, 2). 
parameter (k20, 2). 
parameter (k21, 10000). 
 
MA(k1) for NO => volatNO. 
MA(k2) for O2 + NO => Cf6. 
MA(k3) for Cf6 => O2 + NO. 
MA(k4) for Cf6 => O2 + NO2b. 
MA(k5) for NO + NO2b => Cf5. 
MA(k6) for Cf5 => NO + NO2b. 
MA(k7) for Cf5 => N2O3. 
MA(k8) for DAF + N2O3 => Cf4. 
MA(k9) for Cf4 => DAF + N2O3. 
MA(k10) for Cf4 => DAFF. 
MA(k11) for NR + NO2 => Cia3. 
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MA(k12) for Cia3 => NR + NO2. 
MA(k13) for NR + NADH => Cib3. 
MA(k14) for Cib3 => NR + NADH. 
MA(k15) for Cia3 + NADH => Cfa3. 
MA(k16) for Cib3 + NO2 => Cfb3. 
MA(k17) for Cfa3 => Cia3 + NADH. 
MA(k18) for Cfb3 => Cib3 + NO2. 
MA(k19) for Cfa3 => Cio3 + NO. 
MA(k20) for Cfb3 => Cio3 + NO. 
MA(k21) for Cio3 => NR + NAD. 
 
parameter (k22, 5.44119e-005). 
parameter (k23, 21). 
parameter (k25, 0.000204045). 
parameter (k26, 5.44119e-005). 
parameter (k27, 21). 
parameter (k28, 21). 
parameter (k29, 210). 
parameter (k30, 210). 
parameter (k31, 10000). 
parameter (k32, 3.37961e-007). 
parameter (k33, 40). 
parameter (k34, 9.71641e-009). 
parameter (k35, 20). 
parameter (k36, 200). 
parameter (k37, 400). 
 
MA(k22) for NR + NO3 => Cia2. 
MA(k23) for Cia2 => NR + NO3. 
MA(k25) for Cia2 + NADH => Cfa2. 
MA(k26) for Cib3 + NO3 => Cfb2. 
MA(k27) for Cfa2 => Cia2 + NADH. 
MA(k28) for Cfb2 => Cib3 + NO3. 
MA(k29) for Cfa2 => Cio2 + NO2. 
MA(k30) for Cfb2 => Cio2 + NO2. 
MA(k31) for Cio2 => NR + NAD. 
MA(k32) for G_1DH + NAD => Cia1. 
MA(k33) for Cia1 => G_1DH + NAD. 
MA(k34) for Cia1 + glucose => Cib1. 
MA(k35) for Cib1 => Cia1 + glucose. 
MA(k36) for Cib1 => Cfa1 + NADH. 
MA(k37) for Cfa1 => G_1DH + gluconolacrone. 
 
present(glucose, d). 
present(NO3, e). 
present(NO2, f). 
present(gluconolacrone, 0). 
present(G_1DH, a). 
present(NR, b). 
present(NADH, 0). 
present(NAD, g). 
present(N2O3, 0). 
present(DAFF, 0). 
present(NO2b, 0). 
present(O2, 79780608). 
present(NO, 0). 
present(DAF, 63067600). 
present(volatNO, 0). 
present(NOp, 0). 
present(Cf6, 0). 
present(Cf5, 0). 
present(Cf4, 0). 
present(Cfa3, 0). 
present(Cfb3, 0). 
present(Cia3, 0). 
present(Cib3, 0). 
present(Cio3, 0). 
present(Cfa2, 0). 
present(Cia2, 0). 
present(Cfa2, 0). 
present(Cfb2, 0). 



264 
 

present(Cia2, 0). 
present(Cio2, 0). 
present(Cfa1, 0). 
present(Cia1, 0). 
 
parameter(b, 26488392). 
parameter(a, 36295404). 
parameter(g, 630676000). 
parameter(d, 438319820). 
parameter(e, 315338000). 
parameter(f, 1261356). 
 
hide_molecules(?). 
show_molecules({NADH, NAD, DAFF, NO}). 
 

 3.6. GluNOx protosensor mode 
 
HSIM model code:  
 
title = "GluNOx_protosensor"; 
geometry = 1500:1500; 
 
metabolite 
 'glucose', 
 'gluconolactone', 
 'G_1DH', 
 'NO3', 
 'NO2', 
 'NR', 
 'NADH', 
 'NAD', 
 'N2O3', 
 'DAFF', 
 'NO2b', 
 'O2', 
 'NO', 
 'DAF'; 
  
compartment { 
 geometry = 1000:1000+0+0+0;     // 10000 nm de long, 10000 nm de diamtre 
 init (115.092uM, 'G_1DH'); 
 init (2000uM, 'NAD'); 
 init (200uM, 'DAF'); 
 init (84uM, 'NR'); 
}  
 
diffusion (glucose) = 5e-3; // Arrayed lipid bilayer chambers allow single-molecule analysis of membrane transporter activity 
diffusion (NO3) = 5e-3; //  
diffusion (O2) = 5e-3; //  
  
// R 8: NO decay (Application of carbon fiber composite minielectrodes for measurement of kinetic constants of nitric oxide decay 
in solution.) 
 
metabolite Cf8 hide; 
'NO' -> Cf8 [1.9e-007]; 
  
// R 7: 
 
metabolite Cf7 hide; 
'NO2b' + 'NO' -> Cf7 [0.25e-005]; 
Cf7 -> 'NO2b' + 'NO'  [6.25e-007]; 
Cf7 -> 'N2O3' [0.2]; 
 
// R 6: 
 
metabolite Cf6 hide; 
'O2' + 'NO' -> Cf6 [0.25e-005]; 
Cf6 -> 'O2' + 'NO'  [6.25e-007]; 
Cf6 -> 'NO2b' [0.0002]; 
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// R 5: 
 
metabolite Cf5 hide; 
'DAF' + 'N2O3' -> Cf5 [0.25e-005]; 
Cf5 -> 'DAF' + 'N2O3'  [6.25e-007]; 
Cf5 -> 'DAFF' [0.2]; 
 
// metabolite Cf5 hide; 
// 'DAF' + 'NO' -> Cf5 [0.25e-005]; 
// Cf5 -> 'DAF' + 'NO'  [6.25e-007]; 
// Cf5 -> 'DAFF' [0.000628]; 
 
// R 2: 
 
metabolite Cfa2 hide, Cfb2 hide, Cia2 hide, Cib2 hide; 
'NR' + 'NO3' -> Cia2 [0.385]; 
Cia2 -> 'NR' + 'NO3' [0.00021]; 
'NR' + 'NADH' -> Cib2 [0.144375]; 
Cib2 -> 'NR' + 'NADH' [0.000021]; 
Cia2 + 'NADH' -> Cfa2 [0.144375]; 
Cib2 + 'NO3' -> Cfb2 [0.385]; 
Cfa2 -> Cia2 + 'NADH' [0.000021]; 
Cfb2 -> Cib2 + 'NO3' [0.00021]; 
metabolite Cio2 hide; 
Cfa2 -> Cio2 + 'NO2' [0.021]; 
Cfb2 -> Cio2 + 'NO2' [0.021]; 
Cio2 -> 'NR' + 'NAD' [1]; 
 
// R 3: 
 
metabolite Cfa3 hide, Cfb3 hide, Cib3 hide; 
'NR' + 'NO2' -> Cib3 [0.0743243]; 
Cib3 -> 'NR' + 'NO2' [2e-005]; 
Cib3 + 'NADH' -> Cfa3 [0.1375]; 
Cib2 + 'NO2' -> Cfb3 [0.0743243]; 
Cfa3 -> Cib3 + 'NADH' [2e-005]; 
Cfb3 -> Cib2 + 'NO2' [2e-005]; 
metabolite Cio3 hide; 
Cfa3 -> Cio3 + 'NO' [0.0002]; 
Cfb3 -> Cio3 + 'NO' [0.0002]; 
Cio3 -> 'NR' + 'NAD' [1]; 
 
// R 1: 
 
metabolite Cfa1 hide, Cia1 hide, Cib1 hide; 
'G_1DH' + 'NAD' -> Cia1 [0.023913]; 
Cia1 -> 'G_1DH' + 'NAD' [0.004]; 
Cia1 + 'glucose' -> Cib1 [0.0006875]; 
Cib1 -> Cia1 + 'glucose' [0.002]; 
Cib1 -> Cfa1 + 'NADH' [0.02]; 
Cfa1 -> 'G_1DH' + 'gluconolactone' [0.04]; 
 
init (5000uM, 'glucose'); 
init (5000uM, 'NO3'); 
init (0uM, 'NO2'); 
init (0.253mM, 'O2'); 
 
Biocham model code:  
 
parameter (k1, 0.0019). 
parameter (k2, 7.77313e-006). 
parameter (k3, 0.2). 
parameter (k4, 2). 
parameter (k5, 0.00777313). 
parameter (k6, 200). 
parameter (k7, 2000). 
parameter (k8, 0.00777313). 
parameter (k9, 200). 
parameter (k10, 2000). 
parameter (k11, 1.05042e-006). 
parameter (k12, 0.2). 



266 
 

parameter (k13, 1.94328e-006). 
parameter (k14, 0.2). 
parameter (k15, 1.94328e-006). 
parameter (k16, 1.05042e-006). 
parameter (k17, 0.2). 
parameter (k18, 0.2). 
parameter (k19, 2). 
parameter (k20, 2). 
parameter (k21, 10000). 
 
MA(k1) for NO => volatNO. 
MA(k2) for O2 + NO => Cf6. 
MA(k3) for Cf6 => O2 + NO. 
MA(k4) for Cf6 => O2 + NO2b. 
MA(k5) for NO + NO2b => Cf5. 
MA(k6) for Cf5 => NO + NO2b. 
MA(k7) for Cf5 => N2O3. 
MA(k8) for DAF + N2O3 => Cf4. 
MA(k9) for Cf4 => DAF + N2O3. 
MA(k10) for Cf4 => DAFF. 
MA(k11) for NR + NO2 => Cia3. 
MA(k12) for Cia3 => NR + NO2. 
MA(k13) for NR + NADH => Cib3. 
MA(k14) for Cib3 => NR + NADH. 
MA(k15) for Cia3 + NADH => Cfa3. 
MA(k16) for Cib3 + NO2 => Cfb3. 
MA(k17) for Cfa3 => Cia3 + NADH. 
MA(k18) for Cfb3 => Cib3 + NO2. 
MA(k19) for Cfa3 => Cio3 + NO. 
MA(k20) for Cfb3 => Cio3 + NO. 
MA(k21) for Cio3 => NR + NAD. 
 
parameter (k22, 5.44119e-005). 
parameter (k23, 21). 
parameter (k25, 0.000204045). 
parameter (k26, 5.44119e-005). 
parameter (k27, 21). 
parameter (k28, 21). 
parameter (k29, 210). 
parameter (k30, 210). 
parameter (k31, 10000). 
parameter (k32, 3.37961e-007). 
parameter (k33, 40). 
parameter (k34, 9.71641e-009). 
parameter (k35, 20). 
parameter (k36, 200). 
parameter (k37, 400). 
 
MA(k22) for NR + NO3 => Cia2. 
MA(k23) for Cia2 => NR + NO3. 
MA(k25) for Cia2 + NADH => Cfa2. 
MA(k26) for Cib3 + NO3 => Cfb2. 
MA(k27) for Cfa2 => Cia2 + NADH. 
MA(k28) for Cfb2 => Cib3 + NO3. 
MA(k29) for Cfa2 => Cio2 + NO2. 
MA(k30) for Cfb2 => Cio2 + NO2. 
MA(k31) for Cio2 => NR + NAD. 
MA(k32) for G_1DH + NAD => Cia1. 
MA(k33) for Cia1 => G_1DH + NAD. 
MA(k34) for Cia1 + glucose => Cib1. 
MA(k35) for Cib1 => Cia1 + glucose. 
MA(k36) for Cib1 => Cfa1 + NADH. 
MA(k37) for Cfa1 => G_1DH + gluconolacrone. 
 
parameter (k38, 5e-3). 
parameter (k39, 5e-3). 
parameter (k40, 5e-3). 
 
MA(k38) for glucoseext => glucose. 
MA(k39) for NO3ext => NO3. 
MA(k40) for NO2ext => NO2. 



267 
 

 
present(glucoseext, d). 
present(NO3ext, e). 
present(NO2ext, f). 
present(glucose, 0). 
present(gluconolacrone, 0). 
present(G_1DH, a). 
present(NO3, 0). 
present(NO2, 0). 
present(NR, b). 
present(NADH, 0). 
present(NAD, g). 
present(N2O3, 0). 
present(DAFF, 0). 
present(NO2b, 0). 
present(O2, 79780608). 
present(NO, 0). 
present(DAF, 63067600). 
present(volatNO, 0). 
present(NOp, 0). 
present(Cf6, 0). 
present(Cf5, 0). 
present(Cf4, 0). 
present(Cfa3, 0). 
present(Cfb3, 0). 
present(Cia3, 0). 
present(Cib3, 0). 
present(Cio3, 0). 
present(Cfa2, 0). 
present(Cia2, 0). 
present(Cfa2, 0). 
present(Cfb2, 0). 
present(Cia2, 0). 
present(Cio2, 0). 
present(Cfa1, 0). 
present(Cia1, 0). 
 
parameter(b, 26488392). 
parameter(a, 36295404). 
parameter(g, 630676000). 
parameter(d, 438319820). 
parameter(e, 315338000). 
parameter(f, 1261356). 
 
hide_molecules(?). 
show_molecules({NADH, NAD, DAFF, NO}). 
 
Biocham sensitivity analysis code:  
 
numerical_simulation(3600). 
plot. 
 
% Trace analysis: extraction of thresholds (N and R) and swith time (T) at steady state (FG) 
 
validity_domain(F(G((Time>T) & (N > [NADH]) & ([DAFF] > R)))). 
 
% Temporal specification of output concentration thresholds at steady state 
% concentrations N>1000 et R>1000 sur horizon temporel de 3600 unites de temps 
 
% SATISFIED ? 
 
satisfaction_degree(F(G((N > [NADH]) & ([DAFF] > R))), [N,R], [3500,50000000],600). 
 
% LOCAL SENSITIVITY INDICES of all parameters with 0.5 variations 
 
sensitivity([k1,k2,k3,k4,k5,k6,k7,k8,k9,k10,k11,k12,k13,k14,k15,k16,k17,k18,k19,k20,k21,k22,k23,k24,k25,k26,k27,k28,k29,k30,k31,k32,k33
,k34,k35,k36,k37,k38,k39,k40],[0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5
,0.5,0.5,0.5,0.5,0.5,0.5,0.5,0.5],F(G((N > [NADH]) & ([DAFF] > R))), [N,R], [3500,50000000],600). 
 
sensitivity([g,a,b],[0.5,0.5,0.5],F(G((N > [NADH]) & ([DAFF] > R))), [N,R], [3500,50000000],600). 
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% ROBUSTNESS MEASURE  
 
robustness([c,a,b],[0.5,0.5,0.5],F(G((N > [NADH]) & ([DAFF] > R))), [N,R], [3500,50000000],600). 
 
% VISUALIZATION 
 
landscape([g,a],[(0,1000000000),(0,100000000)],F(G((N > [NADH]) & ([DAFF] > R))), [N,R], [3500,50000000], 10, 300, landG1DHADH). 
 
% PARAMETER SEARCH 
 
search_parameters_cmaes([g,a,b],[(0,1000000000),(0,100000000),(0,100000000)],F(G((N>[NADH])&([DAFF]>R))),[N,R],[3500,50000000],60
0). 
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4. Scripts  

 4.1. HSIM batch mode 
 
This SHELL script was used to automatize HSIM simulation in batch mode on a linux server, in 
order to generate heat maps figures. It extracts input values for a HSIM model from a .txt file 
and performs HSIM computation with given parameters for all combination of the input. Finally, 
it generates a csv with detail on the computed model state for all given input points. 
 
#!/bin/sh 
# DEFAULT PARAMS 
hsim_command="bhsim" 
hsim_param_file="hsim_param_file.cfg" 
hsim_param_values="hsim_param_values.txt" #File containing concentration inputs for the heat map to generate 
IR=3600  
M=3600 
verbose=0 
dryrun=0 
 
die () { 
    echo >&2 "$@" 
    exit 1 
} 
 
usage () { 
 echo "--------------------------" 
 echo "Usage:" 
 echo " sh hsim.sh -c 'hsim hsim_command path' -f 'paramFile to parse' -p 'params values file' -i 'IR hsim param' -m 'm hsim 
param' -v(verbose mode) -d(dry_run) ?(print usage)" 
 echo "Format for params values file => ParamName:01nm,02nm,03NM... comma separated with \n for last" 
 echo "--------------------------" 
 exit 1 
} 
 
while getopts ":c:d:f:i:m:b:p:vd" opt; do 
  case "$opt" in 
    c)  hsim_command="$OPTARG" 
  ;; 
    p)  hsim_param_values="$OPTARG" 
  ;; 
 f)  hsim_param_file="$OPTARG" 
  ;; 
 i)  IR="$OPTARG" 
  ;; 
 m)  M="$OPTARG" 
  ;; 
 v)  verbose=1 
  ;; 
 d)  dryrun=1 
     ;; 
    \?) usage 
  ;; 
  esac 
done 
 
if [ ! -f "${hsim_param_file}" ] 
then 
 die "Missing param file (-f)" 
 usage 
fi 
if  [ ${dryrun} -eq 1 ] 
then 
 echo "#############################################" 
 echo "# Dryrun mode, no command actually executed #" 
 echo "#############################################" 
fi 
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declare -a paramNames 
declare -a paramValues 
paramValues=() 
paramNames=() 
nbparams=`cat ${hsim_param_values} | wc -l` 
if  [ ${verbose} -eq 1 ] 
then 
 echo "#############################################" 
 echo "# Verbose mode         " 
 echo "# - nbparams $nbparams" 
 echo "# - params file $hsim_param_file : '${hsim_param_file}'" 
 echo "# - params file $hsim_param_values '${hsim_param_values}':" 
 cat ${hsim_param_values} 
 echo "#############################################" 
fi 
index=0 
while read line 
do 
 pName=`echo ${line} | cut -d":" -f1` 
 pValues=`echo ${line} | cut -d":" -f2` 
 paramNames[$index]=${pName} 
 paramValues[$index]=${pValues} 
 if  [ ${verbose} -eq 1 ] 
 then 
  echo "#############################################" 
  echo "# Verbose mode         " 
  echo "line: $line" 
  echo "pName: $pName" 
  echo "pValues: $pValues" 
  echo "#############################################" 
 fi 
 (( index += 1 )) 
done < ${hsim_param_values} 
# create all combinations 
myVar=`printf '{%s}/' ${paramValues[@]}` 
count=1 
if [ ! -d cfg ] 
then 
 mkdir cfg 
else 
   rm -f cfg/* 
fi 
if [ ! -d csv ] 
then 
 mkdir csv 
else 
    rm -f csv/* 
fi 
if [ ! -d final ] 
then 
 mkdir final 
else 
    rm -f final/* 
fi 
 
currentSet=() 
for i in $(eval echo "$myVar") 
do 
 count2digit=`printf %02i $count` 
 cp -f ${hsim_param_file} cfg/${count2digit}.cfg 
 cfg_name="cfg/${count2digit}.cfg" 
 IFS='/' read -a currentSet <<< "$i" 
 for j in $(seq 1 ${nbparams}); 
 do 
  pName=${paramNames[$j-1]} 
  pValue=${currentSet[$j-1]} 
  if  [ ${verbose} -eq 1 ] 
  then 
   echo "current parameter $pName : $pValue" 
  fi 
  if [ ${dryrun} -eq 1 ] 
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  then 
   echo "sed -i -e s/^init (\(.*\), \'${pName}\');/init (${pValue}, \'${pName}\');/ ${cfg_name}" 
  else 
   sed -i -e "s/^init (\(.*\), '${pName}');/init (${pValue}, '${pName}');/" ${cfg_name} 
  fi 
 done 
 (( count += 1 )) 
 if  [ ${dryrun} -eq 1 ] 
 then 
  echo "${hsim_command} ${cfg_name} -ir ${IR} -m ${M} -bbd csv/${count2digit}+ &" 
 else 
     ${hsim_command} ${cfg_name} -ir ${IR} -m ${M} -bbd csv/${count2digit}+ & 
 fi 
done 
wait 
count=1 
 
for i in $(eval echo "${myVar}") 
do 
    count2digit=`printf %02i ${count}` 
    echo "fileName csv/${count2digit}-cell.csv" 
    if [ -z "${firstLineSet}" ] 
 then 
  firstLineSet=1 
  line=$(head -n 1 csv/${count2digit}-cell.csv) 
  addedColumn=${paramNames[@]// /\t} 
  if  [ ${dryrun} -eq 1 ] 
     then 
      echo "printf '%s\n' \"${addedColumn} ${line}\" > final/results.csv" 
  else 
         printf '%s\n' "$addedColumn $line" > final/results.csv 
  fi 
 fi 
 sed 1d csv/${count2digit}-cell.csv | while read line 
 do 
  addedColumn=${i//\// } 
        if  [ ${dryrun} -eq 1 ] 
     then 
      echo "printf '%s\n' "$addedColumn $line" >> final/results.csv" 
  else 
      printf '%s\n' "$addedColumn $line" >> final/results.csv 
  fi 
 done 
 (( count += 1 )) 
done 
 
#rm -f csv/* 
#rm -f cfg/* 
 
 
 4.2. ImageJ particle sizing 
 
 
This script was used to automatize protocell size evaluation, taking microphotograph as inputs. 
 
Protocell_sizing.ijm 

 
setBatchMode(true);  
function action(input, output, filename) { 
   open(input + filename); 
  run("8-bit"); 
  run("Enhance Contrast", "saturated=4 normalize"); 
  run("Threshold", "method=Default white"); 
   run("Watershed"); 
   run("Set Measurements...", "area mean center perimeter fit shape display redirect=None decimal=5"); 
   run("Set Scale...", "distance=852.26 known=50 pixel=1 unit=µm global"); 
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   run("Analyze Particles...", "size=.00-1 circularity=0.10-1.00 show=[Overlay Outlines] display exclude clear 
include"); 
   saveAs("PNG", output+filename); 
 
  saveAs("Results", output+filename+"results.csv" ); 
  run("Clear Results"); 
 
   close(); 
} 
input = "/tmp/input/";  
output = "/tmp/output/"; 
list = getFileList(input);  
for (i = 0; i < list.length; i++)          
  action(input, output, list[i]); 
setBatchMode(false); 
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Detection of pathological biomarkers in human clinical
samples via amplifying genetic switches and logic gates
Alexis Courbet,1 Drew Endy,2 Eric Renard,3 Franck Molina,1* Jérôme Bonnet4*
5

Whole-cell biosensors have several advantages for the detection of biological substances and have proven to be
useful analytical tools. However, several hurdles have limited whole-cell biosensor application in the clinic, primarily
their unreliable operation in complex media and low signal-to-noise ratio. We report that bacterial biosensors with
genetically encoded digital amplifying genetic switches can detect clinically relevant biomarkers in human urine
and serum. These bactosensors perform signal digitization and amplification, multiplexed signal processing with
the use of Boolean logic gates, and data storage. In addition, we provide a framework with which to quantify whole-
cell biosensor robustness in clinical samples together with a method for easily reprogramming the sensor module
for distinct medical detection agendas. Last, we demonstrate that bactosensors can be used to detect pathological
glycosuria in urine from diabetic patients. These next-generation whole-cell biosensors with improved computing and
amplification capacity could meet clinical requirements and should enable new approaches for medical diagnosis.
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INTRODUCTION

In vitro diagnostic tests (IVDs) are growing in importance in the global
health arena because of their noninvasive nature and resulting ease of
use and scale (1, 2). However, conventional detectionmethods for IVDs
areoftenexpensiveandcomplex, and thusdifficult to implement in resource-
limited settings (3). In response to these challenges, bioengineers have
developed attractive methodologies that rely on synthetic nanoprobes
(4–6) or microfluidics (7, 8). Yet, there remains a need for easy-to-use,
portable biosensor devices that can be used by nonspecialists to make
clinical measurements at home or in remote locations (4, 9, 10).

Among biosensing devices, whole-cell biosensors mainly based on
bacteria have proven to be applicable for the detection and quantifica-
tion of a wide range of analytes (11, 12). Living cells have many attract-
ive properties when it comes to diagnostics development. Cells detect
biomolecules with high sensitivity and specificity and are capable of
integrated and complex signal processing. Cells also provide a self-
manufacturing platform via autonomous replication (12, 13), and the
production of laboratory prototypes can be scaled using existing indus-
trial frameworks (14). Spores from whole-cell biosensors can remain
functional for extended periods of time, increasing the shelf life of a di-
agnostic product in harsh storage conditions (15). Last, whole-cell bio-
sensors are highly versatile and can be used as stand-alone devices or
interfaced with other technologies such as electronics, microfluidics, ormi-
cropatterning (16–18). All of these advantages have prompted the develop-
ment of whole-cell biosensors that measure a variety of clinical parameters
(19–24). However, whole-cell biosensor systems have not yet been applied
for the monitoring of medically relevant parameters in a clinical context.

Many challenges have limited whole-cell biosensor translation to
the clinic: (i) unreliable operation and low signal-to-noise ratio in
complex and heterogeneous clinical samples; (ii) the inability to engi-
1Sys2Diag FRE3690–CNRS/ALCEDIAG, Cap Delta, 34090 Montpellier, France. 2Department
of Bioengineering, Stanford University, Stanford, CA 94305, USA. 3Department of
Endocrinology, Diabetes, Nutrition, Montpellier University Hospital; INSERM 1411 Clinical
Investigation Center; Institute of Functional Genomics, CNRS UMR 5203, INSERM U661,
University of Montpellier, 34090 Montpellier, France. 4Centre de Biochimie Structurale,
INSERM U1054, CNRS UMR5048, University of Montpellier, 29 Rue de Navacelles, 34090
Montpellier, France.
*Corresponding author. E-mail: jerome.bonnet@inserm.fr (J.B.); franck.molina@sys2diag.
cnrs.fr (F.M.)

www.Sci
neer ligand-tailored sensors; (iii) limited signal-processing capability,
which precludes the integration of several biomarker signals for accu-
rate diagnosis; (iv) lack of consistent frameworks for the assessment of
robustness in challenging clinical conditions; (v) response times that
are not compatible for diagnosis that require fast delivery of results;
and (vi) compliance to clinical formats (fig. S1).

The emerging field of synthetic-biology research aims at stream-
lining the rational engineering of biological systems (25). In the field
of health care, synthetic biology has delivered breakthroughs in drug
biosynthesis (26–29) and new hope for compelling translational med-
icine applications (30–32). As proof of concept, researchers have em-
bedded medical algorithms within living cells for diagnosis, disease
classification, and treatment (33–37). However, the use of synthetic
biology tools and concepts to improve IVD technologies has been
limited mainly to bacteriological tests using engineered bacterio-
phages (38) or to a recently developed mammalian cell–based allergy
profiler (39).

Synthetic biology focuses on parts and systems standardization, the
engineering of modular components, and systematic strategies for the
engineering of biological systems and new biological functions with
reliable and predictable behaviors. Molecular modules such as sensors,
reporters, or switches could ultimately be assembled at a systems level
to perform specific tasks. Genetic devices that support in vivo compu-
tation were developed recently and enable living cells to perform
sophisticated signal-processing operations such as Boolean logic, edge
detection, or cellular profiling (40, 41). Therefore, synthetic biology
could presumably support the design of cell-based biosensors that
meet medical specifications and help to translate whole-cell biosensors
to clinical applications.

Here, we investigate the use of recently developed digital amplify-
ing genetic switches and logic gates (42) to bring the performance of
whole-cell biosensor closer to clinical requirements. These genetic de-
vices enabled bacteria to perform, in human clinical samples, reliable
detection of clinically relevant biomarkers, multiplexing logic, and
data storage. We also provide a framework for quantifying whole-cell
biosensor robustness in clinical samples together with a method for
easy reprogramming of the sensor module for distinct medical detec-
tion agendas. Hence, our platform architecture is highly modular and
could be repurposed for various applications. We anticipate that such
enceTranslationalMedicine.org 27 May 2015 Vol 7 Issue 289 289ra83 1
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engineered bacterial biosensors (“bactosensors”) that are capable of in
vivo computation could be tailored according to medical knowledge
and used as expert biosensing devices for medical diagnosis (Fig. 1 and
fig. S1).
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Behavior and robustness of bacterial chassis in human
clinical samples
Our first goal was to determine the operational characteristics of bac-
terial chassis of interest in terms of growth, viability, and functionality
of gene networks in human body fluids of clinical relevance: urine and
blood serum. We chose to evaluate the robustness of Gram-negative
and Gram-positive bacterial models—Escherichia coli and Bacillus
subtilis, respectively—that have been used in previous whole-cell bio-
sensors designs. To this end, we collected urine and serum from
healthy volunteers, pooled the samples to average molecule concen-
trations to account for possible variations among individuals, and
prepared dilutions with a defined culture medium (see Materials and
Methods). We then inoculated various clinical sample dilutions with
cells from stationary cultures of E. coli DH5aZ1 or B. subtilis 168, grew
these cultures for 18 hours at 25°, 30°, or 37°C, and measured their
optical densities. For both cell types, we observed cell growth across
the complete range of sample dilutions and at all three temperatures
www.Sci
(fig. S2). However, growth was strongly inhibited at 100% urine or
serum concentrations, probably because of the lack of nutrient pro-
vided by the diluted culture medium. Growth of both cell types de-
creased with increasing urine or serum concentration, but cell death
was insignificant (<2% for all samples; fig. S3). These results demon-
strate that both Gram-positive and Gram-negative bacteria can survive
and proliferate in human clinical samples for several hours. Because of
the larger number of tools available for the reliable control of gene
expression (43, 44), we chose E. coli for further engineering of a pro-
totype bactosensor.

We next assessed the capacity of E. coli cells growing in clinical
samples to respond in a reliable way to exogenously added molecular
signals using the model transcriptional promoters pTET [which re-
sponded to anhydrotetracycline (aTc)] and pBAD [which responded
to arabinose (ara)], both driving expression of a reporter gene that en-
codes the green fluorescent protein (GFP). Both promoters were func-
tional at all concentrations of clinical samples (Fig. 2, A and B), but
cells that were induced in 100% serum failed to produce GFP, which
indicates that serum has an inhibitory effect on bacterial gene expres-
sion. Increasing sample concentrations produced variations in auto-
fluorescence, which could be corrected using a reference promoter (45).
Such reference promoters could be used as internal standards to in-
crease measurement reliability in a clinical setting (fig. S4 and note
S1). These results demonstrate that synthetic gene networks can re-
main functional in clinical samples.
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Clinical samplesCliniccal saama ples

A

B

Medical decision

Sensor 
module

human readable colorimetric signalComputation process informed 
by medical knowledge

Medical  algorithm

Memory

Stable
adressable 

DNA register

Multiplexed 
detection

Signal 
digitization Output

Boolean integrase logic module

Input

Biomarkers 
Molecular

pathological 
signals

Detection of pathological 
biomarkers at selected thresholds

Bactosensor

Fig. 1. Operational prin-
ciple and architecture of
bactosensors to perform
medical diagnoses. (A) Med-
ical diagnosis is a compu-
tational process that can

be formalized using Boolean

logic in vivo and embedded into a bactosensor. The bactosensor is ca-
pable of detecting a pattern of specific biomarkers in human clinical sam-
ples at selected thresholds and integrates these signals using an in vivo
computational process. If a pathological pattern of biomarker is detected,
the bactosensor generates a colorimetric output. (B) Schematic archi-
tecture of a bactosensor. A sensor module enables multiplexed detection
of pathological biomarkers. These control signals drive a Boolean inte-
grase logic gate module, which is the biological support for a user-
defined digital medical algorithm. Boolean integrase logic gates also
enable signal digitization and amplification along with storage of the
diagnosis test’s outcome in a stable DNA register that can be interro-
gated a posteriori.
enceTranslationalMedicine.org 27 May 2015 Vol 7 Issue 289 289ra83 2
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Multiplexing logic and memory in human clinical samples
Multiplexed biomarker assays are known to improve the performance
and robustness of diagnostic tests (3). Signal processing allows an as-
say to integrate the detection of multiple inputs and to perform com-
plex analytical tasks such as diagnostics algorithms informed by
medical knowledge. Performing such integrated multiplexed detection
and analysis within living cells thus requires some form of engineered
biomolecular computation. We recently designed three-terminal de-
vices, termed transcriptors, that use serine integrase enzymes to control
the flow of RNA polymerase along DNA via unidirectional inversion
of an asymmetric transcriptional terminator (42, 46).

Transcriptors are digital amplifying switches that operate as analog-
to-digital converters, are capable of signal amplification, can perform
data storage and record transient signals, and can be composed to pro-
www.Sci
duce a variety of Boolean integrase logic gates (Fig. 2C). We thus
wanted to assess whether Boolean integrase logic gates could enable
whole-cell biosensors, operating in clinical samples, to execute com-
plex signal-processing algorithms. To improve the performance of
synthetic circuits for the clinics, we incorporated in our design recently
developed standardized regulatory genetic elements (see note S2). We
first evaluated the functionality and robustness of an AND gate that
responded to ara and aTc in clinical samples and found that the logic
gate operated reliably at room temperature in 100% urine and serum
(Fig. 2D). We obtained similar results using NAND and NOR gates
(fig. S5). Moreover, after gate switching, cells stored at 4°C could be
regrown and the fluorescent output measured after up to 3 weeks of
storage time (Fig. 2E). Moreover, the signal stored within the DNA regis-
ter could be recovered from bacterial cells that had been dead for
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Fig. 2. Control of gene ex-
pression, multiplexed signal
processing, and long-term
data storagewithin bacteria
operating in human clinical
samples. (A) Response of
cells that contain the pBAD-
GFP plasmid to increasing
concentrations of ara in vari-
ous dilutions of urine (top)
or serum (bottom). Arabinose
concentration is shown inparts
per thousand (‰; w/v). (B)
Response of cells containing
the pTET-GFP plasmid to in-
creasing concentration of aTc.
Fluorescence intensities were
normalized to relative promot-
er units (RPUs) (42). The rain-
bow color key from blue to
red depicts increasing signal
enceTranslationalMedicine.org 27 May 2015
intensities measured in RPUs. (C) Architecture and functional composition of transcriptor-based digital amplifying genetic switches. The clinical sensor
promoter drives integrase expression, which inverts a transcriptor module that controls the flow of RNA polymerase (RNA pol) along the DNA. Two
transcriptors that respond to different signals can be composed in a series to produce an AND gate. A/D, analog to digital. (D) Operation of an AND gate
at 25°C, at various dilutions (0, 100%) of human urine and serum in response to ara (0.5%w/v) and aTc (200 ng/ml). The 0 or 1 values symbolize absence
or presence, respectively, of a particular inducer. Population (bottom, RPUs) and single-cell (top) fluorescence intensity measurements are shown. The
middle row shows raw flow cytometry data (x axis: side scatter). Errors bars indicate SDs from three independent experiments, each performed in
triplicate. (E) Stability of functional memory in various dilutions of urine (top row) or serum (bottom row) in living cells. The AND gate was switchedwith
0.5% (w/v) ara and aTc (200 ng/ml). Cells were then kept at 4°C for 7, 14, or 21 days and then grown overnight in fresh medium. For each medium
concentration, GFP fluorescence in RPUs is represented for non-induced cells (open circles) and induced cells (filled circles). The gray-shaded regions
depict the duration of the period in which cells were exposed to the inducing signal.
Vol 7 Issue 289 289ra83 3
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8 months using the polymerase chain reaction (PCR) or Sanger DNA
sequencing (fig. S6). Together, these results show that living cells with
embedded Boolean integrase logic gates can perform programmable,
multiplexed signal processing in clinical samples. The ability to per-
form stable data storage over extended periods of times provides new
opportunities for delayed readout in clinical environments.

Analytical evaluation of bactosensors for the detection of
biological parameters in clinical samples
We next aimed to detect signals of clinical interest in urine and serum.
We first chose nitrogen oxides (NOx), a biomarker for various pathol-
ogies involving inflammation (47). Using a GFP reporter, we mea-
sured the response of pYeaR, a nitrite/nitrate-sensitive transcriptional
promoter (48), to increasing concentrations of NOx at various urine
and serum dilutions (Fig. 3A). The pYeaR activation threshold decreased
with increasing concentrations of urine or serum and was activated in
100% urine without the addition of NOx, probably due to the pres-
ence of endogenous NOx. Moreover, pYeaR was totally inhibited in
100% serum. These results highlight the sensitivity of whole-cell bio-
sensors to context perturbations that need to be overcome for success-
ful medical applications.

Thresholding, digitization, and amplification of biologically
relevant signals in clinical samples using digital
amplifying genetic switches
We then tested whether transcriptor-based digital amplifying switches
could improve the detection of signals of clinical interest. We thus
cloned pYeaR upstream of the Bxb1 or TP901-1 integrase genes, which
encode the enzymes that control transcriptor switching. Because even
weak, leaky promoter activity can drive integrase expression and non-
specific switching, we used a directed evolution approach that combined
randomization of regions that regulate integrase gene expression [that is,
the ribosomal binding site (RBS), ATG translation start codon, and
nucleic acid sequences that encode a C-terminal SsrA tag for cyto-
plasmic degradation] coupled with bacterial library screening to obtain
switches that activated in response to NOx (Fig. 3B). From this library,
we selected and characterized three switches that contained variations in
the RBS, start codon, integrase type, and SsrA proteolysis tag (46, 49).
Switches were activated at different NOx thresholds that spanned sev-
eral orders of magnitude (Fig. 3C). These data suggest that digital am-
plifying genetic switches could be tailored to detect a specific biomarker
over defined pathological thresholds that meet clinical requirements (fig. S7).

We then mapped the transfer function of one of the switches at
various sample dilutions (Fig. 3D) and observed signal digitization
and marked improvement of the signal-to-noise ratio compared to the
pYeaR-GFP construct. The inhibitory effect of 100% serum on NOx de-
tection was overcome, although signal interference was still observed in
100% urine. Using an amplification reporter system, we quantified pYeaR
switch–mediated signal amplification across a range of signals and sample
concentrations (Fig. 3E) and measured maximum gain values between 10
and 15 dB (decibels). These results show that digital amplifying switches
increase the robustness of whole-cell biosensing systems and could thus
enable the development of clinically compliant biosensors.

Detection of a metabolized biological signal—glucose—in
clinical samples
Glucose is a biomarker of clinical interest whose blood levels can be
used for the monitoring of diabetes (high blood glucose or glycemia)
www.Sci
and whose presence in urine (glycosuria) marks the onset of or pres-
ence of uncontrolled diabetes. Point-of-care technologies that enable
clinicians to detect glycosuria or continuously monitor glycemia remote-
ly can greatly improve and simplify care of diabetic patients (50). The
fact that glucose is one of the primary carbon sources metabolized by
bacterial cells makes it a challenging molecular signal to monitor. To
perform glucose detection, we chose the pCpxP promoter as a driver of
target gene expression, which is activated in the presence of glucose,
pyruvate, or acetate (51). pCpxP showed a high basal level of expres-
sion in bacterial growth medium and human serum and a low signal-
to-noise ratio (Fig. 4A, maximum fold change ~1.5 in medium, ~2.2
in urine, and ~1.7 in serum). Moreover, pCpxP was inhibited by
increasing urine concentrations and glucose concentration greater
than 10–2 M. For the latter case, we confirmed, by kinetic assays, the
time-dependent inhibition of pCpxP putatively as a result of a glucose-
induced drop in the pH of the medium (52) (fig. S8).

We next built a pCpxP switch and again observed a marked im-
provement in the signal-to-noise ratio (Fig. 4A, maximum fold changes
~12.4 in medium, 12.6 in urine, and ~20.6 in serum) and a near-digital
switching (that is, the system responded in a nearly all-or-none fashion).
Response of the pCpxP switch to glucose was detectable up to 100%
urines, indicating that a low signal produced by the promoter in these
conditions was detected, amplified, and stored by the switch. The tran-
sient pCpxP activity at high glucose concentrations was also detected
and stored by the pCpxP switch (Fig. 4A and fig. S8). Therefore, the
detection of multiple clinically relevant signals can be systematically
improved by digital amplifying switches. Finally, as a proof of concept,
we performed dual detection and multiplexed signal processing of clin-
ical biomarkers by building two-input logic gates controlled by NOx
and glucose and performing various computation processes (fig. S9).

Quantifying bactosensor robustness in clinical samples
We next quantified the improvement in signal digitization conferred by
the digital amplifying switches. For both pYeaR and pCpxP, we mea-
sured the digitization error rates (DERs; the combined probability of scor-
ing a false-positive or a false-negative) (42) of promoter-only constructs
and promoter-switch constructs in the presence of minimal and maximal
inducer concentrations (fig. S10). We found that sensors that incorporated
digital amplifying switches generally displayed a reduced DER, demon-
strating the improvement in signal digitization provided by the switches.

We then aimed at establishing a quantitative framework with which
to evaluate the robustness of the bactosensor response against clinical
sample–induced perturbations (fig. S11). At each inducer concentra-
tion and for each clinical sample dilution, we quantified the change in
signal relative to cells grown in culture medium. The relative changes
in signal values were averaged to obtain a global robustness score (RS),
which was inversely proportional to the robustness of the biosensor
against sample-induced perturbations. For pCpxP, use of the switch
reducedRS values from0.6 to 0.3 in urine and from0.27 to 0.20 in serum.
For pYeaR, RS values decreased from2.1 to 0.44 in urine and from1.15 to
0.69 in serum. Using digital amplifying switches thus systematically im-
proved the robustness of the bactosensor response against sample per-
turbations. Part of this improvement in robustness also resulted from
the use of standard parts for the translational control of the switch output
(43) (fig. S12 and note S2).

Together, these results demonstrate that digital amplifying switches
can markedly improve the reliability of the detection of clinically relevant
signals in clinical samples.
enceTranslationalMedicine.org 27 May 2015 Vol 7 Issue 289 289ra83 4
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Bactosensor detection of glycosuria in clinical samples from
diabetic patients
To assess the relevance of digital amplifying switches for disease
detection in a clinical assay, we sought to develop a proof-of-concept
sensor that detects endogenous levels of a pathological biomarker
www.Sci
in clinical samples from patients. As a preliminary validation and
proof of concept, we aimed to detect glucosuria using the pCpxP
switch.

To do so, we used a prototype clinical format and encapsulated
viable bactosensors in polyvinyl acetate (PVA)/alginate hydrogel beads
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Fig. 3. Thresholding, digitization, and amplification of biologically rel-
evant signals in clinical samples using amplifying genetic switches.

braries and characterized. Midpoint switching values are indicated. Varia-
tion in sequences among the isolated clones is depicted in the upper panel,
(A) Characterization of the NOx-responsive promoter pYeaR driving ex-
pression of GFP in various dilutions of serum and urine. The rainbow color
key from blue to red depicts increasing signal intensities measured in
RPUs. (B) Workflow for connecting biological signal–responding promo-
ters to amplifying digital switches. An integrase expression cassette
library driven by promoters of interest was built by introducing combi-
natorial diversity in RBSs, start codons, and C-terminal SsrA degradation
tags. Libraries were transformed in a screening strain, spontaneously
switching clones were eliminated, and the remaining cells were induced
with the biological signal of interest. Switching clones were identified on
a plate reader or using a fluorescence-activated cell sorter and isolated
(see Materials and Methods for details). (C) Multiple switching threshold
for biomarker detection. Clones were isolated from the various pYeaR li-
along with the correspondence between graphs symbols and a particular
switch sequence. (D) Digitization and amplification of the NOx signal in
urine and serum using amplifying digital switches. Cells cotransformed
with pYeaR switch and exclusive OR (XOR)–GFP gates (42) were induced
with NOx, and bulk fluorescence was measured on a plate reader. (E) The
plasmid to measure amplification of NOx input consists of bicistronic
BxB1-RFP cassette driven by pYeaR. This construct was cotransformedwith
a XOR-GFP gate to enable the precise simultaneous measurement of fold
change in input control signal (RFP) and output signal (GFP) after induc-
tion with NOx. (F) In vivo molecular pathological signal amplification in
clinical samples. Gain in decibels was calculated as the 10log of the RFP/
GFP ratio. The line thickness represents the SD over three independent
experiments.
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(Fig. 4B and note S3) (53–55). First, using the red fluorescent protein
(RFP) as a reporter, we tested the response of beads that encapsulated
the pCpxP or pYeaR switch to increasing inducer concentrations in
www.Sci
culture medium and observed digital switching detectable with the
naked eye (Fig. 4B and fig. S13). The pCpxP switch was activated at
a threshold concentration under 0.1 mM glucose, outperforming the
A
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Fig. 4. Bactosensor-mediated detection of pathological glucose levels
in clinical samples fromdiabetic patients. (A) Comparison of the response

mediated detection of abnormal glycosuria levels in clinical samples from
diabetic patients. PVA/alginate beads encapsulating cells transformed with
of pCpxP-GFP (left) and pCpxP-Bxb1 (right) constructs to increasing concen-
trations of glucose in various concentrations of urine (upper panel) or serum
(lower panel). (B) Upper panel: Insulation of bactosensors in stable hydrogel
beads. Left: Uninduced beads. Middle: NOx-induced beads with GFP re-
porter. Right: NOx-induced beadswith RFP reporter. Scale bar, 0.5 cm. Lower
panel: Operability of amplifying digital switches encapsulated in PVA/
alginate beads. Beads that contained cells cotransformed with the XOR-RFP
gate and pCpxP-TP901 were incubated in culture medium supplemented
with various concentrations of glucose, and RFP fluorescence wasmeasured
after 24 hours. RFU, relative fluorescence unit. Detection thresholds for
urinary dipsticks and for bactosensor are indicated. Pictures of the beads at
various inducer concentrations are shown. Scale bar, 0.5 cm. (C) Bactosensor-
both the pCpxP-TP901 controller and the XOR-GFP gate, XOR-GFP gate alone,
or the reference construct J23100-GFPwere incubated in urine samples. Left
panel: threeglucose-negative samples from independent individuals and three
positive controls [same samples supplementedwith 1% (w/v) glucose]. Right
panel: Urine samples from 10 nonstabilized individual diabetic patients.
GFP fluorescence was measured after 24 hours. Response to glucose was
compared with standard urinary dipsticks (lower panels). The lower panels
show the glucose reactive band of the urinary dipstick. In the absence of
glucose, the band is blue. When glucose is present, the band turns brown.
Data from three different experiments performed on different days are
depicted by black, gray, and white circles. Each circle corresponds to one
replicate (three replicates for each experiment).
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20
15
detection limit of urinary dipsticks, the gold standard point-of-care
test for glycosuria, by an order of magnitude.

We then tested the beads in urine samples. The pCpxP switch beads
produced a robust and specific response in nonpathological urine
samples exogenously supplemented with glucose (Fig. 4C, left panel).
Finally, we tested the pCpxP switch beads in individual urine samples
from 13 patients diagnosed with diabetes but not yet stabilized (Fig.
4C, right panel). The assay reliably detected glycosuria in samples from
diabetic patients, with a sensitivity of 88.9% and a specificity of 96.3%
(fig. S14). We observed some variability in beads response, which we
attributed to our bead fabrication process (see note S3). Improvements
in the encapsulation process should increase the reliability of our assay
and reduce bead-to-bead variability. Nevertheless, our system was ca-
pable of reliably detecting the presence of endogenous glucose in urine
from 12 different diabetic patients, suggesting that bactosensors are rel-
atively robust when faced with interindividual variations in sample
composition. Together, our data demonstrate that digital amplifying
genetic switches can enable whole-cell biosensor to operate in a clinical
assay and detect endogenous biomarkers of disease in patient samples.
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DISCUSSION

The past decade has witnessed the development of innovative biodiag-
nostic technologies and biosensor approaches, promising a new era of
fast, versatile, easy-to-use, and reliable point-of-care diagnostic devices
(4). However, within the biosensing device family, whole-cell biosensors—
despite their potential—have not been able to be translated into real-world
clinical applications. Here, we bring whole-cell biosensors closer to
medical application by addressing some of the limitations that have
hindered their translation to the clinics.

As a prototype, our system demonstrates that digital amplifying
switches and logic gates can overcome several typical problems faced
in the clinical application of whole-cell biosensors: low signal-to-noise
ratios, partial inhibition of the sensor by the samples, and logic pro-
cessing of multiple biomarkers signals. Digitalizing along with ampli-
fying and multiplexing signal detection improved sensitivity, mediated
sharp response profiles, and offered an all-or-none response based on
a pathological biomarker threshold (for example, detection of fold change).
Moreover, digital switching provided constant outputs and dynamic
ranges irrelevant of the control signal and greatly facilitated clinical
assay standardization and high-throughput measurements. In addi-
tion, transient signals (glucose) that are undetectable in endpoint as-
says using conventional whole-cell biosensors were detected and stored
using our system. This long-term data storage property enables diag-
nostics tests to be performed and results stored for several months
under harsh conditions. Last, we have provided a quantitative frame-
work to evaluate the function and robustness of whole-cell biosensors
in clinical samples.

Several hurdles still need to be solved to fully translate whole-cell
biosensors into clinical applications. First, methods to engineer new
sensing modules tailored to detect ligands of interest are lacking. Cur-
rent research efforts focus on mining databases for transcriptional reg-
ulators that respond to various biological signals and engineering
tailored ligand-responsive RNA switches or transmembrane receptors
(56–59). Recent encouraging successes suggest that we will witness sig-
nificant progress in this field in the near future. Multiple sensors that
specifically respond to clinically relevant biomarkers could then be
www.Sci
connected to Boolean integrase logic gates to perform multiplexed bio-
marker detection and analysis in clinical samples (fig. S15).

Second, response times of bactosensors can be too long for clinical
assays. For example, here we measured signal after 18-hour incuba-
tions and were able to detect an interpretable output response after
4 to 5 hours (fig. S8). Given the current response time of our assay,
it is thus unlikely to compete with test strips for the detection of glu-
cosuria. Further work should thus be devoted to obtaining the shorter
response times needed for diagnostic tests, for example, by interfacing
our sensors with electronic devices or engineering circuits that rely on
post-translational signaling (such as protein phosphorylation). Nevertheless,
whereas long measurement times are not compatible with timely di-
agnosis for certain applications (toxicological emergencies), our system
would still be relevant for addressing certain medical questions that
require less urgent results such as large-scale population screening,
monitoring of chronic disease evolution, or companion diagnostics.

From a broader perspective, our work could be a stepping stone
toward future applications that use living cells to perform in vivo di-
agnostics coupled with in situ synthesis and delivery of therapeutic
molecules (60). Last, although our study addresses robustness and
standardization issues essential for commercialization approval, regu-
latory and safety concerns regarding the use of engineered living or-
ganisms in the clinics remain, and societal and ethical questions must
be addressed before such agents can be effectively used in the clinic
(61). All switches, logic gates, and uses demonstrated or disclosed
herein have been contributed to the public domain via the BioBrick
public agreement (62).
MATERIALS AND METHODS

Study design
Our goal in this study was to investigate the use of recently developed
digital amplifying genetic switches and logic gates (42) to bring the
performance of whole-cell biosensor closer to clinical requirements.
In particular, we wanted to assess whether digital amplifying switches
could overcome typical problems faced in the clinical application of whole-
cell biosensors, such as low signal-to-noise ratios, partial inhibition of
the sensor by the samples, and logic processing of multiple biomarker
signals. Using glycosuria as a model system, we aimed at demonstrat-
ing the detection of an endogenous clinically relevant biomarker in a
clinical setup using samples from diabetic patients.

We developed a technological platform that was used to build sev-
eral biosensors capable of detecting various biomolecules. To this aim,
we use synthetic biology principles (including standardization and
modularity) and provided a method to couple new detection sources
to our system. The gates are fully modular (that is, the logic can be
easily altered by changing the target DNA sequence for the recombi-
nases) (see figs. S5 and S9).

To evaluate the robustness of our system and its functionality in
clinical samples, we used serum and urine pools from healthy individ-
uals as well as urine samples from healthy individuals and diabetic
patients. Regarding collection of clinical samples, nonpathological
(control) and glycosuric (diabetic) urine samples were obtained from the
Department of Endocrinology of the Lapeyronie Hospital, Montpellier,
France, under the supervision of E. Renard. Individual informed con-
sents were obtained from the patients and control individuals. Glycosuric
urine samples were collected from 10 newly discovered, nonstabilized
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diabetic patients. Human serum pools from numerous blood donors
were obtained from the Etablissement Français du Sang, Montpellier,
France. Serum was heat-inactivated by incubation in a 56°C bath for
30 min. Serum and urine samples were stored at −80°C before use.

Molecular biology
Constructs used in this study were cloned using standard molecular
biology procedures or one-step isothermal assembly (63). All enzymes
were purchased from New England BioLabs (NEB). PCRs were per-
formed using the Q5 PCR mastermix (NEB, 1-min extension time per
kilobase). Most primers were generated using J5 [j5 DNA Assembly
Design Automation Software (64); http://j5.jbei.org]. Primers were
purchased from Eurofins Genomics and IDT (Carlsbad, USA). Detailed
information and plasmid maps, primers, and Gblocks sequences can
be found in the Supplementary Materials.

Boolean integrase logic
GFP Boolean integrase logic gates and pBAD/pTET plasmid con-
structs used in this study come from previous work (42). XOR, AND,
NOR, and NAND gates were then modified by Gibson assembly to
replace GFP with mKate2.

Library design, construction, and screening
To obtain functional synthetic networks, we needed to finely tune
gates operation so that translation levels of integrases match relevant
clinical dynamic ranges for our application. To introduce diversity
within integrase expression cassettes, we built combinatorial libraries
of pCpxP and pYeaR promoters driving expression of integrase TP901
and BxB1, by using primers (JB 587, JB588, with G1005) and random-
izing (i) RBS (4096 variants), (ii) RBS and initiation codon (8192 var-
iants), and (iii) RBS, initiation codon, and SsrA tag (AXX) (1,179,648
variants). Effective randomization at specific positions was achieved
using degenerated primers, and amplified fragments were cloned in
a medium copy plasmid (J64100, chloramphenicol resistance). The
library was then electroporated in DH10B electrocompetent E. coli (Life
Technologies) and plated on chloramphenicol plates. After overnight
growth, ~8000 colonies per library were counted. The libraries were
grown overnight at 30°C in 10 ml of LB with chloramphenicol and
mini-prepped. The libraries were then transformed into a chemically
competent screening strain containing an episomal XOR-BCD-RFP
logic gate. To isolate NOx-responsive switching clones, the pYeaR
library cells were plated, and 600 clones were picked and induced
overnight in 400 ml of LB with chloramphenicol with 10 mM NOx.
Clones were then screened using a plate reader by measuring RFP flu-
orescence levels. Different clones switching after induction were kept
for further investigation, yielding controller 1 and controller 2. To ob-
tain controller 3, the TP901 fragment library was cloned in pYeaR_J64100,
the library was cotransformed with XOR-RFP gate and induced with
10 mM NOx, and 400 clones were screened using a plate reader. To
isolate glucose-responsive switching clones, the pCpxP-BxB1 library
was cotransformed with XOR-RFP gate and sorted using a FACSAria
(BD Biosciences): On a first sort step, constitutively switching cells
were discarded and the remaining clones were kept and then induced
in LB medium containing 0.5% (w/v) glucose for 6 hours. After induc-
tion, cells were washed and grown in fresh LB medium overnight at
30°C. On a second sort step, switching cells (~1000 clones) were kept,
and nonswitching cells were discarded. One pCpxP-BxB1 controller
clone was finally kept for use.
www.Sci
Beads assay
To test the operability of bactosensors in PVA/alginate beads, beads
were inoculated in 300 ml of culture medium with or without inducer,
or urine from patient diluted at a ratio of 1:4 in culture medium for a
total volume of 300 ml in a 96-well plate. After 24 hours of incubation,
fluorescence was read using a synergy H1 plate reader (more details
on encapsulation of bacteria in beads can be found in the Supplemen-
tary Materials). We concomitantly tested these urines from nonstabi-
lized diabetic patients using the Siemens Multistix 8 SG reagent strip
according to the manufacturer’s protocol.

Cell culture and data collection
We used E. coli DH5aZ1 and B. subtilis 168 1A1 for all measurements.
Cells were cultivated with shaking at 400 rpm and grown for 18 hours
at 25°, 30°, or 37°C, in either Azure Media (Teknova) or LB phosphate
buffer adjusted to pH 7. Antibiotics used were carbenicillin (25 mg/ml),
kanamycin (30 mg/ml), and chloramphenicol (25 mg/ml) (Sigma).
D-Glucose, nitrate, L-ara, and aTc (Sigma) were used at final concen-
trations of 0.5% (w/v), 0.1 M, 0.5% (w/v), and 200 ng/ml, respectively.
Cells were streaked from a glycerol stock, and then one clone was in-
oculated in 5 ml of LB with carbenicillin and/or chloramphenicol and
grown overnight at 30°C. The cells were then diluted at a ratio of 1:200
and grown for 6 hours at 30°C until an optical density (OD) of ~0.5.
The cells were then back-diluted at a ratio of 1:100 into 1 ml of azure
medium (Teknova) and diluted with urine or serum, induced with
0.5% (w/v) ara, aTc (200 ng/ml), 0.5% (w/v) glucose, or 10 mM NO3

−,
and grown for 18 hours at 25°C in 96 DeepWell plates. The next
morning, the cells were put on ice, and we measured RFP/GFP fluo-
rescence levels (588ex/633em, 485ex/528em, respectively) and OD600

using a synergy H1 plate reader (BioTek) and a Beckman Coulter FC
500 flow cytometer recording 50,000 events per samples. Events were
gated on forward and side scatter to exclude debris, dead cells, and
doublets. The overnight growth, back dilution, and measurement
procedure were performed three times on separate days in triplicates.
Measurements for each data point were normalized using a reference
promoter (BBa_J23101) driving expression of sfGFP (low-copy plas-
mid pSC101 origin with chloramphenicol resistance).

For functional and genetic memory experiments, cells were co-
transformed with pTET/pBAD dual controller plasmid and AND-BCD
logic gate plasmid, and induced overnight at 25°C with 0.5% (w/v) ara
and aTc (200 ng/ml), in 300 ml of urine, serum, or Azure medium in
p96 plates. The plates were kept for 8 months at 4°C. Plasmid DNA
was then recovered by scrapping and dissolving the dry cellular residues
of cells in phosphate-buffered saline, and extracted using QIAamp
(Qiagen) kit. We used specifically designed primers (attL/attR Bxb1
or TP901) to PCR-amplify the recombined targets. For Sanger sequencing
experiments, the gate plasmid DNA was amplified using primers G1004
and G1005, and the PCR product was sent for sequencing.

Data analysis and statistics
Experimental values are reported as means ± SD. All experiments
were performed at least three times on different days and in triplicate.
Data, statistics, graphs, and tables were processed and generated using
MATLAB (MathWorks), SigmaPlot (Systat Software Inc.), and the R
with ggplot2 package. Flow cytometry was performed using an FC 500
(Beckman Coulter Inc.), and data were analyzed using FlowJo and
Flowing Software (Turku Centre for Biotechnology). We used RPUs to
integrate into clinical measurements an in vivo internal standard for
enceTranslationalMedicine.org 27 May 2015 Vol 7 Issue 289 289ra83 8
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bactosensor operation and signal generation (45). For signal amplifi-
cation experiments, amplification was quantified by the gain defined
as the 10log ratio between the fractional change in the output signal
GFP and the fractional change in the input signal RFP. For receiver
operating characteristic analysis, a set of 27 measurements performed
in nonpathological urine were compared to 27measurements performed
in urine containing 1% glucose. See the Supplementary Materials for
details on calculations.
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SUPPLEMENTARY MATERIALS

www.sciencetranslationalmedicine.org/cgi/content/full/7/289/289ra83/DC1
Materials and Methods
Notes
Fig. S1. Conceptual workflow for the systematic development of medical bactosensors.
Fig. S2. Bacterial chassis growth characteristics in urine and serum.
Fig. S3. Bacterial chassis viability in urine and serum from single-cell measurements.
Fig. S4. Influence of clinical media (urine and serum) on GFP fluorescence output generation
and measurement.
Fig. S5. Population and single-cell measurements of multiplexing Boolean integrase logic gates
operation in urine and serum.
Fig. S6. Stability of genetic memory in clinical samples by addressing DNA register with Sanger
sequencing.
Fig. S7. Workflow for engineering switches that respond to biological signals over user-defined
thresholds.
Fig. S8. Kinetic measurements and transfer functions of promoters and switches.
Fig. S9. Multiplexing detection of glucose and NOx, with AND-BCD-RFP, NAND-BCD-RFP, and
NOR-BCD-RFP Boolean integrase logic gates.
Fig. S10. Single-cell measurements of fold changes and DERs for promoters and switches.
Fig. S11. Evaluation of the robustness of inducible systems against clinical media-induced
perturbation (urine and serum).
Fig. S12. Comparison of the operational characteristic of AND logic gates with and without the
bicistronic device (BCD) for their use in clinical samples.
Fig. S13. Insulation of bactosensors in hydrogel beads and pathological signal detection.
Fig. S14. ROC analysis for bactosensor-mediated detection of glucose in urine.
Fig. S15. Potential modalities of bactosensor-based diagnosis and composability of integrase-
based logic for the development of decision-making tests.
Data file S1. Numerical values of OD600 and fluorescence from plate reader measurements
and calculated RPUs used to develop plots and figures.
Note S1. Experimental design: Use of reference promoters.
Note S2. Genetic design: Use of standardized genetic elements.
Note S3. Bacterial encapsulation toward a clinical format.
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Abstract In this article we present a new kind of computing device that uses

biochemical reactions networks as building blocks to implement logic gates. The

architecture of a computing machine relies on these generic and composable

building blocks, computation units, that can be used in multiple instances to perform

complex boolean functions. Standard logical operations are implemented by bio-

chemical networks, encapsulated and insulated within synthetic vesicles called

protocells. These protocells are capable of exchanging energy and information with

each other through transmembrane electron transfer. In the paradigm of computa-

tion we propose, protoputing, a machine can solve only one problem and therefore

has to be built specifically. Thus, the programming phase in the standard computing

paradigm is represented in our approach by the set of assembly instructions (specific

attachments) that directs the wiring of the protocells that constitute the machine

itself. To demonstrate the computing power of protocellular machines, we apply it

to solve a NP-complete problem, known to be very demanding in computing power,

the 3-SAT problem. We show how to program the assembly of a machine that can

verify the satisfiability of a given boolean formula. Then we show how to use the

massive parallelism of these machines to verify in less than 20 min all the valua-

tions of the input variables and output a fluorescent signal when the formula is

satisfiable or no signal at all otherwise.
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1 Introduction

What is Computation? One definition could be ‘‘the goal-oriented process that

transforms a representation of input information into a representation of output

information’’. The process itself can be iterative (or in another form recursive), in

this case it is called an algorithm, but other forms of processing can be used, such

as: neural networks or first order logic.

A computation process, whatever it is, has to be run by a computer, which can be

a human being using pen and paper, or a machine specifically built for that purpose.

The most popular form of computer is an electronic device that use a digital

representation of data, and manipulate this representation according to a set of

instructions that implements the algorithm that transforms them into results. The set

of instructions is then called a computer programme.

Electronic computers use numbers, integer and floating point, to represent data.

These numbers are commonly coded in base 2, which can also be directly used to

encode boolean values and therefore easily implement conditional calculations.

Electronic computers are mainly built from basic blocks, logic gates, that are

interconnected to make the arithmetic and logic units, memory registers and micro-

controllers that form the Central Processing Unit which in turn, along with theMain

Storage Unit, and the I/O Controllers constitute the computer itself.

Therefore, one can build a digital computer using any technology that can mimic

the logic gates and their interconnections. We will demonstrate in this article how to

implement single logic gates using synthetic minimal biological systems embedded

in a vesicle (protocell) and how to connect them together to get a device

(protocellular machine) that computes a complex logical function. The computing

model that underlies our biochemical implementation of a computer is similar to the

one of an electronic computer, their computing capabilities are the same.

The fundamental characteristic of electronic computers is their ability to run a

potentially infinite number of algorithms doing a wide variety of computations on

data, because they are programmable: the same computer can run sequentially (or

pseudo-concurrently) as many different programmes as those that can reside in its

main memory storage, along with the associated data.

Here, we will show how to build a reduced kind of computer that can only solve

one problem, but a problem belonging to a class known to be hard to solve: a NP-

complete problem.

The computational complexity theory explores the feasibility of computational

problems, in terms of computing time (or memory space) needed to solve a problem

of a given size. In the von Neumann based architectures (standard electronic

computers) the number of computing elementary steps (instructions) is often used to

approximate the computing time, since each instruction takes approximately the

same amount of time to be performed.

There are two main classes of computational problems, those that can be solved

by a deterministic machine in a number of steps which can be expressed as a

polynomial of the problem size (class P), and those that can be solved in polynomial

time, but on a non-deterministic machine (class NP). Typically decision problems
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where (1) a solution can be verified in polynomial time and (2) there is no other

known algorithm except generate and verify all the potential solutions, are NP

problems. Solving these problems on a von Neumann computer require an

exponential number of steps with respect to the problem size.

A NP problem is said to be NP-complete if any other NP problem can be

transformed into this problem in polynomial time (Karp 1972). In consequence NP-

complete problems are more difficult to solve than any other NP problems because

if one NP-complete problem is quickly solved (in polynomial time) then all the NP

problems will be quickly solved. Of course all these complexity classes collapse if

P ¼ NP (which is one of the great open conjectures in computer science).

We have chosen the 3-SAT problem, a variant of the boolean satisfiability

problem (SAT), as an example of NP-complete problem (Cook 1971) a protocellular

computer can solve elegantly. This is mainly because the very small size of

protocells and their 3D packing allow us to build a machine made of billions of

logic gates specifically connected to solve a given 3-SAT problem. Another

characteristic of our protocellular machines is that they are disposable in the sense

that once the computation is done for a given set of input values, the machine is no

more usable. But the counterpart is that the energy needed for the computation is

very low (Sarpeshkar 2010).

Finally, the biochemical nature of the protocellular machines make them very

easy to interface with living organisms. For example, they can be used for medical

diagnosis to implement biosensing coupled with medical decision algorithm.

2 Methods

2.1 Protocell Logic Gates Definitions

The bottom-up design of biological systems is made possible by the synthetic

biology approach that applies engineering principles to biology in order to design

standardised biological parts, devices, systems in a systematic and rational manner.

Hierarchical abstraction of biological functions enables the assembly at the system

level of new biological systems with user-defined functionalities (Purnick and

Weiss 2009; Canton et al. 2008; Endy 2005). The behaviour of synthetic systems is

predictable and designs can be automatised in silico before attempting to implement

them with biological components (Marchisio and Stelling 2009). In addition, the

remarkable capacity of biological building blocks to compute in highly sophisti-

cated ways has led scientists to design and engineer biomolecular computers

(Benenson 2012). Thus far, most biocomputing has been investigated from the top

down perspective, that is, by modifying existing organisms (Khalil and Collins

2010). The strategy we propose here, protoputing, is interested in implementing

protocells from the bottom-up perspective to perform computation, where very little

attention has been given Rasmussen et al. (2009), Luisi and Stano (2011) and

Smaldon et al. (2010).

Starting from an abstract operation that is to be computed, one can rationally and

systematically choose biochemical species for the implementation (metabolites,
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enzymes, nucleic acids...) (Fig. 1a). Standardised and robust biomolecular compo-

nents and reactions can be engineered, tested and optimised to implement different

types of biological functions or computations (Koeppl 2011): simple boolean

operations, memory devices, amplifiers, analog to digital converter, oscillators etc.

Figure 1b. In addition, this process can be automatised using CAD tools recently

developed for that purpose (Koeppl 2011; Rialle et al. 2010; Chandran et al. 2011).

For example, an AND biochemical logic gate taking reduced metabolites as

inputs (NADPH and FADH2) can be implemented using a network of 3 different

enzymes and 4 different metabolites connected by 3 biocatalytic reactions, and

transferring electrons to NADH as an output. In the same way, we can implement a

set of standardised computation units that recapitulate all boolean logic gates (see

Fig. 3 for examples of implementations of AND, NOT and NOR gates). Electron

transfer can also be coupled to various output biological functions to produce human

readable signals (Fig. 2) or enable the selection of machines with specific behaviour

for further analysis. We propose that specific reduction of species can trigger as an

output, either luminescence or fluorescence (Candeias et al. 1998) or the transport

of a ligand (or its receptor).

Our approach improves modularity of biomolecular computing systems by the

fact that biochemical networks implementing boolean logic are encapsulated within

synthetic vesicles, or protocells, distinguished by their high degree of organisation

and control over biological processes provided by the membrane boundary (Elani

et al. 2014). Such architecture of insulated computing units allows us to use many

instances of the same type of protocell anywhere in the circuit when the same logic

gate is needed. Moreover, this enables the connection of multiple layers of

Fig. 1 a Rational design of a computation unit implementing a given logical function. (b Different types
of computation units. An AND gate outputs true only if the two inputs are true; An OR gate outputs true if
at least one of the inputs is true; A XOR gate outputs true only when one of the inputs is true; The NAND,
NOR and XNOR gates outputs the opposite value of the AND, OR and XOR gates respectively
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protocells to achieve complex information processing capabilities. In such

architecture, input information arrives from upstream connections with previous

protocells, to output connections to following computation units.

As each logic gate is encapsulated in an impermeable vesicle, the reactions that

compute the output value will go from the non-equilibrium initial state to an

equilibrium state. Therefore, once a logic gate has finished to compute the output, it

is no more able to do another computation. So this first model of protocellular

machine is in essence a kind of disposable computer.

Encapsulation of biochemical networks can be achieved using natural bilayer

membranes (e.g. phospholipid bilayers, liposomes) (Noireaux and Libchaber 2004),

or engineered membranes (e.g. copolymers, polymersomes) (Kamat et al. 2011),

with respect to stoichiometry of internal species and incorporation of membrane

proteins for connections (Chaize et al. 2004; Huang et al. 2014; Peters et al. 2014).

This process is also known to stabilise enzymes, prevent cross-talk, denaturation or

proteolysis and improve enzymatic properties (Yoshimoto 2011; Sunami et al.

2010). In addition, streamlined workflows, for example relying on microfluidics, are

already available for the high-throughput generation of protocells that encapsulate

various substrates (Richmond et al. 2011; Thiele et al. 2010; Duncanson et al. 2012;

Matosevic and Paegel 2011; Teh et al. 2011). This strategy, extensively used in our

lab, allowed us to test the implementation of various protocellular logic gates. Such

vesicle have proven to be sufficently stable (i.e. not prone to fuse together or

physical disruption) to enable the construction of such multi vesicular assemblies

(Stanish and Singh 2001; Teh et al. 2011). Tunable sizes ranging from 50 nm to

50 lm can be obtained, although in our approach, size should be kept as small as

possible to obtain the highest density of computing operators.

2.2 Circuit Wiring

To obtain a full circuit implementing a given boolean function, we then need to

concatenate and wire basic logic gates. The design of a function-specific

Fig. 2 Example of experimental fluorescence signal triggered in micrometric protocells. Ezymatic
electron transfer from carbohydrate to the redox sensor probe (in that case resazurin is reduced into the
red fluorescent product resorufin). Phospholipidic protocells encapsulating biochemical species were
generated using microfluidic devices, and imaged using a confocal microscope. Left no induction; right
induced with glucose. (Color figure online)
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protocellular machine exploits the composability of computation units. Amongst a

specific set of protocells, multiple instances of the same logic gates can be wired

together to implement a user-defined function.

One way to achieve successive reactions in each layer of a protocellular machine,

from input to output protocells, is to drive them using electrochemical potential (e.g.

oxido-reduction reactions). By analogy with electronic computers, electrons are

energy carriers and the redox potential is the current of the system, which could be

measured with an electronic device. The major difference is that inside a protocell,

wires are replaced by free molecules (e.g. NADH, NADPH, FADH2), and effective

wiring is achieved using chemical selectivity of enzymes. Molecules are either

electron donors or acceptors, obeying biological enzymatic rules resulting in current

and energy for computation. In such systems, the in ! out direction is driven by the

thermodynamics of the redox reaction. In our example, a protocell giving the

truevalue would have a reductive state with high concentration of NADH, which

can then transfer its electron to reduce the input of the next protocell. Conversely, a

protocell giving the falsevalue does not output any electron. In addition, electron

transfer occurs only between physically connected protocells, through tight

junctions putting into close contact electron transfer complexes, which carry out

the connections between protocells and therefore between logic gates (Fig. 3).

We will build a protocellular machine from a set of protocell logic gates

assembled in a tree-like layout (see Sect. 3). When set to true, the inputs of the

machine initiate electron transfer through the chain of protocells that constitutes

each branch of the tree, down to the root protocell.

In these input protocells, electron production is started by the specific oxidation

of molecular species by oxidase enzymes. Electrons are then transferred down the

protocell chain via transmembrane electron transport complexes that enable electron

coupling (reduction) of specific molecular species. In that sense, input protocells can

be seen as the generators that power the machine. Moreover fuel protocells, with a

switch like behaviour, could be used to amplify and reshape the signal and therefore

counteract its decay.

In order to implement specific electron transfer modules, we propose to exploit

the modularity and thermodynamic reversibility of natural oxidative phosphoryla-

tion and photosynthesis complexes, which catalyse the electron transfer across

natural membranes with specificity to NADH (Complex I), FADH2 (complex II),

and NADPH (NADPH quinine oxido reductase) (Osyczka et al. 2004). This

includes quinone (or chemically related) and cytochrome c shuttle, which are

delocalised mobile electron carriers that could be used as inter-protocell transfer

molecules. In our design, we propose that a first quinone carrier (or related), could

transfer electrons from a specific output signal (substrate specificity given by the

first complex: I, II...) to a close complex III, which would then via a mobile

cytochrome c transfer these electrons forward to the complex III belonging to the

next protocell. This mechanism constitutes efficient reversible energy coupling,

which has been shown to work via electron-tunneling across the proteins (Osyczka

et al. 2004). Furthermore, recent studies have highlighted the possibility to re-

engineer natural prokaryotic complexes for efficient and substrate specific synthetic
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electron transporters (Katzen et al. 2002; Page et al. 1999; Wakeham and Jones

2005).

The architecture of a machine is controlled by the functional wiring of input and

output of specific protocells. This can be achieved by using programmable junction

modules, that can be selected to implement any protocellular machine in a plug-and-

play way (Fig. 3). Biological function for these programmable attachments could be

supported by couples of ligand/receptors with high binding affinity, such as

aptameric nucleic acids (Hermann and Patel 2000; Smuc et al. 2013) or peptidic

binders (Falciani et al. 2005), that could be straightforwardly produced in large

combinatorial synthetic libraries using SELEX (Stoltenburg et al. 2007), or

ribosome display respectively (Hanes et al. 2000; Binz et al. 2005).

Starting from a pre-built stock of computation units, the user can define a set of

attachment instructions that corresponds to the boolean function to implement.

Irreversible constructs can be achieved using cross-linking chemicals, so that no

unbinding would occur (Song et al. 2012; Xiang et al. 2014). We assume that the

Fig. 3 Detail of a possible implementation of each type of protocell gate. Each type of logic gates has
been simulated in silico with HSIM, and some of them are under test in the lab). The detail of the electron
transfer mechanism is shown in the bottom right cartoon. For example, the fluorescent NOR gate uses a
cascade of two enzymatic reactions (NADH oxidase, Horseradish Peroxidase) to consume the fluorescent
oxidised scopoletin when NADH is present in the protocell, that is when at least one input is set to true, so
is transferring electrons to make NADH from the initial pool of NAD?
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kinetics associated with such an assembly process would be of the order of minutes.

Some attachments can also be set as random, to enable stochastic wiring of different

types of protocells to specific positions. This could be used for example to solve

problems involving the navigation through a large parameter space where

protocellular machines could be used to compute a fitness function. Additonnally

selection methods could be implemented to isolate protocellular machines that

exhibit specific behaviours. Positive selection can be done for example using FACS,

conversely negative selection via a self-destruction mechanism.

3 The Case Study

3.1 Boolean Satisfiability Problem

The NP-complete problem we aim to solve is the 3-SAT problem. This problem can

be simply defined as:

given any boolean formula in Conjonctive Normal Form (CNF), with at most

3 litterals per clause, is there a valuation of the variables that satisfy the

formula?

In other words, it asks whether the variables of a given boolean formula can be

consistently replaced by the values trueor falsein such a way that the formula

evaluates to true. If it is the case, the formula is called satisfiable. The litterals are

either a variable (v) or the negation of a variable (:v); They are connected with the

or operator (_) to form a clause; The clauses are connected with the and operator

(^) to obtain the formula in CNF. For example:

Fða; b; cÞ ¼ ða _ :b _ cÞ ^ ðb _ :cÞ ^ ða _ bÞ ð1Þ

is true when a ¼ true; b ¼ true and c ¼ false, so the formula Fða; b; cÞ is satisfiable.
Conversely, the formula:

Gða; b; cÞ ¼ ða _ b _ cÞ ^ ð:a _ bÞ ^ ðb _ :cÞ ^ :b ð2Þ

is not satisfiable because all the eight possible valuations for a; b; c lead to

G ¼ false.

To find if a formula is satisfiable, we will build as many protocellular machines

as there are combinations of valuations of the input variables. To do this, we will

exploit the combinatorial power of ligand-receptor binding to link constant

protocells (with falseor truevalues) to the inputs of the protocellular machine to

cover all the value space. A protocellular machine is dedicated to a specific formula,

and therefore is not programmable in the sense an electronic computer is. The

protocellular machines are self assembled according to the formula they have to

check, so in our approach, the programme is the process that directs the assembly of

the machines. We will ascertain that there is at least one instance of a protocellular

machine per possible valuation of the variables.
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An instance of the machine can be made using 2- and 3-inputs OR gates

connected to a big AND gate with as much inputs as there are clauses in the

formula. Each input of a clause is connected to a protocell representing a variable v

sending trueor falsewhen a specific start signal is given, or to an inverter protocell

sending the negation of v when the start signal is given. The output of the AND gate

is connected to a protocell that fluoresces when the input value is true. For example,

the protocellular machine corresponding to the G formula would be made of a

4-input AND gate, two 2-input OR gates, one 3-input OR gate and three inverters

connected as in the equation above (Fig. 4a).

As we have at least one (and probably more) instance of the machine for each

possible valuation of the variables, if at least one of the protocellular machine

fluoresces, the formula is satisfiable. Conversely, if there is no fluorescence at all

then the formula is not satisfiable.

We can simplify the construction of the machines using the De Morgan laws to

replace the big AND gate by a NOR gate, which is easier to build and also more

efficient than an AND gate when there is a lot of inputs. Since the output of this

NOR gate is the output of the whole machine, the final inverter can be made using

an inhibitor of the fluorophores stored inside the protocell implementing the gate.

We also need to feed the inputs of the AND gates with the complement of the

variables, which could lead us to use a lot of inverters; But they can be avoided

because these inputs are the inputs of the whole machine, and since we need to test

all the valuations of the variables, these inputs will be fed with constant values.

Therefore we can program the assembly of a machine with the constants already

inverted (Fig. 4b) and we will need no more inverters than negated variables

specified in the original formula.

3.2 The Assembly of the Machines

To obtain one instance of a computing protocellular machine, we need to direct the

self assembly of as many copies of AND gate protocells as there are clauses in the

formula (except when a clause has only one litteral), the output of each AND gate

Fig. 4 a Direct implementation of the G formula in standard Conjunctive Normal Form. b Using the De
Morgan laws, the same boolean function is rewritten using a NOR gate instead of the final AND gate,
easier to build with a large number of inputs, and multiple 2- and 3-inputs AND gates fed with the
complement of the original inputs
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being connected to an input of a fluorescent NOR protocell. The inputs of each

AND gate are also to be connected to the output of an inverter or to the output of a

wiring protocell (representing the input variables of the formula). Then, to test a

valuation of the variables of the formula, the input of each wiring protocell will be

connected to special inputless protocells that output the constant value trueor false.

Once the machine and its inputs are assembled, when a start signal is given, after a

few minutes, the NOR gate of this machine will fluoresce if the formula is truefor

this valuation of the variables, and therefore the formula is satisfiable.

We must ensure that correlated inputs of two (ore more) AND gates are fed with

correlated values. In the previous formula (rewrited using a NOR of ANDs, with the

complemented variables as shown in Fig. 4b)

Gða; b; cÞ ¼ ða ^ b ^ cÞ _ ð:a ^ bÞ _ ðb ^ :cÞ _ :b ð3Þ

the first input of the first clause, a, is always the opposite of the first input of the

second clause (:a), and the second input of the two first clauses, b, have always the

same value, etc. To achieve that we will use inverter protocells, and wiring pro-

tocells that can transfer their input to two or more outputs.

In this example, since there are 3 variables, we must assemble 8 protocellular

machines to test each of the 8 possible valuations. Each line of the table in Table 1

shows the input values (0 for false, 1 for true) of one of the 8 different protocellular

machines, the complemented value of each clause, and the value of the formula (3),

which is always false (this formula is not satisfiable).

In order to have a efficient assembly mechanism, we split the process in two

steps. The first one does not depend on a specific formula, but on the maximal

numbers of variables (Vmax) and of clauses (Cmax) a formula can have. To be able to

test any given formula within the limits of size we stated, we build a reservoir

containing at most for one protocellular machine instance:

• one Cmax-input NOR gate

• Cmax 2- and 3-inputs AND gates.

• Vmax inverter protocells

• 2 � Vmax types of inputless constant protocells, outputting the constant falseor

trueto represent the two possible values of each variable.

Table 1 Complemented value

of each clause for the eight

possible valuations of the

variables, and the corresponding

value of the formula

a b c c1 c2 c3 c4 Gða; b; cÞ

0 0 0 0 0 0 1 0

0 0 1 0 0 0 1 0

0 1 0 0 1 1 0 0

0 1 1 0 1 0 0 0

1 0 0 0 0 0 1 0

1 0 1 0 0 0 1 0

1 1 0 0 0 1 0 0

1 1 1 1 0 0 0 0
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• a formula dependent number of wiring protocells that duplicate their input to

two (or more) outputs in order to cast each constant protocell output to the

appropriate AND input or inverter.

Of course we can have a larger number of copies of these building blocks if we want

to test more than one instance of the formula.

We can remark that depending on the formula we want to test, all the Cmax inputs

of the NOR gate are not used and will stay not connected to any output, which is

equivalent to a falsevalue and so these inputs will not interfere with the computation

since we are certain that nothing can be bound to them.

To verify the satisfiability of a formula made of N\Vmax variables and C\Cmax

clauses, we need to build 2N protocellular machine instances, (at least) one per

possible valuation of the input variables. The building of these protocellular

machines constitutes the second step. Although this step is specific to a given

formula, its principle is generic enough to be applied to any formula. This resemble

to the compilation phase of a programme written in a high level programming

language on a standard computer.

To assemble a machine we will program the binding of each input of one NOR

gate to the output of a 2-inputs or a 3-inputs AND gate, or to one output of a wiring

protocell, or to the output of an inverter. We will also need to program the binding

of one wiring protocell per variable to some inverter, AND or NOR input, according

to the formula. Then, to test a given valuation of the variables, we will need to bind

the constant protocells corresponding to each variable of the formula to the inputs of

this machine.

These programmed bindings are made possible because all the protocells in the

reservoir have been built with specific tags on their inputs and outputs. These tags can be

peptides/nucleic acids with a unique sequence to address them. The process of binding

itself will be done by putting in the environment specific molecular attachment

instructions that recognise and bind the tag on the output and the tag on the

corresponding input. Thiswill enable the binding of specific protocells together (Fig. 5).

Each input of the NOR gate is labeled with a tag implementing the number of the

corresponding clause (0 to Cmax � 1). Similarly the output of each of the AND gate is

labeled with the same number. Therefore, to connect an AND gate to the

corresponding input of the NOR gate for one protocellular machine, we have to

synthesise an molecular attachment that match at one end the tag labelling the output

of the AND gate and at the other end, the tag labelling the input of the NOR gate.

The same mechanism is used for the input variables of the formula. The input of

a wiring protocell that corresponds to a variable of the formula is labeled with a tag

representing the variable number (0 to Vmax � 1). The constant protocells used for

each variable, whether their output is falseor true, are labeled with a tag matching

the corresponding wiring protocell of the machine. Since there is a high number of

constant protocells in the medium, the falseand trueversion for each variable will be

randomly bound to the corresponding input of the machines, and after some time, all

the possible valuations will be covered.

It is important to notice that we must use constant protocells that output the

boolean value false, even if a non-connected input is equivalent, because when we
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want to test a valuation where some variable is false, we must be certain that no

trueconstant protocells can be bound to this input.

3.3 The Computation Process

The computation process may begin when we are certain that at least one copy of a

protocellular machine is bound to each possible combination of input values.

This process is started by remotely triggering the whole population of

trueconstant protocells and inverter protocells using, for example, light switchable

enzymes (a tryptophan dehydrogenase engineered to bear a photoswitch moiety)

(Strickland et al. 2012; Rakhit et al. 2014; Riggsbee and Deiters 2010).

Since all the machines run concurrently to compute the value of the formula, the

total computing time is the time needed either by the first one that output true (that

become fluorescent) or when we can be certain that the slowest machine that outputs

falsehas finished (in this case they all do). If there is a small number of protocellular

machines that fluoresces, we could enhance the signal/noise ratio by scattering the

solution into several parts such that the concentration of the fluorescent machines

would appear higher, and so helps its detection. Another way to easily detect the

first (and possibly only) protocellular machine that outputs truewould be that this

machine triggers the fluorescence of those in its neighbourhood, and so increase the

global fluorescence. Independently of the formula we want to test, the maximal

number of reactions needed from one input to the output is very small: one inverter,

a small number of wiring protocells, one AND, and one NOR.

Fig. 5 Directed assembly and wiring via specific attachments of one instance of a protocellular machine
for the formula G (a, b, c). The inputs a, b and c are implemented with wiring protocells (one input, one,
two or more outputs) that distributes the values of the variables to inverters or to the NAND gates
according to the formula (3), see Fig. 4b. The NOR gate is a large protocell underneath the AND gates,
where the outputs of the AND gates are bound. The small protocells a; b; c ¼ 0; 1 are constant protocells
for the input variables a, b and c (left). These input protocells will be randomly be bound to constant
falseor true protocells to cover all the valuations of the variables. On the right side, the protocellular
machine assembled tests the valuation a ¼ 1; b ¼ 0; c ¼ 0
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Considering the kinetics of enzymatic processes for these simple reactions, we

could assume that the calculation time of a single protocell (i.e. the time required for

effective electron transfers though the protocell) would be in the order of a few

minutes. The computation time for one protocellular machine would then be

proportional to the number of layers of this machine. The total computing time

would not exceed 20 min, whatever the number of protocellular machines is needed

to solve the problem. This is of course mainly because the computing process is

massively parallel and to a lesser extent because each processor is dedicated to the

specific problem we want to solve.

Since the size of a complete protocellular machine is of the order of magnitude of

a micron-cube, even less, we can have more than 1012 machines in a few ml of

solution. As 103 is approximately equal to 210, we could theoretically have about

210ð12=3Þ ¼ 240 machines in a few ml. Therefore using this technique, we could

potentially solve any 3-SAT problem involving up to 40 variables in a few minutes.

If we suppose that an electronic computer needs 1 ls to generate and test one

valuation of the variables, the average computing time would be of the order of

1012 � 10�6 ¼ 106 s, which is more than 11 days and a half.

Moreover, if we suppose we use a low power electronic computer, for example

20 watts, the energy consumed at the end of the 11.5 days would be

106 � 20 ¼ 2 � 107 J (�5.5 kWh), compared to a few joules for the protocellular

machines.

4 Conclusion

The case studied here is an example of what we could do with protocellular

machines, and how to make them. Of course, making the huge number of instances

of protocellular machines needed to verify the satisfiability of a large formula is a

bit speculative at the present day, but the mechanisms used to engineer their

building blocks and to direct their assembly are already under test in the lab. Many

implementations of logic gates (much more than those shown in Fig. 5) have been

tested in silico using the HSIM (Amar et al. 2008) simulation system and proven to

be functionning (Bouffard et al. 2015).

The computing time we claim, approximately one thousand times faster than a

traditional electronic computer for a specific class and size of problem, is also a bit

provocative, but the fact remains that this is an example of how to use the really

massive parallelism of protocellular machines in order to solve dedicated problems.

Moreover, to our knowledge, this is the first case where a synthetic biochemical

computer could realistically compete with the speed of electronic computers, while

being far less demanding in terms of energy.

Nevertheless, in our opinion, the most exciting perspective of protocellular

machines is that they are electronically and biologically interfaceable. Thus they

could be incorporated in living organisms, or into hybrid electronic/biological

systems. Our approach allows us to design any given boolean function that can be
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connected and triggered by any biological and/or electronical input, and generate

chosen outputs in a similar way.
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	Table S1: Stock solutions and concentrations used in this study. All chemicals and enzymes were purchased from Sigma Aldrich. G1DH: Glucose-1-dehydrogenase, ADH: Alcohol dehydrogenase, AO: Alcohol oxidase, NR: Nitrate/Nitrite reductase, HRP: Horseradi...
	Figure S3.2: Timelapse photomicrograph of protosensors fabrication within microchannels. (Read from left to right, top to bottom). This movie was recorded at 20 000 FPS and corresponds to ~0.5 µs. (Scale bar=40 µm)
	Concentration of use (batch/protocells)
	Molecule designation
	Stock solution
	GluNOx
	LacOH
	GluONe
	100 µM /2 mM
	250 µM/ 5 mM
	250 µM / 4 mM
	50 mM PBS
	NAD+
	-
	-
	-
	50 mM PBS
	NADH
	-
	-
	1 mM (unless specified)
	100 mM PBS
	Acetone
	-
	20 mM (unless specified)
	-
	100 mM PBS
	Ethanol
	5 mM (unless specified)
	-
	1 mM (unless specified)
	50 mM PBS
	Glucose
	5 mM (unless specified)
	-
	-
	50 mM PBS
	NO3
	-
	0.5 mM (unless specified)
	-
	100 mM PBS
	Lactate
	-
	-
	-
	100 mM PBS
	Isopropyl alcohol
	138 U/ml=5.7546 µM / 127 µM
	-
	8.5 U/ml=0.354 µM / 7.4 µM
	3.4 U/µl PBS
	G1DH
	-
	0.2785 U/ml=14.06 µM / 317 µM
	0.2785 U/ml=14.06 µM / 221 µM
	55.7 U/ml PBS
	ADH
	-
	-
	0.75 U/ml=0.02725 µM / 0.59 µM
	0.1 U/µl PBS
	AO
	4.2 µM= 0.5 U/ml / 92 µM
	-
	-
	1U/ml PBS
	NR
	-
	0.05 U/ml=0.00347 µM / 0.0754 µM
	0.015 U/ml=0.00104 µM / 0.0208 µM
	10 U/ml PBS
	HRP
	-
	0.1 U/ml=1.12 µM / 23.4 µM
	-
	6.425 U/µl PBS
	LO
	1 µM
	1 µM
	1 µM
	250 µM PBS
	Hemolysin
	-
	-
	50 µM / 1 mM
	10 mM water
	Resazurin
	-
	100 µM / 2 mM
	-
	10 mM PBS
	ABTS
	10 µM / 200 µM
	-
	-
	5 mM DMSO
	DAF-2
	Ketones>17 µM (10mg/dl, pathological if >0)
	Glucose>1.39 mM (25mg/dl, pathological threshold)
	Lactate>10 µM (pathological if >0)
	EtOH>17.4 mM (80mg/dl, equivalent to DIU)
	NOx>1000 µM
	Figure S3.8: Experimental calibration curves used to compute ouput signals. In order to obtain a mathematical relation between concentration of ouputs and experimental fluorescence and absorbance measurements, we measured signals from samples spiked w...
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