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Résumé de la thèse

La possibilité de manipuler les propriétés physiques des matériaux en les déformant élastique-
ment est l’objectif de l’ingénierie des contraintes, qui cherche ainsi à améliorer les performances
des nouveaux dispositifs. Dans ce contexte, la déformation est entendue comme le déplacement
des atomes par rapport à leurs positions d’équilibre dans un réseau cristallin parfait, qu’elle soit
produite par l’épitaxie de deux cristaux ou bien par une différence de coefficient de dilatation,
une contrainte résiduelle voire une force extérieure appliquée. Si à l’origine ce concept était
utilisé pour améliorer la mobilité des porteurs de charge dans des transistors sur des systèmes
consistant en une fine couche semi-conductrice épitaxiée sur un substrat, ce concept est étendu
aujourd’hui à tout type de nanostructures. En effet, les nanostructures peuvent supporter des
déformations élastiques considérables sans génération de défauts, contrairement à leurs ana-
logues massifs. Comprendre l’influence des contraintes liées aux effets de taille, mais aussi aux
interfaces ou à la morphologie des objets, permettrait de maîtriser les propriétés électroniques,
optiques, magnétiques ou catalytiques des matériaux. La maîtrise des contraintes et donc, des
propriétés physiques ou chimiques des objets, pourrait donc être exploitée dans une large variété
de domaines.

La compréhension des effets des contraintes ne se limite pas pourtant à la croissance des
nanostructures, puisque la fabrication et la fiabilité de nouveaux dispositifs doivent être égale-
ment garantie. Il est ainsi impératif de caractériser les objets et de mesurer l’état de déformation
dans les nanostructures, que ce soient des déformations intrinsèques (forme, interface. . . ) ou la
conséquences d’une force externe appliquée sur l’objet. De plus, des modèles théoriques et des
calculs de type ab initio sont nécessaires pour bien comprendre le comportement des systèmes
réels.

Ce travail de thèse utilise la diffraction cohérente des rayons X pour caractériser des nano
objets uniques. Cette technique s’avère la plus adaptée pour étudier le champ de déformation
dans les structures puisque aucune préparation des échantillons n’est nécessaire (ce qui pourrait
modifier les caractéristiques intrinsèques des objets). Parmi les avantages de cette méthode, on
peut mettre en avant la grande sensibilité aux déformations et sa nature non destructive, qui
permettent d’effectuer des expériences in situ.

Ce travail de thèse résume les résultats d’étude des déformations sur deux types d’objets dif-
férents. Dans un premier temps, des effets d’interface dans des nanofils semiconducteurs de type
cœur/coquille (Ge/Si) sont analysés, ainsi que leur évolution sous traitement thermique. Ensuite
des particules métalliques (Pt) facettées et leur évolution physique sous réaction chimique sont
examinées, comme compte tenu de leur morphologie, ce type de particules présente un grand
intérêt pour la catalyse.
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Introduction

The control of strain to tune the electronic properties of semiconductor materials in order to
improve the devices performances has been an important research topic in materials science
for the last two decades. In this context, strain refers to the elastic displacement of atoms
in the crystal lattice with respect to their ideal positions due to the lattice mismatch of the
epitaxied materials that form the heterostructure, originally a semiconductor overlayer grown
on a thick substrate, or more generally caused by some internal stress brought by surrounding
layers, temperature, mechanical loading etc. Thereby, the use of strained crystals has been
proved to enhance the charge carrier mobility in transistor heterostructures and opened the
field known as strain engineering. However this field has become much wider since then and
extends now beyond semiconductors; any object whose size is reduced to the nanoscale can bear
higher elastic strains compared to bulk as a consequence of its size. In this way, nano-objects
will lead not only electronic advances, but also enhanced optical, magnetic, electrical or catalytic
properties and if strain is carefully controlled, the use of nanostructures can be exploited in many
fields.

The new physical and chemical challenges arising from miniaturisation must therefore be
understood in order to be successfully applied. Furthermore tuning the properties through the
control of strain is not simply a matter of growth or synthesis of nanostructures. Measuring the
strain distribution within the objects, as well as the chemical and physical consequences of the
strain field e.g. when a force is applied, are needed. Also ab initio modeling are necessary to
understand expected and real behaviors. These are the pillars of strain engineering and they
must all converge to achieve, step by step, relevant improvement in devices.

Therefore, complete characterisations of the intrinsic strain effects are needed, as well as
studies about how they influence the properties of individual objects. As a matter of fact strain is
not the only issue that need to be measured and understood; many other factors such as shape,
defects, composition or surface relaxation must be taken into account. Hence, the evolution of
strain engineering in nanostructures requires characterisation tools that can be used to quantify
the structure and the actual strain in a sample, whether this strain is intrinsic or applied. In
addition, strain within nanostructures is usually inhomogeneous so that tools able to resolve
strain information with high precision and good spatial resolution are needed. In this regard,
Bragg coherent X-ray diffraction imaging is a powerful technique because it allows to access
simultaneously the electron density and the three-dimensional strain field within single crystals.
Besides, this method has numerous advantages such as its non destructive nature, possibility
of in situ experiments and the needless sample preparation (i.e. without any alteration of the
original strain field).

In this PhD work, coherent diffraction imaging is used to investigate the strain field within
two different systems, both of them being single individual objects. The first one, consists of
Ge/Si core/shell nanowires, which are the building blocks for applications ranging from nano-
electronics to biomedicine or photovoltaics, and the second, of Pt nanoparticles whose particular
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shape would be the key for better catalysts. As mentioned above, not only the intrinsic strain is
relevant but also its evolution under applied or external forces as it would be the case in future
devices. Hence, the study of Ge/Si nanowires will focus on the pseudomorphic strain induced
by the heteroepitaxy and the study will be completed with preliminary in situ experiments with
interest in interdiffusion at high temperatures. On the other hand, after a careful study of the Pt
nanoparticles at their post growth state, the catalytic activity during chemical reactions and the
strain evolution of the particles have been investigated. This work has been performed within a
collaboration between IM2NP (Aix Marseille Université and CNRS) and ESRF.

The manuscript is organised as follows:

In Chapter 1 the fundamental properties of crystals are revised, with focus on nanocrystals
and in particular, on the systems investigated in this PhD work (i.e. semiconductor core-shell
nanowires and metallic nanoparticles). The state of the art is summarised to highlight the mo-
tivations of the study presented here and how recently raised fundamental questions need to
be answered. Then, I justify the choice of coherent X-ray imaging to carry out the experiments
through comparison with other currently available characterisation techniques and recent exam-
ples from literature.

In Chapter 2 the basic principles of coherent lensless X-ray imaging techniques are explained,
with details on Bragg coherent diffraction imaging: from important experimental requirements
to record the data such as the oversampling criteria, to the data analysis through details on the
phase retrieval algorithms necessary to determine the density and the phase of the measured
sample. The development of these relatively recent techniques would not have been possible
without the development of X-ray sources so that a brief description of the main ones is given,
as well as the description of typical experimental set-ups such as the one at ID01 at the ESRF,
where most experiments summarised in this report were performed.

In Chapter 3 I present several studies on Si/Ge core/shell nanowires. Using a coherent X-ray
nano-focused beam, the investigation of single objects is carried out from the as grown samples
(i.e. without any preparation) to measure the axial strain averaged over single nanowires. Then
the study is performed for samples with different core/shell ratio and for individual wires from
two of these samples. The isolation of the wires allowed to carry out coherent diffraction imaging
experiments and retrieve the inhomogenous strain within single objects. The retrieved objects
are analysed and the chapter ends with a discussion of the evolution of the nanostructure after
annealing above room temperature.

Chapter 4 is dedicated to Pt nanoparticles for catalysis applications. The chapter is organised
as follows: first, one nanoparticle is modeled by finite elements analysis and its corresponding
diffraction pattern is calculated. Then, two methods to determine the facets orientation of the
particles are presented, both of them using the three-dimensional reciprocal space maps recorded
around a given Bragg peak of the object. The first of these methods is based on the stereographic
projection of the intersection points of the rods with a sphere containing the streaked Bragg peak,
similarly to the calculation of a conventional pole figure. The second one, consists in measuring
the angle between the streaks, which is directly related to the crystallographic planes forming
the crystal.
The methods are applied to experimental data, both under ambient conditions and in controlled-
gas phase environment to observe morphology changes during chemical reaction.

Finally I give a short synthesis of the principal results obtained during this work and I discuss
some interesting perspectives for future investigations.
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CHAPTER 1

Strain and composition at nanometer
scales

15



The aim of this work is to characterise individual nanometer-sized objects using coherent diffrac-
tion imaging (CDI). In this chapter, I will first overview the chemical and physical properties of
a crystal and in particular, of the objects that are the purpose of this work, i.e., of core-shell
nanowires and metallic nanoparticles. I will discuss about their current and potential future
applications, whose development requires a deeper understanding of fundamental relationships
such as the one between morphology or chemical composition and strain. Important concepts
such as atomic displacement or strain will be introduced.
Nowadays few investigations have been done on the strain effects due to thermal expansion
mismatch in core/shell nanowires or to gas adsorption in metallic nanoparticles despite the in-
terest that these subjects attract in a large number of communities. Most of these studies were
performed on assemblies of nano objects even though their properties may vary from one single
structure to another. The lack of knowledge in this field owes to the size of the individual objects
and the need of adapted characterisation tools. I will show through examples from literature the
matter of this study and how the continuous development of CDI can answer open questions.

1.1 Fundamental properties of crystals

1.1.1 Crystalline structure

A perfect crystal can be defined as the periodic repetition of a motif, this one being either a single
or a group of atoms, along three non-coplanar directions ~a,~b and ~c that form the basis of the
lattice. Therefore, the lattice can be defined as the set of vectors that satisfy:

~r = u~a+ v~b+ w~c (1.1)

The three basis vectors ~a,~b and ~c are called primitive translation vectors of the lattice and they
form a parallelepiped that is called the unit cell. If only one motif is contained in the unit cell,
then it is called primitive one and the values of u, v and w are bound to be integers. The choice of
the basis is not unique, as the lattice can be equally defined by any other set of translation vectors.
In fact, it is sometimes more convenient to choose a set of vectors other than the primitive ones
to describe the crystal, for symmetry reasons. So the different lattices can be classified with
respect to symmetry and each unit cell (not necessarily primitive) defines a crystal lattice.
There are 14 different types of 3D lattices, called the Bravais lattices. Among the lattice types,
we are concerned by the face centered cubic (FCC) lattice, the one of Pt, Si and Ge. The cubic
unit cell contains 4 atoms and it is schematised in Fig. 1.1 a); the shortest distance between
the atoms in the FCC structure is a/

√
2, where a is the lattice parameter. On the other hand,

Silicon and Germanium both crystallise in a diamond crystal structure, which can be visualised
as a lattice with a motif constitued of two atoms, positioned at (0, 0, 0) and (1/4, 1/4, 1/4).
The cubic unit cell contains eight atoms.

Furthermore, the periodic arrangement of the lattice points allows to define the so called
crystallographic directions and the lattice planes that form the crystal.

• Two lattice points define a lattice row u ~a + v ~b + w ~c . Every lattice row defines a crys-
tallographic direction, that is written [u v w]. The equivalent directions by symmetry are
written < u v w >.

• Three lattice points define a lattice plane. The orientation of a lattice plane is characterised
by the Miller indices (hkl) and the family of equivalent planes (thus parallel and equidis-
tant) is written {hkl}. The distance between two subsequent planes is the lattice spacing,
usually denoted dhkl.

If we consider now a small object, i.e., a finite crystal, we shall assume that the object contains
a large number of unit cells. If ρ0(~r) is the electron density inside a unit cell, then the density in
the whole crystal will be written:
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Figure 1.1: a) Face centered cubic structure of Pt. The minimum distance between the atoms is
a/
√

2, with aPt = 3.924 Å. b) Diamond unit cell of Si or Ge. The side of the cube is aSi = 5.431
Å and aGe = 5.6575 Å respectively.

ρ(~r) = z(~r)[ρ0(~r) ∗ δ(~r − ~R)] (1.2)

where z(~r) is a function equal to unity inside the object and zero outside and ~R describes
the position of the nodes in the Bravais lattice. This term will be useful in the following, as
the amplitude diffracted by the object is proportional to the Fourier Transform (FT) of ρ(~r).
Equivalently, the scattered amplitude of the unit cell is proportional to the FT of the electron
density in the unit cell (ρ0(~r)): this is by definition the structure factor.

At this point, it is also important to note that crystals are anisotropic. Atomic planes with high
Miller indices have lower atomic density than these with low index indices. Hence, the atomic
planes of a crystal with high-index facets will be more separated and present different chemical
properties, notably regarding adsorption and reactivity.

1.1.2 Strain

In real crystals, the periodicity is broken and imperfections must be considered. The shift of the
atoms with respect to their ideal positions is described by strain.
The origin of strain can be either the presence of defects inside the crystal or an applied external
force. In the particular case of nanocrystalline materials, due to their large surface-to-volume
ratio, strain can strongly influence their properties, which is especially important for engineering
and technological applications.

Let us stay in the context of crystals and consider any position in the ideal lattice, ~r, as the
origin of the system of coordinates. If the crystal is deformed, every point will be displaced to a
new position, ~r ′. The difference ~u = ~r ′ − ~r is called the displacement vector. The coordinates
of ~r ′ are a function of the ones before deformation (~r), and so are the ones of ~u. Thus, if the
displacement vector is known, the deformation of the body is entirely determined. Thereby, for
an infinitesimal deformation, the strain can be defined as the symmetric part of the gradient of
the displacement. If xi and xj are the components of ~r, the strain tensor can be written:

εij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(1.3)

This is a dimensionless quantity that is often expressed in percent. The strain is related to the
stress tensor σij by the equation:

σij = Cijklεkl (1.4)

where Cijkl are the elastic constants forming the elasticity matrix, and σij are the components
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of stress applied to the crystal, i.e, the applied force per unit area.

Strain is present at crystal surfaces and at interfaces between different materials. Also structural
defects inside the crystal (such as dislocations, grain boundaries or stacking faults) are sources
of strain that yield strain inhomogeneities within a single crystal (see Subsection 1.1.3). Besides,
strain can be caused by an external force or influence, e.g., by an electrical field (piezoelectricity),
or it can be a consequence of temperature changes (thermal expansion). Because several studies
on crystals under temperature changes have been performed during this work, let us quickly
introduce the thermal expansion (εT ) as the resulting deformation due to a temperature change
as follows:

εTij = αij∆T (1.5)

where ∆T is the temperature change supposed to take place uniformly throughout the crys-
tal, and αij are constants called the coefficients of thermal expansion. In the case of cubic lattices,
the coefficients are scalars and satisfy αij = αδij .

Measuring the strain in nanostructures is particularly important for their characterisation. As
deformation at this scale can be very small, it is common to calculate the strain along a specific
direction [hkl] in the crystal by considering that the strain inside the crystal is homogeneous,
hence averaging the interplanar distances along this direction. In this way, one can define the
strain as the variation of the interplanar distance dhkl with respect to an ideal reference value,
dref :

εhkl (%) =
dhkl − dref

dref
× 100 (1.6)

This is the common equation of X-ray strain determination. X-ray techniques are the most
widely used to measure the strain because of their accuracy; strains as low as 10−4 can be
determined1. Traditionally measured on large or on assemblies of smaller crystals, there are
nowadays few techniques allowing to determine the strain with nm spatial resolution -i.e., to
resolve inhomogeneous strain within single structures. The main ones are illustrated in Fig. 1.2;
among them, transmission electron microscopy (TEM) and coherent diffraction imaging (CDI)
are the ones used in this thesis.

Figure 1.2: Comparison of the resolving power in strain and real space for electron microscopy
and X-ray methods, from Ref.2.
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1.1.3 Defects

As previously stated, the arrangement of atoms in most crystalline materials is not perfect and
the regular patterns are interrupted by crystallographic defects, which play an important role in
the material intrinsic properties. There are different types of defects, often classified by dimen-
sionality as follows:

• 0-dimensional or point defects: the symmetry is broken by a single lattice point (or very
small set of points); its influence can propagate over the crystal. There are three major
types of point defects, which are vacancies (abscence of one atom), interstitials (an addi-
tional atom set on a non-lattice point) and substitutional impurities (substitution of one
atom by another one of different chemical species).

• 1-dimensional or line defects: dislocations. These are defects restricted to a row of lattice
points that break the translation symmetry and introduce a strain field in the crystal. Any
dislocation can be described by a combination of two types of dislocations:

– Edge dislocations. They can be defined as the insertion (or removal) of an extra half
plane of atoms in the crystal structure (see Figure 1.3 a)). The displacement caused
by the dislocation is perpendicular to the defect line.

– Screw dislocations. The displacement from the dislocation happens along the defect
line (see Figure 1.3 b)).

Edge and screw dislocations in a cubic crystalline structure are represented in Figure 1.3.
In both cases it is possible to define the dislocation using the Burgers vector, which depicts
the magnitude and direction of the lattice distortion. In real crystals, mixed dislocations
are equally common; in this case, Burger vectors lie at an intermediate angle to the local
direction of the dislocation line.

• 2-dimensional or planar defects: they involve an entire plane of lattice points in a crystal.
This group includes surfaces, interfaces of two different crystals and also interfaces within
a crystal such as stacking faults, grain or antiphase boundaries.

• 3-dimensional or bulk defects: such as voids or precipitates. These defects generally occur
on a large scale and will not be further discussed in this thesis.

Figure 1.3: Schematic representation of an edge dislocation (a) and a screw dislocation (b) in

a cubic crystalline material. The Burger vector, ~b, represents the magnitude and direction of
the lattice distortion. The shaded area represents the slipped plane, and the dashed line, the
dislocation line.
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Because of the importance which will be given to the 2-dimensional (2D) defects during this
thesis, let us detail a bit more three types of defects belonging to this group.

According to the definition of crystal, any crystalline sample has to be considered as a defective
or deformed crystal, because it is bounded by free surfaces. Thus, as they break the infinite
periodicity, surfaces are classified as defects. However, surfaces reveal important information
about the crystal, since their surface properties and shape depend on the crystal atomic structure
and its orientation (i.e., on the crystal plane that lies parallel to the surface). The preferred
shape of a crystal is the one bounded by the surfaces that minimise the total surface free energy.
Thereby, in the case of high-symmetry orientations, facets occur3.

Of particular interest are the internal interfaces between two crystals, as they concern the
growth of heterostructures. In these structures, atom layers of different compositions join to
form a coherent interface, as illustrated in Figure 1.4 a) and b), where a layer is epitaxied on
a substrate (with respective lattice parameters a1 and a2) . If the substrate is considered much
thicker than the layer, the lattice parameter at the interface plane will satisfy a = a1 = a2,
hence inducing strain in the layer. Note that the layer experiments strain also in the out-of-plane
direction (perpendicular to the interface). It may happen however, that the two crystals do not
fit perfectly, destroying the continuity at the interface or reducing the coherence, so that misfit
dislocation arrays can occur (Figure 1.4 c)). It is the case for instance of large misfits (e.g.,
Ge on Si), where elastic relaxation via 3D island growth is preferred over plastic relaxation.
Calculations can be found in Ref.4 and details in the case of core/shell semiconductor nanowires
will be given in Subsection 1.2.1.

Figure 1.4: Illustration of the atomic structure of two layers before (a) and after epitaxy (b) and
(c). In b) a perfect heteroepitaxy is represented, whereas in c) a mismatch defect at the interface
induces relaxation in one of the layers.

The last type of 2D crystal defects that must be considered are the stacking faults, as they
are widely observed in nanowires. A stacking fault occurs when a single layer takes a different
position with respect to that required by the periodic sequence. In an unfaulted face cubic
centered structure, the atomic layers are arranged following the pattern ABCABCABC, where
A, B and C denote three subsequent layers. If one of the C planes is missing, i.e., the pattern
becomes ABCABABC then we are in presence of a stacking fault (see Fig. 1.5).
Other than the removal of one atomic layer, a partial plastic glide for example can give rise to a
stacking fault.

Different defects can interact to yield new and singular properties associated to a given ma-
terial. The way defects affect materials’ behaviour constitutes a whole field of investigation.

1.2 One-dimensional crystals: nanowires

Nanowires (NWs) are solid rod-like materials whose diameter, of the order of nanometers (few
nm up to few 100 nm), is much smaller than their (unconstrained) length. Their small size
in one dimension, results in a large surface area and consequently, a broken symmetry of the
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Figure 1.5: a) Perfect crystal with FCC structure b) Stacking fault in a FCC crystalline structure.
Atom colors, labeled by different letters according to the text, represent different atomic layers.

crystal. Hence, NWs can present different properties than bulk or 3D materials. The possibility
of tuning the composition, crystallinity and morphology has attracted a lot of attention because
this comes together with changes in their electronic, optical, mechanical, thermal and chemical
properties. To date, numerous studies have been carried out to explore NWs as new building
blocks in applications ranging from electronic devices,5 to batteries6, solar cells7 or biological
sensors8.

Nanowires can be “grown" or etched. The two synthesis modes are referred as bottom-up and
top-down approach respectively.

• The top-down approach mainly consists in etching a bulk substrate, by lithography for in-
stance, to remove material locally. Whereas this synthesis mode has strong advantages such
as the precision in the location of the wires or in the homogeneity in terms of shape and
composition, it is expensive and depending on the way the etching is performed, damage
may be induced.

• In the bottom-up approach the structures are assembled from their sub-components ex-
ploiting their chemical properties. The initial phases of the materials involved in the growth
are usually referred in the name of the process (PVD for physical vapor deposition, VLS for
vapor liquid solid, VSS for vapor solid solid, etc.). The presence on the substrate of cata-
lysts (metal droplets) or patterning (holes or defects in the substrate) favors the directional
growth of the wire. This approach is suitable for the synthesis of heterostructures, because
of their ability to get uniform coatings (for example in the case of core/shell NWs) and
interfaces free of defects or dislocations.

In this manuscript, only nanowires synthesised by the bottom up approach were studied,
so that only this method will be further discussed in the following. Comparison between both
methods in the case of semiconductor NWs can be found in Ref.9 and a detailed review of NWs
growth can be found in Ref.10.

A typical bottom-up growth is illustrated in Fig. 1.6. This is the Vapor-Liquid-Solid (VLS)
mode. It starts from the dispersion of colloids on the substrate or the dewetting of a continuous
film; then dissolution of gaseous reactants into metallic nanoparticles occur to form a metallic
solution. Once the solution becomes supersaturated, a nucleus is produced. Then this nucleus
grows and NWs form. Moreover, by changing the source reactants, one can form a heterostruc-
ture, as illustrated in the same Figure. Superlattice nanowires can also be achieved by the
periodic introduction of different source reactants. Finally, axial and radial heterostructures can
also be synthesised by choosing appropriate growth conditions.

Axial heterostructures consist of different material sections, with the same diameter, grown
along the wire axis. Radial core/shell heterostructures are made by two coaxial cylinders of
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different materials: the inner one forms the core, and the external one, is the shell. Both axial
and radial heterostructures are of major interest; the latter are the purpose of this thesis. In lit-
erature, the temperature for successful growths of Ge NWs ranges between 260 and 500◦C11,12;
Si NWs need higher temperatures (400-500 ◦C)13 and in the case of Ge-core, Si-shell NWs, the
deposition of the shell is typically carried out at 600◦C14. Growth details in our particular case
will be given in Chapter 3. Indeed, the possibility of combining materials while manipulating
the size forms the basis of new engineering strategies to build innovative materials and devices.
Semiconductor NWs, and in particular SiGe NWs, have gained a lot of interest and are actively
explored because they offer unique advantages and applications, as confirmed by the amount of
literature devoted to these systems (see for instance the reviews of Amato et al., Ref.15 or the
one from Hochbaum et al. for energy conversion applications, Ref.16). However, there are still
important issues to be solved, such as the exact control of the NW position while producing sharp
Si/Ge interfaces. But issues are not only at the growth level. Residual strains can have measur-
able effects on their electronic properties. Therefore, the level of strain at the interfaces must
be carefully measured, controlled and understood in order to successfully obtain the desired
properties. Si/Ge core shell nanowires are the subject of the next subsection.

Figure 1.6: VLS growth mode from a metallic droplet and nanowires with multiaxial and radial
heterostructures. Image taken from Reference17.

1.2.1 Ge/Si core/shell nanowires

The concept of nanowire, the typical growth process and the types of NWs have been introduced
here above. Now, I will give a general outlook of the particularities of Ge/Si core/shell NWs
through a summary of the state of art of this system. I will also introduce the concept of in-
termixing in Ge/Si systems; the diffusion problem has been poorly studied in 1D materials so
that this subject will be completed by numerical models and examples on 2D systems (i.e., thin
films).

In order to understand this particular system, let us briefly remind from the previous Section
some properties of Si and Ge that will be useful in the following: Silicon and germanium have
both the same crystalline structure (diamond cubic structure) and the lattice constant of Ge is
larger than that of Si (aGe = 5.658 Å and aSi = 5.431 Å respectively). They belong both to
the IV group in the periodic table, hence they have four valence electrons and similar physical
and chemical properties (such as self diffusivity, Young’s modulus, Poisson ratio...). On the other
hand, due to the different thermal expansion coefficients of Si and Ge (αSi = 2.6 × 10−6 ◦C−1

and αGe = 5.9× 10−6 ◦C−1) thermal stresses during thermal annealings may influence strain in
Si/Ge heterostructures.
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1.2.1.1 State of the art

Since the first demonstration of Ge/Si core/shell NWs growth by Lauhon et al. in 200214 many
efforts have been dedicated to understand and control aspects of Ge-core, Si-shell NWs growth.
Compared to pure Si or pure Ge NWs, core/shell structures present several advantages, such as
a better conductance and a higher mobility of charge carries due to the conduction and valence
band offsets between both materials18,19.

When studying core/shell nanowires, there are two important factors to take into account:
the size and the composition. Therefore, literature on characterisation of core/shell NWs can be
divided in two groups:

• Studies as a function of the size effect, carried out by fixing the composition of the wire
and varying the diameter.

• Studies as a function of the alloying effect, where the diameter is fixed and the composition
is varied.

In the first group, numerical investigations have been done on the quantum confinement
effect and the electronic properties of the wires depending on NWs’ diameter. The density func-
tional theory calculations works of Amato et al.20 or the ones from Musin et al.21 illustrate this
group and how the Ge/Si core/shell are the most promising heterostructures among the possible
Si/Ge geometries. Indeed, high-performance coaxially gated field-effect-transistors are advan-
tageous in the development of NW-based devices, as the alignment of the energy band gaps at
the interface can be manipulated, hence driving hole injection into either Ge core or shell re-
gions. In a similar way, for the second group, the effect of alloying on the electronic properties
has been discussed by Amato et al.22 using numerical simulations. These studies concern pure
Ge-core/pure Si-shell structures but also doped or SiGex/Ge1−x core/shell NWs.

There is nevertheless a third group to which the investigations on Si/Ge NWs reported in this
thesis belongs: the effect of strain. As previously stated, strain can strongly influence the prop-
erties of nanostructures and in our case for example, the strain modulates the band gap of the
NWs, i.e., their electronic properties. Hence, strain could be used as a parameter in industry if
the precise control of the strain level of the heteroepitaxy were managed23,24,25,26.

In addition to extrinsic sources of strain like the presence of a substrate, the growth method
or any applied deformation, Si/Ge core/shell NWs are intrinsically strained due to the large
mismatch between the materials (which is about 4 %). The accommodation of large lattice
mismatches can lead to interfacial defects or to a pseudomorphic strain.
The intrinsic strain distribution within semiconductor nanowires was theoretically studieda by
Grönqvist et al. in 200927. Their model, consisting in NWs with a diamond crystalline structure,
was later extended to NWs with wurtzite structure and different morphologies by Ferrand et al.,
who in addition, applied the model to NWs with different growth axis and multishell NWs28.
Both studies are performed within the continuum elasticity framework and their results are in
agreement in the case of cubic semiconductor NWs along the < 111 > growth direction (Fig.
1.7). The most appealing result is perhaps the discontinuity at the core/shell interface with
uniform axial strain (εzz) in the core and in the shell. As the lattice parameter of the core is
larger than the one from the shell, the core presents an axial compression (εzz < 0) whereas an
axial tension can be observed in the shell (εzz > 0). The inhomogeneities of the in-plane strain,
εxx and εyy are attributed to the faceted shape of the wire, as these effects are not observed in
cylindrical wires. Finally, small but non zero local shear strains (εxz and εyz) are observed. The
authors explain this fact as a consequence of a warped cross section in the xy−plane. Hence, the
in-plane compression of the core would lead, in addition to a radial compression of the shell, to

aThis study focuses on NWs of large diameters, contrary to previous numerical investigations that concern
only small diameters, i.e. up to 5 nm.
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a non flat surface.
Their results apply to both infinite and finite NWs. As the core of the wire is radially compressed
by the shell, in the case of finite wires, εzz would expand along the axial direction, whereas this
expansion is prevented by the shell in the case of an infinite wire or far from its ends in the case
of the finite one.

Figure 1.7: Strain fields of an infinite GaAs-core GaP- shell nanowire (lattice mismatch ∼ 3.6%),
from Reference27. The hydrostatic strain evidences that the core is compressed while the shell
is expanded.

The dependence of the strain with the diameter of the NW is also subject of investigation, as
the distribution of strain within the wire compromises its stability. Continuum mechanics calcu-
lations predict a thickness limitation for coherent interfaces given that, in the case of a coherent
interface, the thicker the shell, the more the Ge-core is compressed. In the case of cylindrical
nanowires, calculations predict that there exists a critical core radius for which the strain relax-
ation is unfavourable for any shell thickness. In the same way, above this radius, relaxation of
the shell increases towards the planar film values29,30. Beyond this coherence limit, defects form
at the interface31,32,33. This can be observed in the equilibrium diagram shown in Fig. 1.8; the
region at the left of each curve is the coherent region, and the region at the right is incoherent.
Small diameters enable lateral relaxation so that large mismatch can be accomodated keeping a
coherent interface. As the diameter increases, the critical radius decreases and it is sometimes
more favorable to introduce misfit dislocations to reduce the mismatch strainb. This is e.g. the
case of Si/Ge NWs, where dislocations with larger Burger’s vector~b can be accomodated because
of the large mismatch.

Despite the large amount of theoretical studies, few experimental characterisations of core/shell
Ge/Si NWs can be found in literature. The intrinsic strain in these structures has been mainly
studied by means of X-ray diffraction19,36, Raman spectroscopy37,38 and TEM39,40.

The first strain measurements by X-ray diffraction were performed by Goldthorpe et al. on
VLS-grown Ge-Si NWs19. They measured the axial and radial strain of NWs with different shell
thicknesses: the Ge core was found to be compressed and not affected by the rough shell. Fur-
thermore, the axial strain was found to decrease inversely with the increase of the shell thickness,
hence loosing the coherence at the interface32. The axial relaxation regarding the theoretical pre-
dictions is justified by the formation of a periodic rough Si layer at the interface that favors the
formation of dislocations, mostly extrinsic stacking faults (see Figure 1.9). Further investigations

bNote that the strain relief mechanism is not clear and some authors have stated that formation of islands at
the interface is more favorable than the introduction of misfit dislocations34
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Figure 1.8: Critical NW radius versus lattice mismatch as a function of Burger’s vector mag-
nitude, calculated assuming isotropy and elasticity, from Ref.35. The critical radius decreases
while increasing the lattice mismatch.

have shown that smooth Si surfaces, thus dislocations-free NWs, are achievable by changing the
growth direction axis14,36,41 or by deposition of a SiGe (Si-rich) shell instead of pure Si36 in the
presence of HCl during growth, which reduces gold diffusion from the catalyst. Note neverthe-
less that Si and Ge are elastically anisotropic, so that the strain and stress states depend on the
growth axis. The Ge/Si core/shell NWs studied during this PhD thesis were grown along the
< 111 > direction on a Ge substrate (see Chapter 3).

Figure 1.9: a) High-resolution TEM image of a 18 nm diameter Ge NW with a 2 nm Si shell.
The shell is single crystalline and heteroepitaxial with the Ge core. TEM images b), c) and d)
show the periodic modulation of the surfaces for a Ge core of 26 nm and shell thickness of 4.5,
6 and 17 nm respectively. From Ref.19.

Despite Goldthorpe et al. showed the agreement of their measurements with Liang’s the-
oretical model32 of the maximum strain that a core/shell Ge/Si NW can accommodate (for a
given diameter) before nucleation of defects, the first experimental measurement of the critical
thicknesses for strain relief was performed by Dayeh et al. in 201239. They first showed that
a Si shell of 3 nm ensures smooth and crystalline shell for any core diameter (from 10 to 100
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nm)42 - proving at the same time theoretical predictions of the coherence limits30. Second, they
showed that for a 16 nm diameter Ge core, the equilibrium critical thickness of the shell is 3 nm,
accommodating a 3 % coherent strain. At this and smaller values, the epitaxied shell is perfectly
coherent and there are no defects at the interface. For smaller core diameters, larger equilibrium
critical shell thickness are expected. For shell thickness larger than this critical value, dislocation
gliding along the inclined {111} planes were found to be responsible of the coherence loss.

1.2.1.2 Intermixing in Si/Ge

If the importance of avoiding misfit dislocations at the interface between the core and the shell
in radial heterostuctures has been pointed out, it is equally important to obtain abrupt interfaces
regarding future applications such as accurate band-gap engineering. The junction abruptness
measures how fast the materials change across the heterojunction, and as growth is carried out
at high temperatures, diffusion plays a key role in the composition gradient at the interface. The
diffusion coefficient, D, depends on the temperature as follows:

D = D0e
− Q

kBT (1.7)

where D0 is the diffusivity pre-factor related to the material, kB is the Boltzman constant,
Q the activation energy for diffusion, and T the temperature. Table 1.1 summarises these pa-
rameters for the materials involved in this study. Note that diffusion coefficients may vary if one
takes into account defects in the crystalline layers such as the presence of Carbon or Oxygen43,
or defects such as dislocations.

Diffusant D0( cm2/s) Q (eV) Temperature range (◦C)

Si
Au 2.4 ×10−4 0.39 700-1300
Ge 3.5 ×10−1 3.92 855 - 1000
Si 1.54 ×10−2 4.65 855 - 1175

Ge
Au 2.25 ×102 2.5 600 - 900
Si 2.4 ×10−1 2.9 650 - 900
Ge 2.48 ×101 3.14 549 - 891

Table 1.1: Diffusion data for the system Si-Ge, from Ref.44.

Axial nanowire heterostructures typically exhibit finite concentration gradients across the
interface, leading to a region with mixed composition ratios whose breath increases with the
NW diameter45,46 (see Fig. 1.10 a) and b)). These diffuse interfaces are due to the effect known
as reservoir effect, which consists in the attribution of this composition gradient to the dissolution
of growth species in the alloy seed particles. Progress has been made through growth alternative
approaches to VLS or by using different catalysts47,48. By contrast, interface abruptness is not a
problem in core/shell Ge/Si growth, as the two involved growth steps (i.e., Ge NWs formation
and Si deposition) are based on different synthesis methods (Ge NWs grown by catalysed VLS,
then uncatalysed radial growth). Si and Ge precursors do not mix and sharp interfaces are
obtained14,49, as observed in Fig. 1.10 e). This can be understood by taking for instance the
growth rates from Lauhon et al.14 and the diffusion coefficient calculated from the values given
in Table 1.1. In the case of radial growth of a 50 nm thickness p-doped Si shell (at 600◦ C after
the growth of Ge wires at 380◦ C), interdiffusion along a length of 1 nm is expected, which is
negligible for such a thick shell.

Whereas the diffusion during the growth of radial heterostructures is not a major issue, the
case of axial heterostructures illustrates well the intermixing problem. Indeed, diffusion can
happen not only at the interface because of the two materials, but it may also arise from the
metal catalyst (generally gold). Gold contamination along pure Si wires has been shown to
modify the strain50,51, although the influence of gold in the electric properties of the wire is
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Figure 1.10: a) Scanning Transmission Electron Microscope (STEM) image of a Si/Si1−xGex
NW of 21 nm diameter. b) EDS line profile of Si and Ge through the Si/Si1−xGex junction, as
indicated in c). A sharp transition of less than 2 nm from Si to SiGe is observed. Both from
Ref.45. c) TEM image of a Si-shell, Ge-core NW showing the core/shell structure. d) HRTEM
image of a representative NW with a Si amorphous shell. e) EDS profile showing the abruptness
of the interface. Scale bars are 5 nm. From Ref.14

negligeable51. In the case of pure Ge NWs, it was found that Au catalyst does not diffuse during
growth48. Nevertheless, this is the reason why the catalyst is sometimes etched or removed
before in-situ shell deposition in the case of radial heterostructures.
Note that the high surface area-to-volume ratios of nanostructures asks for additional factors to
be taken into account and diffusion may become quite important at this scale. For instance, (in
bulk) gold diffuses more slowly in silicon than in germanium (Table 1.1). However, in the case
of gold diffusion in Ge NWs, the diffusion coefficient was found to be 3-4 orders of magnitude
lower than in bulk, whereas the rate of gold diffusion into a Si NW is faster than in bulk (see
experimental values in Table 1.2, from Ref.52).

Moreover, the diffusion constant D, not only depends on temperature but also on the Ge con-
tent (which may be important in the case of intermixing during the growth of heterostructures)
and lattice strain. The asymmetric profile as a consequence of intermixing was carefully studied
by Schorer et al. in short-period Si/Ge superlattices by means of phonon Raman spectroscopy53:
Ge-rich regions rapidly intermix with Si whereas Si thin layers preserve a core of nearly pure
Si (in temperature ranges between 430 and 780◦C). In the same kind of structures, Si was ob-
served to diffuse into Ge layers at temperatures as low as 450◦C while being strongly dependent
on the Si content and therefore varying during the interdiffusion process itself54. On the other
hand, the influence of lattice strain on Si/Ge interdiffusion was observed not to be significant
by Schorer et al.53 whereas Cowern et al.55 showed a decrease of diffusion under compressive
strain. In the same way, Zaumseil et al.56 observed a strong enhancement of the interdiffusion
with the increase of relaxation in their studies of Si1−xGex layers.
The curious asymmetry in the diffusion properties between Si and Ge and the difference of dif-
fusivity behaviors at nanoscale with respect to bulk (i.e., the discrepancies between classical
theories and experimental results) raise fundamental questions and ask for a careful evalua-
tion of interdiffusion, as well as studies on the consecutive strain57 that may directly influence
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electronic properties.

D (cm2/s) Temperature (◦C)
Nanowires Bulk

Au in Ge
10−16 10−10 700
10−12 10−8 900

Au in Si
10−7 10−8 800
10−6 10−9 900

Table 1.2: Diffusion coefficients of Au in Si and in Ge NWs for comparison with diffusivity in
bulk, after52.

Even though core/shell Ge/Si NWs seem to be stable against diffusion during growth, post-
growth annealing experiments can give important insights into the properties of the materials.
For example, an in situ annealing experiment performed on a GaAs NW revealed that a cata-
lyst nanoparticle must be preferred in its solid state (rather than liquid) during growth58. Be-
sides phase changes, post-growth annealing experiments allow to investigate the stability of the
nanowires, in particular of the interface, and chemical intermixing at high temperature, there-
fore defining the limits towards industrial applications. For instance, stabilities and duration of
solar cells based on nanowires or heterostructure must be improved to increase the efficiency and
durability59,60,61. Moreover, theoretical studies predict morphological instabilities of core/shell
NWs under high temperature due to mismatch strain, to the surface/interface diffusion and to
volume diffusion62. The instabilities due to thermal stress for future operational devices have
been recently reported for the particular case of core/shell Ge/Si NWs63. The authors calculated
the thermal stress on thin NWs (10 nm diameter) with coherent interfaces and fixed ends, mean-
ing clamped on a substrate or any other material as expected to be used in operational devices.
They found that the critical length for the NW to be stable under axial compressive stress was
function of the linear coefficient expansion, which decreases with the core diameter in the case
of Ge-core/Si-shell NWs grown along the < 111 > direction. The critical length of the NW (lc)
for a given upper bond of the temperature (∆Tc) can be calculated as follows:

l2c∆Tc =
π2D2

4α
(1.8)

where α is the thermal expansion coefficient and D, the diameter of the NW - that is sup-
posed to be cylindrical. Therefore, the geometrical parameters (length, diameter) can be chosen
depending on the thermal mismatch effect between the substrate and the component. Interest-
ingly, the bigger the core diameter, the shorter must be the NW to operate without risk of elastic
structural failure at high temperatures. Above this limit, the temperature would induce a high
thermal stress that would lead buckling instabilities.

To date, apart from the theoretical predictions, very little is known about how temperature
affects core/shell Ge/Si NWs. Lauhon et al. mentioned in their pioneer work that at 600◦C, a
polycrystalline Si-shell would become crystalline, preserving the abrupt interface between both
materials14 but leading to a strain relaxed heterostructure. The possible intermixing after growth
was studied by multiwavelength anomalous X-ray diffraction64 on Si-core, Ge-shell NWs; results
are summarised in Fig. 1.11. Surprisingly, intermixing occurs already at 400◦C. The intermixing
at high temperatures will be studied during this thesis work and some discrepancies will be
shown, despite this is not understood so far.

1.3 Metallic nanoparticles

Nanoparticles (NPs) are defined as objects with sizes in the range of 10−9 − 10−7 m in the three
dimensions. Because of their small size, NPs present optical, electronic, catalytic and magnetic
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Figure 1.11: Effect of post growth annealing on Si-core, Ge-shell NWs, from Ref.64

properties that differ from the ones’ of macroscopic objects and can be tuned for the development
of new nanodevices65,66.
As in the case of NWs, the main reasons why NPs’ properties differ from those of the bulk are
related to surface and quantum effects. Quantum effects (due to the electrons confinement that
yields discontinuous energy levels) can be managed reducing the size of the particles. On the
other hand, surface effects make materials chemically more reactive. Atoms at the surface of
large crystals have much more neighbours than the atoms at the surface of particles, what can
be equivalently explained in terms of the coordination number, N, which is defined as the number
of nearest neighbours. NPs have lower coordination number, i.e., they are more reactive.
Metallic NPs are therefore potential candidates for many fields but their synthesis and processing
must be first managed, since size, shape, composition and structure are decisive in the NPs’
properties. They must be grown in a controlled and reproducible way, and homogeneity over
the sample is desirable, which is specially challenging in terms of reactivity and agglomeration
for the available synthesis methods. Method synthesis of NPs are beyond the scope of this thesis
but details can be found in Refs.67,68.

One of the potential applications of metallic NPs is as catalysts. Catalysts are substances that
accelerate chemical reactions without being consumed. In presence of a catalyst, the correspond-
ing reaction requires less activation energy and as the catalyst is recovered in its original form,
the chemical reaction can be seen as a cycle. In this way, a more efficient use of raw materi-
als and a minimization of waste production is possible everyday in industry, where alternative
catalytic routes are applied to accelerate reactions or make them happen at more convenient
conditions (such as lower temperatures or pressures).

Depending on the way catalysts are present in the reaction, there are two types of catalysis:

• Homogeneous catalysis: both the catalyst and the reactants are in the same phase, i.e. all
are molecules in the gas or liquid phase.

• Heterogeneous catalysis: solids catalyse reactions of molecules in gas or solution. Cat-
alytic reactions occur at the surface of the solid.

Chemical industry is largely based upon catalysis: roughly 85-90 % of all products are made
in catalytic processes, playing an increasingly important role in fields ranging from energy, envi-
ronment and agriculture to health care. Heterogeneous catalysis are the most commonly used in
industrial processes. The use of nanometer-sized particles (with typical dimensions of between
1 and 10 nm) supported on an inert or porous structure as catalysts is generally chosen because
of the cost reduction of the often expensive materials (e.g. platinum), but this is not the only
advantage. As mentioned earlier in this Section, NPs have actually higher reactivity: the smaller
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the particles, the faster the reaction (see Fig. 1.12a)). The size as the determinant factor of the
activity of a metal nanocrystal was established in 1997 through the works of Haruta et al.69, who
showed for the first time the excellent catalytic properties of gold nanoparticles. Since then their
use has been extended to an important group of reactions and numerous applications. However,
size is not the only parameter influencing the reactivity of the NPs. Shape, structure, composi-
tion or even the type of support where the active nanoparticles sit65,69 influence their catalytic
activity.

Figure 1.12: a) Measured activities for CO oxidation at 273 K as a function of the average
particle size. The symbols are used to differentiate the support of the Au NPs. From Ref.69. b)
Electron microscopy images of Au nanocrystals with different shapes, from Ref.67

The dependence of the particles shape and their recycling potential was very little explored
until 2007, when it was finally demonstrated that the selectivity of the particles was more sen-
sitive to the packing of atoms on the surface or the exposed facets of the crystals70. In this way,
e.g., the fact that platinum with {100} facets is more active for reactions involving H2, whereas
facets {210} are mostly active where CO is implicated71 started to be used at the nanoscale level
and the design of NPs with the convenient facets for each reaction or application began. Since
then, much efforts have been dedicated to shape-controlled synthesis of metal nanoparticles and
many different shapes have been reported, mostly for Au, Ag, Pd and Pt67,72. Figure 1.12 show
some of the shapes obtainable for Au NPs, prepared by different synthesis methods. In spite
of their complexity, solution-phase synthesis are generally preferred because of the versatility
of obtained shapes, which differ from the Wulff polyhedrons with low-index facets obtained in
inert gas or vacuum.

Catalysis is therefore one of the fields where metallic NPs play a key role because they are
efficient, selective and recyclable. They can potentially reduce the energy consumption in the
reactions activation, taking advantage of the fact that only surfaces or even particular orienta-
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tions are active in a reaction, thereby saving material and responding to the requirements of
the modern concept green catalysis. This is supported by the attribution of the Nobel prize to
Gerhard Ertls in 2007 for his understanding of catalyst mechanisms and studies on the oxida-
tion of carbon monoxide on platinum reaction. However, understanding the intimate chemistry
of metallic NPs is a complicated task since factors like size and shape, but also composition or
strain play key roles in the reactions and all of them have to be taken into account, and ideally,
decoupled. The next subsection is dedicated to the particular properties of NP catalysts, with
emphasis on the strain role in this field.

1.3.1 Strain in nano-particle based catalysts

The importance of size and shape of catalyst NPs has been introduced. Both factors may yield
local changes in lattice parameter and strain distribution within nanoparticles, which can also af-
fect their catalytic activity. Strain must therefore be considered in order to develop new success-
ful synthesis methods. Understanding how all these properties are related to catalytic reactivity
is possible if the process is followed on one single particle at a time, instead of on billion simul-
taneously reacting particles, since uniformity and reproducibility make part of the challenging
issues in the synthesis of metal nano-particles.

Some strain effects are actually intrinsic to nanoparticle synthesis, since either expansion or
compression of the crystal lattice can be originated by their own growth properties such as size,
shape or composition73. Thus, the strain sources reported in the case of NWs can be extended to
the three dimensional case to be mainly applied here. For instance, core-shell NPs lead intrinsic
strain because of the lattice mismatch between different materials. Figure 1.13 illustrates differ-
ent sources of strain in the case of metallic nanoparticles.
In Chapter 5, we will deal with the strain due to morphology since our study concerns regularly
shaped platinum particles72 whose facetted structure is far from the equilibrium shape classically
given by Wulff construction. As stated in the introduction of this Section, shaping nanoparticles is
promising for better stability and higher catalytic activity because the vertices and the edges con-
tain under-coordinated surface metal atoms that make more favorable molecules adsorption74.
Tian et al. succeeded to synthesise in a controlled way polyhedral shaped particles characterised
by high-index Miller facets to take advantage of their selectivity properties72, as shown in Fig.
1.14. For the interest that the CO oxidation reduction deserves, in this thesis the behavior of
tetrahexahedral NPs, with preferred {210} facets, will be investigated.

Figure 1.13: Sources of lattice strain in NPs, from Ref.73. a) Surface relaxation due to size.
b) Anisotropic strain due to shape. c) Strain at grain boundaries due to twinning and unfilled
volume. d) Strain from epitaxy in core-shell structures. e) Strain due to alloying.
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Figure 1.14: Illustration of the complex shapes of high-index faceted Pt NPs achieved by Tian
et al. in 200772.

Whereas the morphology of the particles constitutes an advantage in catalysis, the displace-
ment of atoms on surfaces may induce a strain gradient in the particles. The shape-strain rela-
tionship still needs to be understood. Indeed, multiple sources of strain can operate simultane-
ously in the same sample and their influence can not directly be decoupled. Very few techniques
allow for a visualization of the strain distribution in individual particles, TEM being one of the
mains75,76, so that very little is known about the strain effects in catalytic reactions. As we will
see in Section 1.4, CDI offers unique opportunities to analyse three-dimensional (3D) shape and
strain simultaneously and during catalytic reactions.

State of the art for characterisation of catalyst nanoparticles combines high resolution TEM75,76,
synchrotron X-ray diffraction on assemblies of particles77,78,79 molecular dynamics (MD) simu-
lations79 and recently, CDI. By means of CDI of crystal catalysts, some preliminary works have
already been reported showing compressed or expanded atomic arrangements at the surfaces,
edges or vertices in the crystals80,81,82. Note that CDI deals with big crystals compared with the
ones used in real catalysis process; the feasibility of this technique is however limited by the
coherent flux of the X-ray beam, hence CDI can only be successfully applied on crystals much
bigger than the ones used in real catalyst process. The smallest crystalline size that can be mea-
sured is limited nowadays to 100 nm83, but coherent properties of X-ray sources are expected to
increase in the near futurec. The difficult access to strain in so small particles justifies the study
on a bunch of crystals with traditional X-ray methods.

Let us mention two works carried out operando and revealing interesting particles behavior
in presence of gas, that evidence that NPs can even change in terms of size and shape during
reaction. First, Hejral et al. measured assemblies of highly homogeneous particles using X-
ray surface diffraction with different compositions. The samples, consisting of alloyed Pt and
Pt-Rh alloys, were exposed to CO and O2 with different mixing gas composition in successive
steps towards higher activity conditions (see Fig. 1.15). Their results show that Pt-rich particles
experimented the most remarkable shape changes, i.e., facetting changes, with an increase in
height77.

The second example from literature, is the oscillatory behavior observed by Vendelbo et al.
on Pt particles under the same reaction conditions, i.e., during CO oxidation76. While they
focus their study on the observation by TEM of a single particle during the reaction, the authors
observe periodic facetting changes that follow the periodic CO changes (see Fig. 1.16).

Hence, evidence of shape changes during reactions, as well as preferential crystallographic
chttp://www.esrf.eu/ebs
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Figure 1.15: a) Reciprocal space maps of the averaged Pt NPs under different CO/O2 mixtures.
The thickness fringes are visible because of the shape homogeneity over the sample and they
dissapear while increasing the O2 flux in the reactor. b) Partial pressures at the different stages
of the experiment. c) Average particles shapes and sample morphology before (green) and after
(red) reaction. After77

Figure 1.16: Correlation of oscillatory CO oxidation reaction with the morphology of a Pt NP.
From Ref.76

facets orientation depending on the gas environment and reversibility84 have been proved and
by means of different methods. These findings can be crucial in the development of synthesis
methods, since the knowledge and understanding of the behavior during reaction open pathways
to design resistant and stable particles. However how these changes affect the strain within the
crystals is still not well determined.

1.4 CDI as a characterisation tool

Imaging the structural properties of crystalline nanostructures and understanding their relation-
ships with their physical properties is an actual need to develop and enhance the performance
of current devices. The physical characterisation of such small objects with the adequate reso-
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lution is currently achievable by few techniques. Atomic force microscopy (AFM) and scanning
tunneling microscopy (STM) provide topography and morphology information respectively with
atomic resolution. Scanning electron microscopy (SEM) generates 2D images with both topogra-
phy and morphology information, in addition to elemental composition with Energy Dispersive
X-Ray (EDX) analysis. 3D compositional imaging is possible at atomic resolution by tomographic
atom probe (TAP), though the field of view is limited (at best, volumes of 100 nm diameter by
500 nm long can be analysed85). However, none of these techniques give information about the
displacement fields or strain within the crystals. Apart from spectroscopic methods (Raman, X-
ray photoelectron spectroscopy (XPCS), etc.), that provide only intra- and inter-particle averaged
data, X-ray conventional techniques provide strain information on large samples or assemblies
of nanostructures. But as it has been highlighted in this chapter, it is needed to map strain
and composition locally and within individual objects. Hence, transmission electron microscopy
(TEM) and X-ray lensless imaging methods are the most suitable methods to this aim, as they
seem to respond to the main requirements: high strain sensitivity, good spatial resolution and
compatibility with in situ experiments. TEM has been proved to be a powerful technique achiev-
ing even sub-ånstrong resolution. However, the higher the resolution, the smaller is the imaged
zone. Also, in some cases sample thickness is a limitation since samples have to be carefully
prepared and the strong electron-matter interaction may damage or destroy the sample.
X-ray microscopy techniques have seen a great development in the past few decades, and in par-
ticular, X-ray lensless imaging methods overcome problems such as lenses aberrations86. Hence,
lensless imaging techniques seem to be the most promising ones to look below the surface of
the samples. Some of these techniques (Bragg coherent diffraction imaging, holography and
ptychography) will be further discussed in the next chapter, but let us close this one with some
relevant examples of Coherent Diffraction Imaging (CDI) through last years to illustrate the
continuous developing capabilities of this technique.

The first demonstration of lensless microscopy consisted in the inversion of a two-dimensional
diffraction pattern, measured in small angle geometry, of gold nanospheres dispersed on a mem-
brane87. The success of the reconstruction with the adequate algorithms was followed by the
reconstruction of crystals from diffraction patterns measured in Bragg geometry88 and later by
the determination of the inhomogeneous strain field within the object89. The complete 3D dis-
placement field was demonstrated afterwards by Bragg CDI measuring several Bragg reflections
of a single ZnO nanorod90. At the beginning limited to weakly strained crystalline samples, the
method was fast applied to many different systems: from nanowires91,83 to polycrystalline thin
films92, achieving typical resolutions of a few nanometers and a strain sensitivity better than
10−3.

The promising capability of measuring crystal properties in situ or operando has been also
demonstrated. In situ CDI experiments have been successfully carried out at high pressure93,23,
high temperature92,94,95 or during hydration96, for which the relative simplicity of the experi-
mental set-up is remarkable, consisting of a Kapton film wrapping the sample with the solution
container close to it. Nevertheless it is worth to note the feasibility of CDI experiments in multiple
environments (aqueous97, reactive98,99, ultra high vacuum chambers100...). The development of
particular sample environments have allowed diffusion studies (see e.g. the results of Xiong et
al. in Fig. 1.17, where the atomic displacement during Cu diffusion in a Au nanocrystal has been
investigated100,101) and it has been also possible to measure the phase change of Pd nanoparti-
cles during catalytic reactions102 or the behavior of dislocations in cathode nanoparticles during
electrical measurements103.

The case of highly strained crystals is more difficult because one of the assumptions of
CDI is the homogeneity of the initial guess of the reconstructed object. Nevertheless, more
adapted algorithms with additional constraints taking into account inhomogeneities in the den-
sity and phase have been developed104,105, and some successful studies have been already re-
ported106,107,108, which are often supported by simulations that allow to adjust the initial guess
and prevent knowledge about the expected strain field. In order to extend the method to strained
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Figure 1.17: a) Evolution of the diffraction pattern of a Au nanocrystal during Cu diffusion
(from i) to vi)) and the corresponding reconstructions. In b), the projections of the atomic
displacement and in c) the reconstructed amplitude. From Ref.100.

objects, some works have been dedicated to analyse the signature of different kinds of defects
on the coherent diffraction patterns109,110. Also, CDI has been carried out successfully on objects
with single defects such as stacking faults107, inversion domain boundaries111, twin domains112

or dislocations113,114,115. These studies give insight in the crystal structure associated to the
growth of the materials. For instance, Harder et al. showed the systematic formation of single
dislocation loops in calcite crystals with a preferred position in the object. The formation of
these defects would explain the strain relief while growing layers on organic substrates115 (see
Fig. 1.18).

Figure 1.18: a) Reconstructions of the density of two different calcite crystals (i) and (ii). b) 2D
cuts at the positions indicated by the dashed lines showing the projected atomic displacement.
The magenta circles show the strained region around the defects in the crystals. From Ref.115
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1.5 Conclusions

In this chapter, I have reviewed the fundamental properties of crystals and the different possible
sources of strain in NCs. Details in the case of core/shell semiconductor NWs and catalyst NPs
have been given, as the characterisation of both types of nanostructures makes the purpose of this
work. A summary of the state of art and the potential applications of both systems motivate us
to respond fundamental questions such as the relationships betweens shape and strain. Finally, I
have given examples of the current capabilities of CDI, which support the choice of this technique
as a powerful tool to investigate strain in nanostructures.
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CHAPTER 2

Coherent X-ray diffraction
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In this chapter, I first introduce the main coherent X-ray sources and their properties, focusing
on third generation synchrotrons. The development and progress of these sources allowed the
progress of relatively new imaging methods that take advantage of the enhanced coherence of
their X-ray beams. Among these techniques, coherent diffraction imaging is the one used in this
work. The technique is detailed in Section 2.3. Then, I will overview the basics of kinematical
diffraction and the interest of coherent diffraction. The experimental requirements are later
explained, in the case of crystalline samples. In the last section, the experimental set-up used for
CDI experiments at the ID01 beamline at the ESRF is described.

2.1 Coherent X-ray sources

Before starting to describe and compare X-ray sources the notion of brilliance must be intro-
duced, since it allows to quantify the quality of an X-ray source in the context of coherent X-ray
optics. The brilliance is a function of a given photon energy E, generally chosen within a 0.1%
bandwidth. It takes into account the source area (in mm2), the divergence of the beam (in
mrad2) and the X-ray flux (in photons per second). If B(E) denotes the brillance (or spectral
brightness), it can be defined as follows116:

B(E) =
Number of photons per second

Divergence · Source size
(2.1)

Therefore, the brilliance is maximized by decreasing as much as possible the source size
and beam divergence, and increasing the photon flux. The brilliance is generally expressed in
ph/s/mm2/mrad2/0.1% bandwidth.

Two categories of X-ray generators can be distinguished: laboratory sources and large instru-
ments, such as X-ray free electron lasers (XFELs) and synchrotron sources. According to Equation
(2.1), the last ones produce much brighter X-rays (and more coherent beams) than laboratory
sources, because of the small size of the source and their high flux. The called fourth generation
sources, based on FELs, produce very short coherent light pulses of very high peak intensity and
brightness. Indeed, thanks to the rapid and continuous evolution of third and fourth generation
sources in the last years (see for instance Refs.117,118), now it is possible to get enough coherent
flux to do coherent diffraction experiments within a reasonable timescale. Figure 2.1 shows the
evolution of X-ray sources over the last decades and give rough values of the spectral brightness
for each of them.

In third generation synchrotron sources and X-FELs, photons are generated by the accelera-
tion of electrons. The main difference in the generation of radiation is the way they accelerate
the electrons: the e-beam follows a circular trajectory in the case of synchrotron radiation, while
in a X-FEL they are accelerated in Linear Accelerators (LINAC). Details about X-ray sources op-
eration can be found for instance in References119,120.

It is worthy to mention that the brilliance of a source is an intrinsic property of the source,
and it cannot be increased with optic elements. High brilliance is therefore crucial for obtaining
a coherent beam. Nevertheless, an X-ray beam must be considered as the result of the interfer-
ence of waves emitted by different emission points, which are intrinsically subjected to irregular
temporal fluctuations in amplitude and phase. Moreover, this emission points have in reality a
certain extension. Thus, any source is naturally incoherent: one would rather talk about beams
with a high degree of coherence than about coherent beams. In order to characterise the degree
of coherence of an X-ray beam, two parameters must be introduced: the temporal and spatial
coherences.

• Spatial or transverse coherence

Let us consider the Young interferometer (sketched in Figure 2.2) to introduce the notion
of spatial coherence. The experimental set-up consists of a finite extended and quasi-
monochromatic line source S, of length σ, cut in two by an optic axis z and a screen (see
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Figure 2.1: Average brilliance of X-ray sources and their evolution over the decades (from Ref.119)

Figure 2.2). Two slits are inserted between the source and the illuminated screen, at a
distance R from the source and symmetrically positioned with respect to the optic axis z.
Given the extended nature of the source, the field emitted by any point of the source will
be independent of the one emitted by the others. Provided that the slit apertures are small
enough, the pattern observed on the screen will consist of a series of fringes, alternatively
bright or dark, corresponding to the sum of the intensities produced by two different source
points. If the distance R between the source and the slits is large, the emitted waves will
be approximately parallel and the path length will be dsin(θ), with θ being the scattering
angle and d the distance between the two slits. Therefore, denoting λ the wavelenth, the
intensity on the screen will be maximum when:

dsin(θ) = mλ (2.2)

and minimal when:

dsin(θ) = (m+ 1/2)λ (2.3)

with m = 0, 1, 2, 3...

Thus, there exists a distance d for which the maximum and minimum, coming from two
different points of the sources will superimpose, yielding to a uniform intensity pattern.
This upper limit of the distance is the definition of the transverse coherence length ξT :

d =
λ ·R
σ
≡ ξT (2.4)

The expression is valid in the small-angle approximation. Equation (2.4) shows that small
sources and large distances between the source and the sample (i.e. the diffracting object)
are necessary to perform X-ray experiments that need coherent beams.

In addition, equation (2.4) sets the condition of fringe visibility: the sample, of diameter
a, must be smaller than the transverse coherence length ξT > a. On the other hand, from
equations (2.2) and (2.3), one can determine the distance between two consecutive fringes:
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l =
λ

a
(2.5)

where a is the diameter of the sample. This formula allows to calculate the distance of the
detector during the experiments in order to optimise the resolution, as it will be seen in
Section 2.3.2

Figure 2.2: Scheme of Young’s interferometer. The beam is represented in yellow. Two inde-
pendent waves and their corresponding fringes are represented in orange, the wave coming from
one point in the upper side of the source and in flesh tone, the one coming from one point in the
optical axis.

• Temporal or longitudinal coherence

In order to explain the concept of spatial coherence, the fringes produced by the superposi-
tion of radiation from two spatially separated points have been considered. If now the same
point in space but at different times is considered, the notion of temporal coherence can
be easily understood . This parameter must be introduced due to the non-monochromacity
of real sources.

Let us consider the Michelson interferometer, sketched in Figure 2.3. This experimental set-
up consists of a quasi-monochromatic source, two perpendicular mirrors (M1 and M2) and
a beam splitter. The main beam is split in two so that every frequency component produces
on the detector a signal consisting in a succession of maxima and minima (note that only
the case of plane waves is considered). The positions of the maxima and minima depend
on the delay between the two beam paths (L2 − L1), so that they are slightly different
for two wavefronts with different wavelengths, arriving to the detector at different times.
The measured intensity on the detector will be the sum of the intensities produced by
each component. Therefore, as the time increases, the visibility of the fringes is reduced.
Similarly to the spatial coherence, the temporal coherence is the delay at which the fringes
become invisible, i.e. the two previously considered wavefronts are in antiphase. It can be
shown121 that this distance, i.e. the longitudinal coherence, corresponds to:

ξL =
< λ >2

2∆λ
(2.6)

where < λ > is the average wavelength emitted by the source, and ∆λ is the difference in
wavelengths between the shortest and longest emitted waves.
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Figure 2.3: a) Schematic of a Michelson’s interferometer. S represents a non monochromatic
source. b) Intensity fringes produced by waves of different wavelengths (λ and λ + δλ (dashed
line)).

The description of spatial and temporal coherence properties of X-ray beams can be applied
to evaluate the coherence of X-ray sources. The number of photons going through a coherent
surface (meaning an area of which dimensions are equal to the transverse lengths of coherence)
is the coherent flux, Fcoh, defined as:

Fcoh = Bλ2 ∆λ

λ
(2.7)

The dependence of the flux on the brilliance of the source allows us to classify X-ray tubes
and rotating anode sources as the less coherent, with transverse coherence lengths ξT of a few
hundred nanometers and coherent fluxes of at best, 300 photons/s for λ = 1.54 Å(8 keV). In
third generation synchrotron X-ray sources, high values of ξT are obtained by geometrical con-
figurations (small source size, long beamlines...), and longitudinal coherence ξL is not a big
issue to study nanostructures: with a regular Si 111 monochromator of bandwidth δλ/λ = 10−4,
ξL ≤ 0.7µm122. However, only a small part of the total radiation is coherent (about 0.1% of
total). The coherent flux can be increased up to 1011photons/s by taking only the coherent part
of the beam placing some slits close to the sample, as it will be seen in Section 2.3.2.

Recently emerged XFEL sources have extremely large coherence lengths, because of the way
the photons are produced123.The peak brightness of the XFEL pulse is 109 times higher than that
of the most powerful third generation source, and the degree of lateral coherence of an X-ray
beam generated by this type of source would be 100 %. Details on the coherent properties of
XFEL sources can be found in Reference124.

2.2 Coherent diffraction imaging methods

X-ray microscopy methods have the advantage over optical or electronic microscopes of penetrat-
ing deeper into matter, being able to image the internal structure of the samples with nanometer
resolution and without specific sample preparation. Nevertheless the resolution is limited by the
imperfections of X-ray lenses, such as low efficiency, strong aberrations or low numerical aper-
ture. Coherent diffractive imaging (CDI) techniques aim to solve this problem by combination of
highly coherent beams and computational algorithms, without any optics inserted between the
sample and the detector. This is why CDI methods are often referred to as “lensless” techniques.

However because of the high frequency and small wavelength of X-rays, current X-ray de-
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tectors are only sensitive to the time-averaged intensity, i.e. to the number of detected photons.
A diffracted wave being function of both the amplitude and phase of the scattering object, the
phase is lost. This is known as the “phase problem”; its mathematical demonstration in the con-
text of crystallography can be found in Ref.125. The phase problem can be solved by selecting the
coherent fraction of the total flux, assuming that the phase depends on the exact departure time
of the photons.

There exists several approaches that allow to recover the lost phase. One possibility is to en-
code the phase, as it is done in holographic imaging. This method126 consists of the illumination
of the sample with a reference wave and the recovery of the intensity using a planar imaging
device, as the differential filter shown in Figure 2.4. The recorded intensity is thus the interfer-
ence between the reference wave, that has not been disturbed, and the one scattered from the
object. If both waves are coherent, the knowledge of the phase of the reference allows one to
reconstruct the entire wave field scattered from the object. A comprehensive review on the X-ray
holographic techniques is given in Ref.127. As examples of holography achievements, let us cite
the first 3D reconstruction of a crystal in the Fourier holography configuration128 or the works
from Eisebitt et al.129, that succeeded in imaging the magnetic domain structure in a thin film.
The spatial resolution typically obtained is of 30 − 50 nm, although a resolution of 16 nm has
recently been obtained with a XFEL generated beam130.

Figure 2.4: Set-up for Fourier holography131 a) The object and reference slit are illuminated by
the coherent X-ray beam. b) Hologram c) Linear differential filter.

Figure 2.5: a) Experimental set-up used for ptychography, from132 b) Example of trajectory
followed by the sample while recording the diffraction patterns. The “spiral” trajectory is often
chosen to avoid periodicity artifacts. Each point on the spiral corresponds to a detector image. c)
Circles represents the position of the beam while scanning the sample, showing the overlapping.

Another possibility is to recover the phase by ensuring that the sample is isolated and its
far-field pattern is sampled finely enough. A tilt series of diffraction patterns is acquired over
various sample orientations that yield a 3D image. The object can be retrieved applying a series
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of numerical algorithms on the 3D diffraction data without a priori knowledge about the sample,
as shown experimentally for the first time by Miao et al in 199987. This is the basis of CDI, that
can be applied in both small angle and Bragg diffraction geometry. As Bragg CDI is the main
technique used in this works, it is further discussed in section 2.3.

A third approach consists of illuminating the sample with a known probe, and measuring
the diffraction patterns for multiple positions of the sample with respect to the illumination.
Ensuring an overlap of the illumination between different acquisitions, a computer algorithm
allows to retrieve the sample and the incident wavefront133,134,135. The algorithms are more
robust to stagnation, noise and ambiguities, than the ones used for traditional X-ray microscopy
or other CDI techniques because of the redundancy on the data due to overlapping. This method,
called ptychography, offers the possibility of imaging extended and non-isolated objects136 and
allows to image the displacement field of periodic crystals with sub-beam resolution. For these
reasons, ptychography has gained continuous interest since the first sucessful demonstration137

and it has been applied in many fields (from computer chips138 to biological samples (see for
instance139).

Any of these techniques promises 3D resolution limited only by radiation damage, wave-
length, the collected solid angle and the number of x-rays or electrons collected. Attractive res-
olution values of about 2-4 nm in material sciences should be possible at a modern synchrotron,
and atomic resolution could be accomplished using x-rays pulses140.

2.3 Bragg CDI

2.3.1 From X-ray Bragg Diffraction to Bragg Coherent Diffraction

Diffraction can be defined here as the change of direction of an X-ray monochromatic beam when
it impinges on a crystal while conserving the kinetic energy, hence, conserving its wavelength
λ, (λ = hc

E , where h is the Planck constant and c the speed of light). Given the short wavelength
of X-rays (from 0.01 to 100 nm), the atoms scatter the incident electromagnetic wave through the
atoms’ electrons. The direction that a single photon follows after hitting a given atom depends
on the position of the atom in the crystal. Therefore, the whole diffraction pattern -recorded
in the far field- will consist of the interference of the scattered waves. The condition for two
scattered waves to be constructive, i.e. to yield a bright spot or Bragg peak, is that their path-
length-difference has to be a multiple of the wavelength λ of the incoming beam. This is stated
by the Bragg law:

2dsinθ = λ, (2.8)

This equation can be easily understood looking at the representation in Figure 2.6, where the
blue points represent the atoms in the crystal, regularly spaced and distributed in three parallel
atomic planes. Every plane is separated from the others by a distance d.

Therefore, as in a crystal the atoms are arranged in a highly periodic structure, the analysis
of a single Bragg peak contains information about the atomic level structure of the material.
In particular, one can access the lattice parameter a of the crystal by looking at the d − spacing
between atomic planes which is actually dependent on the crystal structure. In the case of simple
cubic crystals, this dependence is given by:

d =
a√

h2 + k2 + l2
(2.9)

where (hkl) are the Miller indices that characterise the orientation of a lattice plane with
respect to a given crystallographic axis.

Experimentally, it is convenient to define the momentum transfer vector (~q = ~kf − ~ki). As
diffraction is an elastic process, |~ki| = | ~kf | and the Bragg law can be written as follows:
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Figure 2.6: Bragg condition for diffraction in crystals. The incident beam of propagation vector
|~ki| = 2π

λ impinges on the crystal with an incident angle θ. Only the waves exiting in a specific

direction ~kf will interfere in a constructive way to yield a measurable intensity.

|~q| = 2π

d
(2.10)

Consequently X-ray diffraction allows to access different ~q - hence to different crystalllo-
graphic planes - by changing the incident angle θ. In other words, by rotating the sample (or
alternatively changing the wavelength of the incident radiation) one can in principle probe the
full Fourier space. Nevertheless, this approach is valid only for in-phase incident waves, meaning
that only the waves that have equal phase will interfere constructively. If the sample dimensions
exceed the spatial coherence, which is usually the case in classical X-ray diffraction, small scale
local structures are averaged. The interest of coherent X-ray diffraction consists in the increase
of the coherence length of the incident wavefront in order to resolve individual structures with
higher resolution, answering new needs of characterization for the recent developments in fields
as micro and nano-technologies.

2.3.2 Experimental requirements and data analysis

In the previous section I have shown the possibility of getting information on the atomic structure
of a crystal by classical X-ray diffraction. Nevertheless if one aims to characterise single nano-
structures or retrieve local information with high resolution, chromatic and parallel incoming
waves are required. Hence, the need for coherent X-ray beams (see section 2.1) are needed. In
order to increase the coherence lengths of the beam, experimental set-up and conditions while
performing experiments are decisive. In this section I briefly discuss experimental conditions
allowing to take advantage of the spatial coherence length of synchrotron radiation. As it will
be seen in Section 2.4, source size is decisive but it is helpful to include focusing optics in the
experimental set-up.

2.3.2.1 X-ray Bragg diffraction in the Fraunhofer regime

As it has been seen in section 2.1, the crystal subject to study must be placed far from the source
to get a good transverse coherence length. Nevertheless, in a synchtrotron X-ray experiment
slits and focusing optics are placed between the source and the sample (see section 2.4) so
that aberrations are introduced141. Hence, the slits close to the sample position are coherently
illuminated producing a diffraction pattern in which the fringes are visible, but the intensity
arising from the actual sample has to be recorded far from the object142. This distance D between
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the sample and the detector has to be such that D > a2/λ, where a is the size of the sample and
λ the wavelength of the incoming beam. This defines the far field or Fraunhofer regime.

Figure 2.7: Sketch of three-different regimes in CDI, from143. CDI experiments are performed
with the detector in the Fraunhofer regime and the sample in the Fresnel regime, considering
the slits as second source.

Moreover, one can calculate the distance required to better resolve the fringes according to
the size of the sample. From equation (2.5) and considering two incident plane waves, separated
on the detector by a small angle α ' l/D, it follows:

l

D
=
λ

a
(2.11)

where l = numberof pixels×pixelsize. In this way, the minimum resolution (1 bright fringe
on 1 pixel, separated from another by one dark pixel) corresponds to 2 pixels. This formula
allows to take into account the oversampling (see section 2.3.2.2) and defines the resolution in
reciprocal space:

δq =
2π

λ

pixel size

detector distance
(2.12)

In the case of 300 nm diameter nanowires as considered in this thesis this implies that at an
energy of 8 keV, to see 4 pixels per fringe the detector must be placed at about 66 cm from the
sample (for a pixel size of 55 µm).

Whereas the intensity is recorded with the detector in the far field, the sample has to be
placed in the Fresnel regime (see Fig. 2.7) a so that one can still consider the incident wave-
front as plane waves. Measuring in this configuration, and in the kinematic approximation, the
diffracted amplitude is simply the Fourier transform of the exiting wave from the sample:

Ã(~q) =

∫
ρ̃(~r)ei~q·~rd3r = F [ρ̃(~r)] (2.13)

The exit wave Ã(~q) contains information about the sample (electron density and phase) and
in principle, one should be able to retrieve this information by performing the inverse Fourier
transform of the diffracted wave. However, as introduced in section 2.2, only intensities are
measured, hence the modulus square of the amplitude:

I = |Ã(~q)|2 = F [ρ̃(~r)] (2.14)

aThe Fresnel regime occurs when the deterctor is placed at a distance D < a2/λ
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Note that the Inverse Fourier Transform (IFT) of the measured intensity provides the auto-
correlation function of the electron density. This is, by definition, the Patterson function, which
can be equivalently defined as the autocorrelation of the electronic density F−[I] = ρ(~r)∗ρ( ~−r)
of the object.
The so-called phase retrieval algorithms have been proposed as solution to the phase problem.
Here below I describe the basis of these algorithms and explain the difference and improvements
between some of them.

2.3.2.2 Oversampling

When a big crystal is illuminated by an X-ray beam, the diffraction pattern in the far field con-
sists of distinct Bragg peaks of finite size due to constructive interference of the incoming waves.
These Bragg peaks are at the Nyquist frequencyb corresponding to a unit cell. Between the Bragg
peaks, there is practically no intensity.
Let us consider an infinite periodic 1D density funcion ρ(x) with period L in real space. Here
ρ(x) is the unit cell density distribution and it is zero outside the interval [−L/2, L/2]. Thus, due
to the bounded support of ρ(x) with diameter L in real space, the associated diffraction pattern
is characterised by smallest features of size 2π/L called speckles. This is illustrated in Figure2.8
a).
The sampling theorem144 quantifies the smallest sampling period allowing to encode all informa-
tion in the case of non-periodic samples whose diffraction patterns are continuous: a sampling
period of π/L is sufficient to encode all information. If the full complex field at the detector
could be measured, the Nyquist sampling period would be increased by a factor of two to 2π/L,
as the density itself is limited to the interval [−L/2, L/2] in real space. As S is equal to the Bragg
peak distances and the size of the speckles, a minimum oversampling factor of σ ≥ 2 in the 1D
problem and by extension σ ≥ 21/2 and σ ≥ 21/3 in two and three dimensions are necessary
to encode the information of the sampled crystal144,145. Actually, sampling a small crystal at
the Nyquist frequency by a factor of σ = 2 in each direction yields to the phase information
independently of the dimensionality of the problem146.

Figure 2.8: a) When a coherent X-ray beam impinges onto a crystal, its reciprocal space is
made by a set of sharp points called speckles. As experimentally it is impossible to measure the
continuous diffraction pattern, the crystal has to be oversampled on a finer grid. The sampling
distance in real space ∆x is given by147 ∆x = λL

Np , where p is the pixel size. b) Same diffraction

pattern sampled at the Nyquist frequency (above) and at twice the Nyquist frequency (below)
and their corresponding reconstructions (from148). Oversampling with a ratio σ ≥ 2 confines
the object in a region (“support”) surrounded by zeros.

bThe Nyquist frequency fNy is defined with regards to the sample size a as fNy = 2π/a.
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Experimentally, this means that the measurement has to be performed with a Fourier space
resolution δq smaller at least by a factor two than the Nyquist frequency. Hence, how well the
diffraction pattern is sampled depends on the pixel size and the distance from the sample to the
detector (see equation (2.12)). In the case of sampling a specimen at twice the Nyquist frequency
(σ = 2) with a two-dimensional (2D) detector of N = Nx ×Ny pixels, the fast fourier transform
(FFT) of the diffracted pattern will be a 2N array in which the object is bordered by a no-density
region. The object is thus confined in a region that is called the support145 (Figure 2.8 b). The
oversampling ratio can be defined in real space as follows:

σ =
Total number of pixels

Number of pixels in the support
(2.15)

2.3.2.3 Phase Retrieval algorithms

As it has been introduced before, the measured amplitude in the Fraunhofer regime and in the
kinematical approximation is the Fourier Transform (F.T.) of the electron density of the illumi-
nated crystal (Equation (2.14)). Oversampling an object during a CDI experiment ensures, in
principle, the phase retrieval of the set of phases, however there is still an ambiguity of the so-
lution: there is not a unique phase that satisfies Equation (2.14). For instance, it is impossible
to distinguish the FT of a given real density function ρ(~r) from its conjugate ρ∗(~r), or from one
shifted in position ρ(~r + δ~r). Indeed, because of the zeros surrounding the support, the number
of independent equations to solve is higher than the number of pixels to reconstruct. This is
commonly referred to as the “uniqueness problem".
The phase problem can be solved by imposing constraints in the computation routine. These rou-
tines, or mathematical algorithms, are inspired by the so-called Gerchberg-Saxton algorithm149,
and they mainly consist of:

1. Simulating an initial object g(~r) taking the measured amplitude and a random phase.

2. Calculating the FT of this first guess of the object, F [g(~r)]. This yields a diffraction pattern
that differs from the measured one.

3. Imposing constraints in reciprocal space, i.e. replace the new amplitude for the experi-
mental one (“modulus constraint"). Retaining the new phase, calculate the inverse Fourier
Transform (F−1) of the object.

4. Iterating until convergence. The convergence is measured by means of the error metric
(see equation (2.18)).

In the last step, a new estimate g′(~r) is obtained replacing the modulus in real space with the
corresponding measured amplitude.

Although this idea is the basis of the phase retrieval procedure, GS algorithm converges
slowly (a very large number of iterations is necessary) and noise in experimental data easily
yields local minima. That is why other similar algorithms have been developed and it is suit-
able to combine them during a cycle. Here below I describe the main differences between the
algorithms employed (together) in the data analysis of this report. An interesting review with
mathematical details in terms of projections and comparison of these and other algorithms can
be found in Reference150.

2.3.2.3.1 Error reduction (ER)

The original goal of GS algorithm was to solve the phase problem in microscopy, from two
intensity measurements149. The generalization of the algorithm (outlined in figure 2.9) that
relates two different domains (hence real and reciprocal space) by imposing partial constraints
in both domains is nowadays referred to as error reduction (ER)151. In the context of CDI,
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Figure 2.9: Representation of the iterative phase retrieval algorithm. Here, according to the
text, |A| =

√
I and |A| = F [ρ(~r)]. ϕ is a random value of the phase to initiate the algorithm.

the oversampling condition imposes a constraint in real space (“support constraint") so that the
sample is supposed to be isolated and confined in a well-defined region. The support constraint
implies to have some knowledge about the sample, despite some information can be derived
from the Patterson function of the scattering object (see Section 2.3.2). The Patterson function
is twice as big as the original object152. A tight support efficiently improves the convergence
of the algorithm. Following the notation used in section 2.3.2.3, one can write the support
constraint as follows:

gn+1(~r) =

{
g′n(~r) if ~r ∈ S
0(~r) if ~r /∈ S (2.16)

so that the electron density is forced to be zero outside the support S at each iteration. The
suffix n refers to the iteration number. The reciprocal space condition consists in replacing the
computed amplitude with the measured one; the Fourier constraint can be written:

|A′n| =
An(~q)

|An(~q)|
√
I (2.17)

The cycle is repeated until convergence is achieved, so that constraints in real and reciprocal
space are both satisfied. The error metric function allows to monitor the progress at each iteration
n:

Rn =

∑N
i=1(|Gn,i| −

√
I)2∑N

i=1 Ii
(2.18)

where i is the pixel number on the camera and N the total number of pixels. The metric error
decreases at each iteration or stays the same151 and when |Gn,i| is the true amplitude, R = 0. In
practice the cycle is rather interrupted when R becomes smaller than a threshold linked to the
noise level.

2.3.2.3.2 Hybrid Input-Output (HIO) Algorithm

This algorithm aims to solve the problem of stagnation in the local minima of ER151. The prin-
ciple remains the same, but modifications in real space constraints are introduced: instead of
setting to zero the pixels outside the support, they “are driven” to zero as follows:

gn+1(~r) =

{
g′n(~r) if ~r ∈ S

gn(~r)− βg′n(~r)(~r) if ~r /∈ S (2.19)
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where β is a feedback constant set between 0.5 and 1. Hence, the pixels outside the support
in the output object depend on the previous and current iterations and they gradually decrease
to zero. The convergence of HIO is much faster and many variations have been developed153,154.
This algorithm is widely used in the imaging reconstruction field154.

2.3.2.3.3 Charge flipping (CF)

CF algorithm has been developed by Oszlanyi & Suto in 2004 while thinking about the small
information content in the pixels where density is close to zero155. Their idea was later modified
and used for the first time on X-ray experimental data by Wu et al.. The difference with respect
to ER is once more on the real space constraint, which consists here on reversing (“flipping”) the
sign of the density in the pixels outside the support:

gn+1(~r) =

{
g′n(~r) if ~r ∈ S
−g′n(~r) if ~r /∈ S (2.20)

Thus, the density is not forced to be zero outside the support, but negative, confining the
values in a narrow band bordering the object. As crystal structures occupy only a small fraction
of space with high density, the dimensionality of the problem is reduced.

A series of HIO followed by CF allows to refine the object, although HIO is more efficient.

Figure 2.10: Schema of the different real space constraints for the algorithms explained in the
text. a) ER b) HIO c) CF d) SW, α represents the threshold and β is the feedback parameter.

2.3.2.3.4 Shrink-wrap (SW)

The approach of the shrink-wrap152 is different from the previous ones because knowledge about
the specimen before retrieval is not needed. The object support function is determined together
with the object itself.

The idea is to take the autocorrelation function as initial support and update it by threshold-
ing the intensity of the current estimate. HIO has to be applied in combination with SW in order
to preserve the symmetry of the Fourier transformed object after some iterations. After about 20
iterates, the reconstructed image is convolved with a Gaussian, so that a new threshold can be
defined. Provided that the object is well isolated, the strong contrast between noise and signal
guarantees the stability and convergence of the algorithm that always converges to the correct
shape, for any random value of the initial phase.

A slightly different approach of Marchesini’s SW has been used for the reconstructions shown
in this thesis. First, instead of taking the autocorrelation function as initial guess of the support,
a symmetric support is chosen (a square for 2D-phase retrieval or a cube in the 3D case) with a
size a bit larger than the one determined by the fringes of the diffraction pattern. The updating of
the support during the iterations consists in taking the pixels at the support edges and applying
an intensity threshold to keep them or not. In this way, the algorithm finds the real object shape
typically after 30-50 iterations.
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2.4 Experimental set-ups

2.4.1 The ID01 beamline

Most of the experiments contained in this thesis were performed at the European Synchtrotron
(ESRF), which is a first 3rd generation high energy X-ray source and currently one of the most
brilliants in the world. The ID01 beamline is dedicated to the characterization of single nanos-
tructures and the study of local properties of 3D structures by coherent x-ray diffraction methods
or nanodiffraction.

Since the Upgrade Phase I of the ESRF, which was completed at the end of 2014, ID01 is
a long beamline (endstation at 118 m from the source) with a high flux coherent beam that
can be focused down to 300 × 150 nm. The source size being of about 130 µm (horizontal) ×
20 µm (vertical), and according to equations (2.4), the transverse coherence length of the up-
graded ID01 is estimated to be 200 µm(V )× 48 µm(H) for an X-ray wavelength of λ = 1 Å. This
supposes an enormous gain of coherent flux with respect to the beamline before the upgrade
(transverse coherence length of 60 µm (V )×20 µm (H), Ref.156). In addition, the beam is much
more stable and less sensitive to vibrations.

Although it is also possible to perform small-angle X-ray scattering (SAXS), grazing-incidence
diffraction (GID) and grazing-incidence small angle x-ray scattering (GISAXS) experiments at
ID01, the description of the beamline hereafter focuses on the experimental set-up dedicated to
Bragg CDI experiments.

2.4.1.1 The upgraded ID01 optics hutch

Before reaching the optics hutch, the electron beam passes through three undulators in series,
one 35 mm period undulators (U35) and two 27 mm undulators (U27), so that the energy
range of the beamline can be tuned between 5 and 60 keV. The desired photon energy can be
selected by changing the gap between the magnets of the undulators (insertion devices) and
choosing one of its harmonics. For coherent diffraction experiments low energies are suitable
and it is mandatory to use a very well-defined bandwidth (Equations (2.4) and (2.6)). The best
regime for nanofocusing and CDI at ID01 beamline is between 7 and 12 keV, and optimised
for the current focusing optics at 8 keV. This range of energy is obtained usually with only two
undulators.

Before arriving to the experimental hutch (EH), the beam passes through three optics hutches
(OH). An overview of the first (OH1) and second (OH2) hutches can be seen in Figure 2.11. The
first reflective element in the optics hutch is a white beam mirror assembly, which intends to
reduce the horizontal divergence of the non-focused incoming beam on the monochromator,
placed just after the mirror.
The Si(111) monochromator is used to produce a beam of radiation with a narrow wavelength
distribution, obtaining typically an energy resolution of ∆E

E = 10−4. The ID01 monochroma-
tor can be used in both double crystal or channel cut geometries. Whereas the double crystal
monochromator consists of two different Si-111 crystals which move independently, the channel-
cut configuration uses only one crystal and tilt one surface with respect to the other around an
average fixed Bragg angle. Because of the way it mechanically works the double crystal is very
susceptible to vibrations, which can drastically change the coherence properties of the beam.
Therefore the double crystal is preferred for high-flux experiments and it turns out be stable
enough and it is more flexible and easier to align, so this is the one used in most of the experi-
ments presented here.

In OH2, a transfocator composed by 58 Be lenses focuses the beam vertically and increases
the flux density. Fluorescent screens, cameras and attenuators are also present along the beam
path.

In the third optics hutch (OH3), a photon beam position monitor (XBPM) allows to watch the
variations in the position of the beam. Then, two front-end shutters (“fast shutters”) separate
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the optics and the experimental hutches. The fast shutter is a rapid closing valve that stops an
air inrush in case of a fast vacum-to-air leak.

Figure 2.11: Overview of OH1 and OH2. The beam comes from the right to the left (i.e. from
OH1 to OH2). Si (111) Bragg monochromators (double crystal geometry/channel cut geometry)

2.4.1.2 ID01 experimental hutch

2.4.1.2.1 The diffractometer and the nano-positioning stage

Coherent diffraction experiments are performed on a 3+2-circles diffractometer, so that the
sample and detector support are mechanically decoupled to prevent sample vibrations due to
the detector arm movements. Sample rotations are called θ, µ, φ while δ and ν are the motors
name of vertical and horizontal detector movements respectively, as sketched in Figure 2.12.

The detector is a 2D MAXIPIX that consists of four chips in a 2 × 2 arrangement with 516 ×
516 pixels in total, the pixel size being of 55 µm2 157. It is placed on the detector arm and it can
be moved according to the experiment needs. It is also possible to work in accumulation mode
so that long exposures to the scattered photons are replaced by a sequence of short exposures in
order to avoid pixel saturation. A high resolution detector (Andor camera) for full-field imaging
is available and a new Eiger detector will be soon available as well.

The sample stage consists of a hexapod that allows translations of the sample along the beam
(X), perpendicular to it (Y) and in the vertical plane (Z) for alignments within a range of ±5 mm
and an accuracy of 100 nm. A piezo-electric stage (PI) mounted on the hexapod allows more
precise and fast movements, within a range of 200 µm and a resolution of 20 nm. In order to
align the sample, there is a microscope that rotates together with the θ angle and that allows
to localize nanostructures on a sample or focus in a region of interest for any kind of sample.
Also, given the importance of staying in the center of rotation of the diffractometer to perform
the rocking scans - so that the beam stays on the nanostructure during the measurement - a
telescope is mounted on the marble (see Figure 2.12). The center of rotation is in general
determined before carrying out any CDI experiment by using a Cu pin of approximately 20 µm
on the top, or a Si wedge.

Although the microscope is really helpful to align and localize the structures, it is often not
suitable to determine the position of the beam on the sample, an issue when working with nm-
beams and objects of the same scale. In order to solve this problem a new technique based on
Scanning X-ray diffraction (SXD)158 has been developed at ID01 beamline. This technique has
been called quick MAPping (K-map)159. It consists in scanning the sample with a nanofocused
beam while recording 3D reciprocal space maps, i.e. rocking curves around a given Bragg posi-
tion, besides obtaining real space maps with a sub-micrometer resolution. The real space maps
being correlated with the diffraction images, the novelty consists in the enormous gain of time:
for example, a 2D real space map of 100× 100µm making 500 nm spatial intervals and with an
exposure time of 10 ms, would take with k-map less than 7 minutes, to be compared with the
11.2 h in classical step mode. The fast localization of nanostructures allows to systematically
search specimens all over a sample, for instance to measure pre-selected ones, or identify the
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ones being measured to combine the results with any other technique for complementary stud-
ies. In addition, K-map allows to access to the strain and crystallographic tilts of samples in the
micro-scale with practically no dead time159.

Figure 2.12: The 3+2-circles diffractometer

2.4.1.2.2 Focusing optics

When it arrives to the sample position, the size of the X-ray beam is bigger than its coherence
length. In order to avoid measuring the scattered intensity with a classical diffraction contri-
bution, it is necessary to select only the coherent part of the beam. To do this, horizontal and
vertical slits are placed just before the sample and closed to smaller values than the theoretical
transverse coherence length, typically to 60(horizontal) × 300(vertical)µm2 when working at
8keV . In this way a coherent beam is obtained, but still larger than the sample. In order to
enhance the flux focused on the sample, optical devices have to be used. Among the focusing
optics devices for X-rays, the most used are Fresnel Zone Plates (FZP), Kirkpatrick-Baez mirrors
(KB-mirrors) and Be compound refractive lenses (CRLs). The choice of the optical element de-
pends on the main concern of the experiment, since one has to make a compromise between
conserving incoming flux, spatial and angular resolution or coherence.

At ID01, the beam is focused using a Fresnel Zone Plate that gives a minimum focal size of
100(V ) × 150(H) nm2 (when it is fully illuminated). This is a diffractive optic that consists of
an arrangement of concentric rings (zones) of alternating refractive indices. The zone width
gradually decreases as the zone radius gets larger, so that the optical path difference of scattered
waves from the rings with respect to the directly propagating incident plane wave is an integer
multiple m of λ/2. This corresponds to the beam from the center of the zone plate to the focal
point f (see figure 2.13):

r2
m + f2 =

(
f +

mλ

2

)2

(2.21)

which can be written as (by neglecting the λ2 term):

rm =
√
mλf (2.22)
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Therefore a FZP is designed for a given energy, 8-9 keV in the case of the FZPs used at ID01.
Whereas a FZP produces several diffraction orders, (as illustrated in Figure 2.13) one is actually
interested only in the first one (m = 1), because the flux concentrated in the focal spot is much
higher. A beam-stop blocks the zeroth order whereas higher harmonics (m > 1) are blocked by
placing an order selection aperture (OSA) in the experimental set-up, which is very close to the
sample. The outermost zone width of ID01 FZP is 70 nm for all the lenses and the diameter is
300 µm. The diameter of the OSA is of about 50 µm. FZPs make little scattering background
(because of their low thickness) and they are easy to align. For these reasons and due to the
efficiency, FZPs are the most reasonable choice for hard X-rays, in terms of focal spot sizes and
focusing: at 8 keV, the theoretical efficiency can be as high as 32 %. Further details on FZP can
be found in Refs.116,156.
The focusing elements are mounted on a rail close to the sample, as illustrated on Figure 2.12
so that they can be translated depending on the energy.
The commissioning of a new KB mirror for ID01 is expected for December 2016. The achromatic-
ity of KB mirrors will allow anomalous nano-diffraction imaging: as they are based on reflection,
the focused spot does not suffer modifications if the incident X-ray beam energy changes.

Figure 2.13: a) Optical path shift from different zones of a FZP. b) Schematic of the propagation
of the wavefield produced by an illuminated FZP. A central stop and a collimating aperture
placed close to the focal point are used to isolate the first order from the others.

2.4.1.2.3 Sample environment

Several sample environments are available at ID01 beamline in order to perform in situ exper-
iments. The environments I present here have been developed dealing with the constraints of
the piezo positioner (weight, size) and the limited space between the sample and the focusing
optics, in addition to stability and movement precision issues. The experiments performed in
this PhD work used a small furnace and a catalysis reactor. The last one has been developed
during my PhD thesis.

The furnace consists on a compact high vacuum chamber that can heat the sample up to
1200◦C with domes made of several materials (Be, PEEK, polycarbonate and polystyrene). When
choosing a dome for an experiment, absorption is one of the most important parameters to take
into account (see table 2.1). Nevertheless one can choose the dome regarding the experimental
requirements. For instance, the transparent dome (poly-carbonate) allows to “see” the sample
with the microscope and the one in polystyrene cannot be used when heating up at high tem-
perature.

The temperature can be controlled automatically thanks to a well-tuned PID controller (Eu-
rotherm 2408). Details on the mini-furnace can be found in Ref.160.

On the other hand, a mini-reactor has been developed to perform the catalysis experiments
presented in chapter 5. It is similar to the UHV chamber but some changes have been made for
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Dome material Number of photons on the detector Transmission
Be 2.09 · 106 64 %
Polystyrene 2.24 · 106 70 %
PEEK 1.706 · 106 53 %
Polycarbonate 1.713 · 106 53 %

Table 2.1: Transmission test with the available domes at ID01. The number of photons in air
being 3.252 · 106, the polystyrene dome is the preferred one

gas compatibility (i.e., with thermocouples type S, not in stainless steel in order to avoid reactions
with the gases in the chamber). The base of the reactor consists of an octagonal aluminium plate
with eight mounting openings for the PI stage. The base is an aluminum reactor of hexagonal
shape, which sides are used for gas inlet, gas outlet and heater connection (see photo in Figure
2.14). The connections to the reactor consist of Teflon gas lines, which are in principle flexible
enough to prevent vibrations at atmospheric pressure. Any of the domes described above can be
mounted, nevertheless it is suitable to improve the catalytic chamber by decreasing the volume
of the reactor for upcoming experiments. Outside the experimental hutch, in the control room,
a gas rig with mass flow controllers can also be installed.

Figure 2.14: Photograph of the reactor installed onto the PI of the beamline. Note that the OSA
is very close to the Be dome.

2.5 Conclusion

In summary, I have introduced several lensless imaging techniques and detailed coherent diffrac-
tion imaging as this is the main technique used during my PhD thesis. The experimental con-
ditions to perform CDI experiments in Bragg geometry and the algorithms used during the data
analysis have been introduced. The need of coherent X-rays, i.e. of synchrotron radiation, has
been thus justified. Then I have discussed about the experimental set-up of ID01 beamline, which
has been upgraded to deal with important factors during CDI experiments such as obtaining
larger coherent lengths or improve stability during the measurements. Also, I have highlighted
the possibility of performing in situ experiments describing the different sample environments
available at ID01 beamline, where most of experiments reported in this manuscript were carried
out.
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CHAPTER 3

Interplay between strain and diffusion in
core-shell Ge-Si nanowires

57



In this chapter, I report the study of strain and composition in individual Ge-Si core-shell nanowires
(NWs) by means of Coherent Diffraction Imaging (CDI) and Transmission Electron Microscopy
(TEM). First, I will introduce the samples giving details on the growth parameters and I will give
information about prior knowledge about the as-grown NWs. An analysis of the elastic strain
in the NWs is then described, together with the predicted diffraction patterns for the modeled
structures. After that, a first X-ray diffraction study will be presented, which aims to determine
the strain along the growth axis direction of the as-grown samples and its dependence on the
core/shell ratio. As a consequence of the strained shell, the study will motivate a more careful
analysis of the strain field within the Ge core, which only can be successfully retrieved if the NW
is completely isolated. Hence, sample preparation is crucial and two different ways of isolating
NWs for CDI experiments will be explained. The first one, scratching the NWs on membranes,
allows to combine TEM studies with CDI experiments, whereas the second method needs a FIB
manipulator but gives access to different components of the strain tensor.

Once strain and composition fields at room temperature are determined, one can investigate
the temperature effects on the nanostructures. Interdiffusion at the core/shell interface will be
investigated by in situ CDI and environmental TEM. The combination of both methods will bring
us to preliminary conclusions about the intermixing in core/shell nanowires.

3.1 Introduction

All the samples investigated in this chapter consist of Ge/Si core/shell NWs grown by chemical
vapor deposition through the vapor-liquid-solid (VLS) mechanism161. Samples are grown by
Pascal Gentile at CEA-Grenoble. Colloidal gold particles are used as catalysts for the nanowire
growth, which is initiated at 410◦C with GeH4 as a precursor (partial pressure of 10 Torr). HCl
is introduced during the growth in order to reduce tapering, to work at high temperature and
to keep the colloid diameter. An epitaxial growth of the Ge core is ensured by the choice of
the substrate orientation: a Ge(111) substrate guarantees a mostly vertical and monocrystalline
Ge-core, since the (111) crystal plane has the lowest surface energy of all crystallographic orien-
tations162. By choosing this substrate, Ge NWs get a faceted hexagonal shape, free of dislocations
and stacking faults36,162. During the Ge wires growth, the gold catalyst is encapsulated by stop-
ping the HCl flow while keeping the gaseous Ge precursor injection. Then the Si is deposited at
600◦C and pressures between 3 and 6 Torr under a low flow of HCl, that avoids radial growth
and reduce gold diffusion. The high temperature during Si deposition is required to get a crys-
talline shell. An example of so grown samples is shown in Figure 3.1 a).
It is worth to note that the use of HCl during the growth of the Ge core is expected to reduce
gold migration from the catalyst as it has been observed in Si NWs36,163,164 and to yield smooth
facets as can be clearly observed in Fig. 3.1 b).

Nominal diameters of the NWs given hereafter are estimated from the Au catalyst size, while
the length can be controlled through growth parameters such as partial pressures of the gas
precursors, temperature and deposition time. Moreover, the NWs present a conical shape (“ta-
pering"), with a diameter varying up to 25 % over the length.

Preliminary STEM studies performed by Thomas David at IM2NP-Marseille show that as-
grown NWs are fully relaxed but some discrepancies will be seen in the following. Furthermore,
chemical analysis performed by energy dispersive X-ray spectrometry (EDX) evidences a very
well defined core-shell structure, meaning a total absence of Ge in the shell and an abrupt in-
terface (see Figure 3.2). The abruptness of the interface between the core and the shell is easily
obtained because of the different types of growth (catalysed for the Ge NW and not catalysed
for the Si shell) and Si and Ge precursors do not mix49. However, given the large lattice mis-
match between Si and Ge (∼ 4.01%), defects at the interface can be expected - theoretical
models predict that only under restrictive conditions Si/Ge coaxial heterostructures are able to
accommodate the full mismatch without the creation of dislocations166,31, smooth and defect-
free interface are a major challenge. On the other hand, it has been observed that the Si shell
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Figure 3.1: a) SEM image of an assembly of Ge/Si core/shell NW measured at ID01 beamline.
NWs grow along the < 111 > directions. b) Tip of a Si NW showing the sidewalls in presence
and abscence of HCl flow. The segment where the HCl flow is off (top part) is much rougher
and small gold droplets diffusing down from the Au catalyst can be observed. From Ref.165

roughness increases with the Ge core diameter before dislocations form at the interface19. The
determination of the axial and radial strains are the subject of the present study.

Figure 3.2: STEM image of a Ge/Si core/shell NW (a) and its corresponding EDX map (b).

Most CDI experiments presented here were carried out at ID01 beamline. Only the experi-
ment presented in Subsection 3.3.2.1 was performed at the CRISTAL beamline in the synchrotron
SOLEIL (France); set-up and experimental details will be given in the corresponding section.

3.2 Residual strain in core-shell Ge-Si NWs: linear elastic
model

In Chapter 1 it has been evidenced that as a result of the epitaxy between two materials such as
the ones forming the core and the shell of the here studied NWs, there exists a residual strain
in the nanostructures that can be used as an adjustable parameter. Theoretical studies in the
case of semiconductor NWs has been explained in Section 1.2.1.1, but a more precise analytical
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description is necessary to understand the particular case of Si and Ge, given that the different
values of the stiffness constants may lead different distributions of local strain.

In this section, I will apply the model developed by Liang et al.32 for SiGe core-shell films
and small pillars to the core/shell NWs case. First, the isotropic case will be discussed: the
cylindrical geometry makes easier the understanding of the evolution of the theoretical elastic
epitaxial strain with the diameters of the core and shell. Secondly, the case of hexagonal Ge-Si
core shell NWs will be analysed. As this is a closer approach to the real system, the expected
diffraction patterns of single NWs deduced from the calculated strain will be shown. These
simulations will allow to compare the ideal case of pseudomorphous epitaxy with the one of
incoherent interfaces.

3.2.1 Strain in elastically isotropic materials

A schematic diagram of the cylindrical Ge-Si system is shown in Fig. 3.3, where a is the outer
shell radius and c is the inner-core radius. The z−direction corresponds to the nanowire growth
direction, whereas (r, θ) or (x, y) denote the in-plane coordinates in the NW crystal frame. Both
materials, Si and Ge, exhibit cubic elastic symmetry and have the same orientation, with different
values of the lattice constants aGe and aSi (Table 3.1). The growth is assumed to be coherent,
with no misfit defect at the interface, so that the lattice mismatch εmisfit = (aSi − aGe)/aGe =
−4.01% is fully accommodated by elastic strain.

a

x

y

z

c

Ge
Si

Figure 3.3: Schematic diagram of the cylindrical Ge-Si nanowire. The z−axis denotes the NW
growth direction.

Si Ge

a0 (Å) 5.43 5.658

Elastic constants
(GPa)

C11 165.8 128.5
C12 63.9 48.3
C44 79.6 66.8

Table 3.1: Lattice parameters and elastic constants used in the analytic model167.

A good starting point to determine the strain components is to assume that Si and Ge have the
same elastic constants (which are summarised in Table 3.1). Analytical expressions to determine
the strain at any point r have been demonstrated by Liang et al.32, which are the following:
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εshell
zz = − c2

a2 ε
misfit, (3.1)

εcore
zz = (1− c2

a2 )εmisfit, (3.2)

εshell
rr = −c2εmisfit(1+ν)

2a2(1−ν) (1− a2

r2 ), (3.3)

εshell
θθ = −c2εmisfit(1+ν)

2a2(1−ν) (1 + a2

r2 ), (3.4)

εcore
rr = a2−c2

2a2 εmisfit 1−3ν
1−ν , (3.5)

εcore
θθ = εcore

rr , (3.6)

where ν is the Poisson’s ratio (ν = 0.27). The strain components are given with respect to Ge
bulk lattice parameter in the core and with respect to Si lattice parameter in the shell (i.e with
respect to the bulk lattice parameter of the element/material associated to the given region). εxx
and εyy can then be deduced by applying the following formula:

εxx = εrrcos
2(θ) + εθθsin

2(θ), (3.7)

εyy = εrrsin
2(θ) + εθθcos

2(θ). (3.8)

The principal strain components (εzz, εxx and εyy) for a 100 nm nanowire, calculated using
the here above equations, are displayed in Fig. 3.4. These results evidence an induced stress
in the whole system due to the epitaxial growth of Si around the Ge NW. Furthermore, as the
inner Ge core has a larger lattice parameter than the surrounding Si shell, it tends to contract.
Therefore the outer Si shell tends to expand when the core and the shell are linked together.
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Figure 3.4: Theoretical elastic epitaxial strain components in a Ge-Si core-shell nanowire at its
center in the z-direction: a) εzz, b) εxx and c) εyy.

The longitudinal strain εzz results from the lattice mismatch in the direction of the nanowire
axis, which is shared between the core and the shell with a weight inversely proportional to their
area. Equations 3.1 and 3.2 allow to calculate the expected axial strain (εzz) in the core and
in the shell for different core/shell radius. The so calculated εzz for a series of core diameter
ranging from 50 to 200 nm is displayed in Figure 3.5. The thinner the core, the smaller the
out-of-plane strain in the shell and the higher its out-of-plane strain (εcore

zz ). A narrow core is
fully strained to the thick shell and equivalently, as it is a thin shell to a wide core. Indeed, for a
given shell thickness, smaller diameter cores are strained more than the larger ones.

3.2.2 Calculation of diffraction patterns: case of hexagonal wires

Once the strain inside the NWs is known, the diffraction patterns from the objects can be calcu-
lated. In the case of hexagonal NWs, small deviations in the strain field within the NW exist from
the cylindrical model. These differences are further discussed in Ref.28. However, to simplify the
model, the strain is supposed to be isotropic in the calculations of the diffraction patterns pre-
sented here. As discussed in Chapter 1, the local deformation, in the vicinity of a point ~r, is fully
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Figure 3.5: Theoretical elastic epitaxial out-of-plane strain in the shell (a) and in the core (b)
of Ge-Si core-shell nanowires as a function of shell thickness for a cylindrical geometry. The
diameter of the Ge core is indicated in the legend.

described by the atomic displacement, hence the tensor of the derivatives of u(~r), ∂ui/∂xj; the
symmetric part is the strain tensor εij = 1/2(∂ui/∂xj + ∂uj/∂xi). Thus the displacement field
u(~r) relates the position of any point ~r in the strained material to its value in the mismatched,
unstrained system.

For the calculation of the diffraction patterns, the reference lattice parameter is the un-
strained lattice parameter of bulk Ge (aGe0 = 0.5658 nm). According to Ref.168, the diffracted
intensity I(~q) is proportional to the squared modulus of the Fourier Transform of the complex-
valued real-space object Ω̃(~r0), which fulfills:

Ω̃(~r0) = [cGe(~r0)F̃Ge(~q0) + cSi(~r0)F̃Si(~q0)]ei ~q0~u(~r0), (3.9)

where ~q0 is the reciprocal space lattice vector, F̃Ge (F̃Si) is the structure factor of Ge (Si), and
cGe (cSi) is the fractional concentration of Ge (Si) respectively (cGe + cSi = 1). The Ge/Si NWs
studied during this work, grow along the [111] crystallographic direction so that q0z = 2π

dGe bulk
111

=

1.923 Å−1.
Figures 3.6(b-c) and 3.7 display the calculated diffraction patterns of the 111 Bragg reflection

of the Ge-Si core-shell nanowire displayed in Fig. 3.6(a). Two cases are shown: either a coherent
(b) or an incoherent (c) Ge-Si interface. In the case of a coherent interface only one peak is
observed in the (Qx-Qz) plane because the lattice spacings from both materials accommodate to
match in the interface plane. This is why the Bragg peak is positioned at Qz ∼ 1.95 Å−1, which
corresponds to a lattice parameter of 5.581 Å. In the case of the incoherent interface, the Ge core
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and the Si shell diffract at the Qz position of their bulk lattice parameter: i.e. Qz = 1.923 Å−1 for
Ge and Qz = 2.004 Å−1 for Si. In addition, six streaks in the Qx −Qy plane are observed. They
correspond to the six crystalline facets forming the hexagonal cross-section of the NW, and this
is observed at two different positions along Qz in the case of an incoherent interface (Fig. 3.6 c)
and Fig. 3.7c) and d)). The two streaked peaks are due to the different lattice parameters of the
Si shell and Ge core, both of them supposed to have smooth and well defined facets. Thickness
fringes owing to the finite size of the wire are also observed along the streaks, and in the case of
a coherent interface (Fig. 3.6b) and Fig. 3.7a) and b)), beat frequencies from the interferences
between the core and shell thickness are visible.
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Figure 3.6: (a) Schematic view of the hexagonal Ge-Si core-shell nanowire. (b)-(c) Three-
dimensional diffraction patterns of the 111 Bragg reflection in the case of a coherent (b) or
incoherent (c) Ge-Si interface.
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Figure 3.7: Diffraction patterns of the 111 Bragg reflection of an hexagonal Ge-Si core-shell
nanowire displayed in the Qx-Qy (at the Qz position of the scattering from the Ge core) and
Qx-Qz planes in the case of a coherent (a-b) or incoherent (c-d) Ge-Si interface.

Calculating an in-plane reflection is also possible from the strain values calculated in the
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previous Subsection. Let us show the diffraction patterns obtained for the 224̄ reflection, the
x-axis being assumed along the in-plane [224̄] direction, so that q0x = 2π

dGe bulk
224̄

= 5.44 Å−1.

Compared to an incoherent interface, in the case of a coherent interface the signal from the Si
shell is closer to the one of the Ge core, as it can be observed in Figure 3.8.
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Figure 3.8: Diffraction patterns of the 224̄ Bragg reflection of an hexagonal Ge-Si core-shell
nanowire displayed in the Qx-Qy and Qx-Qz planes in the case of a coherent (a-b) or incoherent
(c-d) Ge-Si interface.

The interest of calculating the here above diffraction patterns is their comparison to the ex-
perimental data that will be shown and analysed in the following. Indeed, from single recorded
diffraction patterns, important qualitative information such as the coherence (or not) of the
interface of the wire can be determined.
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3.3 Investigating the strain in single NWs

3.3.1 Strain in as-grown nanowires and dependence on the core/shell
ratio

As stated in the introduction, we have started the characterisation of core/shell Ge/Si NWs by
studying a single wire in its state after growth, i.e. without any manipulation and on its original
substrate. The use of a nano-focused beam for diffraction experiments, with a size of the order
of the NWs diameter, allows to select and analyse one single nanowire. In addition, probing
the strain locally gives insights in single structures, such as crystalline structure changes169 or
localised defects, often at the bottom of the wires as a result of the epitaxy with the substrate111.
However, the arrangement of the wires on the substrate is critical: the wide footprint of the X-ray
on the sample can yield parasitic signal from surrounding wires or islands on the substrate, or
even average properties if several wires fulfilling the same Bragg conditions are close to each
other. In the experiment here reported, we study three different samples grown as explained in
Section 3.1, so that the majority of the wires grow vertically from the substrate surface and the
others are aligned along one of the other three < 111 > directions, i.e., they are tilted at 70.5◦

from the substrate normal. A scanning electron microscopy (SEM) image of one of the studied
samples showing the NWs distribution and their orientation can be seen in Fig. 3.1 a).

The three samples consist of Ge-core wires with a 50 nm Si-shell. Also NWs with a 100 nm
Ge-core and a 20 nm Si-shell were measured. The characteristics of the NWs are summarised
in Table 3.2. The length of the wires is about 5 µm and they exhibit an hexagonal cross-section
formed by {112} side facets. The decrease of the Ge NW core radius leads to an increase of the
density of wires on the sample.

Sample number Core diameter Shell diameter γ

1 50 50 1
2 100 50 0.5
3 200 50 0.25
4 100 20 0.2

Table 3.2: Summary of the characteristics of the samples measured at ID01; γ = Ratio shell/core.
Note that the diameters correspond to the nominal values of the diameter of the gold colloids
and are smaller than the ones observed in the SEM images.

The nanodiffraction experiment was carried out at ID01 beamline; the X-ray beam was fo-
cused using a Fresnel Zone Plate placed at the focal distance in front of the center of rotation of
the diffractometer, together with a central beam stop and an order-sorting aperture that blocks
all except the first diffraction order. A more detailed description of the set-up at ID01 can be
found in Chapter 2. The typical photon energy for this experiment and the ones that will be
reported here above is 8 keV, and the exact focal length was optimised for each experiment,
obtaining typical spot sizes of 150 (V) × 400 (H) nm2.
The described experimental set-up is illustrated in Figure 3.9 a), a focal size of 130 × 380 nm2

(vertical × horizontal) was obtained with the Fresnel Zone Plate in the case of this particular
experiment. The intensity distribution around the symmetric 111 reflections was measured in
a coplanar diffraction geometry, with the sample surface mounted horizontally. At the work-
ing energy of 8 keV, 111 Ge and Si Bragg reflections are accessible at a scattering angle of
2θBragg = 27.44◦ and 28.63◦ respectively. Owing to this geometry for the incident Bragg an-
gle, the footprint of the X-ray beam on the sample surface was about 540 nm along the X-ray
beam propagation. The detector recording the diffracted intensity was placed at 0.97 m from
the sample, in order to well observe the thickness fringes of individual wires.

In order to study one single nanowire, the samples were first aligned at the 111 Ge Bragg
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Figure 3.9: a) Experimental set-up at ID01 for CDI experiments on an assembly of NWs. Record-
ing the scattered intensity from the Ge core of an isolated NW, also the diffracting shell yields
to a Bragg peak on the 2D detector. The out-of-plane angular distance between the Bragg peaks
on the detector depends on the lattice mismatch; radial scans moving the detector along the
vertical direction (δ) allows to determine the axial strain of the NW.

reflection to map out the intensity distribution in the x and y directions of the sample using the
quicK-Mapping technique159 explained in Chapter 2. Once the NWs were identified in the real
space (x,y) maps, the X-ray beam was focused on an isolated one in the explored region. Then
symmetric reciprocal space maps (RSMs) were collected around the 111 Bragg reflection of dif-
ferent single nanowires with different core/shell ratio. Reciprocal space maps for three different
wires corresponding to samples 1, 2 and 3 (as labeled in Table 3.2) with Ge-core nominal sizes
of 50, 100 and 200 nm, together with a measurement of sample 4 (different shell thickness),
were recorded and will be analysed in the following.

Figure 3.10 shows the RSMs recorded for the two samples with 100 nm Ge-core. Figs. 3.10
a) and b) correspond to the diffracted intensity from a single wire of 20 nm shell thickness and
50 nm respectively. The RSMs consist of a sharp and intense Bragg peak from the Ge substrate,
superimposed by a vertical streak corresponding to the crystal truncation rod (CTR) originated
from the 111 Ge substrate surface. The inclined streak is caused by the saturation of the pixel
detector when the rocking curve crosses the bright Ge substrate Bragg peak. The elongated signal
at Qz = 1.9234 Å−1 corresponds to the Ge core of the NW in both cases (circled in Fig. 3.10).
A two-dimensional (2D) cut at this position of the rocking curve, yields to the high-resolution
RSMs shown in Fig. 3.11 a) and b) for the NWs of 20 nm and 50 nm thickness shell respectively.
While the scattered intensity from the thicker NW (Fig. 3.11 b)) exhibits six intensity modulated
streaks, the thinner one yields a rounded Bragg peak. The thickness fringes allow to estimate
the diameter of the Ge core to 220 and 157 nm respectively, in contrast with the expected
diameter from the colloid size (100 nm). Therefore, both nanowires have larger diameters.
There are two possible explanations for the size difference: one would be due to the melting of
the colloid during growth, which would lead to hemispherical droplets on the substrate surface
with larger diameters as a consequence of volume conservation. Another possibility would be
the coalescence of gold colloids before the NW growth. On the other hand, the difference of size
between both NWs could be related to the tapering: NWs have larger diameters at the bottom
and there is not guarantee that the measurements were taken at the same position of the NW.
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The shape differences (faceted and circular) may be related to the variation of at least one
parameter during the growth, such as the HCl flow during the shell deposition or the use of
sligtly different temperatures. Indeed, any of these parameters could change the radial growth
speed which may directly influence the faceting of the wires170.

Let us go back to Figure 3.10. The shown 3D RSMs have been recorded by performing
a rocking curve, hence by rotating the selected NW around the 111 Ge Bragg reflection of a
total angular range of 1.6◦. The use of the MAXIPIX (2D detector) allows the collection of 2D
slices of reciprocal space at each scan step. As Si and Ge have different lattice parameters, they
yield peaks at different Qz values (see Figure 3.9): their positions depend on the scattering
angle and the rocking angle of the sample. From the position of the Ge and Si 111 Bragg
reflection from the NW, which are positioned close to the 111 Ge substrate’s reflection, the lattice
parameters (of core and shell) perpendicular to the substrate surface can be determined. Indeed,
the experimental lattice mismatch between both materials is determined by the distance between
the Bragg peaks positions on the detector, since one expects a compression at the interface of the
nanostructure as a result of the epitaxy. Hence, the relative strain can be retrieved by measuring
the shift of the peaks with respect to the substrate diffraction peak. However, the rocking curves
are performed with the detector fixed at the 2θBragg angle position and far from the sample to
increase the resolution in reciprocal space. As consequence of the large distance, the detector
only covers one or two degrees and one can miss a relaxed Si Bragg peak. In order to explore a
wider range around the Ge Bragg peak, radial scans have also been performed, meaning moving
the detector along the vertical direction (i.e. along the δ angle at ID01 beamline).

In the experimental data (Fig. 3.10), apart from the intense peak around Ge position, a less
intense signal can be observed around Qz = 2.0038 Å−1, the expected position of the Si bulk
Bragg peak. Since the surface of the substrate must diffract at the Ge bulk position, one can take
its position on the detector as reference to calculate the variation of the lattice parameter of the
signals expected to correspond to Ge core and the Si shell of the nanowire:

ε (%) =
a− aref
aref

× 100 (3.10)

where a and aref are the experimental lattice parameters and the reference one respectively,
here the bulk Ge (see Chapter 1). Therefore, if a completely relaxed Si shell is grown around
the Ge NW core, the smaller (111) lattice plane spacing of Si, leads to a scattering signal located
at higher Qz compared to the Ge core (dGe111 = 3.279 Å> dSi111 = 3.136 Å). If the Si shell is
subjected to tensile strain along the wire axis (with respect to Si bulk), the scattered signal will
be displaced along Qz towards the Ge Bragg peak position.

The fit of the experimental peaks from Fig. 3.10 b) - Sample 2 -, yields the intensity profile
shown in Fig. 3.11 c), where the dashed lines correspond to the bulk expected positions. The
fit was performed for the four samples, and for different NWs when possible - isolating wires in
high density samples was extremely challenging -. For all core radii, the scattered signal consists
of two maxima: one elongated horizontal signal coming from the Ge NW core (positioned at
the bulk Ge Bragg peak) and a second one displaced towards larger Qz, i.e. smaller lattice pa-
rameters, which corresponds to the Si shell. Results show that the Ge core is completely relaxed
(its corresponding signal was found systematically at the bulk Ge Bragg peak) for any core/shell
ratio, whereas the Si shell was found to be dependent on the core diameter and tensile along
the wire axis with respect to Si bulk. Results from the fits are summarised in Table 3.3; for
the thicker sample (Ge core diameter of 200 nm) the shell is completely relaxed. The shell of
NWs with the same core diameter (100 nm) are higher strained than the thinnest one (50 nm
core, 50 nm shell). The strain differences between NWs from the same sample can be explained
by the local strain variations because of the diameter variation along each wire. On the other
hand, strain in samples 2 and 4 (same core diameter) are not really comparable since the growth
conditions have been different, as evidenced by the shape differences discussed here above (see
Figs. 3.10 a) and b)).
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For clarity, the experimental results presented in Table 3.3 have been plotted in Fig. 3.13, to-
gether with the theoretical predictions of strain accommodation in the case of fully coherent
nanowires calculated using the model proposed by Liang et al.32 (see Section 3.2.1 for further
details). In their model the lattice mismatch is supposed to be fully accommodated and the ab-
sence of misfit defects is assumed. In such a case, larger diameter cores induce more strained
shells (i.e. higher axial strains εSishell/Sibulk

). As observed in Fig. 3.13, the experimental results
found in this study do not follow the elastic epitaxial strain expected for a coherent shell; strain
relaxation may occur by formation of misfit defects at the interface for the measured nanowires.

Figure 3.10: Intensity distribution as a function of the x, y and z coordinates of the reciprocal
space vector ~Q = ~kf − ~ki of two NWs with the same core diameter (100 nm), but different shell
thickness: a) 20 nm and b) 50 nm. The signal arising from the NW has been circled. The
intense vertical and inclined streaks are due to the substrate CTR and the detector saturation
respectively.

Figure 3.11: 2D diffraction patterns of single nanowires from samples 2 (a) and 4 (b). The facets
are evidenced in the thicker NW. The missing data are due to the strong CTR from Ge substrate
c) Intensity profile from Fig. 3.10) b) and fit of the Ge and Si peaks allowing to calculate the
axial strain. Dashed gray lines indicate the 111 Ge and Si bulk Bragg positions.

Figure 3.12 shows the Qz − Qy cuts of the NWs of 50 nm and 200 nm core respectively. In

68



Sample number NWs diameter (nm) γ Nanowire εSishell/Sibulk
±∆εSishell/Sibulk

(%)
1 dc = 50, ds = 50 1 1 0.37 ± 0.03

2 dc = 100, ds = 50 0.5

1 0.83 ± 0.02
2 0.88 ± 0.03
3 0.81 ± 0.02
4 0.91 ± 0.03

3 dc = 200, ds = 50 0.25
1 0.01 ± 0.06
2 0.01 ± 0.06
3 0.03 ± 0.04

4 dc = 100, ds = 20 0.2
1 0.695 ± 0.08
2 0.393 ± 0.07

Table 3.3: Measured strain in the shell of single NWs with different ratio γ = shell diameter
core diameter = ds

dc
.

Figure 3.12: 2D RSMs of a) Sample 1 (γ = 1) and b) Sample 4 (γ = 0.25). c) Experimental
curves of three different NWs, representatives of each sample of different core diameters.

Figure 3.13: Measured strain in the Si shell with respect to Si bulk for the samples with different
radius γ = ds

dc
. The theoretical predictions32 in the elastic epitaxial case are also plotted.

these cases, the signal is much blurrier than for the 100 nm core (Fig. 3.10), where the cross
sections at the maximum of intensity of the rocking curve evidenced the NW shape. The recorded
RSM from sample 1 is believed to be the average of more than one NW, given the high density
of NWs on the sample and the parasitic spots in the diffraction pattern. In the case of the thicker
wires, γ = 0.2, the Bragg peak can be actually fitted by three gaussians (see Fig. 3.12 c) 3.3).
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The first one is attributed to the Ge core, then the one at the Si bulk position (Qz = 2.00 Å−1)
may come from a relaxed shell. The third one at Qz = 1.94 Å−1 is attributed to Si deposited on
the substrate during the growth or other surrounding NWs or islands, diffracting as a result of
the large X-ray beam footprint in this geometry. The attribution of the relaxed peak to the shell
is supported by in situ growth experiments of core-Si shell-Ge NWs on Si(111) substrates64. The
cited study showed by X-ray diffraction that during the injection of the shell gas precursor on
two samples prepared under identical conditions except the catalyst amount, strained Ge islands
formed at the surface either in presence or not of Si NWs.

Results from this Section can be summarised as follows: first, the axial strain Ge core is zero,
and second, the shell is weakly strained and depends on the Ge core diameter. Despite the real
diameter of the NWs is unknown, as from the diffraction patterns only the core diameters can be
determined from the thickness fringes, the measurements evidence a relaxed shell that does not
follow the expected behavior of fully epitaxial nanowires. A non coherent interface may explain
the relaxation of the shell, via defects formation, morphology changes or misfit dislocations (see
Chapter 1). Further investigations are hence necessary to figure out the reason why Ge core
is completely relaxed and understand the actual influence of the shell. Knowledge of the strain
field within the Ge core could provide information about the formation of defects at the interface
for instance. In order to retrieve this information, CDI is used in the next Section. Single NWs
from sample 2 will be investigated in Subsections 3.3.2.1 and 3.4.1. Then one NW from sample
3 will be studied in Section 3.3.2.2.

3.3.2 Investigating the strain field within single isolated NWs

The results presented in the previous Section (Section 3.3.1) motivate the preparation of low
number density or strictly isolated nanowires for CDI experiments. Whereas it takes longer
during the beamtime to find the object in a so-prepared sample, this ensures that the whole
recorded intensity is originated by the nanostructure.

The nanowires can be detached from the substrate in two different ways:

1. Directly scratching a second surface over the sample or using an ultrasonic bath. The
surface where the NWs will be dispersed can be chosen regarding the experiment require-
ments and this is the easiest and fastest way. However, in this way as the wires break,
defects can be induced in the NWs by the manipulation process itself. Also, after deposi-
tion, NWs are randomly distributed over the substrate/membrane and they can be located
very close to each other. Therefore, it can be very time consuming to find a good location
on the sample during an experiment, even if microscopy allows to localise separated wires,
because even in SEM images, crystalline defects are not observed. Different substrates
were tested during the first experiments of this PhD work: first, sapphire (Al2O3) and
micro-trenches patterned Si substrates (see Fig. 3.14a)), and second, Si3N4 and Copper
TEM compatible membranes. Examples of the so dispersed NWs and a diffraction pat-
tern of a single NW on an Al2O3 substrates is shown in Fig. 3.14. The rounded 2̄2̄4 Ge
Bragg peak in Fig. 3.14 b), evidences a complex strain field inside the NW that hides the
characteristic streaked shape caused by the faceted structure. Experience shows that wires
deposited on such surfaces are more prone to induced defects than the ones on membranes.
Let us worthily mention that NWs over the sample exhibit different strain states and the
one here shown is just representative. On the other hand, membranes have the advantage
of being compatible with posterior TEM studies, but localising the X-ray studied NWs can
be challenging. An added difficulty is the orientation of the deposited NWs. Micro-Laue
diffraction analysis shows that most Ge/Si wires lie on one of their {112} facets but they
can be slightly rotated or differently oriented, in contrast with metallic NWs171,172. NWs
dispersed on membranes will be studied hereafter (Section 3.3.2.1).

2. Using a micro SEM/FIB manipulator (see Fig. 3.14 c)). This method consists in transferring
a single NW from the original growth substrate to a holder such as a tomography tip or
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a TEM lift-out grid. The NW is cut from its root then glued with Carbon in the upright
position. The samples were prepared in this way by our collaborators in CMTC-Grenoble
and in the Institut Lumiére Matière, Lyon. Sections 3.3.2.2 and 3.4.1 are dedicated to single
structures isolated using this preparation technique.

Figure 3.14: Summary of different systems of isolated NWs. a) NW deposited on a bridge
between two Si trenches. b) Diffraction pattern around the 2̄2̄4 Ge Bragg reflection of a Ge/Si
core shell NW lying on a sapphire substrate. The RSM corresponds to the NW on the right of
the inset image. c) SEM image showing the transfer of the NW using a FIB manipulator.

3.3.2.1 Combining CDI and TEM: homogeneity over the sample

In this section I will present the results obtained during an experiment carried out at the CRISTAL
beamline, at the synchrotron SOLEIL (France). Therefore, the properties of the source, i.e.
the coherence lengths of the X-ray beam, differ from the ones given in Chapter 2 for the ID01
beamline at the ESRF.

At the experimental hutch of CRISTAL, the X-ray beam is delivered by a single undulator
(U20) that allows to work in an energy range between 4 and 30 keV. For CDI experiments,
energy is set between 6 and 12 keV. Although it is possible to use other techniques such as time-
resolved diffraction or high angular resolution diffraction on this beamline, here we focus on the
experimental set-up used for the coherent X-ray diffraction experiments.

The monochromatic beam is obtained using a Si(111) monochromator. The larger source size
at SOLEIL and the closer position of the sample with respect to it (∼ 40 m), yield a much shorter
coherence vertical length compared to the one from ID01. The theoretical vertical transverse
coherence length at CRISTAL beamline is estimated to ξT = 80 µm for a wavelength λ = 1 Å.

A 6-circle diffractometer is installed in the experimental hutch of CRISTAL. Similarly to ID01’s
diffractometer, the detector arm allows to move a MAXIPIX 2D detector173 in both horizontal (γ)
and vertical (δ) direction, and there are four motors allowing to rotate the sample. Motors move-
ments are described in Fig. 3.15 a); further details on the beamline can be found in Ref.174,142.

The working energy during this experiment was 8.5 keV. Pre-sample slits were closed to
80× 20 µm2 (V × H) to be in coherent conditions during the measurements. The coherent beam
was focused using a FZP, which typically yields a spot of about 2 × 0.5 µm2 (H) × (V) on the
sample.
The Ge/Si core shell nanowires were deposited on a Cu TEM-grid as explained earlier in this
Section. In order to save time during the X-ray experiment, it is convenient to select the less
dense regions of the samples just after preparation -as the NWs are long enough this can be
easily done using an optical microscope. Thanks to this first overview of the sample, and the
features of the TEM grid (such as the asymmetric mark in the center or the edges), a first zone
to be probed can be prepared when fixing the sample on the holder, i.e., paying attention to the
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orientation of the grid with respect to the incoming beam. An example of the NWs distribution
over the sample is shown in Fig. 3.15 b).

Figure 3.15: a) 6-circles diffractometer and b) mini-goniometer at CRISTAL beamline, from
Ref.175. c) Image of the measured sample taken with an optical microscope to localise the
NWs before the CDI experiment. The NWs were deposited on the TEM grid by the scratching
method, which explains the broken areas.

The TEM grid was mounted on the sample holder of the diffractometer using a Carbon tab,
so that the X-ray beam direction was parallel to the grid surface. An optical microscope installed
above the sample surface gives a first localisation of the illuminated region, then one can move
the sample using the piezoelectric translation motors to more precisely explore the suitable part
of the sample. In addition, the knowledge of the localisation on the sample allows to combine
CDI of individual objects with other ex situ techniques such as TEM.
As it has been previously mentioned, Si/Ge NWs lie on their {112} facets but they can be slightly
rotated or misaligned, and as they are low-scattering objects, it is helpful to start the experiment
by aligning the sample at the Cu diffraction conditions (e.g., at the 22̄0 Bragg reflection, as the
2θBragg angle is close to the 2̄2̄4 Ge one’s). Furthermore, in these conditions X-ray maps can be
performed to localise the beam, helped by the grid frames, thus to ensure that the image given
by the microscope corresponds to the illuminated region.

Then the scattering angle was fixed at the expected 224 Ge Bragg position (ω ≈ 39.164◦, δ =
78.328◦) and the sample was scanned along the x and y directions to find (224) in -plane oriented
NWs. While scanning in two dimensions at the Bragg angle, an increase of intensity is expected at
NWs positions. Once the NWs were localised, the X-ray beam was focused on the corresponding
positions (the most intense ones) to map the reciprocal space around this reflection. In total,
RSMs of eight different NWs were recorded; three of them are shown in Fig. 3.16. The thickness
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fringes allow to estimate the size of the measured NWs, ranging all of them between 207 and 249
nm. The Bragg peaks consist of six streaks corresponding to the six expected {112} crystalline
facets and the 3D intensity is mainly contained in a 2D plane. Some parasitic spots arising
from NWs located close to the measured one and with the same orientation are visible in the
RSMs, notably in (a) and (c). Besides, there are two features that appear systematically in the
measurements: first, the center of the Bragg peak is surrounded by intense spots symmetrically
distributed, and second, two additional streaks (circled in black in Fig. 3.16) are observed in
the same directions for all the NWs. The origin of these features is unknown, it may be due
to the scratching method in the samples preparation or induced by the Si shell -whose scattered
intensity has not been observed. Nevertheless, the reproducibility of the measurements, meaning
that the RSMs of different wires are similar, implies that the NWs of one sample (i.e., grown in
the same conditions) are homogeneous in terms of shape and strain.

An ex situ TEM analysis was then performed on this sample, as the measured NWs could be
identified by using the beamline’s microscope. Large view TEM images of the sample showed
that lots of NWs were actually located around the measured ones, meaning that not all of them
lie on their {112} facets, so they were not visible during the X-ray diffraction experiment. First
individual TEM images of the NWs evidenced their conical shape (see Fig. 3.17), with slight
variations of the diameter between the top and the bottom (and particularly evidenced at the
top). The diameter of all the measured NWs was about 200-350 nm, in agreement with CDI
measurements from the evaluations of the thickness fringes (note that in CDI likely we are only
sensitive to the Ge-core).

The composition and morphology profiles of individual NWs can be determined by EDX anal-
ysis (Fig. 3.18). The intensity profile when the electron beam goes through the entire core-shell
structure shows a core-shell structure comparable to the one obtained by Varahramyan et al.176

on similar core/shell Ge/SixGe1−x heterostructures: the interface is very well defined, with a
large signal of Ge that decays when the beam moves to the NW edges and a less intense Si signal
that presents two maxima at the NW edges. However, in contrast with Varahramyan group’s
result, the Ge profile presents a dissymmetry. A simple modeling of the morphology of the core
by a truncated triangular shape (i.e., supposing an hexagonal cross-section) can explain the dis-
symmetry of the Ge core (as shown by the fit in Fig. 3.18). On the other hand, the Si shell
thickness is estimated from this profile to 10 nm and it remains constant as a function of the
cross section. Therefore the apparent conical shape must be related to the core morphology. The
model has been confirmed by the High Resolution TEM (HRTEM) measurements here below.

The thickness of the NWs and a so-prepared sample, limits TEM resolution. However, based
on the CDI results concerning the homogeneity of the NWs around the sample, single NWs grown
in the same conditions may all have the same properties. NWs from the original Ge substrate
were then prepared for a further study. NWs lying on the Ge substrate can be picked up on a
lamellae using a FIB manipulator in such a way that the thickness is uniform and cross-sections
can be better resolved. Hence, HRTEM can be achieved. Results are shown in Figure 3.19 (a-c).
Owing to the different atomic number Z of Si and Ge, a contrast is evidenced at the interface of
the heterostructure in the NW section. It is in this region that larger strain is expected, so that
several HRTEM around the interface were taken. Results show a rough Si-shell of about 10-12
nm and a quite well faceted core that confirm the previous EDX results. Also, {111} planes are
observed to be partially coherent at the Ge-Si interface, meaning that the shell is crystalline and
it is oriented like the core (see Fig. 3.19 b)). Furthermore, these images give access to local
quantitative information about the in plane strain in the imaged region by the method known
as Geometrical Phase Analysis177 (GPA). GPA employs Fourier Transform based algorithms to
measure the variations in the lattice spacings - so that absolute values of lattice parameters are
not measured, but local displacements relative to a given reference. The analysis resulted in a
4 % lattice mismatch between the core and the shell in both εxx and εyy directions (see Figure
3.19), meaning that both materials would be fully relaxed at its bulk lattice parameter.

Furthermore the diffraction patterns are comparable to the ones alculated in Section 3.2.1. In
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Figure 3.16: RSMs around the 2̄2̄4 Bragg reflection of three different NWs deposited on a TEM
grid. The additional streak observed in the 3 imaged NWs has been circled.

both cases the diffraction patterns exhibit six streaks modulated in intensity (in agreement with
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Figure 3.17: TEM micrograph of a core/shell NW showing diameter variations along the length.

Figure 3.18: a) Model of the NW cross section that best fit the EDX line scans b) Example of
an EDX line scan and fit to the truncated triangle configuration model.

the finite diameter of the wire), but there are no similarities with the intensity heterogeneities
observed in the experimental refraction patterns, either for a not coherent shell or a partially
coherent one. Thus the origin of the observed features can not be attributed to the shell.

To conclude, we have proved the shape and strain homogeneity of the NWs grown by CVD
and dispersed over a Cu membrane. The Si shell is partially epitaxied to a faceted Ge core, both
materials being mostly relaxed in the plane directions. The observed shell thickness is much
smaller than the nominal one, while the NW exhibits a conical shape with a varying diameter
along the length (see Fig. 3.17). The flat and well defined facets of the core yield coherent
diffraction patterns of single wires that present similar characteristics. The experimental features
(spotty central peak and additional streaks) could arise either from the very thin and partial
epitaxied shell or defects due to the scratching process to prepare the wires. On the other hand,
the rough shell has defects and maybe misoriented grains that, added to the small amount of Si,
might not contribute to the measured diffracted intensity. The in-plane strain was determined
using GPA. However strain measurements were performed supposing an unstrained Ge core
so that only relative values could be calculated. In addition, the accuracy and reliability of
the measurements strongly depend on the non-zero displacement position chosen as reference,
thickness changes (that induce defocus) and noise in the images. These measurements have
been used to simulate the diffraction patterns of the imaged nanostructures. The experimental
features are not reproducible in the simulations so that, in principle, they are not related to the
morphology of the nanowires.

The results shown up to now will be combined with additional CDI measurements in the next
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Figure 3.19: a) TEM image showing the cross-section of a Ge/Si core/shell NW. The Pt layer
protects the NWs during the TEM preparation. The red square shows the region where the
high-resolution micrograph shown in b) has been taken. c) Series of TEM micrographs employed
to apply the GPA method to determine the strain in the x and y directions: εxx (d) and εyy in
(e).

section. In contrast with TEM, CDI has no thickness limitations and the whole three-dimensional
(3D) strain tensor is in principle accessible by measuring three different non coplanar Bragg
reflections of the same nanostructure90.

3.3.2.2 Retrieving the strain: measuring multiple reflections

In the previous Subsection the coherent diffraction patterns of core/shell Ge/Si NWs have been
analysed and the results have been combined with TEM analysis. In order to completely de-
termine the strain distribution within a single nanostructure, several Bragg reflections (at least
three non coplanar90) must be recorded.

If one aims to study the 3D strain field in a selected nanostructure, it is necessary to guar-
antee that all the measurements are performed on the same object. Thus, the previous sample
preparation is not suitable as it does not ensure staying on the same nanowire when changing
the Bragg reflection, i.e. when the sample is rotated and the experimental geometry eventually
changed. Besides, surrounding signal can systematically interfere with the studied nanostructure
making the phase retrieval specially challenging or even impossible (as the real space constraint
is not completely satisfied).

In order to completely isolate a nanowire, so that phase retrieval and therefore strain dis-
tribution determination within the object are possible, the sample of the experiment presented
hereafter was prepared using a SEM/FIB manipulator as explained earlier in this Section. The
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NW is glued vertically on a Cu pin commonly used for tomography measurements, as shown in
the SEM image (Fig. 3.20). In such a system, one is sure that the recorded intensity strictly
arises from the scattering NW. The nominal diameter of the core was 200 nm, whereas the shell
thickness was kept to 50 nm.

Figure 3.20: a) SEM image showing the preparation of the NW using a coupled Focused-Ion-
Beam/SEM manipulator. b) SEM image showing the studied NW once glued on the Cu tip.
The conical shape is evidenced, exhibiting a diameter difference of 220 nm between the top and
the bottom. The roughness of the shell and the Au catalyst (in the top of the wire) are also
visible.

The experiment was carried out at ID01 beamline at a working energy of 9 keV. Before start-
ing the experiment, it is very important to determine the center of rotation of the diffractometer
and bring the X-ray beam to this position in order to avoid shifts during the measurements,
meaning that the beam has to stay on the sample during the data acquisition. Whereas the posi-
tion of the center of rotation is important for all nanofocusing experiments in order to determine
the illuminated structure or region in a sample, it is crucial here since the low scattering signal
of the nanowire at different reflections may be highly time consuming and it can only be faster if
the exact position is known and it remains there with goniometer rotations. Indeed, if the crystal
is well aligned with the beam in the center of rotation, it will not move during data acquisition
and aligning successive Bragg reflections may require only fine alignments. The center of ro-
tation is generally estimated at ID01 using a Si reference sample which has a triangular shape
or with a tip as the one holding the NW. The alignment procedure is based on the visualisation
of the tip or one of the edges of the wedge using the microscope and a telescope (for rough
vertical alignments); two screens in the control cabin allow to see how the reference behaves
when one rotates the sample (θ, φ). Thus, the accuracy of the center of rotation is limited by the
tip diameter but also by the sphere of confusion of the diffractometer. Other strategies can be
used during the experiment to redefine the position - parameters such as temperature gradients
may cause drifts.

As the NW is a low-scattering object it is convenient to start the experiment by locating the
Cu tip and ensure that it is in the beam’s path. The followed strategy in the experiment consisted
in the use of the k-map technique159 on the holder at the 001 Cu Bragg reflection. The choice of
this Cu Bragg reflection is motivated by the proximity of the Bragg angle to the 111 Ge one’ s,
which is the NW known orientation. The real space map of the Cu tip is shown in Figure 3.21 b).
Then one can compare the tip’s profile with the SEM images (Fig. 3.21 a) and place the beam
in the expected location of the NW. As the wire stands perpendicular to the tip and the growth
direction is known (i.e. < 111 >), it is easier to start the experiment by looking for the 111
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Ge reflection as previously done in the experiment reported in Section 3.3.1. In this geometry,
only two axes of the diffractometer are needed to study the 111 reflection, i.e. θ = 12.178◦ and
δ = 24.346◦ at the working energy. Notice that misalignments can occur because of the FIB
manipulation or if for instance, the pin has not been fixed exactly parallel with the silver paste.
Therefore finding the NW can be time consuming depending on the tilt.

Figure 3.21: Comparison of the SEM image showing the position of the NW on the tip (a) and
the quicK map during the CDI experiment (b). The features of the tip allow to identify a lower
part of the tip where the NW is located. As the NW is barely visible, it has been circled in (a),
and the cross points the approximative expected position in b).

After a precise alignment at the 111 Bragg reflection of the NW, the three-dimensional (3D)
intensity has to be recorded. The use of a 2D detector makes possible to record the 2D frames at
a given θ angle, hence a 2D slice in reciprocal space with a resolution that mainly depends on the
distance between the sample and the detector. Here, with the detector placed at about 1.10 m
from the sample, the reciprocal space resolution in the detector plane is about δq = 2.28× 10−4

Å−1. But to record the 3D intensity, the sample has to be rotated to record subsequent 2D frames
at the consecutive θ angles178. In order to ensure oversampling and to be able to reconstruct the
object (meaning to retrieve the amplitude and the phase of the object using the phase retrieval
algorithms), the diffracted intensity has to be sampled with at least two points per fringe (see
Chapter 2). In the detector directions, the sampling ratio (σ = 2π

δqL , where L is the NW diameter)
is σ = 7.87, hence we get an oversampling higher than necessary. Then the step size in the
rocking curve and the angular range have to be carefully chosen to get enough resolution also in
the detector plane, the resolution in this direction being defined as δqω = 2π

dhkl
δω (where ω is the

Bragg angle). A step size of ∆ω = 0.002◦ is generally chosen. This yields again an oversampling
ratio larger than necessary (σ = 4.72). As proof of the oversampling criterium, the finite size
of the wire will induce fringes normal to the crystallographic directions of its facets, as already
observed in the previous Sections. By oversampling the diffraction pattern, the recovery of the
phase using the phase retrieval algorithms (see Chapter 2) is possible, as it will be explained in
the following.

In Figure 3.22 a), the integrated intensity along the three directions is shown. In the Qx−Qy
plane, the six streaks separated of about 60◦ are expected to arise from the 6 facets observed by
TEM (i.e. the cross-section of the core has an almost regular hexagonal shape). The thickness
fringes are very well defined proving that the oversampling condition has been satisfied during
the measurement. The symmetry of the Bragg peak characterises the strain-free core of the NW.
However, two intense spots close to the peak center (indicated by arrows in the Figure) whose

78



nature is unknown are also visible, and make think about another streak poorly defined. In the
Qz-direction the elongated peak is quite large, and seems to be “double" in this direction. No
signal was detected at the Si bulk position.

The second reflection subject to study was the 333 Ge. The studied planes are hence parallel
to the previous ones but as | ~Q| is larger, one is more sensitive to the atomic displacement uz. In
addition, it is an easy access reflection and redundancy in the data set is useful to increase the
reliability of the corresponding component of the atomic displacement. The larger length of the
scattering vector (or equivalently the larger scattering angle 2θBragg = 78.49◦) leads to a higher
sensitivity to defects and strain in the crystal. The 3D intensity distribution from the nanowire
around the Ge 333 Bragg reflection is shown in Figure 3.22 b) and, interestingly, similar features
to the ones observed around the 111 can be observed.

Then two more reflections were recorded: the 22̄0 and the 331. As the orientation of the
reciprocal lattice with respect to the diffractometer has been determined through the 111 reflec-
tion, and given that the NW is formed by 6 {112} facets, one can orientate the crystal in such a
way that the {220} planes diffract by rotating the sample around the z−axis (φ) and placing the
detector at the 2θBragg = 40.2868◦ in the horizontal direction (i.e., δ = 0◦, ν = 2θBragg). One
220 reflection will be found every 120◦. On the other hand, the 331 atomic planes are inclined
by an angle Φ with respect to the surface (α<111><331> = 22◦) so that this is an asymmetric
Bragg reflection. Therefore, the Bragg condition for these planes will be satisfied for angles of
incidence of either θBragg + Φ or θBragg − Φ.

Even if the measured reflections are coplanar, they allow to retrieve different components of
the strain tensor.

The RSMs around these reflections are displayed in Figure 3.22 c) and d) respectively. In
both RSMs the streaks modulated in intensity in the Qx−Qy plane are visible, and the symmetry
around the center of the peak is conserved. These features make us think about a low strained
crystal, supporting the previous deduction. The discontinuous streak, indicated by arrows, is ob-
served in all the reflections. Its nature is unknown but it is thought to arise from Ge misoriented
grains around the core due to the FIB preparation of the sample that would damage the sample.
They can also be due to the bending of the nanowire, as it will be discussed later. The symmetry
of the Bragg peak is only slightly broken in the 22̄0 Bragg peak, where a splitting of the peak in
the Qz direction can be observed. This double peak is probably a fingerprint of crystal defects in
the nanowire and it reminds notably the stacking faults in III-V NWs found by Favre-Nicolin et
al.107. It is worth to note that some reflections are more sensitive to defects than the others110.

From the measured diffraction patterns, the nanowire was reconstructed using the phasing
algorithms explained in Chapter 2. In the following I detail the procedure for the reconstruction
from the 111 Ge Bragg reflection. The recovery of the phase from every reflection is possible by
combining the algorithms in the same way or changing parameters such as the feedback, number
of iterations of a given algorithm or adjusting the support size.

The streaks in the measured diffraction pattern contain approximately 9 pixels per fringe (so
that the oversampling criteria is satisfied), and the finite support size can be chosen according
to this expected size. A support slightly larger that the wire speeds up the convergence of the
algorithm; here (for the 111 reflection) a rectangular prism of 44× 56× 120 pixels was chosen.
The size along the z direction can be estimated from the beam size.

Once the data are othonormalised, the input intensity of the algorithms needs some addi-
tional preparation, notably:

1. The intensity has to be cropped to a size array whose dimensions are 2n (n ∈ N for faster
computation of the Fast Fourier Transform package (see Chapter 2). For the 111 reflection,
the cropped array resulted to an array of 256× 512× 512 pixels.

2. The maximum of intensity, i.e the center of the Bragg peak, has to be centered in the
array for the Fourier Transform to function correctly. By doing this and applying the Fast
Fourier shift function, the zero frequency component is moved to the center of the array and
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Figure 3.22: RSMs around the a) 111, b) 333, c) 22̄0 and 331 Bragg reflections of a Ge/Si
core/shell NW.

the central pixels move to the edges. If this step is skipped, the asymmetry of the Bragg
peak will lead to a gradient in the reconstructed phase. However, subpixel resolution
cannot be achieved and it is sometimes necessary to remove a residual linear ramp after
reconstruction.

The as-prepared intensity array and the preliminary support are introduced in the algorithms
together with a mask to hide the detector cross and eventually hot pixels. Then 3 cycles of 50
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Error Reduction (ER) followed by 80 Hybrid Input-Output (HIO) algorithms are used before
applying 10 times the shrink wrap (SW) procedure (details of the algorithms can be found in
Chapter 2). This was repeated 110 times and with 10 different random seeds to get a curve as
the one shown in FIg. 3.23, where the number of remaining pixels in the support is displayed
as a function of the number of iterations. A convergence is observed for all the random guesses:
at about 40 iterations the number of pixels in the support decreases very slowly, meaning that
the suitable shape (hexagonal cross section shown in Fig. 3.23) has been found but consecutive
solutions are not physical. Therefore, the SW must be stopped.

Figure 3.23: a) Number of pixels contained in the support as a function of the iterations during
the SW procedure for 4 different initial random values. b) Evolution of the support through the
iterations. Note that the support is flat (only ones in the prism) but here the sum of the pixels
along the z − axis is represented.

Afterwards fourteen independent runs consisting of 30 cycles of 50 ER + 100 HIO were
performed. Each run had a different starting phase and they were performed for 5 different
supports. Then two criteria were used to select the good solution:

• The lowest metric error, i.e., the reconstructed amplitudes (Fourier transform of the re-
trieved object) that better match the experimental one. The metric error of the final solu-
tions are of the order of 10−2.

• The standard deviation of the modulus maps, i.e., the solutions whose density is more
homogeneous along the NW axis are selected. As one expects the diffraction signal to
come mostly from the Ge core and the Si contribution, if there is, must be very small, only
the core of the NW can be in principle reconstructed.

Once the solution is determined, the remaining phase ramp must be removed and the phase
must be corrected from the refraction effects, as it will be further explained in Chapter 4 (where
the influence is more important because of the bigger size of the particles). The resolution of
the reconstruction can be estimated from the decay of intensity in the detector as: 2π

∆qmax
, thus

resolution can be increased by longer exposure times while recording every frame in the rocking
curve. In the case studied here, this corresponds to a spatial resolution of 11 nm.

The 3D reconstruction of the Ge core of the NW is shown in Figure 3.24. The size of the
retrieved object is found to be 275 × 300 × 600 nm3 , with a voxel size of 7.3 × 5.4 × 5.3 nm3,
in agreement with previous estimations (nominal diameter 250 nm). Also the six facets, as
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observed in TEM studies, are evidenced. In Figure 3.24 b) and c) the measured amplitude and
the reconstructed one are shown for comparison, the metric error being around 2× 10−2.

Figure 3.24: a) View of the isosurfaces of the retrieved nanowire from the 111 Bragg reflection.
The support size is 275 × 300 × 600 nm3. b) Raw experimental amplitude. c) Reconstructed
amplitude from the retrieved object. d) Isocontour of the reconstructed density. e) Wrapped
slices of the retrieved phase at the center of the NW, as found by the algorithms.

Figure 3.24 d) shows a view of the reconstructed density represented as an iso-surface. The
density was observed not to be homogeneous over the crystal, which is one of the known and
intriguing problems of CDI. Density discontinuities have been sometimes attributed to a partial
coherence of the beam179,180, but it can also be due to the phase influence in the case of highly
strained objects181. Therefore the reliability of the solution is contained in the phase of the ob-
ject, which is much more accurate and encloses real information about the sample.
The retrieved phase (see Figure 3.24 e)) needs however some treatment, as some artifacts may
be introduced by the phasing algorithms. First, the refraction effects have to be corrected in
the case of larger objects (see Chapter 4), and second, the phase must be unwrapped. Phase
wraps are visible in the phase between the red and blue regions (which corresponds to a phase
of π and −π respectively). The wrapped phase is a common artifact introduced by any inver-
sion algorithm because they assume that the reconstructed phase is constrained to the interval
[−π, π]; the non physical 2π jumps have to be removed to get a continuous phase (see Figure
3.25). Recovering the original phase values is one of the most difficult steps in CDI data analysis,
specially in the three-dimensional case. As phase unwrapping is a problem found in many other
signal processing techniques, algorithms have been developed with this purpose (see for instance
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Refs.182,183 for the 1D, 2D and 3D case respectively).
Given the wrapped phase ψ = W (φ), where ψ is the wrapped phase and φ the real one, the basic
unwrapping process consists in calculating the phase difference (discrete gradient) between two
neighbouring pixels: |ψi − ψi−1| (where the subindex i labels a given pixel), and then add an
integer number of cycles of 2π to minimise the phase gradient. This is only true in the case
|ψi − ψi−1| < π, but as long as the Nyquist condition is satisfied the true continuous phase can
be in this way recovered, and the 2π jumps removed.

Nevertheless, the unwrapping problem is more complex in 2D and 3D because in these cases
the solution is path-dependent. The problem of wrapped phases can be addressed in many
elaborated ways and it is beyond the purpose of this thesis; details can be found in Reference184.
In the presented study, the problem was solved using the unwrapping function of the Skimage
package of Python185.

As mentioned in the data preparation Section, a third artifact that can appear is the phase
ramp due to a not well centered Bragg peak in the input array of the algorithm. Moreover, in
order to retrieve the 3D object, not only a single detector image is taken but a set of diffraction
patterns that are stacked to form the 3D Bragg peak. Therefore, the peak is centered looking
at the sum of intensity of the images, but the independent frames might be recorded at slightly
shifted positions during the experiment. In order to remove the phase gradient in the retrieved
object, one can center the Bragg peak using the center of mass of the Bragg peak |A(~q)|2.

Figure 3.25: Illustration of the 1D unwrapping problem. a) Original wrapped phase profile
presenting phase jumps. b) Continuous phase after unwrapping.

2D slices of the corrected phase are displayed in Figure 3.26 a), b) and c). Surprisingly the
phase is not homogeneous, it presents continuous variations that are more pronounced along the
length of the nanowire (z − direction). A plot of the phase values along this direction is shown
in Fig. 3.26 e): an average phase jump of ∆φ = 5.6 radians separates two parts in the NW. A
region that extends over almost 100 nm (in yellow) separates a constant zero-phase region from
a second one where the phase decreases linearly towards the top of the wire. The phase jump
corresponds to an atomic displacement ∆u111 = 2.911 Å along the projection of the scattering
vector Q111. This would explain the broad Bragg peak in the z − direction, ∆u111 being smaller
than one (111) lattice spacing of Ge. On the other hand, in the x − y plane the phase is mostly
homogeneous. Heterogeneities in this plane are mainly observed at the intersection with the yz
and xz-planes at the middle of the NW, where the phase jump is observed (see Fig. 3.26).
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Figure 3.26: 2D slices of the corrected phase at the center of the NW in the yz (a), xz (b) and
xy(c) planes. d) Plot of the phase as a function of the length showing the phase jump for several
cuts at y = 0, y = 70 and y = −70 nm.

The retrieved phase allows to calculate the strain within the crystal, which is shown in Figure
3.27. The almost flat phase of the x − y planes yields to a relatively unstrained nanowire in
its cross section direction. The higher and smaller phase values observed previously along the
length can be identified in the strain maps at different z values.
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Figure 3.27: Isosurfaces of the calculated strain from the 111 reflection.

Fig. 3.24 d) shows the reconstructed density as an isosurface. Because of the maximum
value of the phase, much greater than π/2, the amplitude is not well reconstructed and effects
of the phase can be observed in the retrieved density181. Still, strong variations in the standard
deviation of the modulus map were observed for different solutions, while all of them had similar
metric errors. The homogeneity along the wire, except in the jump phase region, is thus a reliable
criteria to determine the solution.

To justify that the phase is the real one despite the non physical amplitude and be sure that
the phase jump is not an artifact from the unwrapping algorithm, the diffraction pattern of a
Ge/Si core/shell NW with a phase jump of 5 radians in the middle was simulated (see Fig. 3.28)
and compared with the one from a non defective NW (i.e., one with a flat phase all along the
wire). The simulated diffraction patterns are identical in the Qx − Qy plane, but the Bragg
peak is broader in the Qz direction, as evidenced in the plot along this direction (Fig. 3.28e)).
The introduced phase of 5 radians in a small region of 24 nm in the NW yield an increase
of the FWHM of ∼ 68%. To go further and evidence the effect in the RSMs, the phase shift
was extended to a bigger region of 560 nm (for a total length of 2 µm): in this case the same
influence is obvious in the diffraction pattern, illustrated in Fig. 3.29 a). The peak is much
broader whereas the centrosymmetry of the peak is conserved and there is still no evidence of
strain in the cross-section. Finally, the case of a stacking fault (SF) in the middle of the NW was
simulated. It is known that in presence of a stacking fault at this position, a jump phase of 2π/3
is introduced110,181. A splitting of the Bragg peak is visible in the calculated diffraction pattern,
in agreement with studies of SF in NWs reported in literature83.
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Figure 3.28: a) Sum of the density along the x−axis of an hexagonal core/shell NW. b) Illus-
tration of the zone of the NW where a 5 radians phase shift was inserted. c) and d) Simulated
diffraction patterns corresponding to the objects in a) and b) respectively. The colorbar cor-
responds to the logarithmic intensity. e) Intensity profiles along the Qz direction, showing the
effect of the insertion in the width of the Bragg peak.

Figure 3.29: Simulation of the diffraction patterns of a core/shell NW with a phase shift of 5
radians in a larger region (a) and of one with a stacking fault in the middle (b).

The studied NW was reconstructed for each reflection yielding a reproducible hexagonal
cross-section of smaller diameter, meaning that measurements have been done in the upper part
of the NW. The unwrapped phases for each reflection are shown in Fig. 3.30, together with 3D
views of the calculated strain. The 2D slices are taken close to the center of the NW. The 333
and 331 reflections (Fig. 3.30 a)) yield reconstructed heterogeneous phase. In the case of the
333, there are different regions separated by phase jumps similarly to the results from the 111
reflection. A low amount of residual tensile strain localised at the edges and different positions
along the z−direction is observed for both reflections.

The reconstructed phase from the 22̄0 Bragg reflection yields a phase jump of ∆φ = 5.3
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radians at the position indicated by the arrows and heterogeneities notably along the length; the
reconstructed NW exhibits strong tensile strain (εxx > 0.005) that extend along the y−direction.

Figure 3.30: Phase maps cutting through the crystal at the middle of the reconstructed NW
from the a) 333, b) 22̄0 and c) 331 Ge Bragg reflections.

Therefore, the Ge NW seems to be strained mostly in the z−direction, maybe due to the
conical shape or defects introduced by the FIB treatment to prepare the samples. Neither in the
diffraction patterns nor in the retrieved objects there is clear signature of the Si shell, which
should induce strain at the edges of the wire. As the Si was observed to be fully relaxed at its
bulk lattice parameter for this core diameter in Section 3.3.1, the Si shell is probably too thin
to be observed in the diffraction patterns or perhaps, since it is fully relaxed, the shell might
not contribute at all to the recorded signal at the Ge position. Another possibility could be
polycrystalline shell as observed for other samples (Section 3.1).

3.3.3 Discussion

In this Section the strain field in core/shell single NWs at room temperature has been investi-
gated, first in the as-grown sample and then after manipulation for CDI experiments. The main
results concern the strain in the Ge core: it is found to be relaxed at its bulk lattice parame-
ter along the wire direction, and this, for any diameter. If the NWs are isolated, whether by
scratching the original sample or using a nanomanipulator, the strain within the Ge core can be
determined. However, it is important to know if a single NW is representative of the ensemble,
as physical properties of nanostructures may vary depending on the morphology or strain states
of single objects and many applications need assemblies of wires. Therefore the first result from
CDI experiments is the homogeneity of the NWs in terms of shape and strain when the NWs are
grown in the same conditions, as the diffraction patterns are similar. The homogeneity of the
wires is also useful to extract information of single structures using other techniques, such as
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chemical composition or, in the case presented here, get information about the shell. Apart from
the partial epitaxy found for the NWs of 100 nm core (nominal size), TEM allowed to study the
in plane strain of the nanowires by means of GPA. This analysis showed a relaxed core and a re-
laxed shell, with respect to Ge and Si bulk respectively, but with an ordered interface presenting
certain periodicity.

From the samples studied as-grown in a first stage, a single NW from the thickest one (nom-
inally 200 nm diameter core and 50 nm diameter shell) was prepared to retrieve as many com-
ponents as possible of the strain tensor during one beamtime. Four Bragg peak reflections were
successfully recorded, then the strain components εxx, εyy and εzz were calculated using the
phase retrieval algorithms. The main challenge of the phase retrieval is to find the good support,
meaning the shape that corresponds to the real morphology of the NW - or the core of the NW.
The shrink wrap algorithm may drive wrong solutions since features in the diffraction patterns
such as the “spotty" signal found in every reflection can be retrieved as additional facets in the
resulting object. This spotty streak is thought to arise from other parts of the NW illuminated by
the wings of the beam, but it could be also due to the preparation process.
The solutions of 3D phase retrieval could be not accurate as the NWs are known to be tapered
and the phasing algorithms assume homogeneity along the z−direction. It is in this direction
that a jump phase is found, the phase being quite homogeneous in the cross-section direction.
The presence of defects is supported by the asymmetry of the diffraction patterns and the split-
ting of the Bragg peak of the 22̄0 reflection, but the origin is unknown. If the preparation of
the wire is not responsible of the defect(s) yielding the jump phase, then it could be an intrinsic
defect related to the thick diameter of the wire.

Phase retrieval reconstructions have two difficulties in the case of the Ge/Si core shell NWs,
which are related to the lack of knowledge about the interface. To distinguish the CDI signature
of the wires on the diffraction patterns, more experiments in the same and similar conditions
should be performed (e.g., deposition of the wires on different kinds of membranes or use the
manipulator to prepare much longer wires to avoid measuring the damaged part of the wire).
Additional measurements to get information about the interface would lead the understanding
of the structures: misfit dislocations, 3D islands at the interface, or small compositional gradients
may lead the observed strain.

The observed strain in the shell of the as-grown nanowires could not be related to the epitaxy
(or partial epitaxy) of the shell, since the core is not compressed. The residual measured strain
in the shell is therefore not really understood, as the shell is not observed during the study of
individual wires. Thicker shells could help in this sens, to increase the scattering volume. This
strain could be the impact of temperature changes during the growth, given the difference of
coefficients of thermal expansion between Si (αSi = 2.6 × 10−6 K−1) and Ge (αSi = 6.1 × 10−6

K−1).
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3.4 Intermixing in single core/shell nanowires

In this Section I report two in situ annealing experiments performed on Si/Ge NWs, one by means
of CDI and the other one using TEM (Subsections 3.4.1 and 3.4.2 respectively). The motivation
of the annealing experiments raises from the technological importance of understanding the Si-
Ge interdiffusion behaviors and build accurate Si-Ge interdiffusivity models. By combination
of CDI and electron tomography the complete mechanism of interdiffusion can be understood:
strain evolution and composition at atomic resolution of core/shell NWs can be determined
under high temperature. TEM allows to resolve local composition and directly visualise the
diffusion process at the interface between the materials forming the core and the shell, whereas
CDI may answer fundamental questions such as the relationship between strain and diffusion.

3.4.1 Influence of the temperature in the strain field of single NWs

The CDI experiment was performed at the ID01 beamline at a working energy of 8 keV. The
furnace described in Chapter 2 was installed on the hexapod, so that the temperature could be
monitored from the experimental hutch and it was possible to work under a vacuum of the order
of 10−2. The study was performed on a core/shell NW from one of the samples characterised
in Sections 3.3.1 and 3.3.2.1. Preparation of the sample using a FIB manipulator was carried
out at the Institut Lumière Matière (Lyon, France) using a similar design of the tomography
pin as the previous one (i.e., similar dimensions and shape), the main difference laying in the
material of the tip. Cu diffuses at high temperature so that a holder made of this material would
influence the measurements and blur conclusions about diffusion in the NW itself. Hence, nano-
tomography tips were fabricated in stainless steel to glue isolated wires. The glued NW was
picked up from Sample 2 as denoted in Section 3.3.1, i.e., NWs with a nominal core diameter of
100 nm and a shell thickness of 50 nm. A SEM image of the prepared nanowire can be seen in
Fig. 3.31, from which the actual diameter is estimated to be 250 nm, and the length of about 7
µm.

Figure 3.31: SEM image of the NW prepared using a FIB micro-manipulator. A large amount
of carbon surrounds the bottom of the wire, which was used to glue the NW on the tomography
tip.

The flexibility of the set-up being good enough to work in high-angle diffraction geometry,
the strategy to locate and measure the NW once in the beamline was the same than the one
explained in Subsection 3.3.2.2, looking at the 111 Ge Bragg reflection of the NW. However, as
this time the tip was not of Cu, the comparison between the k-maps159 cartographies and the
SEM images to localise the wire was done from measurements in forward scattering instead of
in diffraction conditions.

The detector was placed at 1 m from the sample, yielding a reciprocal space resolution of
about δq = 2.23×10−4 Å−1. Rocking curves were performed around the 111 Ge Bragg reflection
with a step size of ∆θ = 0.005◦ over a range of 1.6◦, which is enough to get an oversampled
diffraction pattern as evidenced by the fringes visible in the recorded intensity maps. The latter
are displayed in Fig. 3.32 a). The centrosymmetry of the diffraction patterns may correspond to
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a free or weakly strained NW, except for some parasitic spots in the Qx−Qy plane. The thickness
fringes allow to estimate the diameter of the NW to 221 nm.

From the diffusivity values and considerations of Chapter 1 for bulk crystals, Si diffuses in
Ge faster than Ge in Si. At 650◦C, with the tabulated values, the diffusion coefficient of Si in
Ge is D = 3.53 × 10−17cm2/s. Staying at this temperature for one hour, the mean diffusion
length d =

√
D∆t is estimated to 3.6 nm (where ∆t = 1 hour). Thus, this could be already

significant e.g. for a shell of 10 nm as the one of the wire studied here, according to the general
TEM measurements performed on this sample (Subsection 3.3.2.1). In addition, the presence of
defects in the wire may speed up the diffusion.
For technical reasons the NW was only heated up to 450◦C (temperature read by the thermocou-
ple). The increase of temperature was done in steps of 100◦C. The recorded diffraction patterns
at 91◦ C, 253◦ C and at room temperature (RT) after reaching the 450◦C are shown in Fig. 3.32
b), c) and d) respectively. The NW was observed to be unstable at high temperature and record-
ing high quality measurements was difficult because of residual contamination of the Be dome
of the furnace - some grains in the dome diffracted disturbing the NW signal. These observa-
tions were verified by rotating the dome and by comparison of the diffraction patterns at room
temperature with the dome and without it. In addition, a spotty signal is superposed to one of
the streaks at these temperatures, making difficult the phase retrieval treatment. At the final
stage, i.e. at room temperature after being heated (Fig. 3.32 d)), the peak has slightly lost the
symmetry but a priori there are no strong changes in shape or strain.

Figure 3.32: Coherent X-ray diffraction measurements around the 111 Ge Bragg reflection of a
single core/shell Ge/Si NW at RT (a), 91 ◦ C (b), 253 ◦ C (c) and after cooling down, at 24 ◦

C (d).

3D reciprocal space maps were recorded at different positions of the NW at RT before and
after heating (see Figs. 3.33 a) and b)). Some differences can be observed in the recorded
diffraction patterns depending on the positions of the X-ray beam, meaning that there may be
different local strain states in the NW; note e.g. the centrosymmetry differences and the remark-
able extension of an additional streak, pointed out by the red arrows in Figs. 3.33b) i) and ii).
From these measurements and taking advantage of the fact that the beam size is smaller than the
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length of the NW, it is possible to calculate the average strain information along the wire with
respect to a fixed position (e.g. the top or the bottom of the NW) as previously done in Section
3.3.1, using the Formula 3.10. In addition, if one defines the orientation of the atomic planes at
this reference position (top/bottom) as “normal orientation", the angular deviation at the other
positions along the length of the wire with respect to this reference can be extracted. The differ-
ence in tilt of the crystallographic planes α, usually referred as lattice tilt, can be determined as
follows:

α = arccos

 ~Q0 · ~Q1∥∥∥ ~Q0

∥∥∥∥∥∥ ~Q1

∥∥∥
 (3.11)

where ~Q0 and ~Q1 are the scattering vectors at the reference and investigated position respec-
tively. Taking the reference at the higher position indicated by the crosses along the NW in the
real space map of Fig. 3.33 a), where z = 0, the average strain and tilt at several positions along
the NW have been plotted in Figure 3.33. In Figs. 3.33 c) and d), i.e. before and after annealing,
an increase of the tilt is observed along the NW. The lattice tilt, of about 0.4◦ over 4 µm in the
beginning, is much higher after cooling down, becoming as high as 2.1◦ over 4 µm. The maximal
strain along the wire has increased as well, of about |∆εzz| ∼ 0.03%, maybe because of the NW
bending.

Figure 3.33: a) 2D real-space map (step of 0.8 µm) of the integrated intensity at different
incident angles with respect to the 111 Ge Bragg reflection. The crosses along the NW indicate
the positions where the rocking curves used to calculate the tilt and strain at RT before heating
were performed. b) Sum of the 3D recorded raw intensity at the higher and lower positions along
the wire (labelled i) and ii) in a)) with the Be dome. c) Out-of-plane strain and d) lattice tilt
as a function of position of the beam on the NW at RT before and after annealing the sample.
The reference is taken at the top of the NW, where z = 0 has been defined by convenience.

A SEM image of the NW after the X-ray experiment is shown in Fig. 3.34. In this image it
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is clearly observed that the NW is bent and some carbon seems to be sticked upper in the wire
because of the annealing.

The parasitic signal appearing in all diffraction patterns (Fig. 3.32) could arise from diffrac-
tion from parts of the wire illuminated by the wings of the beam, as it was already suspected
from the measurements at room temperature. Moreover, looking at the evolution of the diffrac-
tion patterns and the lattice tilt evolution, one may conclude that the more important the tilt
becomes, the more the parasitic signal interferes with the streaked Bragg peak. As a matter
of fact, this strong interference makes extremely difficult the inversion of the diffraction pat-
terns recorded during and after annealing the sample. In order to understand if the asymmetry
observed in the final diffraction pattern (Fig. 3.32 d)) is due to the tilt, instabilities or to the
temperature (which would influence morphology or strain), environmental TEM is helpful. In
particular, electron tomography would allow to access chemical composition at high temperature
and determine the evolution of the interface during the annealing process.

Figure 3.34: SEM image of the NW after annealing during the CDI experiment. It can be
observed that the NW is bent, as well as carbon clusters on the surface (some of them are
pointed out by the red arrows).
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3.4.2 Influence of the temperature in the morphology and composition
of single NWs

Studying the composition of core/shell NWs with high resolution is possible by electron tomog-
raphy. The experiment was performed at the CLYM platform in Lyon, which proposes the access
to FIB and is fully equipped for conventional TEM and/or STEM tomography in a TITAN micro-
scope (FEI TITAN 300 keV). This instrument presents the great advantage to be environmental
and equipped with heating holders that allow to perform preliminary annealing experiments up
to 1300◦C to observe intermixing and melting. The heating holder from DENSsolutions R© con-
sists of a nano-chip metal heater encapsulated between a Silicon Nitride support film (20 nm
thick) (Fig. 3.35). The temperature ranges between room temperature and 1300◦C. A closed-
loop temperature feedback system offers a major advantage for image stability, temperature
response times and reliability.

Figure 3.35: (a) Nano-chip sample carrier for temperature accuracy and sample stability. (b)
Core of the nano-chip.

3.4.2.1 Measurements at room temperature

Given the thickness limitations of TEM and because high-resolution is desirable to observe the
interdiffusion at the interface, new samples (i.e., NWs with smaller diameters than the ones
studied by CDI) were prepared to perform the experiment. The preparation of the NWs for the
experiment consisted in transfering them from their native substrate to one of the membranes
(see Fig. 3.35) through an ultrasonic bath as explained in Subsection 3.3.2. By chance, some
of the NWs laid quasi-parallel to the rotation axis for tomography. A plasma cleaner was used
to remove the carbon contamination from the samples. Typical high resolution and high angle
annular dark field (HAADF) measurements at RT are shown in Figs. 3.36 a) and b). These
measurements allow to estimate the shell thickness to 22 nm and the core diameter to 100 nm,
meaning a core significantly larger than the nominal one but a much smaller shell (a gold colloid
of 50 nm was used, and a shell of 40 nm was expected). Figure 3.36(b) shows a TEM image
of a nanowire whose core has possibly two different crystallographic orientations, which are
indicated by the numbers 1 and 2. This may be caused by a defect inside the core of the nanowire.
Interestingly, most of the HAADF measurements of the nanowires exhibit Moiré fringes, as can
be observed in Fig. 3.36 c). Moiré fringes are artifacts in TEM images generally caused by
the superposition of crystals with different lattice parameters, but sometimes very difficult to
interpret owing to the nature of the images (which are actually 2D projections of the sample,
so that many atomic layers can be superposed in a single projection). The observed Moiré-like
patterns have several possible origins:

1. Changes of thickness or composition, since the contrast in HAADF STEM depends on the
atomic number Z. In this way, for instance, heavy elements (e.g. gold) can be easily
distinguished from lighter ones (e.g. silicon or germanium).
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2. As a consequence of the tilt of one of the lattices that overlay at the same position or if for
example, different grains due to crystallographic defects superpose in the image.

3. As a result of different lattice constants that overlap. Moiré fringes have been observed in
literature in core/shell nanostructures on the positions where the crystal lattices from the
two materials (the one from the core and the one from the shell) overlap186,187,188. The
spacing of the Moiré fringes allows to determine the relaxation mechanisms of the misfit
strain186 and map stress effects187.

The 3D tomographic mapping should explain the origin of these Moiré fringes: either ori-
entation or lattice parameter differences, composition or thickness variations may explain the
artifacts. Data analysis is in progress.

Figure 3.36: (a-b) TEM and (c) HAADF measurements of one of the NWs deposited on the
Silicon Nitride membrane for in situ experiments. In (c) a Moiré-like pattern along the NW is
observed.

Before starting the annealing experiment, two-dimensional EDX spectra were acquired on a
single NW (see Fig. 3.37) to confirm the Ge-Si core-shell geometry. As expected and in agree-
ment with previous EDX analysis on similar samples, the germanium was detected only in the
core of the wire (Fig. 3.37 b)) but surprisingly, also gold was detected, possibly in the core region
(see Fig. 3.37(d)). As explained in Chapter 1 and in the Introduction of this Chapter (Section
3.1), a gold catalyst is used to grow the Ge NWs as a first step in the core/shell growth process,
which may induce gold diffusion on the sidewalls of the Ge core during the growth. In order
to block this phenomena and avoid the tapering of the wire as a consequence of the constant
loss of catalyst material, all the samples studied in this manuscript were grown with the addition
of HCl. HCl etching inhibits in principle gold surface diffusion189,190 but the one-dimensional
EDX profiles of Ge, Si and Au shown in Figs. 3.37 a)-c) evidence remaining catalyst residues.
As it will be discussed hereafter, the presence of gold atoms in the NW volume is an important
factor to take into account when studying interdiffusion in Si or Ge structures, since it is a strong
contaminant able to diffuse through the NW and it might contaminate the entire structure in few
minutes.

3.4.2.2 In situ annealing experiments

The intermixing study becomes therefore more complex since not only Si in Ge and Ge in Si
diffusivities must be considered, but also the Au one (in both Si and Ge). In addition, Au diffu-
sivity is expected to be much more important than the Si or Ge ones, according to the tabulated
values presented in Chapter 1, so that Au diffusion in the Si shell can be quite important at
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temperatures above 700◦C (see Table 1.3.). Interdiffusion between the three materials may lead
crucial problems regarding devices applications, since the abruptness of the band offset at the
Si-Ge interface would be likely influenced.
The diffusion coefficient of Ge in Si is lower than 10−18 cm2 s−1 whereas the one of Si in Ge is in
the order of 10−15 to 10−16 cm2 s−1 at 700 ◦C43,191,192. At this temperature, the diffusion of Ge
atoms into Si is virtually zero, whereas Si atoms can diffuse in Ge as far as 10 nm at in 15 min.
At 850◦C, the diffusivity for Si in Ge is then 5×10−14, meaning that Si atoms can diffuse as far
as 300 nm in 15 min at this temperature a. These estimations indicate that the intermixing prob-
lem of Si and Ge has to be studied at temperatures above 600◦C. Therefore time-resolved in situ
STEM-EDX was performed in a larger range of temperatures with respect to CDI experiments:
TEM measurements were performed from 20◦C to 1200◦C to probe diffusion in the Ge-Si core
shell nanowires.

  

a: 20°C b: 800°C 
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Figure 3.37: One dimensional EDX profiles (c) at 20◦C (a) and 800◦C (b) on two different parts
of the same nanowire (a-b).

Figure 3.38 displays STEM images of a Ge-Si core-shell nanowire as a function of temper-
ature and annealing time. It appears that no significant changes like interdiffusion signature
occur until 900◦C. A sharp core-shell interface is still observed at 900◦C and after 45 minutes of
annealing. A one-dimensional EDX profile was performed at 800◦C and is shown in Fig. 3.37,
which demonstrates that no intermixing occurs up to this temperature. Curiously, even Au atoms
are not observed to diffuse - the Au EDX profiles at 20◦C and 800◦C are similar (Fig. 3.37). At
800◦C, the diffusion coefficient of Au in bulk Ge is ∼ 2× 10−13 m2/s193, meaning that Au atoms
diffuse, as far as 2 µm in 1 second at this temperature.

Changes happen from 1200◦C as observed in Figs. 3.39 (a-b). Table 3.4 indicates the melting
aThese values are in agreement with the ones calculated from the prefactor and the activation energy values

given in Chapter 1.
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Figure 3.38: STEM imaging of a Ge-Si core-shell nanowire as a function of temperature and
annealing time. A black dashed and green full lines are guide for the eyes and indicate the
core-shell and shell-air interfaces, respectively. The dashed lines inside the Ge core highlight
some fringes on the Moiré pattern. One pixel corresponds to 0.178 nm.

point of the different elements: 1200◦C is then higher than the melting point of Ge and Au. The
STEM image shows that Ge becomes liquid and its diffusion starts at 1200◦C. The solid/liquid
interfaces can be clearly observed in Figs. 3.39 (a-b) due to the contrast difference. The melting
temperature was identified by the loss of the diffraction pattern in the parts of the NW separated
by dark regions (indicated by the arrows in the Figure). The melting process was observed to
take place at different times depending on the location of the NWs on the membrane, probably
due to the temperature gradient of the sample holder. In the same way, diffusion of Ge in NWs
laying directly on the membrane took place before than in the ones superposed forming clusters
of wires. Interestingly, the diffusion process led to the formation of Si (or possibly SiC) nanotubes
by Ge or Au-Ge diffusion. Indeed, as observed in Fig. 3.40, only Si and C atoms remained to
form a nanotube. Some traces of Ge, O and Au were weakly observed at the final stage of the
wire (see Figs. 3.40 and 3.41). The carbon shell around the NW is probably due to the long
exposure of the wire to the electron beam, the thickness of which has maybe increased with
temperature194.
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Figure 3.39: a) TEM micrograph of the NW at 1200◦C showing the position at which the EDX
profile in b) was performed. b) One dimensional EDX profile at RT after the annealing of the
wire at 1200◦C, at the position indicated by the black line in a).

Table 3.4: Melting points of the elements involved in the study

Element Melting point (◦C)
Ge 938.2
Si 1414
Au 1064

Figure 3.40: STEM imaging of a Ge-Si core-shell nanowire at 1200◦C (a) and after 1 min of
annealing at 1200◦C (b).

3.4.2.3 Discussion

There are several results from the in situ TEM study that it is worth to highlight and relate with
intermixing studies reported in literature by means of electron microscopy.
Firstly, the absence of gold diffusion towards either the core or the shell of the NW has been
observed, contrary to which should happen at the bulk scale. Our results are in agreement with
the detailed study of Holmberg52 about gold diffusion from the catalyst towards pure Si and
Ge NWs. In his works, Holmberg showed that Au atoms diffuse in Ge NWs extremely slowly
whereas no gold atoms from the catalyst were observed to diffuse in Silicon NWs. Only when a
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Figure 3.41: Elemental mapping of a single nanowire 1200◦C. (a) The region mapped during
EDX is shown by a white square. Ge (b), Au (c) and Si (d) elemental mapping. The dashed
white lines are guide for the eyes and indicate the total size of the nanotube.

large source of gold was in contact with Si NWs interdiffusion was observed, being in this case
1-2 orders of magnitude faster than in bulk. In this case diffusion of Au atoms in Si would be
mediated by interstitial impuritiesb. Hence, according to these findings, the remaining atoms of
Au in the Ge core (likely located at the surface) would not diffuse far enough to be visible, if
they actually do.

The other interesting result is the total absence of intermixing between the core and the shell
and the melting of Ge yielding SiC tubes. The melting temperature of Ge wires was studied
through in situ TEM by Wu and co-workers195. These authors studied Ge NWs encapsulated
within carbon nanotubes and interestingly found a size-dependent melting temperature, with a
considerable melting point reduction with respect to bulk for thinner wires. In their investiga-
tions, they found that 55 nm diameter wires started to melt at 650◦C and fully melted at 848◦C.
The melting point reduction gets more important as the diameter decreases: a 25 % reduction is
found for NWs of 30 nm diameter. In the experiment reported here the whole wire melts when
the temperature at the membrane where the wires lay is 1200◦C. It makes sense to think that
this is not the melting temperature of the Ge cores, because of the temperature gradient over the
membrane, but also because the Ge core is not directly in contact with the membrane because
of the relatively thick Si shell (i.e., comparing to theirs). Other than the melting temperature,
which is not exactly known, the melting process is not gradual in the case of Ge/Si core shell
nanowires since the Ge did not start to melt at lower temperatures than the mentioned one.
A possible explanation is that the Si-shell slows down the formation of the Si-C nanotubes, or
maybe it is due to the length of the wires. Indeed, Wu et Yang195 mentioned that larger lengths
leaded to melting temperatures closer to the bulk’s one, despite this is not further discussed in
their reported work and their investigations concerns lengths up to 1 µm.

The complete absence of intermixing between Si and Ge is still intriguing, as Si and Ge are
known to be miscible. A possible explanation would be the presence of a passivation layer of
SiO2 layer between the core and the shell, but after the EDX profiles (Fig. 3.39), the presence
of O2 is not significant. Another possible barrier could be the HCl used during the growth (see
Section 3.1). In this case, Cl atoms would stay at the interface and inhibit diffusion. Answering
this question is the purpose of next Section.

bNote that for many applications, the properties and composition of semiconductor nanowires are modified by
adding impurities
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3.4.3 Correlating strain and diffusion

The goal of this Section is to investigate the reason why Si and Ge forming the shell and the core
of the nanowires do not intermix. As stated before, HCl could be the responsible of the inhibition
of interdiffusion between these materials. HCl is used during growth to reduce tapering, get
smooth facets and inhibit gold migration to the NW surface164,170,196 (see Section 3.1).

Two samples were prepared in the same conditions than the previous ones, meaning Ge/Si
core/shell NWs on a Ge(111) substrate, with the only difference that HCl was not used during
the growth. Au colloids of 100 nm were employed, and a 10 nm shell was deposited in situ just
after Ge NWs of about 2 µm were grown. Then one of the samples was annealed at 700◦C. SEM
images of both samples are shown in Fig. 3.42. Gold clusters are in particular visible in Fig.
3.42, on the Si surface. The tapering effect is evidenced in these images, e.g., the centered NW
imaged in Fig. 3.42 b) exhibits a diameter difference of about 170 nm between the top and the
bottom.

Figure 3.42: a) SEM image of an assembly of NWs grown on a (111)Ge substrate without HCl.
b) Sample grown in the same conditions than a), with subsequent annealing at 700◦C during 1
hour.

The samples were then measured “as grown" at the ID01 beamline, at a working energy
of 8 keV and following the procedure described in Section 3.3.1. The recorded 111 Ge Bragg
reflection of one NW from the first sample as-grown is shown in Fig. 3.43 a), which is comparable
to the RSM analysed in Section 3.3.1. The analogous RSM of a NW from the sample annealed
at 700◦ is displayed in Fig. 3.43 b). Before annealing, the elongated signal of the Ge core is
observed around the Ge bulk position | ~Q111|Ge = 1.923 Å−1, and the 111 Si reflection from the
shell is positioned at the Si bulk one, | ~Q111|Si = 2.004 Å−1. After annealing, the signal remains
at the same position within an incertitude in the position lower than ∆Q111 < 0.001 Å−1 owing
to the fitting and small fluctuations during the measurements. Indeed, no signal is observed in
between these peaks. Hence, Si and Ge have not interdiffused on the annealed sample and HCl
would not be the responsible of the absence of intermixing between Si and Ge. Or maybe higher
temperatures are needed to promote the intermixing.

Still looking for the reason of interdiffusion lack, two more samples were measured, consist-
ing of samples grown in exactly the same conditions (i.e., same growth temperature, pressure,
gold colloid size and in abscence of HCl) but using a (111)Si substrate. Such a choice of sub-
strate complicate the CDI experiment because NWs are not oriented, as it can be observed in Fig.
3.44, but finding vertical NWs is possible using the k-map technique159.
Measurements on single wires were performed around the 111 Ge Bragg reflection of core/shell
NWs as grown, then on annealed NWs. The recorded RSMs are displayed in Fig. 3.45; they are
comparable to the ones grown on the Ge substrate (Fig. 3.43). The CTR is now visible in the
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Figure 3.43: Qy−Qz RSMs of single NWs grown on a (111)Ge substrate without HCl, as grown
(a) and after annealing at 700◦C. Dashed lines at the Ge and Si bulk position are guidelines
to compare the diffracting signals before and after annealing. The colorbar corresponds to the
logarithmic intensity.

upper part of the detector, superposed to the Si shell as expected given the substrate orientation.
Besides the Bragg peaks of Si and Ge from the NWs, alloyed structures are diffracting in between
(Qz = 1.94 Å−1); these structures (clusters or maybe islands) are visible in the SEM image (Fig.
3.44. It is worth to note that, on the substrate, there is a much larger number of clusters than in
the case of growth performed on Ge.

Figure 3.44: a) SEM image of an assembly of NWs grown on a (111)Si substrate without HCl.

In the RSM of the as grown sample, (Fig. 3.45 a)), core and shell diffract at the Ge and Si
bulk positions respectively, meaning that the substrate does not influence the coherence at the
interface of the wires. The same result is obtained after the RSM from the annealed sample (Fig.
3.45 b)). Nevertheless, interdiffusion has occurred in the alloyed islands. The composition of
these nanostructures is likely different from the one of the NWs, as it could be their interface,
because they are formed in absence of gold.
Another interesting fact from the experimental results rises from the faceting of the NWs core; a
2D cut in the Qx −Qy plane elucidates a refaceting after the annealing. This is shown in Figure
3.46: a rounded Bragg peak becomes streaked after the annealing at 700◦C. The mentioned
behavior was observed for several wires over the samples. The shape change does not happen in
the NWs grown on the Ge substrate, that exhibit an hexagonal shape from the growth and keep
this morphology through the annealing.

The explanation for the absence of intermixing between Ge and Si shell is possibly not the
use of HCl during the growth but it could be related to the strain relaxation of the core and the
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Figure 3.45: Qy −Qz RSMs of single NWs grown on a (111)Si substrate without HCl, as grown
(a) and after annealing at 700◦C. Dashed lines at the Ge and Si bulk position are guidelines to
compare the diffracting signals before and after annealing. Alloyed islands on the substrate have
interdiffused. The colorbar corresponds to the logarithmic intensity.

Figure 3.46: Qx −Qy RSMs of single NWs grown on a (111)Si substrate without HCl, as grown
(a) and after annealing at 700◦C during 1 hour. A change of faceting is evidenced due to the
annealing. The colorbar corresponds to the logarithmic intensity.

shell. Diffusion in Si (or Ge) of Ge (or Si) occurs by interstitially or vacancy mechanisms. The
presence of strain, arising from the core/shell interface, alters the equilibrium concentration of
intrinsic defects at high temperatures and yield the enhancement of interdiffusion in the case
of strained heterostructures197. It is possible that, in absence of strain and misfit defects, these
equilibrium concentrations may be preserved, thus inhibiting diffusion. Further investigations
are nevertheless needed to understand this behavior, notably a complete characterisation of the
interface since misfit defects are suspected. The amount of gold and its distribution over the wire
might also influence the intermixing between Si and Ge.

On the other hand, the choice of the substrate does not modify neither the coherence at
the interface nor the chemical intermixing between the core and the shell. However, shape
differences were observed: the substrate orientation governs the epitaxy of the Ge NWs to the
single-crystal substrate198 and strongly influences the nucleation and initial stages of growth199.
As a matter of fact, NWs grown on the Ge substrate are more tapered than the ones on the Si one.
This is still proved by the larger length of the latter ones (see Figs. 3.42 and 3.44). The different
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radial growth speeds owing to the tapering may explain the shape variations of the Ge cores
rising from the homoepitaxy/heteroepitaxy to the substrate196. The evolution of the Ge NWs
towards an hexagonal shape is not understood so far and further investigations are necessary.

3.5 Conclusions

In this chapter single core/shell Ge/Si NWs from different samples have been characterised. A
theoretical model was first employed to understand the epitaxial strain induced in the NWs by
the large mismatch between the core and the shell lattice parameters. Diffraction patterns in the
case of coherent and incoherent interfaces were simulated, for a better comprehension of the
X-ray experiments results.
The first analysis on this system resulted in a relaxed Ge-core and a very little strained Si-shell
in the axial direction of the NW. The tensile strain of the shell with respect to the Si bulk lattice
parameter was shown to vary with the core diameter, but not to follow the theoretical predictions
within the elastic epitaxial model, perhaps because of misfit dislocations at the Ge-Si interface.
The in-plane strain was investigated by means of GPA: core and shell were shown relaxed in
the radial direction as well. High resolution measurements showed however a partial epitaxy
between the core and the shell, the later being rough and containing defects though.

The investigation of strain in the NWs was then focused on the Ge cores. For this, individ-
ual wires were prepared to perform Bragg CDI measurements and carry out phase retrieval. In
particular, a NW with 200 nm core was found to present strained regions along its length; re-
constructions were performed from RSMs around four different reflections which presented very
weak distortions from strain-free NWs. However, results are not conclusive since defects along
the wire whose origin is not known are observed. They could be extrinsic defects created by the
manipulation process to isolate the NW.

In situ annealing experiments were afterwards performed to investigate the interdiffusion
within single NWs and the influence of the interface between the core and the shell intermixing.
CDI measurements revealed an important lattice tilt of the (111) crystallographic planes, i.e.,
along the growth axis of the NW, that increased after annealing. A significant lattice tilt of 2◦C
over 4 µm was found after cooling down the sample. However, carrying out CDI experiments
in the furnace installed at the beamline turned out to be very difficult because of the dome con-
tamination and the decrease of coherent flux. Indeed, when high resolution is required longer
counting times are needed and stability of the sample is crucial. Understanding the changes of
the diffraction patterns during the thermal treatment brought us to perform in situ TEM mea-
surements. The NWs were observed to be stable and diffusion was not observed. Ge melting
started at 1200◦C (reference temperature at the center of the grid) leading the formation of
Si(C) nanotubes. The inhibition of intermixing may be explained by the presence of a passiva-
tion layer at the interface between the Ge-core and the Si-shell or the abscence of vacancies in
the NWs.
The surprising evolution of the faceted shape of the Ge-core of the NWs with temperature de-
serves investigation as well, CDI being the most suitable tool to perform this study owing to its
non destructive nature. Measuring the NWs grown on a Si substrate at different temperatures
could give insights into the growth dynamics.

There are still many questions rising from the study here presented. First, the reason of strain
relief in the NWs should be determined. TEM tomography and HRTEM at the interface may give
some answers. Then careful studies must be performed in order to investigate the actual cou-
pling between stress and diffusion. A study of the interface is mandatory, to confirm the presence
of misfit dislocations or an inhibiting SiOx diffusion barrier, for instance. If so, an iterative study
of Ge core/SiGe shell NWs with different SiGe concentrations could be performed in order to
determine whether strain influences diffusion. Disentangle strain and chemical composition is
still a grand challenge.
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CHAPTER 4

Investigating the strain within Pt catalysts
under chemical reaction

104



4.1 Introduction

The physical and chemical properties of Platinum nanoparticles (NPs) make them suitable for
many industrial applications, such as fuel cells200, automobile exhaust purification201 or bio
sensors202. While the demand increases, the reserves are limited and expensive, hence it is nec-
essary to synthesise more stable particles and improve their catalytic performance. In the case
for instance of the automobile industry, Pt catalysts are used to remove CO: the presence of Pt
in the oxidation of CO (2 CO + O2 → 2 CO2) reduces the activation energy of the reaction by
adsorption of the reactants on the catalyst surface, hence increasing the rate of the chemical re-
action. The mechanism of the reaction is illustrated in Figure 4.1. The efficiency of the catalyst
is enhanced by increasing the Pt exposed surface but also by modifying the shape of the NPs. In-
deed, the crystallographic surfaces of the particles have different reactivity and they may change
during reaction. The study of the CO oxidation reaction in presence of Pt NPs is the purpose of
this chapter.

In particular, I report the application of Bragg CDI on model Pt particles with tetrahexahedral
(THH) shape, whose high-index facets have been proved to exhibit higher catalytic reactivity
and stability72,203. The morphology and strain distributions within individual particles are de-
termined by phase retrieval routines. I explain how it is possible to determine the Miller indices
of the facets by analysing the reciprocal space raw data.

Since tuning their shape is an actual possibility to enhance the catalytic activity of the par-
ticles - because this determines the surface atomic arrangement, composition and strain - finite
element analysis of the sample is briefly discussed in Section 4.2, together with a new technique
based on the calculation of the pole figure from a coherent diffraction pattern that allows to
index the facets of single crystals.

Figure 4.1: Representation of the different steps in the oxidation of carbon monoxide: 2 CO +
O2 → 2 CO2. The oxygen molecules dissociate into two separate atoms of oxygen that are then
adsorbed by the surface of the catalyst. CO molecules are adsorbed as well, then combined with
each of the oxygen atoms to form a CO2 molecule. Finally, the carbon dioxide molecules are
desorbed from the surface of the catalyst.

Furthermore, as evoked previously, changes of shape, size and atomic structure of the surface
of the particles can occur during reaction. These structural changes may result in activation or
deactivation phenomena204. To understand possible structure-activity relationships, operando
studies have been performed. The real time characterisation under catalysis operating condi-
tions needs an appropriate in situ cell, allowing to track parameters such as temperature or gas
composition in the cell at every stage of the reaction. For this reason, two in situ experiments
are presented in this chapter: one at ID03 beamline, then a second one at ID01 using the new
reactor described in Chapter 2.
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4.2 Sample description and finite element modelling (FEM)
simulations

The sample consists of high-crystalline Pt NPs randomly oriented on a glassy carbon substrate,
as shown in Figure 4.2 a). The glassy carbon substrate is actually a well polished rod of 0.5-1 cm
length that acts as electrode during the particles deposition. Nucleation of Pt nanospheres occurs
after applying the electrochemical procedure explained in Ref.72 at room temperature. The size
of the spheres, from 100 nm to 1 µm, can be controlled by varying the growth time. Then the
applied potential is changed to induce the formation of 24 {hk0} facets and consequently the
characteristic tetrahexahedral (THH) shape of this sample. The THH shape can be described as
a cube whose faces are capped by square-based pyramids, as shown in Figure 4.2 b). The size
distribution is relatively narrow with relative standard deviation ranging from 10 % to 15 %, and
the density of particles over the sample depends on the considered region: some clusters of 3-10
particles can be found in selected areas, while other NPs are well isolated (separated by several
µm from the others). This can be observed in Figure 4.2 a).

Figure 4.2: a) Scanning electron microscope image (SEM) of a typical sample after growth. b)
Magnified image of one of the NPs, illustrating the THH shape.

The surface structure of the as-prepared THH Pt NPs has been studied previously by high-
resolution transmission electron microscopy and selected-area electron diffraction72,203,205. The
analysis concluded that most particles are bounded by {730} facets, though {210}, {520} and
{310} surface facets can be found as well. It was also shown that (730) facets correspond to
periodic arrangements of two (210) and one (310) microfacets.
Since the morphology of the particles is suspected to lead an intrinsic strain in the sample and
given the high sensitivity of CDI to small strain fields, an estimation of the residual strain within
the particles is necessary to calculate the expected diffraction patterns from these objects. Hence,
finite element analysis was used to determine the strain afterwards used in the diffraction pat-
terns calculation. A single particle was modeled using COMSOL MULTIPHYSICS R©. The knowl-
edge of the atomic displacement of all unit cells in the sample provided by COMSOL R©allows to
retrieve the phase of the measured object. The geometrical shape considerations of the modeled
NP were based on previous SEM analysis and the relationship between the Miller indices {hk0}
and the geometric parameters that follow:

m

n
=

k

2h
(4.1)

where m is the height of the square pyramid and n the side length of the cube. To get the
best fit with the experimental data, {210} facets (m/n = 1/4) were chosen for simulations and a
small size of 100 nm, for faster computation. A scheme of the single particle as simulated can be
found in Figure 4.3 a). Note that here the bottom facet is flat, in agreement with the particle that
was measured by CDI (see Section 4.3) and with posterior SEM studies. As shown in the same
sketch, a particle whose (001) planes are parallel to the surface of the substrate was simulated.

Finite Element Modeling (FEM) was then performed to calculate the strain distribution in
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the sample. The complete displacement field of the atoms in the NP was calculated taking
into account the elastic anisotropy of Pt and constraining the bottom part of the particle to the
substrate (i.e., ~u(~r) = 0 for the whole surface in contact with the glassy carbon). The elastic
constants C11 = 359.5 GPa, C12 = 245.6 GPa and C44 = 85.8 GPa, from Ref.206 were used.
Initial additional strain was simulated by thermal expansion, changing temperature by 300◦ C in
the displacement calculation in order to create significant residual strain.

The out-of-plane atomic displacement ~uz(~r) in the total particle ranges from -0.3 Å at the
bottom of the particle to 3.7 Å at the upper vertex, as shown in Fig. 4.3 a). It can be observed
in the two-dimensional cuts (Figs. 4.3 b) and c)) that smaller atomic displacements values take
place in the edges, possibly arising from the faceting. The derived strain from the calculations is
shown in Figure 4.4.

Figure 4.3: a) The THH shape consists in a cube whose faces are bounded by equal pyramids.
As the NPs do not have a preferential orientation, the crystallographic orientation is simulated
as found for the particles measured during the CDI experiments. The colormap corresponds to
the z − component of the atomic displacement ~uz(~r). b) xy cut of ~uz(~r) in the middle of the
particle, i.e., at z = 50 nm c) xy cut of ~uz(~r) at x = 50 nm.

Experimentally, only the intensity around the 002 Pt Bragg reflection was measured (see
Sections 4.3 and 4.4 ), so that only the atomic displacement in the z−direction can be accessed.
Following the notation of Chapter 2:

I = |Ã(~q)|2 = F [ρ(~r)eiq002· ~u002(~r)]2 = F [ρ(~r)eiq002·uz(~r)]2 (4.2)

The phase of the complex-valued object (g(~r) = ρ(~r)eiq002·uz(~r)) can be written:

ϕ = q002 · uz(~r) =
4π

aPt
uz(~r) (4.3)

where aPt is the lattice parameter of Pt (aPt = 3.9242 Å).
The values of the atomic displacement at the nodes which form the crystal lattice were ex-

ported from COMSOL. They were interpolated over a regular grid. Then, the scattered intensity
around the 002 Pt Bragg reflection was calculated by performing the Fast Fourier Transform
(FFT) of the object, according to Equation 4.2. Results are shown in Figure 4.5. The Bragg
peak is centered at | ~Q| = 3.20 Å−1 for an energy of E=8 keV and it is almost symmetric, as
corresponding to a weakly strained) nanocrystal. Indeed, strain-free particles yield to the same
diffraction patterns.

In the case of faceted crystals, when the scattering signal is measured close to the Bragg peak,
reciprocal lattice points transform into shape functions consisting of truncation rods or streaks
from each facets. Therefore, the calculated 3D Bragg peak consists of 24 flares, each one arising
from one of the facets of the particle, i.e., each streak being perpendicular to each facet. The
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Figure 4.4: Strain fields calculated in the parallel direction to the scattering vector εzz (a) and
(b), and the in-plane component εxx (c) an (d). 2D cuts are taken at the same position as in
Figure 4.3).

streaks are modulated in intensity due to the finite dimensions of the particle, their periodicity
being inversely proportional to the diameter of the NP.

Figure 4.5: Scattered intensity calculated from FEM atomic displacement. The 2D cuts show
a symmetric Bragg peak centered at | ~Q| = 3.20 Å−1. Aliasing artifacts can be observed due to
the employed FFT algorithm.

The sharp and well-defined directions of the streaks suggest the possibility of indexing the
Miller indices of the facets. Let us define a sphere around the 3D Bragg peak whose center is the
center of mass of the peak (QCOM =

∑
iQi·Ii
Itotal

where the sum runs over all the reciprocal space
points Qi), as shown in Figure 4.6. The directions of the streaks correspond to the normals of
the nanocrystal facets, thus one can take the known [001] direction and define the normal plane
(001) containing the point QCOM as the equator of the sphere. The intersection of the normal
defining the equator plane with the sphere defines the North (N) and South (S) poles (Fig. 4.6).

Consider now only the upper hemisphere (l or | ~Qz ≥ 0 ). The intersection points of every
streak with the hemisphere (“poles”) can be projected on a reference plane, i.e. on the equator of
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the sphere. The stereographic projection of the hemisphere on the equator plane is called “pole
figure” and it consists in our case of sharp peaks whose symmetry and positions are related to
the particular centered cubic structure of Pt. Every peak arises from a specified crystallographic
axis, that can be in this way labeled with the corresponding (hkl) Miller indices of the facets.
The pole figure resulting from the projection of the simulated scattered intensity is shown in
Figure 4.7. Hence this method applied to experimental data allows indexing the facets of a
single nanocrystal.

4.3 Study under ambient conditions

A first study of the sample described in Section 4.2 has been performed at ID01 beamline under
ambient conditions, i.e., at room temperature and atmospheric pressure. The sample studied
during this experiment consisted of THH NPs with an average size of 300-700 nm, as observed
by SEM analysis prior to the experiment (see Fig. 4.2). During this preliminary study it has been
observed that some of the particles did not show a THH shape or had been deformed/strained
during the electro-deposition process.

The experimental set-up used for the CDI experiments has been already described in Chapter
2 of this manuscript. Before measuring the THH NPs, a characterisation of the beam has been
done using a 2D ptychography approach and a test sample. Measurements in forward geometry
and with the detector placed at a distance of about 2 m from the sample were performed. The test
sample was a Siemens star, a patterned object whose periodicity makes easier the reconstruction
and gives an idea about the focal spot characteristics during the experiment. Object and probe
were reconstructed using the 2D ptychography code of the PyNX package207 with a resolution of
25 nm (reconstructed pixel size). Figure 4.8 shows the reconstructed complex wave field and the
beam profile in both horizontal (H) and vertical (V) directions. The reconstructed probe shows
a full-width-at-half-maximum (FWHM) peak size of 400 (H) × 100 (V ) nm2. The asymmetry
of the focal spot (especially evidenced in the horizontal direction) might be introduced by FZP.
imperfections23 or by diffraction effects from the vertical slits placed just before the FZP208,141.

In figure 4.9 the schematics of the coplanar scattering geometry used during the experiment
is illustrated. The sample surface was mounted horizontally and the intensity distribution around
the 002 Pt reflection of single particles was measured. For this, the incident angle was set to
θBragg ≈ 20.55◦ and the detector was positioned at a distance of 1.26 m from the sample, at the
scattering angle 2θBragg ≈ 41.15◦. As the orientation of the particles on the substrate is random,
k-maps159 on different regions of the sample were used to localise (002)-oriented Pt particles.

The incoming X-ray beam (at E=9 keV) was then focused on the identified single particles
using a FZP and an order sorting aperture (OSA). Once a particle is illuminated, the 3D diffrac-
tion patterns can be recorded using rocking scans around the Bragg angle: the 2θ angle is fixed,
while the sample is rotated over a few degrees with respect to the direction of the incoming
beam. A 2D diffraction image is taken at each angle-step. Here, small steps of ∆θ = 0.005◦ were
chosen to ensure oversampling, and a short counting time of 1 second, to get good resolution
while preserving the stability of the particles. In Fig. 4.10 the sum of the measured intensity
along the y− and z− components (i.e., in the Qy−Qz plane) of the 002 Pt scattering vector after
orthonormalisation of the data using the xrayutilities package209 of four different single isolated
Pt NPs is shown. The NPs have been labeled from 1 to 4 in the black circles on the diffraction
patterns. The center of mass of the Bragg peak of the 4 measured particles are in the range of
3.202±0.008 Å and consequently, the particles are relaxed to their intrinsic cubic lattice constant
(no out-of-plane strain with respect to the bulk lattice parameter of Pt taken as reference).

Thickness fringes are visible in all the coherent patterns, so that (supposing no or weak strain
effects) an estimation of the average size can be done along theQy−direction: 355, 220, 185 and
380 nm for particles 1 to 4 respectively. As the NPs are quite homogeneous in shape (according to
SEM images of the same sample) and given the assymmetry of the Bragg peaks, the differences
between the diffraction patterns must arise from different strain states. Particle 1 is the most
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Figure 4.6: Illustration of the stereographic projection of two poles (P and R) on the equator
plane (shaded). The projected poles (P’ and R’) are the intersection of the line joining the South
pole with the corresponding pole. The direction of the streaks defining the poles and the radius
of the sphere have been extended for clarity.

Figure 4.7: Stereographic projection of the simulated data (from Fig. 4.5) for l ≤ 0. This
002 pole figure is equivalent to the projected poles on the reference plane (see Fig. 4.6). The
simulated facets of type {210} yield 16 peaks whose (hkl) indices are indexed. Additional peaks
and high intensity regions arise from aliasing in the calculation and from extra small facets
created during the modelling of the particle.
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Figure 4.8: Ptychographic reconstruction of the x-ray wave field amplitude (a) and phase (b) and
line profiles (c) of the horizontal and vertical focus intensities yielding a spot size of 100 (V ) ×
400 (H) nm2.

Figure 4.9: Schematic overview of the experimental setup in co-planar diffraction geometry at
ID01 beamline.

similar to the simulated one: the 24 streaks corresponding to the 24 well crystalline facets of the
THH shape are visible in the 3D Bragg peak. Some streaks are also well defined in the case of
particles 2 and 4, rough facets may explain the absence of the other streaks. Furthermore, the
streaks are different from each other: either broad and sharp streaks can be observed. Broad
flares arise from small facets, so NPs 2 and 4 must be formed by facets with different sizes. These
differences in size of the facets could explain imperfection at vertices observed in SEM images.
In addition, the center of the Bragg peak of particle 4 is split. This is a sign of the presence of
defects in the nanocrystal. Finally, very little information can be deduced from the diffraction
pattern of particle 3: symmetry has been lost, the particle is probably highly-strained.

4.3.1 Facet determination

In the following, I focus the study on particle 1. Its centrosymmetric diffraction pattern signal
implies that its strain field is weaker compared to the other deformed particles and the well-
defined [hkl] direction of the streaks due to its high-crystalline quality can be used to determine
the (hkl) Miller indices of the facets.

Here, I analyze the crystallographic facets by rotating the orthonormalised 3D Bragg peak
and analyzing the projections (see Fig. 4.11). Streaks in [001], [010] and [100] directions can
be easily identified so that the angle between these directions and the streaks can be measured.
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Figure 4.10: X-ray reciprocal space maps around the 002 Pt reflection for four different THH
NPs. The sum of the measured intensity (logarithmic scale) is displayed as a function of Qy and
Qz.

The angle α between two {hkl} planes in a cubic lattice is given by:

cos(α) =
h1 · h2 + k1 · k2 + l1 · l2√
h2

1 + k2
1 + l21

√
h2

2 + k2
2 + l22

(4.4)

The measured angles were then compared with the theoretical values for the most common
facets observed in literature72,203,205, which are shown in Table 4.1. Results after fitting are
shown in Fig. 4.11: the particle is bounded by 24 facets of high-index {210} planes, as an angle
of (63±1)◦ or (26±1)◦ is measured between the streaks and the [100], [010] or [001] direction.
An extra (1̄30) facet is observed in Figure 4.11.

In Section 4.2 I have introduced a method allowing to determine the {hkl} Miller indices of
the facets using the reciprocal data. This technique can be applied to particle 1 as well. The
radius of the sphere is chosen in order to intersect all the rods of the 3D diffraction pattern; the
stereographic projection of the intersection points between this sphere and the streaks is shown
in Fig. 4.12. Since experimental streaks are broader than the theoretical ones, they yield wider
peaks but the 4 fold symmetry corresponding to a cubic-face-centered crystalline structure can
still be recognised. The position of some peaks can easily be fit with the theoretical positions
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plane 1 theoretical angle theoretical angle
(hkl) between (001) between (100)

and plane 1 (◦) and plane 1 (◦)

(110) 90 45
(201) 63.43 26.56
(301) 71.57 18.43
(502) 68.20 21.80
(703) 66.80 23.20

Table 4.1: Theoretical angles between planes.

Figure 4.11: X-ray reciprocal space maps around the 002 Pt reflection for particle 1: sum of the
measured intensity (logarithmic scale) displayed as a function of (a) Qx and Qy, (b) Qx and Qz
(c) Qy and Qz.

(black points) of the {210} planes, but a slight rotation with respect to the [002] direction
(defining the center of the pole figure) can be observed, meaning that the (002) atomic planes
of the particle could be slightly misoriented, i.e. not perfectly horizontal. This can be for instance
observed when looking at the position of the peaks at φ = 0◦. Also, an asymmetry of few degrees
is evidenced when looking at the upper/lower part of the figure (φ = 90◦).
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Figure 4.12: Stereographic projection of the points defining the direction of the streaks from the
experimental data of particle 1. The theoretical position of the facets are shown in black.

4.3.2 Phase retrieval

After this structural study based on facet determination, iterative phase retrieval algorithms can
be used on reciprocal data to reconstruct particle 1 in real space. Besides the morphology of the
NP, phase retrieval allows to access the strain field within the particle.

The preparation of the data before applying the phase retrieval algorithms consists of or-
thonormalising the data (here done with the Python library xrayutilities209), then taking a 3-
dimensional array with 2n pixels on each side because of memory issues - the choice of the grid
size is convenient to reduce the computing time when dealing with such a number of FFTs on
multiple 3D arrays (input intensity, support constraints, current iterates...). The 3D raw data
used as input in the case presented in this section was an array of 256 × 256 × 512 pixels. After
that, the data has to be centered in the array, i.e. the center of the Bragg peak must be in the
central position of the 3D array (data far from the center may wrap on the other sides of the
array). This step is required by the symmetry of the FFT; an asymmetry on the data induces a
non-physical phase gradient in the retrieved object that can be easily identified.

A cube whose length side is slightly larger than the particle dimensions estimated from the
thickness fringes in the corresponding directions was chosen as initial support. The reciprocal
space resolution being of δq = 2 × 10−4 Å−1 in the detector plane, a cube of 80 pixels length
per side should be tight enough for the algorithm to refine the shape (i.e. a cube of equivalent
length size of 2π

80·δq ≈ 393 nm).
A routine using the algorithms described in Chapter 2 was employed to retrieve the lost

phase. The routine to find the “correct support" consists in applying 10 times the SW algorithm
after every 5 cycles of 50 ER algorithm followed by 100 iterations of the HIO algorithm. Then 50
ER iterations are performed on the new object, thus with the modified support, and this complete
routine is repeated. After about 50 iterations, the support gets the expected size and shape, and
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the support does not change anymore .
Once the support has been determined, a new series of 50 cycles of {50 ER + 100 HIO} is

applied to the measured intensity with different random initial guesses of the phase. All of them
converge to the same solution, with a error metric of the order of 10−2.

As the FFT routine works in reciprocal units, a conversion taking into account the sampling
and extent has to be applied so that the axis of the object and its dimensions are in direct space
as well. For this, the following Fourier conjugation relation can be used:

ri = 2π
qj × qk
V

(4.5)

where V is the volume defined by V = qi · qj × qk and {i, j, k} indexes are given by the
circular permutation of the {x,y,z} indexes. The relation is only valid if the qi vectors define
an orthogonal basis. The calculation of the real space coordinates yields to a voxel size of
4 × 8 × 6 nm3. The 3D reconstruction of the density in the real space coordinates is shown in
Figure 4.13: the different facets of the nanoparticle are well-defined, evidencing the pyramidal
shape on the sides, the structure is comparable with SEM measurements. Note that terraces are
artifacts due to the isocontours and not real crystal terraces. Also a flat damaged face is revealed
by the reconstruction, which corresponds to the side lying on the glassy carbon surface. During
the electrochemical process, the bottom phase in contact with the substrate did not react to form
faceted planes.

Given the dimensions of the particle, the path of the scattered beam in the sample is much
longer than the X-ray wavelength. Thus, an additional phase due to the refraction along this
path may contribute to the total phase and hide weak strain in the sample and the retrieved
phase has to be corrected210. Refraction effects are due to the real part of the refractive index
of matter (n = 1 − δ + iβ), which is slightly smaller than the one of air or vacuum; refraction
causes the waves traveling inside the crystal to have a different wavelength from those traveling
in the vacuum. The correction can be done by subtracting to the retrieved phase the cumulated
phase shift induced by the beam through its path within the sample. This phase shift is spatially
dependent and is given by:

φ = k · δ(OPL) (4.6)

where k is the modulus of the wavevector of the incoming X-ray beam, OPL the optical path
length difference between the wave travelling within the particle and the one in air or vacuum,
and δ = 4.11 · 10−5 in the case of Pt at 9 keV211. For a Pt particle of maximal width of 400 nm
and a beam of 9 keV impinging on the particle under an incident angle of θBragg = 20.55◦, the
maximum path length of the wave through the sample is 400×10−9

sin(20.55◦) = 1.14 µm. According to
Equation 4.6, this corresponds to a maximum phase shift of 4.27 rad. Hence, it is necessary to
take into account the refraction effect.

The corrected phase of the retrieved crystal is shown in Figure 4.14. The 2D slices show an
inhomogeneous phase inside the particle, as well as its damaged basis.

The calculation of the 3D displacement field u002 in the nanoparticle from the reconstructed
phase (using Equation 4.3), i.e. in the z direction (see Figure 4.15) yield values that can be com-
pared to the FEM simulated ones. The displacement field is in the order of tenths of Angstroms,
so much smaller than the lattice distance through the propagation vector in the Q002 direc-
tion (i.e., d002 = 1.96 Å). The center of the particle shows a different displacement field (pink-
colored) than its border (blue-colored).

The out-of-plane strain (ε002 or εzz) can be deduced from the gradient of the displacement
field (εzz = ∂uzz

∂z ). Figure 4.16 shows the εzz component of the strain tensor. The core of the
particle has a different strain state than the edges: core shows a negative strain compared to
the edge (compressive strain). A maximum strain of 0.35% is observed. The difference of strain
between the core and the edges of the particle can arise from the potential effects of the electro-
deposition process, which introduce a pulse potential responsible of the formed high index facets.
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Figure 4.13: Top (a) and bottom (b) views of the 3D reconstructed support of Particle 1. Crystal
dimensions are estimated to be 330× 400× 310 nm3.

A similar strain field distribution, which was linked to surface strain, was found in a single gold
nanocrystal measured in presence of propane thiol98. The authors attributed the compression of
the flat facets of the crystal to thiol adsorption. Also in our case, the contact with any gas could
explain the strain at the surface of the crystal.

In summary, during the experiment diffraction patterns of different individual Pt THH par-
ticles were recorded. The in-depth study of a particle shows an inhomogeneous strain field.
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The analysis of the reciprocal raw data allowed us to determine the (hkl) Miller indices of the
facets of the nanocrystals and their average out-of-plane strain with respect to bulk Pt. Then, the
object was retrieved from the experimental data. A highly crystalline Pt NP with a THH shape
was characterised in real space (resolution of about 30 nm) and revealed its structure at the
nanometer scale. The strain map demonstrates how particle shape, size, and environment can
shape the strain distribution, which will influence catalytic performance. The shape of the elec-
trochemically prepared Pt THH NCs together with the detailed structural information from CDI
make this approach suitable to derive structure-performance relationships of individual catalyst
particles. This study proves the ability of CDI to image single nanocrystals and opens pathways
to investigate in situ the internal structural evolution of nanoparticles in various gaseous and
liquid environments during reaction.
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Figure 4.14: In the central row, 2D slices of the retrieved phase after refraction correction at the
middle of the particle. In the upper and lower rows, the cross-sections are taken at -60 and +60
nm of distance from the center respectively and for the indicated directions. The colour scale
shows the relative phase shift with respect to the non-strained region.
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Figure 4.15: 2D cuts of the calculated atomic displacement, corresponding to the cut-planes of
the phase shown in 4.14.
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Figure 4.16: Isosurface showing the strain distribution inside the particle
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4.4 In situ study at ID03 in controlled gas-phase environ-
ment

In the previous section it has been shown how it is possible to do a complete characterisation
of single Pt NPs using BCDI. The characterised THH Pt NPs exhibit high-index facets whose in-
terest is to enhance their catalytic performances (with respect to conventional particles-based
catalysts). Indeed, surface structure and reactivity are coupled to reaction conditions, so that
detailed characterisations of single NPs during the reactions themselves are necessary to identify
favourable structure or strain properties, as NPs can respond differently to changes in the envi-
ronment (gas composition). Here, the CO oxidation on single Pt NPs is studied using BCDI at
ID03 beamline. The sample is the one measured in inert atmosphere at ID01 (see Section 4.3).
Note that structural changes are expected during reactions using real catalysts, i.e., catalysts
consisting of NPs in the range of 3 − 10 nm, but here I will focus on much larger particles in
order to have a sufficiently large scattered intensity from a single nanocrystal.

The set-up during the experiment at ID03 beamline is a bit different from the previous one
(see ID01 beamline description in Chapter 2). The catalysis experiment was performed in the
first experimental hutch of ID03, where a 6-circle diffractometer that supports heavy and big
set-ups, such as the flow reactor, is installed. The distance between the sample mounted on the
diffractometer and the X-ray generator is 44 m, so that the transverse coherence length ξT at
λ = 1 Å is estimated to 34 (H)× 22 (V ) µm2 .

The sample was mounted horizontally in the center of rotation of the diffractometer with the
help of a hexapod (Symmetrie) that allows translations in a range of ±10 mm in the x, y and z
directions with a resolution of 0.5 µm. Sample rotations are called θ and µ while γ and δ place
the 2D MAXIPIX detector157 at the in-plane and out-of-plane scattering angles respectively. An
equivalent χ rotation can be obtained by rotating the hexapod, in a maximal range of ±10◦ with
a resolution of 0.001◦. The schema of the experimental set-up and rotation angles can be seen in
Figure 4.17.

For the presented experiment the ultra-high vacuum (UHV) flow reactor developed for in
situ catalysis studies at ID03 was mounted on the hexapod as shown in Fig. 4.17. The chamber
consists of two separated parts allowing to work either in UHV conditions or at atmospheric
(or close to atmospheric) pressure regime as required for catalysis. In this second regime, the
sample is isolated from the UHV part and gas can flow in the reactor volume defined by the Be
dome. Technical details of the chamber can be found in212. The sample was mounted directly
onto the heater, held with Boron Nitride paste. The temperature of the sample can be measured
and monitored thanks to a thermocouple of type C (thus a Tungsten/Rhenium thermocouple to
avoid that the Pt contained in regular thermocouples reacts with the CO). A schematic view of
the sample holder is shown in Figure 4.18. The gas entry line is connected to four mass-flow
controllers to tune the gas composition in the reactor. The whole gas system can be remote
controlled, so that changing gas composition during X-ray data acquisition is possible. During
the experiment reported here, only three of the mass-flow controllers were used: i.e., CO and
O2 for CO oxydation and Ar as inert gas to keep constant the total pressure and flow inside the
reactor. The total pressure in the reactor was kept to 200 mbar when opening the gap between
the two reactor chambers.

A Si(111) monochromator was used to select an incident 12.4 keV (∼1 Å) X-ray beam. A
schematic view of the set-up and the diffraction geometry is shown in Figure 4.19. The coherent
part of the beam was selected by closing the slits to 30 (H)×100 (V ) µm2 and the coherent beam
was focused using Kirkpatrick-Baez (KB) mirrors that yield a minimum focus spot of 5×5 µm2 on
the sample. The detector was placed at 1.14 m from the sample and moved to the 002 Pt Bragg
angle (2θBragg = 29.7◦). The large beam is used to illuminate the sample in such a way that
only the NPs oriented in the (002) direction are detected. As the particles are randomly oriented
on the glassy carbon substrate and the density of particles over the sample is not very high, the
so-called Debye-Scherrer ring consists of individual intensity distributions coming from single
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Figure 4.17: Set-up at ID03. The flow reactor is mounted on a hexapod that allows positioning
the sample in the center of rotation of the 4+2 diffractometer. KB mirrors are used to focus the
incident X-ray beam (coming from right to left in the x−direction).

Figure 4.18: Schematic overview of the flow reactor (a) and the implemented sample holder (b) in
reaction conditions, adapted from212. The sample (in red) is held on the heater and completely
isolated from the UHV part when the sample foot is compressed. The water channel cools the
reactor walls to prevent reactant gases from reacting on and/or with the reactor walls at high
temperatures.

particles that can be afterwards isolated and measured by rotating the sample in the surface
plane.

The measured 2D diffraction patterns for two different THH particles in the initial state, i.e.
at room temperature (RT) and under inert atmosphere are shown in the first row of Figure 4.20
(labelled a) and b)). The detector distance allows to achieve a resolution in reciprocal space of
δq = 3 · 10−4 Å−1. For both particles fringes are visible only in some directions. The line profiles
of the modulated streaks allow to calculate the size of the crystals in the given directions, which
values are in the range of 75 to 150 nm. Therefore, measuring in these conditions the minimum
sampling rate of 2 pixels per fringe cannot be achieved for larger crystals and phase retrieval
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Figure 4.19: The KB focused X-ray beam illuminates the sample surface. The ensemble of
particles diffracting in the 002 direction yields to a 3D cone of radius 2θBragg that is intersected
by the 2D detector. Thus, the 2θBragg angle is defined by the position of the detector, i.e., single
particles can be selected by adjusting γ and δ to explore the ring.

cannot be done on the recorded data (the MAXIPIX being already in the limit of the detector
arm of the diffractometer). Hence hereafter I limit the study of the THH particles in catalysis
conditions to a structural study, focusing on the evolution of the shape of the two particles during
the reaction.

Let us first study the particle shown in Figure 4.20 a). In this image the sum of the raw
data during a rocking curve of 300 points with a counting time of 1 s around the particle 002
Bragg peak is shown, the particle staying in inert conditions and at RT. A second set of data
under catalytic CO oxidation reaction conditions of the same particle is shown in Figure 4.20 c).
The introduction of reacting gases in the chamber is followed by in situ mass spectrometry; the
complete 3D reciprocal map was measured under constant partial flows of 8 ml/min of CO, 4
ml/min of O2 and 35 ml/min of Ar. Data were recorded with the detector placed further with
respect to the measurement at the initial state (Fig. 4.20 a)) - in the limit of the detector arm
of the diffractometer, which explains the larger size of the particle in reciprocal space (i.e. the
increased size of the region of interest (ROI) of the detector). The increased intensity along the
streaks is due to a larger number of 2D recorded images during the scan around the same Bragg
reflection.

The CO/O2 flow was kept constant in the mentioned stoichiometric mixture (partial pressure
ratio PCO/PO2 = 2) for 2 hours. The gas flow composition in the reactor during 2 hours is
shown in Figure 4.21. The CO2 flow graph stays constant, whereas O2 flow shows a progressive
increase during the first 10 minutes before becoming constant at the set value. This would mean
that O2 is adsorbed on the surface of the Pt particles but due to the low temperature - which
decreases the efficiency of the catalyts -, there is no consumption of CO, hence no conversion in
CO2.

Even if it is known that low temperature decreases the efficiency of the catalysts and there is
no conversion of CO in CO2 on the residual gas analyser (RGA), the structure of the measured
Pt nanoparticle might have changed between the recorded reciprocal space maps shown in Fig.
4.20 a) and c) because of the presence of gas in the chamber. To check any facet change induced
by the interaction with gases, the stereographic projection method explained in Section 4.2 was
used and results are shown in Figure 4.22. Broad peaks coming from the rods in reciprocal
space can be identified in both figures but indexing the directions is challenging because of
the multiple possible orientations (i.e., rotations around the axis defining the equator plane),
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Figure 4.20: Sum of the measured intensity of two different single particles at RT in the initial
state (a) and (b), and after introducing CO and O2 in the reactor chamber at RT (c) and (d).
Measurements of particle 1 in a) and c) were taken at different detector distances: a) at 0.95 m
and c) at 1.14 m. Only a selected region of the detector is shown. The non-zero intensity lines
are due to the junction of the four chips of the MAXIPIX.

without any evident 4 fold symmetry due to the diffraction experimental geometry. However, a
simple indexation of the peaks in polar coordinates can be done on both figures, to compare the
direction of the streaks of the particle in both states. It can be observed that most peaks are at the
same position (taking the center of the peaks as reference) while others have shifted. The last
ones have been numbered and their polar coordinates are given in Table 4.2. Shifts in φ angle
evidence facet changes induced by the presence of gas mixture between both measurements that
could be translated in changes of the catalytic activity of the particles.

After the gas exposure, CO and O2 flows were stopped and rocking curves were performed
on the same particle during about 6 hours. Morphology changes are not visible in the recorded
diffraction patterns so that reversibility towards the initial state is not observed; the positions
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Figure 4.21: Partial pressures of CO, O2 and CO2 as measured by the mass spectrometer while
measuring the first particle, as a function of time. The sample is measured at RT. Dashed vertical
lines evidence the opening and closing of the valves. An adsorption of O2 can be observed in
the first 10 minutes, as shown in the zoom, before becoming constant. The arrows point small
oscillations due to gas composition changes.

Peak Under inert atmosphere Under stoichiometric mixture
number (ψ, φ) (ψ, φ)

1 (54.1, 40.1◦) (42.7, 45◦)
2 (58.9, 16.3◦) (47.7, 14.3◦)
3 (66.0, 256.5◦) (61.4, 315.0◦)
4 (63.9, 320◦) (64.9, 266.5◦)

Table 4.2: Polar coordinates of the labeled peaks in Fig. 4.22 before and after introduction of
gas in the reactor.

Figure 4.22: Stereographic projection of the 3D Bragg peak of particle 1 in the initial state (a),
and under high activity conditions (b). Labeled peaks have shifted, while other remains in the
same position after reaction. For clarity in the peaks indexation, circles at ψ = 10◦ intervals and
dashed lines at φ = 0◦, 90◦, 270◦ and 360◦ have been drawn.

of the poles on the stereographic projections of the recorded 3D Bragg peaks stay on the same
position.
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The oxidation of metallic catalysts under CO/O2 exposure has been observed on Pd cata-
lysts213 in similar conditions. However THH Pt NPs are stable during oxygen adsorption and
even if an oxide layer is formed on the Pt surface, the ordered high index surfaces are in prin-
ciple preserved72. Furthermore, Han et al.214 found through Density Functional Calculations
that Pt NPs with low coordinated surface atoms (such as the ones from {210} facets considered
here) significantly increases the adsorption energy of oxygen, hence the higher catalytic activity
exhibited by THH NPs would be justified by the faster adsorption of oxygen. However, tempera-
ture might not be high enough to activate the reaction - Pt-based catalysts require about 170◦ C.
Moreover, THH NPs may undergo oxidation at different conditions as compared to bulk or other
Pt surfaces, i.e., studies as a function of pressure and temperature must be done. Determining
the temperature at which the CO conversion takes place is the next step of this study.

Therefore tracking the second particle (Figure 4.20 b)) during oxidation reaction at differ-
ent temperatures under fixed pressure (200 mbar) is the second part of the study. In Fig. 4.20
d), this second particle after exposure to CO and O2 at room temperature is shown. After re-
moving gas while measuring the previous particle, the sample was exposed again to the same
PCO/PO2

= 2 mixture of carbon monoxide and oxygen. Partial pressures were monitored by the
mass spectrometer, as shown in Figure 4.23. After filling the chamber with the reactants, still at
room temperature, the oxygen slowly increases, as previously observed, until it starts to behave
similarly to CO. To successfully measure the particle while increasing temperature, an important
factor to take into account is the thermal expansion of the glassy carbon substrate (thermal ex-
pansion coefficient α ∼ 3.2 × 10−6 K−1). The thermal expansion coefficient increases linearly
in the explored temperature range (up to 650◦C), but the low stability of the particle makes
mandatory to realign the particle at each small temperature step, and wait until the temperature
stabilises before measuring the particle at every given temperature. The particle was observed
to rotate when temperature changes. Reciprocal space maps around the particle at temperature
steps of about 50◦ C were carefully recorded, without evident induced changes on the diffraction
patterns. None of the stereographic projections are conclusive since small changes can be related
to particle rotations due to temperature effects.

By heating the sample up to 600◦ C a decreasing amount of CO and O2 was observed, together
with a refacetting of the particle. Note that the length of the electrode was about 1 cm, so that
the temperature measured by the thermocouple is not the sample’s one. Figure 4.24 shows
the raw data at room and high temperatures under gas exposure. The difference map (Fig.
4.24 c)) displays the intensity difference ∆I = IHT−I0

I0
(where IHT is the recorded 3D intensity

at high temperature under gas and I0, the measured intensity at room temperature). In this
representation the increase of intensity arises from the new directions of the streaks, which
should be induced by the facet changes. Facets changed are pointed by red arrows in Fig. 4.24
a).

Increasing even more the temperature makes the particle rotate so fast that measurements
comparable with previous ones (in terms of counting time) could not be performed, despite
changes were observed. Figure 4.25 a) shows the recorded intensity for a rocking scan of 20
points with a counting time of 0.5 seconds, at 600◦ C. An asymmetry as well as some missing
facets can be observed. As this might be attributed to the lower scattered intensity, a scan of 600
points (1 s/point), on the final state of the nanoparticle is shown in 4.25 b) for comparison. This
last reciprocal map was recorded after cooling down to room temperature and once gas was
removed. The peak consists of few streaks, meaning that the particle became more rounded.
Nevertheless, some streaks can still be recognised and have slightly changed in direction.
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Figure 4.23: Residual gas analyser while tracking the second particle during the increase of
temperature and under CO/O2 exposure. After opening the valves, a first regime (square 1 )
where oxygen is adsorbed is observed. In the inset (square 2 ), simultaneous consumption of
CO and O2 is observed. Oscillations in between are related to the background and temperature
changes.

Figure 4.24: Experimental data recorded around the 002 Pt Bragg reflection of the second
particle at Room Temperature (a) and at 600◦ C (b) under gas exposure. Bragg peaks have
been centered on the ROI. The difference map in (c) shows an increase of intensity of the streaks
whose directions have changed, corresponding to the rods pointed by arrows in (a).
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Figure 4.25: Experimental data recorded around the 002 Pt Bragg reflection of the second
particle at Room Temperature (a) and at 600◦ C (b) under gas exposure. Bragg peaks have
been centered on the ROI. The difference map in (c) shows an increase of intensity of the streaks
whose directions have changed, corresponding to the rods pointed by arrows in (a).

4.5 In situ study at ID01 in controlled gas-phase environ-
ment

Real catalyst particle sizes are around few nanometers and CO oxidation is obtained in presence
of a large amount of NPs. Moreover size cannot be decoupled from morphology: how particle
size affects adsorption of O2 and CO strongly depends on the position in which the adsorption
takes place in the catalyst surface214. Besides, particles exhibit a certain shape and size distribu-
tion, that can yield to different catalytic activity. Hereafter I present an experiment performed
on smaller THH particles (size around 100 nm).

The experimental set-up and the experimental strategy to localise and measure isolated NPs
have been presented in Section 4.3. The working energy being this time of 8 keV, the nano-
reactor described in Chapter 2 was installed on the hexapod, with three gas inlets for CO, O2

and He bottles. A constant He flowed in the reactor during the whole experiment (20 ml/min),
unless specified. The beam size was estimated to 170 (V ) × 465 (H) nm2. Stability turned out
to be a big issue during this experiment, small particles rotated under the nanofocused beam,
maybe due to the smaller surface in contact with the glassy carbon substrate. Rocking curves
had to be performed with very short counting times, between 0.5 and 1 seconds per point. This
short exposure of the particles does not allow to get well resolved fringes and the recorded 3D
reciprocal space maps often present artifacts due to particle movements. The poorly resolved
fringes make impossible the phase retrieval procedure.

A first particle Particle A in its initial state in inert atmosphere was measured at room temper-
ature under a constant flow of pure CO of 5 ml/min. Recorded reciprocal space maps (RSMs)
around the 002 Bragg reflection can be seen as a function of time in Figure 4.26. The intensity
profile along the vertical streak yields to a size of about 65 nm; significative size changes after
gas exposure are not observed. In the RSMs, 12 streaks are observed, proving the THH shape
of the illuminated particle. Some streaks seem to appear and disappear in consecutive scans but
these changes are rather attributed to experiment dynamics so that morphology changes cannot
be determined without ambiguity. However, these 3D data sets give enough information to re-
trieve out-of-plane strain information in the particle during its exposure to CO.
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Figure 4.26: Rocking curves around the 002 Pt Bragg reflection of Particle A as function of time
during CO injection. Time is in minutes.

Strain, ε, is defined as the variation of the lattice parameter a with respect to a reference value
aref as follows:

ε (%) =
a− aref
aref

× 100 (4.7)

where the strain is expressed in percent. It can be equivalently defined in terms of the
distance between lattice planes d:

ε(%) =
d− dref
dref

× 100 (4.8)

where d = 2π

|~Q|
and | ~Q| =

√
Q2
x +Q2

y +Q2
z. Therefore, homogeneous strain in the crystal
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results in a peak shift in reciprocal space, whose origin can be simply experimentally defined by
the position of the direct beam in the detector. In this way, the fit of the 3D Bragg positions as
a function of time determines the out-of-plane strain ε002 induced on particle A by the presence
of CO in the reactor chamber. Gaussian fits were performed on the shown intensity around the
Bragg peaks (Fig. 4.26) and on additional alignment scans with shorter exposure times. Previous
conversion of pixels into Q−coordinates was done using the xrayutilites package of Python209.
Applying Equation 4.8 with the lattice parameter of the particle measured just before injection
of CO in the reactor taken as reference value, one gets the strain evolution shown in Figure 4.27.
Strain oscillates as function of time between a maximum tensile strain of 0.01 % and a minimum
compression of -0.06 %. The CO flow was stopped after about 2 hours. A significant compression,
of about -0.05 %, takes place after 40 minutes exposure, and again after 80 minutes, perhaps
exhibiting a periodic behavior.

Figure 4.27: Evolution of the out-of-plane strain as a function of time of Particle A in CO
atmosphere. Reference value (ε = 0) is the measured lattice parameter before injection of CO in
the chamber. The error bars estimated from the thermal expansion of Pt are smaller than the
corresponding symbols.

A second particle, Particle B, was investigated under CO and O2. The sample growth condi-
tions are the same as the previous ones, but the sample was annealed up to 100◦C in order to
get the particles attached to the glassy carbon substrate and improve the stability under the X-ray
beam. The annealing process preserves the THH shape, as observed by SEM measurements and
diffraction patterns did not show significant differences with respect to unannealed samples.
Particle B was followed from RT to 200 ◦C, while recording short 3D RSMs around the 002 Bragg
reflection. Once the temperature got stable at 200 ◦C (temperature read by the thermocouple),
the following partial flows were set successively to:

1. fO2
= 5 ml/min

2. fCO = 2.5 ml/min, fO2 = 2.5 ml/min

3. fCO = 4 ml/min, fO2
= 1 ml/min

Fitting the Bragg peak and applying Equation 4.7 yields the strain evolution shown in Figure
4.28, where the different regimes enumerated here above are separated by dashed lines. As
these measurements were performed at high temperature, both thermal strain (εThermal) of Pt
and substrate must be taken into account. In a first approximation, as response to the tempera-
ture change ∆T , both materials are expected to linearly expand, yielding a thermal strain that
depends on the linear coefficient of thermal expansion (αL) as εThermal = αL∆T . The maximum
difference in temperature between the recorded strains is ∆T = 4◦C (see Fig. 4.28). Taking the
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tabulated values αGC ∼ 3.2 × 10−6 K−1 and αPt ∼ 8.8 × 10−6 K−1, a first estimation of the
thermal strain yields to εThermalPt

= 0.00352% in the case of Pt, and to εThermalGC
= 0.0013%.

Hence, larger shifts of the peak with respect to the reference value (first measurement at 200◦ C
before gas injection) are attributed to variations of lattice parameter in the particle. Exposure
to O2 induces a tensile expansion in the nanoparticle, reaching a 0.13 % strain after 3 hours
exposure. In a second step, CO was introduced in the reactor. Once temperature is stable, small
changes in the lattice parameter are observed, oscillating in a strain range of 0.007 %. When the
CO/O2 mixture was changed to higher reactivity conditions, a significative compression takes
place and after 20 minutes, strain increases again. The whole cycle lasts 30 minutes - before
being stopped, and the lattice expansion took place after 20 minutes. CO atmosphere seems to
be responsible of the oscillatory behaviour of the strain evolution in the particle, perhaps arising
from morphology changes: facetted Pt nanoparticles shape in CO/O2 mixture has been recently
reported to show an oscillatory behaviour, evolving from facetted to rounded shapes according
to oxidation or reduction reversible cycles that take place every 10-20 seconds76. Recording the
3D intensity takes longer and such accurate measurements cannot be performed, but this strain
evolution may be related to morphology changes, even if the samples measured here yield dif-
ferent behaviours because of the particular THH shape. Note that it is supposed here that the
particles are not attached to the substrate, so that the Poisson effect is not taken into account,
which would affect the apparent dilation coefficient.

Figure 4.28: Out-of-plane strain evolution as a function of time of Particle B at 200◦C in three
different regimes: 1) in O2 atmosphere; 2) in CO and O2 and 3) in a different mixture of CO and
O2. Error bars correspond to calculated Pt thermal strain. Temperature changes are observed
simultaneously with gas injection.

After the experiment, SEM measurements were performed on the measured samples (see
Fig. 4.29). Images show that some particles, probably the ones that have been subjected to long
X-ray exposures, have rotated: the surface initially in contact with the substrate is visible, as
well as the “hole” retrieved using the phase retrieval algorithms (Sec. 4.3). These measurements
prove the instability of the particles under the beam and ask for solutions regarding upcoming
experiments.
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Figure 4.29: SEM image of Pt nanoparticles after CDI experiments at ID01 beamline. The hole
of the face initially in contact with the substrate is visible, due to the rotation of the particles
under the X-ray beam (circled in green).

4.6 Conclusions

Finite Element Modelling were used to simulate strain in a single THH NP and simulate its co-
herent diffraction pattern. This model is not adapted to the real system since particles are not
fixed to the substrate and they were seen not to be stable enough during last experiments. Nev-
ertheless, experimental results from phase retrieval seems to be in agreement with simulations:
particles are significantly strained at the edges between flat facets (εzz component). Such a strain
pattern is similar to the one observed by Watari et al.98 in Au NPs with thiol adsorption.

Nanoparticles-based catalysts strongly depend on the shape of the particles, so that character-
isation of such nanostructures requires new approaches. Two different methods to characterise
faceted objects were presented here taking THH NPs as model: the first one consists in measuring
the angle between the streaks of the Bragg peak, and the second one, in projecting the directions
of the streaks onto a reference plane. The use of diffraction patterns significantly improves the
precision and rapidity compared to other geometrical methods based on angles measurement
such as SEM or TEM, that require several projections. Then the real shape of the particle was
checked by phase retrieval methods, while retrieving the phase of the object, thus the strain.

Operando and in situ experiments were afterwards performed in catalytic conditions. At the
ID03 beamline, shape changes were observed in CO oxidation conditions. The strain evolution
of a single particle in different gas atmospheres was calculated from data recorded during a
later experiment at the ID01 beamline. The oscillatory strain may be related to morphology
changes, due themselves to oxidation or reduction states during the reaction. Stability of THH
particles under nanofocused beams constitutes an important issue for CDI experiments, as one
would like to decrease the size of particles to approach real catalytic processes. However, CDI
remains a powerful tool to study single particles during chemical reactions, as it allows to ac-
cess simultaneously density and 3D strain fields. Besides, understanding how shape and strain
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changes of single particles affect the activation or deactivation of the reaction, is the first step to
understand reaction of ensembles. The experiments presented in this chapter, together with the
very recent results from Ulvestad and co-workers215, prove the feasibility of CDI experiments in
catalytic envrionments. Preparation of the samples by transfer of the particles to different sup-
ports after growth, such as graphene or Si3N4 membranes, can be the key for next experiments;
however special care must be taken when choosing the support, since the choice may alter the
catalytic performances of the particles75. Also improvements should be performed in the ID01
mini-reactor. Reducing the volume under the Be dome will allow, for instance, a faster reaction
in the proximity of the sample surface. Developing automated systems will ensure faster and
higher resolution methods and kinetic artifacts could be avoided.

Managing the shape of the particles leads to surface catalytic activity control, i.e. to the pos-
sibility of increasing the chemical reactivity while decreasing the production cost. Apart from
tuning the shape of particles, composition changes have been proposed as an alternative to
increase the catalytic activity of metallic particles (see Chapter 1). A preliminary study on bi-
metallic Cu-Pt THH NPs was performed during this PhD work. The particles were measured at
ID01 beamline and behaviors similar to the ones presented here were observed. New measure-
ments on more stable particles are required and need to be reviewed, as alloying the particles
can significantly reduce the production cost with respect to pure Pt catalysts.
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Conclusions and outlook

The main goal of the work presented in this manuscript was the experimental characterisation of
the lattice displacement and strain of single nanostructures by coherent X-ray diffraction imag-
ing in Bragg condition under thermal treatment and in catalytic conditions. The technique has
been applied to the particular case of core/shell nanowires and single Pt nanoparticles. A first
approach was to use local X-ray diffraction with a nano-focused beam to characterise the strain
of the sample (e.g. single nanowires), but to achieve this goal special attention must be payed
to the sample characteristics (such as the density of wires or particles over the sample) and the
experimental geometry (the X-ray wings of the beam in high-angle diffraction may rise wrong
conclusions about the recorded scattered signal). Hence, special care must be taken to prepare
samples for coherent diffraction imaging experiments, which is a suitable technique to probe the
morphology but also strain inhomogeneities within the structures. Several strategies in order
to isolate nanostructures to perform CDI experiments have been demonstrated: scratching the
structures from the original growth substrate (or using an ultrasonic bath to transfer them to a
grid), manipulating the structures with a SEM/FIB, or taking advantage of the random orienta-
tion of the nano-objects in the case of a non epitaxial growth.
The experimental results have been supported by analytical elastic and finite element analysis of
the studied systems, as well as calculations of the diffraction patterns of the modeled objects.

The motivation to study core/shell Ge/Si NWs was their multiple applications as components
of new devices. However, the stability of the interface between the core and the shell and
how it evolves under thermal treatment are points that have to be considered. In particular,
the intermixing problem at the nanoscale raises fundamental questions. Preliminary studies at
room temperature were performed by means of CDI and TEM, which allowed to determine the
intrinsic strain of the NWs. Coherent diffraction experiments were carried out to investigate the
out-of-plane strain of the NWs (i.e. along the length direction): the Ge core of the NWs was
found completely relaxed whereas the Si shell presented an axial strain dependent on the Ge
core diameter (the strain being measured with respect to Ge and Si bulk respectively). HRTEM
was afterwards used to measure the radial strain, which resulted to be zero for both, core and
shell.
CDI was then used to determine the strain field within the Ge core, what is possible by inversion
of the recorded coherent diffraction patterns around four different reflections of the same NW.
The retrieved phase revealed the possible presence of defects in the NW, whose origin could be
related to the sample preparation.

The most interesting result rises from the annealing experiments. It would seem that the Ge
atoms from the core and the Si ones from the shell do not interdiffuse; when the temperature
is high enough, the Ge-core melts yielding Si(C) nanotubes, as it was observed through envi-
ronmental TEM. On the other hand, in situ CDI experiments showed that the NW bents after
annealing, the lattice tilt being as high as 2◦ over a length of 4 µm.
The remarkable stability of Si/Ge NWs at high temperature and the absence of interdiffusion may
be related to the presence of a passivation layer at the interface between the core and the shell,
since the EDX profile of the NWs at high temperature proved the abscence of carbon in the Si
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shell, and HCl has been excluded as a responsible of the interdiffusion inhibition through ex situ
CDI experiments. Further investigations are necessary in order to understand the mechanisms
yielding the strain relaxation and this lack of interdiffusion. Indeed, an exhaustive characterisa-
tion of the core/shell interface must be performed: misfit dislocations and composition should be
the subject of future experiments. If strain plays a key role in the intermixing as it is suspected,
Ge/SiGe core/shell nanowires with different chemical compositions of the shell - and different
levels of epitaxy - may be worth to investigate. Moreover, strain is present in most SiGe systems
of technological interest.

Next steps of this research project include as well the analysis of pure-Ge nanowires to inves-
tigate the actual effect of the Si-shell. Ge NWs are prone to oxidation and then more difficult to
measure compared to Ge-Si core-shell NWs.
Also a different method to isolate the NWs may be considered, or refinements in the phase re-
trieval treatment, as parasitic signals in the diffraction patterns decrease the spatial resolution of
the reconstructions and make difficult the choice of the support in the algorithms.

The second experimental part of the manuscript deals with Pt nanoparticles and their behav-
ior under chemical reactions. The study here reported looked for answers concerning faceting
and strain changes in gas atmosphere, the goal being to determine the relationship between
these properties. Hence, the first step in this research involves the complete characterisation of
the catalysts under ambient conditions, what was performed through coherent diffraction imag-
ing. Also different methods to determine the crystallographic facets were developed during this
work, that were shown to be useful to identify the morphological changes of the particles after
reaction using the in situ recorded reciprocal space maps.
Preliminary operando experiments were performed on model THH particles, to study their behav-
ior during the CO oxidation reaction. Phase retrieval allowed to determine the strain distribution
within a single particle: the core and the edges of the particle exhibit different strain states. The
orientation of the crystallographic facets forming the crystal was also determined at room tem-
perature, which resulted to be {210} facets. The importance of this result lays on the enhanced
chemical reactivity that high-index facets exhibit. Faceting changes during chemical reaction
were observed, despite facets indexation was not possible.
The big issue of operando experiments was the stability of the nanoparticles under the focused
beam. It was also observed that the average strain of the particles changes under reaction. CDI is
expected to resolve the inhomogeneous phase also within the particles, which would affect (to-
gether with the morphology) the activity of the individual particles. The shape changes deserve
further investigations, with efforts in the improvement of the experimental set-ups and towards
the decrease of the size of the particles to approach the real catalyst process usually employed in
industry.

The predicted increase of flux after the ESRF upgrade (scheduled in January 2019 for 18
months) is expected to make the task of measuring in catalytic conditions a bit easier by the
increase of coherent flux, i.e., shorter counting times during the measurements. Indeed, faster
3D acquisitions would allow to study much faster chemical processes.
In this regard it is also suitable to optimise the current phase retrieval algorithms, which often
require a large number of iterations and are computationally intensive. Improvements towards
analysis during the data acquisition are needed for real imaging during in situ experiments.

It could be also useful to take into account the X-ray probe effects in the measurements, as
its phase may affect the retrieved one from the object, and this is the case for both systems,
i.e. catalyst nanoparticles and core/shell NWs. In this regard, ptychography may be applied
but the algorithms used in this work still need some improvement (stagnation was observed
in the case of experimental data from the SiGe nanowires). In addition, recording 3D data
sets suitable for ptychographic reconstructions need high stability, as measurements must be
longer. Hence, the technique is less appropriate for in situ or operando experiments but they
could be complementary with a first characterisation of the nanostructures, as the robustness of
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ptychography algorithms improve the convergence and would lead to better understanding of
defects or/and strain in the initial (as-growth) studied objects.
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Résumé de thèse

La manipulation des propriétés physiques des nanostructures, telles que leur forme ou leur com-
position, suscite de plus en plus l’intérêt des recherches à cause des propriétés exceptionnelles
des matériaux à cette échelle.
L’ingénierie des contraintes a pour objet d’utiliser la déformation pour contrôler les propriétés.
Cela est particulièrement intéressant dans les nano-objets car ils peuvent supporter des déforma-
tions élastiques élevées. Dans ce travail, nous étudions la déformation et l’influence de la tem-
pérature dans des nanofils uniques de type cœur/coquille. Ceci est possible en utilisant la diffrac-
tion cohérente des rayons X (CDI) en condition de Bragg, une technique d’imagerie qui remplace
les lentilles optiques par des algorithmes d’inversion capables de reconstruire l’amplitude (den-
sité électronique) et la phase (projection du champ de déplacement atomique) de l’échantillon
à partir des clichés de diffraction. Cette méthode a également été appliquée à des particules
facettées de platine qui ont des propriétés catalytiques exceptionnelles. Des expériences CDI in
situ ont permis d’étudier l’évolution du champ de déformation dans les particules pendant des
réactions chimiques et donc de progresser vers le découplage entre leur déformation intrinsèque
et leur activité chimique.

Abstract

Manipulating the physical and chemical properties of nanostructures by changing their character-
istics (such as shape, strain or composition) is a vivid field of research spurred by the numerous
applications that may take advantage of the unique properties that materials offer at this scale.
Strain engineering aims to tune the strain in order to control the properties of materials. This
is particularly interesting in nano-objects because they can sustain much higher elastic strains
before the occurrence of defects. In this work, we study the strain and the influence of tempera-
ture in single core/shell nanowires. This is possible thanks to X-ray coherent diffraction (CDI) in
Bragg condition, an imaging technique that replaces the optical lenses by inversion algorithms
that are able to reconstruct the amplitude (electronic density) and the phase (projection of the
atomic displacement field) of the sample from the experimental diffraction patterns. In addition
to nanowires, the method is applied to metallic particles of platinum with exceptional catalytic
properties. In situ CDI experiments allowed to study the strain evolution within particles dur-
ing chemical reactions, thereby moving forward in the understanding of important relationships
such as the intrinsic strain and chemical activity of the nanoparticles.
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