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Member of Computer Science Laboratory of Lille (LIFL UMR CNRS/Lille1 8022),
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de modélisation 3D sans contact et avec ajout de texture, École Centrale de Lyon, Janvier 2010.

Ph.D. Thesis (1)

[T1] Boulbaba Ben Amor, Contributions to 3D face Modeling and Recognition, Ph.D. Dissertation,
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Teaching Activities

TELECOM Lille (2007 – Present)

Télécom Lille is a French public engineering school (grande école) founded by Université de Lille1 and
Institut Mines-Télécom, in 1991. Open to holders of a French Baccalaureate, two-year degree students
(roughly equivalent to a Bachelor’s degree) and to professionals, Télécom Lille has broadened access to
engineering degrees. Since my arrival in September 2007, I have designed new classes related to my
research topics that are proposed to the last year students. In particular, I have targeted two topics:
Introduction to Biometrics and 3D Acquisition, Modeling and Analysis. Since 2011, I’m the responsible
and the coordinator (with another colleague in the same department) of the Systems & Networks Security
module, proposed to the last year students.

2011 - present: Coordinator of the Systems & Networks Security module at Télécom Lille,
This module is proposed to the last year students. It provides a rich set of security topics, ranging
from computer system security to network security and security of emerging ICT applications, and it is
composed of lectures, conferences, and hands-on experiments, given by both guest lecturers from industry
and researchers from academia, offering technical and scientific perspectives on dealing with security
threats and attacks. The students are expected to gain insightful understanding on those significant
security issues and the latest security technologies, as well as learning to solve practical security problems
in creative and efficient ways. The module contains fundamental topics (Cryptography, Risk assessment,
Dependability, Network Protocols, Intrusion Detection Techniques, etc.) and a second part which changes
continuously according to the hot new topics in security (Cyber-criminality, Trust and Privacy, etc.).

2011 - present: Introduction to Biometrics,
Lectures and a practical project, proposed within the Systems & Networks Security module at Télécom
Lille. My research activities in the field of face recognition pushed me to introduce this class. It is
designed to first highlight the need of emerging biometrics and related applications. Then, it studied
more deeply some of the technologies such as Iris, Fingerprint and Face following a pattern recognition
methodology (preprocessing, feature extraction, pattern matching, datasets, evaluations, etc.). Usually, a
seminar from a company (Morpho10, etc.) is proposed to give the industrial point-of-view, the systems
constraints and the new applications.

2008 - present: 3D Acquisition and Analysis Techniques,
Lectures, practices and demonstrations, proposed to the Multimedia module at Télécom Lille. I have

10www.morpho.com/?lang=en

www.morpho.com/?lang=en
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introduce this class to allow our students discover multiple technologies of 3D imaging (stereo-vision,
structured-light, laser rangefinder, time-of-flight, etc.). Furthermore, I have introduced practices on 3D
mesh processing and analysis using the Visualization Toolkit (VTK) library11. With these practices, the
students discover tools for 3D mesh processing and scientific visualization. They work with a class library
entirely designed in an Object-Oriented fashion.

2007 - present: Algorithms and C/C++ programming,
Lectures, practices and project, proposed to the 1st year students at Télécom Lille. First, with the Al-
gorithms teaching, the students learn how to design solutions for a given problem and how to write an
algorithm. Then, a translation to the C/C++ language which is built and executed, allow to touch on
the whole process.

2007 - present: Data Structure (E-learning),
Distant lectures, proposed within the apprenticeship curriculum at Télécom Lille. Here, the students are
apprentice and spend half of their time in a company and the other half at school for practices and exams.
I note that Télécom Lille has developed a strong expertise in e-learning, since 2000.

2007 - 2012: Multimedia Indexing and Retrieval,
Java development project, proposed to the last year students in the Multimedia module. With this project,
the students design and implement a graphical user interface and a set of image descriptors for image
retrieval. The project ends with an evaluation procedure using the appropriate criteria Recall/Precision,
F1-score, etc. This project is proposed with the lectures on Multimedia Retrieval given by Prof. Mohamed
Daoudi.

École Centrale de Lyon (2004 – 2007)

École centrale de Lyon, founded in 1857, is one of the oldest post-bachelor graduate schools (grande
école) in France. During my Ph.D. graduation, I got the chance to work with the professors at École
Centrale de Lyon and to be involved in some classes,

2004 - 2007: Algorithms and Data Structure,
Practices proposed to the 1st year students at École Centrale de Lyon (with Prof. Liming Chen).

2004 - 2007: Oriented Object Programming,
Practices proposed to the 2nd year students at École Centrale de Lyon (with Prof. Christian Vial).

2006 - 2007: Information System Architecture (Java language),
Practices proposed to the 3rd year students at École Centrale de Lyon (with Prof. Christian Vial).

EPSI Lyon (2005 – 2006)

EPSI (École Privée des Sciences Informatiques) is a French private school founded in 1961.

2005 - 2006: Software Engineering,
Lectures, practices and projects proposed to the engineer students at EPSI-Lyon. It was a nice experience
at this private school. In fact, I was the responsible of the Software Engineering module to study modeling
methodologies like UML (Unified Modeling Language) or MERISE. Several projects have been proposed
to the students to practice and design applications.

11http://www.vtk.org/

http://www.vtk.org/
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Notations

Table 1: List of symbols and their definitions used in this habilitation.

Symbol Definition /Explanation
X n× 3 matrix of landmarks coordinates in R3.
‖.‖F the matrix Frobenius norm.
C preshape space.

〈X,Y 〉 Riemannian metric on C
S shape space.

TX(C) tangent space to C at X ∈ C.
[X] equivalence class of X (orbit of X).
dC distance on C, dc(X,Y ) = cos−1(〈X,Y 〉) .

expX(V ) exponential map function (exp : TX(C)→ C).
exp−1

X (Y ) inverse exponential map function (exp−1 : C → TX(C)).
SO(3) rotation group in R3.
γ(t) a parametrized geodesic path on Kendall’s shape space.
L(γ) the length of γ.
I the unit interval [0, 1].
L2 (also L2(I,R3)) refer to the infinite-dimensional function space of R3.
β a parametrized continuous curve in R3.
q the SRV function, q(t) = β̇(t)/

√
‖β̇(t)‖ .

|.| the standard Euclidean norm in R3.
〈f1, f2〉 the the standard L2 metric

∫ 1
0 f1(s)f2(s)ds

‖.‖ the standard L2 norm.
ψ(t) a parametrized geodesic path on the shape space of continuous curves.
L(ψ) the length of ψ.

˙ψ(t) derivative of ψ with respect to t.
Γ group of orientation-preserving re-parametrizations in [0, 1].
[q] equivalence class of SRVF under rotation and re-parametrization.
C, S preshape space and shape space, respectively.
F a facial surface represented as indexed collection of radial curves {β(α)}α∈[0,2π].
M the manifold of facial surfaces M = S [0,2π].

dC , dS , dM metrics on C, S and M, respectively.
Ψ a geodesic path between elements of M.
ψ(α) a geodesic path between curves of index α.
F̄ a sample mean on M of a set of facial shapes.
S1 the unit circle.
rl a landmark of index l on the face.
λ a variable for the value of the distance from the landmark rl.
cλ a closed curve extracted around an arbitrary landmark r.

dS[0,λ0] metric on S [0,λ0] the manifold of facial patches.

xxii





Chapter 1

Extended Summary

Over the last decade, I have directed my research towards the topic of 3D shape analysis and recognition
with a particular focus on studying facial surfaces and their dynamics (deformations). I have targeted
fundamental applications in pattern recognition – face recognition, facial expression classification and
soft-biometrics (gender, age, etc.) estimation – based on three-dimensional data. With the emergence
of modern shape theory and related approaches based on differential geometry, conducted mainly in 2D
domain, I have been attracted by the elegant theory and relevant geometric and statistical tools that it
offers. In particular, viewing shapes as elements of finite- or infinite-dimensional manifolds, the definition
of Riemannian structures (or metrics) on these manifolds, and computing statistics on them (sample mean
of shapes, sample covariance, etc.). These tools are suitable and computationally efficient to be applied
to pattern recognition problems, as shown in the literature of 2D domain. Throughout this habilitation,
my goal was to develop shape analysis frameworks for 3D faces and dynamic faces (4D faces), with the
specific interrelated goals of (1) matching facial surfaces (i.e. dense registration of the shapes modulo
rigid and non-rigid transformations); (2) comparing 3D shapes (i.e. define shape-preserving metrics);
(3) measuring/quantifying the deformations between them; and (4) averaging a population of shapes to
get representative shape, for instance. As I shall describe later on, the developed methodology is shown
to be promising from both empirical and theoretical perspectives and illustrate how several applications
can profit from the underlying mathematical framework.

Historically, I was among the first researchers focusing on 3D face modeling and recognition (Ben Amor
et al., 2006a) by investigating the (rigid) registration approaches, such as the well-known Iterative Closest
Point (ICP) algorithm and develop variants to perform region-oriented ICP to handle the facial expression
variations. It is important to mention that despite the slight overlapping with my early research conducted
within my Ph.D. project1, the methodology that I adopted later presents in someway a scientific jump in
several fronts. On the theoretical side, viewing the 3D facial shapes as elements of Riemannian manifolds
and the use of tools from Differential geometry to interpolate between them and to quantify their

1Refer to my earlier publications (Ben Amor et al., 2006a), (Ben Amor et al., 2006b), and (Ben Amor et al., 2008) for
more details.
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divergence, was my significant methodological evolution. Furthermore, modeling the shape variations
by action of groups on shape representations, as previously formulated by D.G. Kendall and Ulf
Grenander which leads to the Group theory, was my second methodological trend. This approach
resulted in a registration-comparison (leaded jointly) solution of 3D facial shapes. With the use of
appropriate mathematical representations and elastic shape analysis models, an efficient approach to
register facial surfaces in presence of the variations cited above, has been proposed. The contributions
of this habilitation are following:

# A mathematical representation of 3D faces through multiple curves suitable for shape analysis;

# An effective elastic model for 3D face registration and analysis leaded jointly;

# An efficient way to deform one surface into another which provides interpolation tools on the
underlying manifolds;

# Robust face recognition solutions under expression, occlusion and pose variations, as shown through
the extensive set of experiments conducted on publicly available Benchmarks;

# Relevant geometric tools to capture and learn deformations across 3D faces,

# Algorithms for facial expression recognition from static and dynamic 3D data;

# Morphology-inspired geometric features for soft-biometrics estimation.

In summary, this habilitation provides comprehensive frameworks for shape analysis of faces with appli-
cations to facial biometrics and facial expression analysis. Different pieces of the proposed computational
framework, our contributions and the application perspectives are raised in the following items:

3D Faces, Elements of Infinite-dimensional Riemannian Manifolds – In Pattern Recognition,
shapes are considered as one of the main cues for scene understanding, in addition to colors, textures
and motions. Shapes are usually represented as sparse landmarks or continuous contours which delimit
the external boundary of the objects. However, with the advancements of 3D scanning technologies,
like laser rangefinder, structured-light and time-of-flight cameras, it is possible to capture depth-maps
of the objects in the scene, which is a more complete description of the external boundary of shapes.
These 3D images (depth-maps) could be often converted to 3D point clouds, 3D surfaces (meshes) or
textured surfaces. Hence, there was an outstanding need for developing suitable tools and computa-
tional strategies for shape interpretation under many variablities of two kinds – (1) shape-preserving
transformations such as the rigid transformations (scaling, translations and rotations), and (2) shape-
changing transformations as the non-rigid deformations, which affect the shape. Because most of the
geometric features (landmark configurations, curves, surfaces, deformations) do not belong to Euclidean
spaces but rather to curved manifolds, a new methodology has emerged over the three last decades for
studying shapes and model their variabilities. The emerging school of modern shape theory, promoted
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by researchers as D.G. Kandell and U. Grenander, consider the space of shapes representations as
a geometrical object akin to a Riemannian manifold on which it is possible to resort conventional tools
from Differential Geometry. Thus, shapes (or their mathematical representations) live on spaces on which
one should impose Riemannian metrics required to quantify shape similarity/difference, as a first goal.
There has been an increasing interest in using Riemannian frameworks for shape analysis of objects. One
reason for its increasing popularity is the breadth of the tools that it offers. On one hand it allows to
remove all shape-preserving transformations from the representation space, using the notion of quotient
spaces and, on the other, it provides geometric tools and algorithms for computing statistics (sample
means, covariances, etc.) of shapes useful in statistical modeling, for example. Our first contribution
relay on this point, after a pre-processing step, trough a new mathematical representation, we map the
facial surfaces on an infinite dimensional Riemannian manifold. Then, we derive algorithms to quantify
shapes divergence and compute statistics on the underlying shape space.

According to several studies (including my earlier work (Ben Amor et al., 2006a)), the most important
variability that we seek to filter out is the facial deformation. The scaling, the location and the rotations
could be removed by introducing pre-processing steps and using previous solutions (Kendall, 1984). To
tackle this issue, we have proposed to represent the facial surfaces as collections of radial curves emanating
from the nose tip (as a reference point). This impose a first level of parameterization of the facial surfaces.
The second level is to adopt an elastic model to pairwise register and compare the 3D curves through the
faces. Recall that in practice the 3D faces subject of the study are presented as 3D meshes devoid of order
(or parameterization) on them. Thus, representing facial surfaces as indexed collections of parametrized
curves is a crucial step in our shape analysis methodology. Some previous works (including ours) have
proposed similar representations through sets of curves (Samir et al., 2006, 2009)(Ben Amor et al., 2009,
Drira et al., 2009a)(Berretti et al., 2011), however, the radial curves representation is more suitable to
handle facial deformations (as we will discuss in Chapter 2, Section 2.4.1). The next step was to propose
a mathematical representation of 3D faces which account for the stretching, shrinking and bending of
the facial surfaces. We have adopted the Square Root Velocity Framework, proposed in (Joshi et al.,
2007, Srivastava et al., 2011) to compare facial surfaces through their parametrized radial curves. Based
on this representation, shapes (of 3D faces) are viewed as elements of an infinite-dimensional curved
manifold. The shape space is a quotient space of a pre-shape space under the action of the groups of
transformations. Tools from differential geometry are used to define a Riemannian metric on the shape
space and compute geodesics (most efficient way to deform on shape to another) under the elastic metric.

Shape Analysis of Static Faces – Due to the increasing importance of shape analysis of objects
in different applications, including 3D faces, a variety of mathematical representations and techniques
have been suggested in the literature. The difficulty in analyzing shapes of objects comes from the fact
that: (1) Shape representations, metrics, and models should be invariant to certain transformations. For
instance, rigid motions and re-parameterization of facial surfaces do not change their shapes, and any
shape analysis of faces should be invariant to these transformations. Several tools have been proposed
in our framework including (1) interpolating between 3D facial shapes using geodesics on manifolds;
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(2) measuring distances between shapes (length of geodesics); (3) averaging a set of shapes to define
sample means and statistical models on their tangent spaces. These ideas have been applied to 3D
face recognition under challenging variations such as expressions, occlusions, and pose variations (Drira
et al., 2010a, 2013a). Here, facial surfaces are parametrized as collections of curves are elements of an
infinite-dimensional manifold as described earlier. This methodology have been also successfully applied
to expression analysis from 3D static faces (Maalej et al., 2010, 2011). Here, shape analysis of local facial
patches (local surfaces around pre-defined landmarks) is used to capture and learn deformation patterns
for each class of expressions. Taking another direction, we have proposed in (Berretti et al., 2011) to use
SIFT feature descriptors of depth images around keypoints to perform 3D facial expression recognition.

Shape Analysis of Dynamic (4D) Faces – With the advancement in 3D imaging technologies, it
is possible nowadays to capture dynamic flows of objects for the purposes of merging them or making
analysis of their dynamics (motions). To reach the latter goal, an accurate dense registration of meshes
(frames) across time is important. One basic idea to capture facial deformations across 3D video se-
quences is to track mesh vertices densely along successive 3D frames. Specifically, in comparing shapes
of faces, it is important that similar biological parts are registered to each other across different faces.
Furthermore, it is important to use techniques that allow a joint registration and comparisons of surfaces
in a comprehensive framework, rather than in two separate steps. These two issues – invariance and
registration – are naturally handled using Riemannian methods where one can choose metrics that are
invariant to certain transformations and form quotient spaces (termed shape spaces) by forming equiva-
lence classes of objects that have the same shape. The elastic Riemannian metric that we used provides
a nice physical interpretation of measuring deformations between facial curves using a combination of
stretching and bending. We have introduced in (Drira et al., 2012, Ben Amor et al., 2014a) a novel
method to capture densely and faithfully the facial deformations, grounding on Riemannian geometry,
called Dense Scalar Fields (DSFs). The elastic deformations are accurately captured by the DSF fea-
tures and used for expression classification. The main motivation of using a Riemannian approach is to
perform registration that matches corresponding anatomical features, and obtain deformation fields that
are physically interpretable.

Learning Geometric Features for Classification – In this part of our work, we utilize ideas from
two growing but disparate fields in computer vision – shape analysis using tools from differential geometry
and Machine Learning techniques – to learn the geometric features for classification tasks. For example, in
(Ballihi et al., 2012a,b) we have used the Adaboost algorithm to select and highlight salient geometrical
facial features that contribute most in 3D facial biometrics. Firstly, a large set of geometric features
(curves) are extracted using level sets (circular curves) and streamlines (radial curves) of the Euclidean
distance functions of the facial surface; together they approximate facial surfaces with arbitrarily high
accuracy. Then, we used the shape analysis techniques in order to measure shapes difference and capture
their deformations that are fed up to the Boosting step. A second idea was to derive from the geometric
features Euclidean representations, then apply Machine Learning algorithms to perform face classification.
For example, the Dense Scalar Fields are the magnitude of the shooting vectors (elements of different
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tangent spaces), which bring their initial representation to an Euclidean vector space. Thus, applying
traditional classification algorithms (Random Forest, Hidden Markov Models, Support Vector Machines,
etc.) for face classification become possible. These ideas have been tested in facial expression recognition
(Maalej et al., 2011, Ben Amor et al., 2014a) and more recently in soft-biometrics estimation (Xia et al.,
2013a, 2014a), such as gender classification and age estimation.

Manuscript Organization

After this executive summary of the habilitation contributions, Chapter 2 describes scientific challenges
of 3D face analysis and provide a brief review of modern shape theory with an essential background of
shape analysis of landmark-based representations and continuous parametrized curves. It also details our
methodology for shape analysis of 3D faces and shows our practical and unified computing framework.
Chapter 3 targets our first application, 3D face recognition under pose, expression and occlusion varia-
tions. In Chapter 4 we explore the role of shapes in facial expression analysis and recognition, from static
or dynamic data. We present in Chapter 5 our third application related to soft-biometrics estimation
using Morphology-inspired geometric descriptions. Finally Chapter 6 presents our current research and
some perspectives for future directions.
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Chapter 2

Shape Analysis on Riemannian
Manifolds

The goal of this chapter is to provide a brief literature review and essential theoretical aspects required
to introduce our contributions in 3D shape analysis. We will start by reviewing some pioneering work
from the literature related to modern shape theory ranging from landmarks (a dataset of registered
anchor points), in particular the Kendall’s shape analysis methodology, to landmark-free geometrical
representations, including 3D continuous curves. Then, we will introduce the geometrical shape analysis
framework grounding on Riemannian geometry proposed in our research for 3D shape analysis. In
particular, we will emphasize on two key ideas – (1) the mathematical representation of the studied
shapes, and (2) the geometric tools defined on the space of these representations for the purposes to
measure distances between shapes, interpolate between them, quantify their shape difference, estimate an
average shape as well as estimate the shape variability within a class of shapes. One important difficulty
to lead shape analysis is that the study of the representations involves non-linear spaces (i.e. not vector
spaces), thus tools commonly used to process the shapes are not valid. For that reason, shape analysis
often implies Differential Geometry to study curved spaces formed by shape representations and to
develop appropriate tools to resolve the tasks above-cited. Another important fundamental aspect which
has emerged is to consider the variabilities induced by the transformations such as rotations, translation,
scaling, and deformations (diffeomorphisms) as actions of certain groups on the space of representations.
Thus, the study of the groups and their actions which involves knowledge in Group theory, is required
to conduct transformation(s)-invariant shape analysis. Later, through this habilitation, we will discuss
the benefits of the geometric shape analysis methodology and will provide some illustrations involving
3D face analysis applications.

Recall that the aim of shape analysis is to develop mathematical descriptions of shapes, so that shapes of
objects can also be measured and quantitatively compared. In particular, goals of shape analysis include:

8
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# Quantifying similarity (or difference) between shapes – The space of shape descriptors
is equipped with a sort of distance function d. This function measures the difference between
shapes, enabling us to make statements such as shape x is more similar to y than to z (formally,
d(x, y) ≤ d(x, z)).

# Finding the most efficient way to deform one shape into another – By viewing shapes as
elements of a given shape space, it is often possible to define paths (curves) on that shape space
connecting two arbitrary shapes. Minimal curves (in term of length) provide the most efficient way
to deform one shape into another and can be seen as an interpolation between these shapes. This
needs first algorithms to produce dense correspondence between the shapes that seek to optimally
register them.

# Defining a mean shape to represent a shape class – Given a set of shapes, points of the shape
space, one seek here to define a sample representative mean shape of that class. As shape spaces are
curved spaces, we need to use appropriate approaches from differential geometry involving tangent
spaces to design algorithms to estimate a sample mean.

# Shape classification – Suppose we have a database of previously-observed shapes from each of
several different classes. Given a test shape, we would like to determine which of these classes the
test shape most likely belongs to. In classification tasks, it is often useful to define probability
densities of shapes given a mean shape and a set of training samples.

Thanks to tools from Differential Geometry, achieving the goals above-mentioned become possible. In
the following sections, I shall review essential concepts and related methods from state-of-the-art which
offered elegant theories and computational algorithms for shape analysis. From this point-of-view, my
research is indebted to the seminal work of D.G. Kendall (Kendall, 1984) and his colleagues (Dry-
den and Mardia, 1998) on statistical shape analysis of landmark-based representations, the work of U.
Grenander on shape theory formulation (Grenander, 1993), and the recent work of A. Srivastava
and his group in elastic shape analysis of continuous curves in Rn, in particular (Klassen et al., 2004),
(Joshi et al., 2007), and (Srivastava et al., 2011). I should also cite the work conducted in M. Daoudi’s
group in the field of 3D face recognition using iso-level curves (Samir et al., 2006, 2009), before I joined
his group and get involved in the research on that topic. Next section will provide a brief literature
review of 3D face analysis as a particular challenging case of 3D shape analysis.

2.1 3D Faces, Particular 3D Shapes

The exploitation of the 3D shape of the face rather than its appearance with definition of innovative
algorithms for 3D face matching has been a growing field of research in recent years. In addition to
face recognition, many applications have been targeted as facial expressions analysis and Action Units



Chapter 2. Shape Analysis on Riemannian Manifolds 10

detection, and soft-biometrics estimation (gender, ethnicity and age). The up-to-date list of the solutions
proposed can be derived from the survey of (Bowyer et al., 2006a) and the literature reviews of (Drira
et al., 2013a)(Ben Amor et al., 2014a)(Xia et al., 2014b). A collection of 3D face data sets have also been
made available, thus providing the opportunity to have fair comparison between different solutions. The
Face Recognition Grand Challenge (FRGC) initiative, directed by NIST, provides common data sets to
be used as a reference for training (FRGCv1) and evaluation (FRGCv2) ; a 3D face recognition contest
was launched in 2005, with the final results published in 2006 (Phillips et al., 2005). Since then, several
3D face recognition approaches have been developed. In the same direction, some research groups are
interested on performing facial expression recognition from 3D still images (Wang et al., 2006a)(Berretti
et al., 2011)(Fang et al., 2011)(Gong et al., 2009a)(Le et al., 2011)(Mpiperis et al., 2008a)(Tang and
Huang, 2008a) and very recently from 4D face sequences (Sun et al., 2010a) and (Sandbach et al., 2012a).
Thanks to the publicly available databases such as BU-3DFE and Bosphorus for static analysis and BU-
4DFE for dynamic analysis, many research groups have investigated the problem with the assumption
that the 3D facial geometry could be more informative (in terms of deformations) that planar images,
thus their use can achieve better performances as demonstrated in (Sandbach et al., 2012a).

3D/4D Face Analysis

Isometric deformations

Deformable Models
Annotated Deformable Model 
(Kakadiaris et al., 2007) (Passalis et al., 2011)
Model Adaptation and Vertex Tracking 
(Sun et al., 2010)

Iso-level Curves and Stripes
(Samir et al., 2006, 2009) (Ben Amor et al., 2009)

(Drira, 2009) (Ballihi et al., 2012)
(Berretti et al., 2010)

Non-rigid Registration
TPS (Lu et Jain, 2008)

FFD (Sandbach et al., 2012)

Canonical forms
(Bronstein et al., 2005, 2007)

Rigid Registration
ICP (Ben Amor et al., 2006)

(Faltemier et al., 2006)
(Alyuz et al., 2008)

Elastic Radial Curves
(Drira et al., 2013)
(Ben Amor et al., 2014)
(Xia et al., 2014)

Principal Component Analysis
(Colombo et al., 2013)

Range image Features
LBP, LCP, LNP, Spherical Harmonics,
Wavelets, Shape Index,  
(Li et al., 2014) (Huang et al., 2014)

Figure 2.1: Literature review of 3D face analysis approaches for recognition, expression recognition and
soft-biometrics estimation.

Show in figure 2.10 is an overview of related approaches used in different applications, in particular face
and facial expression recognition. The fundamental ingredient of these approaches (performing on static
or on dynamic 3D data) is the facial matching (or correspondence). For example in face recognition it
is important to match accurately different anatomical parts of the face before using a defined metric to
derive a dissimilarity measure between the face (Bronstein et al., 2005a, 2007a). This step is also very
important to achieve dynamic analysis (Sun et al., 2010a) (Sandbach et al., 2012b). With the definition
of an appropriate metric, this is the most important step in 3D facial shape analysis because of the
multiple variabilities exhibited by the facial surface,
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Pose variations (missing data) Facial expression variations Internal and External occlusions

Figure 2.2: Different challenges of 3D face analysis: Pose variations, deformations caused by the ex-
pressions, occlusions, missing data, etc. (these examples are taken from the Bosphorus dataset).

# Facial Expressions induce non-rigid (often elastic) transformations to the facial surfaces (center of
Figure 2.2). One seek here to use metrics suitable to compare facial surfaces modulo such transfor-
mations. An assumption which states an approximation of the facial deformations to be isometric
under the intrinsic surface metric has been first proposed in (Bronstein et al., 2005b)(Bronstein
et al., 2007a) and considered by other groups (Samir et al., 2009)(Ben Amor et al., 2009) using
iso-level curves and (Berretti et al., 2010a) based on iso-stripes, to handle the deformation problem.
Another direction consists to use Deformable Face Models as illustrated in (Kakadiaris et al., 2007)
(annotated deformable model) and (Sun et al., 2010a) (Model Adaptation and Vertex Tracking)
to perform facial registration. The use of existing solution for non-rigid registration such as the
Thin-Plate Splines (TPS) in (Lu et al., 2006a) and the Free-Form Deformation (FFD) in (Sandbach
et al., 2012b) algorithms is explored to perform an accurate registration.

# External Occlusions result in external parts which will over the facial mesh (the right part of
Figure 2.2). One seek here to first remove the external occlusions which results in missing data,
then apply one of the following strategies, (1) tolerate the missing data using local approaches
(Mian et al., 2008)(Huang et al., 2011) or region-based approaches (Faltemier et al., 2008), or (2)
complete the missing data using generative statistical models (such as Gappy-PCA applied on range
images, as proposed in (Colombo et al., 2009)) then perform the analysis.

# Head Pose Variations induce self-occlusions which results in missing data on the facial surface
and luck of matching between the faces (left part of Figure 2.2). A rough registration step is
necessary to perform face comparison (Ben Amor et al., 2006b)(Lu et al., 2006a).

Accordingly, several works have investigated the problem of face analysis using static and dynamic 3D
data with fundamental problems of invariance and registration. From the description above, the proposed
approaches tackle one of the challenging problems. Abundant works have been proposed for non-rigid
registrations of facial surfaces, and others have been oriented to handle external occlusions or significant
pose variations. In this habilitation, we propose a novel methodology which can handle the above-cited
challenges under a unified Riemannian framework. As we will illustrate later, the – invariance and
registration – problems are solved jointly (in the same step) using an elastic model suitable to handle
the deformations. This framework allows also for formal statistical inferences, such as the estimation of
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missing facial parts using Principal Component Analysis on tangent spaces and computing average shapes.
These tools are useful in data completion and hierarchical clustering for efficient recognition. Facial
deformations are captured using the shooting directions (elements of tangent spaces of the underlying
manifold) computed between faces and serves to classify the facial expressions. Lastly, Morphology-
inspired perspectives are extracted using the same Riemannian framework to perform soft-biometrics
estimation and study the correlation between them. Although the ideas of using tools from Differential
Geometry and Machine Learning are disjoint, and rarely used together, we have successfully used them
to learn geometric features for classification.

2.2 Literature Review on Modern Shape Theory

Shapes of natural or man-made objects extracted from imaged scenes are important cues used in de-
tection, recognition, retrieval, clustering and classification. It points out the external form of someone
or something as produced by their outline and is usually viewed as a set of landmarks or continuous
boundary. A formal and intuitive definition of shape has been introduced in (Kendall, 1984) then in
(Dryden and Mardia, 1998) and considered later by many researchers in this field:

Shape is all the geometrical information that remains when location, scale and rotational effects are
filtered out from an object (definition taken as is from (Dryden and Mardia, 1998)).

This topic is not new1, that is, the biologist D’Arcy W. Thompson (Thompson, 1917) have proposed
theories in geometric species warping, which have been presented in his book On Growth and Form.
Thompson explored the degree to which differences in the forms of related animals could be described
by means of relatively simple mathematical transformations (Thompson, 1917). Thompson essentially
applied the idea of morphing to biological structures, whereby he plotted the contour landmarks of
various like-species and generated deformed grids based on the results.

The seminal work of Kendall (Kendall, 1984) (and later of (Dryden and Mardia, 1998)) and Bookstein
(Bookstein, 1986) resulted in elegant and comprehensive statistical shape analysis theory, that influ-
enced the modern theory of shapes and inspired many researchers with the introduction of methods and
techniques derived from differential geometry. Herein, shapes are represented by sets of ordering land-
mark points and their statistical variability imposes to deal with a set of Euclidean shape-preserving
transformations such us scaling, translation, and rotation. Starting with this space, Kendall method-
ically and rigorously proceed to remove variability due to translation, rotation, and (optionally) scaling
to arrive at their space of shape representations, which is the space of orbits under the action of the
rotation group. He also equipped this orbit space with a Riemannian metric, making possible to quantify

1This review cannot claim to provide an exhaustive account of the subject. Related theory and references listed in this
section mostly rely on the author’s view of the field. We encourage the reader to refer to the nice and comprehensive survey
written recently by L. Younes in (Younes, 2012) for a more complete picture.
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shape divergences (geodesic distance) and to provide geodesics between shapes. The notion of geodesic
distance is a basic tool for statistical shape analysis. Later, in (Dryden and Mardia, 1998) the authors
have discussed planar Procrustes analysis to highlight the main components of shape analysis. They
have defined tangent-space probability models to Kendall’s shape manifolds.

From a similar point-of-view, Grenander’s shape theory formulation (Grenander et al., 1991) viewed
continuous shapes as points on an infinite-dimensional, differentiable manifold. The variations between
shapes are modeled by actions of Lie groups on this manifold. Low-dimensional groups, such as rotation,
translation and scaling, change the object instances keeping the shape unchanged, while high-dimensional
groups (diffeomorphisms) smoothly change the object shapes (Younes, 1998). This theory proposed to
view the set of shape representations (the shape space) as quotient of the pre-shape space, obtained
by modding out shape-preserving transformations. The idea is to assume that there is a template
object, which represents the reference shape. Then, the variability of the shape is analyzed through the
deformations of this reference shape towards the actual observations: a shape difference is encoded by
the transformation that deforms one to reach the other. In (Grenander et al., 1991), the authors used
Markov models to represent the boundaries of non-rigid objects. They demonstrated how these models
can be used to detect objects in noisy images. By using deformable templates (Grenander, 1993) with
shape deformations modeled as action of diffeomorphisms, (Basri et al., 1998) described how to measure
similarity between objects in terms of the amount of stretching and bending necessary to turn the
shape of one object into the shape of another one. Work toward elastic shape analysis (using elastic
models) has been carried out by L. Younes in (Younes, 1998) followed by (Michor and Mumford,
2003) and (Mio et al., 2007), where some shape descriptors and metrics were derived. The key idea in
elastic analysis is that the mapping is nonlinear, i.e. points that are matched together are at unequal
distances from their origins. Such a matching can be considered as an elastic matching, as one curve has
to (locally) stretch, compress and bend to match the other.

Modern vision problems require a unifying framework for the statistical study of shapes and the devel-
opment of computational algorithms. This demand has spawned numerous studies of shapes in recent
years. For example, (Klassen et al., 2004) introduced a representation for planar curves parametrized by
arc-length in which each curve is represented by its angle function θ(t), defined as the elevation angle of
the tangent vector of the curve at t (values are chosen so that θ is continuous). This representation is
invariant to translation and reparametrization, and can be made rotation-invariant by vertically shifting
each angle function so that it has an average value of π. However, since all curves are required to be
parametrized by arc-length, it is not possible to reparametrize curves to improve the registration be-
tween them. They applied this framework to statistical modeling and analysis using large collections of
shapes (Srivastava et al., 2005). Other parametric shape analysis frameworks do allow the curves to be
reparametrized; these are referred to elastic shape analysis frameworks, since they model deformations
as combinations of bending and stretching. Mio et al. (Mio et al., 2007) used a parametric curve repre-
sentation along with an elastic metric obtained as a weighted combination of stretching and bending
energies. A general discussion of several classes of metrics on the space of smooth planar curves modulo
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reparametrization that can be introduced for this purpose can be found in (Michor and Mumford, 2007).
More recently, (Joshi et al., 2007, Srivastava et al., 2011) presented a special representation of curves,
called the Square-Root Velocity Function (SRVF), under which a specific elastic metric becomes an L2

metric and simplifies the shape analysis. The later family of approaches will be discussed in detail in
Section 2.4. Before coming to them, I shall present in the Section 2.3 the Kendall shape analysis approach
related to registered landmark representations.

When the state-of-the-art on shape analysis of landmarks configurations and curves (1D-functions, 2D-
curves (planar), ..) is now well established, there is nowadays a new trend to shape analysis of surfaces.
The main difference with continuous curves is that when the arc-length parametrization is a natural
choice to impose an ”order” on curves, surfaces are completely devoid of order. So, one should first
impose a parametrization then move to the shape analysis task. It is well-known that the main difficulty
in 3D shape analysis is the registration of vertices across the 3D meshes before their comparisons. In
addition, the analysis methods should achieve desired invariance (which is closely related to the chosen
metric) to transformations such as rigid motions (rotations, translations and global scaling) and to re-
parameterizations (deformations). Some recent work studied shape spaces of parametrized surfaces and
the invariance to rigid transformations and change of parametrization (Bauer and Michor, 2011) and
(Kurtek et al., 2012).

Because of the difficulty of the over-mentioned problems, our focus was directed to facial surfaces and
all the variabilities than are able to exhibit. We can cite the head pose variations which results in
rigid transformations (mainly rotations) and missing data due to the self occlusions. Also, the facial
expressions which non-rigidly deform the surface and some times change its topology (when the mouth is
open for instance). When moving our faces in front of the 3D camera, it introduces translations, scaling
and spatial resolution changes. All these changes makes the problem difficult and conventional tools are
no more able to handle all the challenges in one step. For example, the well-known Iterative Closest
Point algorithm (Besl and McKay, 1992) works only for rigid surfaces thus do not tolerate deformations.

Our idea is to represent the facial surfaces by collections of curves. The facial curves have a fixed
ordering and only one-dimensional diffeomorphisms are needed for their registration. One can view our
methodology as a natural transit from curves to 3D surfaces, with applications to 3D face analysis. In
the following sections, we shall give a brief review of Kendall’s approach for shape analysis, then move to
continuous curves. We will close the chapter by presenting our methodology for shape analysis of 3D faces
and the derived tools to register facial surfaces, compare and average them and quantify accurately their
divergence. These tools will be applied in the next chapters for face recognition (Chapter 3), expression
recognition (Chapter 4) and soft-biometrics estimation (Chapter 5).
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2.3 Kendall’s Shape Space and Procrustes Analysis

Kendall’s Shape Analysis approach provides an elegant and comprehensive framework applied to discrete
landmarks representation and provides tools derived from differential geometry which can be used to
come to the shape analysis aims cited above. This framework is useful in many applications involving
registered landmarks configurations, in medical images, animal anatomy understanding, etc. Let X ∈
Rn×3 represents a discrete points set or a configuration of n landmarks in R3 (here, we will restrict ideas
to the landmarks in R3, extension to Rk is straightforward). Starting with this space, (Kendall, 1984)
methodically and rigorously proceed to remove variability due to translation, rotation, and (optionally)
scaling to arrive at their space of shape descriptors, which is the space of orbits under the action of
the rotation group. They also equip this orbit space with a Riemannian metric, making it possible to
compute distances and geodesics between shapes. More formally, they are interested in analyzing shapes
of the set of configurations X, i.e analysis should be invariant to rotations, translations, and global
scaling. The setup for this shape analysis is described next. To remove translation, a possible common
way is to force X to satisfy:

∑n
i=1Xi,j = 0, for j = 1, 2, 3, via translation. Similarly, to remove the

scale we assume that ‖X‖F =
√∑

i,j X
2
i,j = 1. Let C0 be the set of all such centered configurations of

n landmarks in R3, i.e. C0 = {X ∈ Rn×3|
∑n
i=1Xi,j = 0 for j = 1, 2, 3} . C0 is a 3(n − 1) dimensional

vector space and can be identified by R3(n−1). Since in some applications it is required to filter out the
scale variability, the pre-shape space can be defined to be:

C = {X ∈ C0|‖X‖F = 1}.

C is a unit sphere in R3(n−1) and, thus, is (3n− 4) dimensional. The tangent space at any pre-shape X
is given by:

TX(C) = {V ∈ C0|trace(V TX) = 0} .

While the translation and scaling are removed from the representation, one still need to account for
the rotation variability. For any X ∈ C, we define an equivalence class: [X] = {XO|O ∈ SO(3)} that
represents all rotations of a configuration X. The set of all such equivalence classes, S = {[X]|X ∈ C} =
C/SO(3), is called the shape space of configurations having n landmarks. The tangent space at any shape
[X] is defined to be:

T[X](S) = {V ∈ C0|trace(V TX) = 0, trace(V TXS) = 0} , (2.1)

where S is any 3× 3 skew-symmetric matrix. The first condition makes V tangent to C and the second
makes V perpendicular to the rotation orbit and, together they force V to be tangent to the shape space
S.
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[Y] : orbit of Y  

dS([X],[Y]) = L(ɤ) 
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[X] : orbit of X  
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TX(C) 
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V=exp[X]
-1(Y) 
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Figure 2.3: A pictorial of the spherical structure of the manifold C, on the left panel, X (green) and Y
(red) are elements of C the geodesic γ connecting them (white path), TX(C) (green) is the velocity space
of C attached to X, and the shooting vector V obtained by exp−1

X (Y ). The right panel shows the Shape
Sphere with two elements [X] and [Y ] on it as well as the geodesic path γ (white path) and the distance

between [X] and [Y ] on S defined as the length of γ, L(γ).

In view of the spherical structure of C, the expressions for the exponential map and its inverse are well
known, and can be easily adapted to S. Shown in Fig. 2.3 are the geometry of the pre-shape (left) and
shape (right) spaces with notations that will be detailed by the following items:

1. Exponential Map: The exponential map is given by: for any V ∈ T[X](S),

exp[X](V ) =
[
cos(θ)X + sin(θ)

θ
V

]
, (2.2)

θ =
√
〈V, V 〉 =

√
trace(V V T ) .

2. Inverse Exponential: The inverse exponential map is given by:

exp−1
[X]([Y ]) = θ

sin(θ)(Y O∗ − cos(θ)X), (2.3)

θ = cos−1(〈X,Y O∗〉) = cos−1(trace(X(Y O∗)T )) .

Here O∗ is the optimal rotation of Y that aligns it with X: O∗ = argminO∈SO(3) ‖X − Y O‖2F .

3. Geodesic Path: Also, assuming standard Riemannian metric on S, the geodesic between any two
configurations [X], [Y ] ∈ S is given by [γ(τ)] where

γ(τ) = 1
sin(θ)(sin((1− τ)θ)X + sin(τθ)Y O∗) (2.4)

θ = cos−1(〈X,Y O∗〉) , (2.5)
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(a) Source (b) Target

(c) Geodesic path connecting shapes of (a) and (b)

Figure 2.4: An illustration of face landmarks interpolation under two different facial expressions (a)
Neutral face with extracted 2D landmarks and (b) Surprised face with extracted landmarks. Part (c)
gives the interpolation on the shape space between shapes from (a) and (b) called also geodesic connecting

these shapes.

where O∗ is the optimal rotation as stated in the previous item. To illustrate this idea, let’s consider
facial images given in (a) and (b) of figure 2.4 and the landmarks extracted on them. One can
apply the interpolation formula given by Eq. 2.4 to these configurations and get the geodesic γ(τ)
at discrete τ , given in panel (c).

4. Procrustes Metric: This θ given in Eq. 2.4 is also the geodesic distance separating [X] and [Y ]
(length of the shortest path connecting [X] and [Y ]) in the shape space S, i.e.

ds([X], [Y ]) = θ = cos−1(〈X,Y O∗〉) .

5. Parallel Translation: For shapes [X] and [Y ], and a tangent vector V ∈ T[X](S), the parallel
transport of V to [Y ], along a geodesic connecting [X] and [Y ], is given by:

V[X]→[Y ] = V − 2 〈V, Y O∗〉
‖X + Y O∗‖2F

(X + Y O∗) . (2.6)

6. Mean and Median Shape Estimation: Another important tool in shape analysis of landmarks
configurations is computing their statistical summaries. Given a set of landmarks, one would like
to compute their statistical mean as a template for that shape. In case of noisy observations and in
the presence of outliers, one often uses a median instead of the mean to minimize the influence of
outliers. Therefore, we need tools to compute mean and median of sets of shapes under the chosen
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shape metric. For a set of given shapes [X1], . . . , [Xk], the two quantities of interest are defined to
be:

Mean µ̂ = argmin
[X]∈S

k∑
i=1

ds([X], [Xi])2,

Median m̂ = argmin
[X]∈S

k∑
i=1

ds([X], [Xi]) .

The formulas for computing the inverse exponential map (exp−1) and the exponential map (exp)
are given by Eqns. 2.3 and 2.2, respectively.

As stated earlier, the spherical structure of the manifold of interest keeps the methodology quite simple
and computationally efficient. For example, the great circles on the n-sphere (unit sphere in Rn+1) are
geodesics of the n-sphere. A great circle is given by the intersection of the sphere with a 2-plane that pass
through the origin in the Euclidean space Rn+1 and the ending points of the geodesic, which could be
computed explicitly using Eq.2.4. Same comment for the remaining geometric tools as the Exponential
map (exp) and Inverse Exponential map (exp−1) given by Eq. 2.2 and Eq. 2.3, respectively. This elegant
framework and the suite of geometric tools that it can provide can be applied in many applications where
registered landmarks configurations are available.

Shape spaces of landmarks are still an active research topics and are used in large number of applications.
Recently, based on Kendall’s approach, we have proposed in [J1-s] (Major Revisions in PAMI) a set of
geometric tools for shape analysis of skeletal data estimated from the depth information measured by
depth sensors such as the Kinect. The proposed framework studies the problem of classifying actions
of human subjects using depth movies generated by the Kinect or other depth sensors. Representing
human body as dynamical skeletons, we study the evolution of their (skeletons’) shapes as trajectories
on Kendall’s shape manifold. More details bout this work and some on-going research are given in the
last chapter (Chapter 6) of this habilitation as one of our future research directions. The shape theory
of Kendall and his school (Kendall, 1984)(Dryden and Mardia, 1998) meets many of the requirements of
shape analysis, but the use of landmarks is a drawback. Additionally, while the simplicity of the shape
representation is very attractive from a computational standpoint, it often leads to unsatisfactory inter-
polations. More recent shape analysis approaches have been introduced based on Kendall’s achievements
but oriented to continuous parametrized curves which will be the subject of the next section.

2.4 Shape Space of Parametrized Curves and Elastic Analysis

Several applications of shape analysis required modeling the objects of interest as continuous boundaries,
planar curves from 2D imaging and 3D surfaces from 3D imaging, for instance, the contours extracted
from imaged scenes of humans (in this case we talk about silhouettes) or animals or any other general
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object. In medical image analysis, boundaries of anatomical parts can be approximated by surfaces in R3.
More recently, in face analysis one can use rangefinder laser scanner to capture the external boundary
of the frontal part of the human head, the face, and use it in tasks of surgery simulation, realistic face
animation or recognition.

Among the last decades, there has been a considerable effort in shape analysis of continuous objects,
in particular continuous curves. Consequently, an abundant literature on shape analysis of curves rep-
resented mathematically to be elements of infinite-dimensional Riemannian manifolds. (Ghorbel, 1992)
proposed to use Fourier descriptors and moment features for global shape representation. This approach
has been used in (Ghorbel et al., 1996, Daoudi et al., 1999) for motion analysis and in (Ghorbel, 1998)
for image coding. An harmonic analysis (Fourier transform for separating the shape description and the
transformations) allows them to derive the notions of shape, shape space and the invariant feature space
as well as a metric to compare them. (Younes, 1999) defined shape space of planar curves and derive
a Riemannian approach for interpolation and comparison. (Michor and Mumford, 2006) have studied
different choices of Riemannian metrics for comparing shapes of closed planar curves. More recently,
(Mio et al., 2007) have proposed a family of elastic metrics able that account for the stretching and
bending to deform one shape into another. In particular the Fisher-Rao metric (Mio et al., 2007) allows
to keep the distance between shapes unchanged when changing their parametrization. (Joshi et al.,
2007) have introduced an interesting mathematical representation of curve shapes called SRVF (Square
Root Velocity Function). Taking this representation, the elastic metric for comparing shapes of curves
becomes the simple L2-metric, as shown in (Srivastava et al., 2011). This point is very important as it
simplifies the analysis of curves, under the elastic metric, to the standard functional analysis. As many
contributions introduced in this habilitation build on the Square Root Velocity (SRV) framework,
I shall briefly recall ideas and properties of such representation in shape analysis of curves. Then, in
section 2.5, we will describe our 3D shape analysis methodology applied to facial surfaces.

2.4.1 The Square Root Velocity (SRV) Representation

Let β : I → R3, represent a parameterized smooth curve, where I = [0, 1]. Note that the set of all such
curves is the Hilbert space L2(I,R3) or simply L2. Given a function β, let ‖β‖ =

√∫
I |β(t)|2dt its L2

norm2. If β1 and β2 are two arbitrary elements of L2, then we can compute the distance between them
given by ‖β1 − β2‖. However, the distance value can vary with the parametrization function, so that
‖β1 − β2‖ 6= ‖β1 ◦ γ − β2 ◦ γ‖ (γ : I → I is a re-parameterization function and let Γ be the set of all
such functions), which has deep repercussions on shape analysis. To handle this issue, in stead of using
β, (Joshi et al., 2007) proposed to represent it mathematically using the Square Root Velocity Function
(SRVF) given by,

q(t) = β̇(t)/
√
|β̇(t)|, (2.7)

2From now, we will use | · | to denote the standard Euclidean norm in R3 and ‖ · ‖ to denote the L2-norm.
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q is a special function of β that simplifies computations under the elastic metric introduced in (Mio et al.,
2007), as we will show later. More precisely, as shown in (Srivastava et al., 2011), the elastic metric for
comparing shapes of curves becomes the simple L2-metric under the SRVF representation. Furthermore,
under the L2-metric, the group of re-parametrization acts by isometries on the manifold of q functions,
which is not the case for the original curve β, so that we have ‖q1− q2‖ = ‖q1 ◦γ− q2 ◦γ‖. Also note that
if we are given q ∈ L2(I,R3), there exists a curve β (unique up to a translation) such that the given q is
the SRV function of that curve. This curve can be obtained using the equation: β(t) =

∫ t
0 q(s)|q(s)|ds.

2.4.2 Pre-shape Space of SRV Functions

Consider the space C = {q : I → R3| ‖q‖ = 1} ⊂ L2(I,R3), be the pre-shape space of such representa-
tions. C is a space of shape descriptors which are invariant with respect to translations and scaling, that
is, if two curves differ only by a scaling or a translation, then both of these curves will have the same
representative in C. Because the q function involves the first derivative (β̇), it is translation-invariant, but
still varies under scaling, rotations, and reparametrizations. It is made scaling invariant by first scaling
all the q functions to unit length (‖q‖ =

√∫
I |q(t)|2dt =

√∫
I |β̇(t)|dt = L(β) = 1). With the L2 metric

on its tangent spaces, C becomes a Riemannian manifold. However, C is called a pre-shape space because
curves that differ only by a rotation or a reparametrization will still have different representatives in C.
Now, that we have identified the pre-shape space, C sub-manifold of L2, the tangent space at a point
q ∈ C is the set of all vectors which are orthogonal to q, Tq(C) = {v ∈ L2(I,R3)| 〈q, v〉 = 0}. Each
tangent space is equipped with the usual L2 inner product, and the geodesics on C are the great circle
paths (where a great circle path is the intersection of C with a two-dimensional subspace of L2). The
geodesic path between any two points p, q ∈ C is given analytically by, ψ : [0, 1]→ C, where

ψ(t) = 1
sin(θ) (sin((1− t)θ)p+ sin(θt)q) , (2.8)

and the geodesic length (the geodesic distance) is given by,

dC(p, q) = L(ψ) = θ = cos−1(〈p, q〉). (2.9)

Figure 2.5 illustrates the spherical structure of the preshape space C of the SRV functions. Given two
elements q1 and q2 the geodesic connecting them is given explicitally by the parametrization of the minor-
arc of the great circle passing throw the center of the hyper-sphere, q1 and q2. The shooting vector (or
the initial velocity vector) v at q1 pointing towards q2 along the geodesic ψ connecting q1 and q2 is given
by ˙ψ(t)|t=0, the first derivative of ψ with respect to the parameter t taken at t = 0.
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dc(q1, q2) = L(ψ)
q2

Preshape sphere C

q1

exp-1 exp

V=expq1
-1(q2)

ψ(t)

T q1(C)

Figure 2.5: Geometry of the pre-shape space C, q1 and q2 are elements of C, ψ(t) denote the geodesic
connecting q1 and q2 and Tq1(C) is the tangent space to C on q1.

The exponential map (exp : Tq1(C)→ C) and its inverse (exp−1 : C → Tq1(C)) are also given with explicit
formulas (similarly to the Kendall’s shape space of landmarks configurations, presented in Section 2.3)
and could be easily extended to the shape space that will be presented in the next section.

2.4.3 Shape Space as Quotient Space and Elastic Metric

To study the shapes of parametrized curves in a rotation and reparametrization-invariant fashion, one
should identify all rotations and re-parameterizations of a curve as an equivalence class which is,

[q] = closure{
√
γ̇(t)Oq(γ(t))|O ∈ SO(3), γ ∈ Γ}. (2.10)

Here Γ denote the group of orientation-preserving diffeomorphisms of I to itself (representing reparametriza-
tions), and SO(3) denote the group of orthogonal 3× 3 real matrices with determinant +1 (representing
rotations in R3). The set of such equivalence classes, denoted by S .= {[q]|q ∈ C} is the shape space
of SRV functions defined in R3. S is a metric space with the metric inherited from the larger space C.
To obtain geodesics and geodesic distances between elements of S, one needs to solve the optimization
problem:

(O∗, γ∗) = argmin
(O,γ)∈SO(3)×Γ

dC(q1,
√
γ̇O(q2 ◦ γ)). (2.11)

While for a fixed rotation O ∈ SO(3), the optimization over Γ is done using the Dynamic Programming
(DP) algorithm (Bellman, 1957), for a fixed γ ∈ Γ, the optimization over SO(3) is performed using SVD
(Singular Value Decomposition). By iterating between these two steps, we can reach a solution for the
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joint optimization problem. Let q∗2(t) =
√
γ̇∗(t)O∗q2(γ∗(t))) be the optimal element of [q2], associated

with the optimal rotation O∗ and the best re-parameterization γ∗ of the second curve, then the geodesic
distance between [q1] and [q2] in S is given by (Eqn. 2.12):

dS([q1], [q2]) .= dC(q1, q
∗
2) (2.12)

The geodesic path connecting [q1] and [q2] elements of S is given by (Eqn. 2.8), with a difference that q∗2
replace q2. Invariance to rotation and reparametrization is achieved by modding out the actions of SO(3)
and the group Γ of orientation-preserving diffeomorphisms. Both of these group actions are isometric
with respect to the L2 metric, which gives rise to a distance function on the space of orbits. Let us recall
how the actions of the groups Γ and SO(3) (and SO(3) × Γ) act on the preshape space. Details and
proofs are given in (Srivastava et al., 2011) and (Robinson, 2012), we briefly recall some of them here for
convenience.

• Action of SO(3) on C – the rotation group SO(3) acts from the left on C by multiplication. This
action is isometric; for any q1, q2 ∈ C and any O ∈ SO(3), we have

〈Oq1, Oq2〉 =
∫
I
〈Oq1(t), Oq2(t)〉 dt (2.13)

=
∫
I
〈q1(t), q2(t)〉 dt (2.14)

= 〈q1, q2〉

The second equality comes from the fact that SO(3) acts by isometry on R3. The following equality
is trivial: ‖Oq1 −Oq2‖ = ‖q1 − q2‖.

• Action of Γ on C – The reparametrization group Γ acts on C from the right as follows: for γ ∈ Γ
and q ∈ C,

(q, γ) =
√
γ̇(q ◦ γ) (2.15)

The action is defined in this way so that acting on an SRVF is equivalent to reparametrizing the
corresponding curve. Now, to see that Γ acts by isometries, let q1, q2 ∈ C, and let γ ∈ Γ. Then
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〈(q1, γ), (q2, γ)〉 =
∫
I

〈√
γ̇q1(γ(t),

√
γ̇q2(γ(t)

〉
dt (2.16)

=
∫
I
〈q1(γ(t), q2(γ(t)〉

√
γ̇ dt (2.17)

=
∫
I
〈q1(t), q2(t)〉 dt

= 〈q1, q2〉

Here also, we can derive the following equality ‖(q1, γ) − (q2, γ)| = ‖q1 − q2‖. Another useful fact
is that these two actions commute: reparametrizing and then rotating gives the same result as
rotating and then reparametrizing. Let q ∈ C, O ∈ SO(3), and γ ∈ Γ, then,

O(q, γ) = O(
√
γ̇(q ◦ γ)) =

√
γ̇((Oq ◦ γ)) = (Oq, γ) (2.18)

If q1 and q2 are SRVFs of two curves β1 and β2, respectively, then it is easy to show that under the
L2 norm, ‖q1−q2‖ = ‖

√
γ̇(q1 ◦γ)−

√
γ̇(q2 ◦γ)‖, for all γ ∈ Γ, while ‖β1−β2‖ 6= ‖(β1 ◦γ)− (β2 ◦γ)‖,

in general. This is one important reason why SRVF q is a suitable representation of curves than β
for shape analysis.

[q2] : orbit of q2

q2

q1

Shape sphere S

ψ(t)
q2

*

[q1] : orbit of q1

Figure 2.6: Shape space S = C/SO(3) × Γ with [q1] and [q2] elements of S (orbits of shapes on C).
q∗2 =

√
γ̇∗O∗q2 ◦ γ∗ where O∗ ∈ SO(3), γ∗ ∈ Γ are the optimal rotation and the best reparametrization,

respectively. ψ(t) denote a geodesic connecting [q1] and [q2].

• The Shape Space S – The feature space of shape representations will be a sort of quotient of C
under the actions of SO(3) and Γ. We then define the shape space as the set of all such closed-up
orbits (as defined previously in Eqn. 2.10) by S = {[q]|q ∈ C} = C/SO(3)×Γ. Shown in Figure 2.6
a pictorial illustrating the space space S, two orbits [q1] and [q2], a geodesic connecting them ψ.
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• Metric on the Shape Space S – To define a distance between two closed-up orbits [q1], [q2] ∈ S,
one simply take the smallest distance between any pair of representatives. Formally, let [q1], [q2] ∈ S,
the metric dS is given by Eqn. 2.19:

dS([q1], [q2]) = arginf
v∈[q1],w∈[q2]

dC(v, w)

= arginf
O1,O2∈SO(3),γ1,γ2∈Γ

dC(O1(q1, γ1), O1(q2, γ2))

= arginf
O∈SO(3),γ∈Γ

dC(q1, O(q2, γ)) (2.19)

The last equality follows from the fact that both group actions are isometric. Recall that our elastic
matching problem is that of finding a pair (γ̂, Ô) subject to,

(γ̂, Ô) = arginf
γ∈Γ,O∈SO(3)

∫
I
||q1(t)−O

√
γ̇(t)q2(γ(t))||2dt (2.20)

• Optimal Matching – Find an optimal re-parametrization between q functions, when scaling,
translation and rotations are filtered out, can be viewed as an optimal matching between the
corresponding parametrized curves β throw their SRV functions. In other worlds, the problem
of matching β1 and β2 is turned out to find an optimal re-parametrization between [q1] and [q2],
respectively their SRVF which will realize the minimum distance between the orbits.

(a) Source (c) Target(b) Registration result

(d) Geodesic path connecting shapes of (a) and (b)

Figure 2.7: An example of optimal matching of two parametrized curves of hands under deformations.
One needs a combination of bending and stretching to match anatomical parts as the tips of the fingers

and the valleys between them.
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To illustrate the key idea behind the theoretical framework, presented above, for shape analysis of
parametrized curves (in R2), we consider in figure 2.7, two hands boundaries ((a) and (c)) extracted
from images. Panel (b) illustrates a dense registration of their shapes, and panel (d) draws a geodesic
path connecting them. One should note that this result is important as it allows to (jointly) compute
the optimal registration and the distance between shapes.

As stated previously, shape analysis of continuous curves is now rich and one can develop techniques
which achieve invariance to the standard transformations (rigid and re-parametrization). In many other
applications involving 3D imaging technologies, an outstanding need is observable for developing suitable
tools and computational strategies for 3D shape interpretation. Nowadays, this need is growing in
computer vision due to the huge advancements in cost-effective 3D sensors. In stead of curves, the
output data is three-dimensional and are represented as depth-maps, point clouds or 3D meshes. In the
following section, I shall describe our contributions to 3D face shape analysis through a multiple curves
approximation. Thus our contributions could be viewed as a transit step to 3D shape analysis which
provide a comprehensive framework to compute geodesics and distances, achieve accurate registration
between facial surfaces, develop statistical models for 3D face shape completion, etc.

2.5 Shape Analysis of Facial Surfaces

Understanding human faces by computers is still an active research area and find its application in many
applications ranging from face detection to emotion interpretation. Classical approaches are based on the
face appearance extracted from 2D still images (and videos). As 2D images are the result of the camera
projection of the scene, the 3D geometry of the face is lost. Few works emphasize on the role of 2D face
geometry based on the Active Appearance Model or the Active Shape Models. With the advancement in
3D imaging systems (mainly optical), there has been an increasing effort (since 2005-2006) to 3D faces.
This has been marked by the release of the Face Recognition Grand Challenge dataset (phi) accompanied
with a well-defined evaluation protocol, and the publication of first results using this dataset and other
in-house datasets (Heseltine et al., 2004)(Lu et al., 2004)(Bronstein et al., 2005c)(Ben Amor et al.,
2006a)(Samir et al., 2006)(Berretti et al., 2006)(Bowyer et al., 2006a) 3. The aim of the research that
we present here is to introduce relevant tools and computational algorithms for the purpose of shape
analysis of facial surfaces (both static, 3D, and dynamic, 4D) with applications to face recognition, facial
expression recognition and soft-biometrics estimation. In this section, I shall discuss the main challenges
of facial shape analysis and introduce many facets of our contributions to handle these challenges. The
details related to each of the above mentioned applications will be discussed in the next chapters. To
do so, I shall refer to the mathematical background presented in the previous sections to describe the
proposed Riemannian framework for 3D face analysis and its relevant geometric tools used in our target
applications.

3We refer the reader to the next three chapters for a more complete state-of-the-art in each application
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2.5.1 Motivation for Elastic Radial Curves

The changes in facial expressions affect different regions of a facial surface differently. For example, during
a smile, the top half of the face is relatively unchanged while the lip area changes a lot, and when a person
is surprised the effect is often the opposite. If chosen appropriately, curves have the potential to capture
regional shapes and that is why their role becomes important. The locality of shapes represented by facial
curves is an important reason for their selection. The next question is: Which facial curves are suitable
for recognizing people? Curves on a surface can, in general, be defined either as the level curves of a
function or as the streamlines of a gradient field. Ideally, one would like curves that maximally separate
inter-class variability from the intra-class variability (typically due to expression changes). The past
usage of the level curves (Samir et al., 2006, 2009) (of the surface distance function) has the limitation
that each curve goes through different facial regions and that makes it difficult to isolate local variability.

Figure 2.8: A smile (see middle) changes the shapes of the curves in the lower part of a the face while
the act of surprise changes shapes of curves in the upper part of the face.

In contrast, the radial curves with the nose tip as origin, that we propose here, have a tremendous
potential. This is because: (i) the nose is in many ways the focal point of a face. It is relatively easy and
efficient to detect the nose tip (compared to other facial parts) and to extract radial curves, with nose tip
as the center, in a completely automated fashion. It is much more difficult to automatically extract other
types of curves, e.g. those used by sketch artists (cheek contours, forehead profiles, eye boundaries, etc);
(ii) Different radial curves pass through different regions and, hence, can be associated with different
facial expressions. For instance, differences in the shapes of radial curves in the upper-half of the face
can be loosely attributed to the inter-class variability while those for curves passing through the lips and
cheeks can largely be due to changes in expressions. This is illustrated in Fig. 2.8 which shows a neutral
face (left), a smiling face (middle), and a surprised face (right). The main difference in the middle face,
relative to the left face, lies in the lower part of the face, while for the right face the main differences lie
in the top half; (iii) Radial curves have a more universal applicability. The curves used in the past have
worked well for some specific tasks, e.g., lip contours in detecting certain expressions, but they have not
been as efficient for some other tasks, such as face recognition. In contrast, radial curves capture the full
geometry and are applicable to a variety of applications, including facial expression recognition; (iv) In
the case of the missing parts and partial occlusion, at least some part of every radial curve is usually
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available. It is rare to miss a full radial curve. In contrast, it is more common to miss an eye due to
occlusion by glasses, the forehead due to hair, or parts of cheeks due to a bad angle for laser reflection.
This issue is important in handling the missing data via reconstruction, as shall be described in chapter
3; (v) Natural face deformations are largely (although not exactly) symmetric and, to a limited extent,
are radial around the nose. Based on these arguments, we present here a novel geometrical representation
of facial surfaces using radial curves that start from the nose tip.

3D Face with open 
mouth

3D Face with closed 
mouth 

A A’

B
B’

Figure 2.9: An example of matching radial curves extracted from two 3D faces of the same person: a
curve with an open mouth (on the left) and a curve with a closed mouth (on the right). One needs a

combination of stretching and shrinking to match similar points (upper lips, lower lips, etc)

Consider the two parameterized curves shown in Fig. 2.9; call them β1 and β2. Our task is to automati-
cally match points on these radial curves associated with two different facial expressions. The expression
on the left has the mouth open whereas the expression on the right has the mouth closed. In order to
compare their shapes, we need to register points across those curves. One would like the correspondence
to be such that geometric features match across the curves as well as possible. In other words, the lips
should match the lips and the chin should match the chin. Clearly, if we force an arc-length parameteriza-
tion and match points that are at the same distance from the starting point, then the resulting matching
will not be optimal. The points A and B on β1 will not match the points A’ and B’ on β2 as they are not
placed at the same distances along the curves. For curves, the problem of optimal registration is actually
the same as that of optimal re-parameterization. This means that we need to find a re-parameterization
function γ(t) such that the point β1(t) is registered with the point β2(γ(t)), for all t. The question is
how to find an optimal γ for an arbitrary β1 and β2? Keep in mind that the space of all such γ is
infinite dimensional because it is a space of functions. As described in section 2.4, this registration is
accomplished by solving an optimizing problem using the dynamic programming algorithm, but with an
objective function that is developed from a Riemannian metric. The chosen metric, termed an elastic
metric, has a special property that the same re-parameterization of two curves does not change the
distance between them. This, in turn, enables us to fix the parameterization of one curve arbitrarily
and to optimize over the parameterization of the other. This optimization leads to a proper distance
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(geodesic distance) and an optimal deformation (geodesic) between the shapes of curves. In other words,
it results in their elastic comparisons (refer to section 2.4 for details).

2.5.2 Mathematical Representation of Facial Shape

A facial surface S will be represented by a collection of radial curves that are defined as follows. Although
S is a triangulated mesh, we start the discussion by assuming that it is a continuous surface. Let
{β(α)}α∈[0,2π] denote the collection of radial curves on S which makes angles α with a reference radial
curve. The reference curve on S is chosen to be the vertical curve after the face has been rotated to the
upright position (α = 0). Figure 2.10 illustrates the 3D facial surface approximation by collections of
radial curves and their pairwise correspondence.

Nose tip

Radial curves

Reference radial curve Reference radial curves

1S

(a) (b)

S2

Figure 2.10: (a) 3D face approximation by a collection of radial curves; (b) pairwise correspondence of
the facial curves.

We will use the elastic shape analysis of parametrized curves described in section 2.4 because it is
particularly appropriate in our shape analysis of facial surfaces. This is because (1) such analysis uses
the Square-Root Velocity Function (Joshi et al., 2007) representation which allows us to compare local
facial shapes in presence of elastic deformations, (2) this method uses a representation under which the
elastic metric (Mio et al., 2007) reduces to the standard L2 metric and thus simplifies the analysis, (3)
under this metric the Riemannian distance between curves is invariant to the re-parametrization. To
analyze the shape of S = {β(α)}[0,2π], we shall represent each curves β(α) mathematically using the
square-root representation (presented in section 2.4) such as q(α)(t) .= ˙β(α)(t)/

√
| ˙β(α)(t)| ). Here t is

a parameter ∈ I and | · | is the standard Euclidean norm in R3. Following the over-mentioned shape
representation F = {q(α)}[0,2π], facial shapes could be viewed as elements of the Riemannian manifold
M .= S [0,2π]. Hence, all the geometric tools defined on S are straightforward in M, as we will describe
later.

2.5.3 Joint Shape Registration and Comparison

• Dense Shape Registration – The difficulty in analyzing shapes of objects comes from the fact
that: (1) Shape representations, metrics, and models should be invariant to certain transformations
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that are termed shape preserving. For instance, rigid motions and re-parameterizations of facial
surfaces do not change their shapes, and any shape analysis of faces should be invariant to these
transformations. (2) Registration of points across objects is an important ingredient in shape
analysis. Specifically, in comparing shapes of faces, it makes sense that similar biological parts are
registered to each other across different faces. Furthermore, it is important to use techniques that
allow a joint registration and comparisons of surfaces in a comprehensive framework, rather than
in two separate steps. These two issues— invariance and registration—are naturally handled using
Riemannian methods where one can choose metrics that are invariant to certain transformations and
form quotient spaces (termed shape spaces) by forming equivalence classes of objects that have the
same shape. The elastic Riemannian metric used in this work provides a nice physical interpretation
of measuring deformations between facial surfaces, through the radial curves representation, using
a combination of stretching and bending. Figure 2.11 gives four examples of facial curves matching
under facial expression variations using the elastic model.

Figure 2.11: Four examples of facial curves matching results using the elastic Riemannian method.

Figure 2.12 provides an example of facial shapes registration through the radial curves representa-
tion. For better visibility, four different resolutions of the registration result are shown.

• Metric on the Manifold M – To define a distance between two facial shapes F1, F2 ∈ M, one
simply integrate over all α the distance between pairwise-corresponded SRVFs of the curves on the
faces F1 and F2, given by :

dM(F1,F2) =
∫ 2π

0
dS([q(α)

1 ], [q(α)
2 ]) dα (2.21)

where Fi = {[q(α)
i ]α∈[0,2π]}, the set of SRV functions on the face when varying the parameter α.

2.5.4 Geodesics and Shapes Interpolation

Since we have deformations (geodesic paths) between corresponding curves, we can combine these defor-
mations to obtain deformations between full facial surfaces. In fact, these full deformations can be shown
to be formal geodesic paths between faces, when represented as elements of M .= S [0,2π]. According to
the Theorem provided in (Samir et al., 2009) (page 94) adapted to our case, if we are given a path inM
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Figure 2.12: Results of the optimal matching (dense registrations) of two facial surfaces of same subject
with different expressions viewed at different resolutions for better visibility.

represented as Ψ : [0, 2π] × I →M. For each α ∈ [0, 2π], define ψ(α) : I → S by ψ(α) = Ψ(α, t). Then
Ψ is a geodesic in M if ∀α ∈ [0, 2π], ψ(α) is a geodesic in S. Thus, the geodesic path between any two
points F1,F2 ∈M is given by, Ψ : [0, 1]→M, where

ψ(α)(τ) = 1
sin(θ(α))

(
sin((1− τ)θ(α))q(α)

1 + sin(θτ)q(α)∗
2

)
(2.22)

and the length of the geodesic is θ(α) = dC(q(α)
1 , q

(α)∗
2 ) = cos−1(

〈
q

(α)
1 , q

(α)∗
2

〉
). These geodesics provide a

tangible benefit, beyond the current algorithms that provide some kind of a similarity score for analyzing
faces. In addition to their interpretation as optimal deformations under the chosen metric, the geodesics
can also be used for computing the mean shape and measuring the shape covariance of a set of faces, as
illustrated later. Figure 2.13 illustrates an example of geodesic path between faces through their radial
curves representations viewed under different view angles for better visibility.

The figure 2.14 illustrates the benefit of use of the elastic model (in the shape space) over the non-elastic
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Figure 2.13: An example of geodesic path connecting shapes of 3D faces through the radial curves
representation. The figure shows three different views of the same geodesic.

model (in the pre-shape space) and an Euclidean model (using the ICP algorithm). While, the top panel
(a) shows the shape interpolation for an intra-class example (expressive and neutral faces of the same
person), the second panel shows an inter-class example (faces of different persons). In both examples,
it is clear to note the most natural deformations are exhibited by the intermediate faces (equally spaces
points from the geodesic) of the first path performed in the shape space, using the elastic model. The
remaining paths in the pre-shape space and in the Euclidean space presents less-natural deformations.
Due to the accurate dense correspondence achieved by the elastic model, the first path showed in the
panel (b) of this figure represents the most efficient way to deform the source face to the target face when
keeping the anatomical parts of the faces in the intermediate faces. The application of these ideas will
be shown in Chapter 3 dedicated to 3D face recognition, in which a definition of a metric to compare
faces, is a crucial step in designing face recognition algorithms.

2.5.5 Sample Mean of 3D Faces

As mentioned above, an important advantage of our Riemannian approach over many past work on 3D
face analysis is its ability to compute summary statistics of a set of faces. For example, one can use
the notion of Karcher mean (Karcher, 1977) to define an average face that can serve as a representative
face of a group of faces. To calculate a Karcher mean of facial surfaces {F1, ...,Fk} in M, we define an
objective function:

V :M→ R,V(F) =
k∑
i=1

dM(F i,F)2

The Karcher mean is then defined by:

F = arg min
F∈M

V(F).
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(a) Intra-class geodesic paths

(b) Inter-class geodesic paths 
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Figure 2.14: (a) Intra-class deformations achieved from top-to-bottom in the shape space (using the
elastic model); in the preshape space (using an non-elastic model); and in R3 using the iterative closest
point algorithm (Besl and McKay, 1992) to align the faces and to establish a dense correspondence using

the closest-point criteria. (b) Inter-class deformations using the three over-mentioned methods.

The algorithm for computing Karcher mean is a standard one, see e.g. (Dryden and Mardia, 1998) and
successfully used in (Drira et al., 2009b) to compute the mean of 3D nasal shapes.
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(a) Intra-class Karcher Mean

(b) Inter-class Karcher Mean

Figure 2.15: Three examples of Karcher means (in red), the first two computes the mean shape of faces
within the same class, the third example shows the result for a set shapes comping from different classes.

This minimizer may not be unique and, in practice, one can pick any one of those solutions as the mean
face. This mean has a nice geometrical interpretation: F is an element of M that has the smallest total
(squared) deformation from all given facial surfaces {F1, ...,Fk}. Three examples of Karcher sample
means for sets faces are given in figure 2.15. On the left the set of faces to be averaged and on the right
(in red) the mean sample shape. When the two first examples illustrate the means of faces taken from
a single class of person but with expression variations, the third example average a set of shapes from
different classes of different age, different gender and different ethnic group.

We shall use this tool in Chapter 3 in 3D face recognition in two tasks (1) Hierarchical clustering of
the gallery for efficient face recognition and (2) design a statistical model for partially-obscured face
completion.

2.5.6 Optimal Deformations (Dense Scalar Fields)

In some applications, it is also interesting to capture accurately the deformations exhibited by the 3D
faces in order to analyze locally the deformations or to track the facial motions. In order to capture
and model the deformations of the face induced by facial movements, we propose to use the same facial
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representation by radial curves and to use tools from differential geometry to effectively capture the
deformations between two arbitrary faces or along a video of dynamic faces. To this end, we propose
to exploit the notion of shooting vector along a geodesic to capture the facial deformations between
facial shapes, end points of a geodesic on M, and derive our Dense Scalar Fields (Drira et al., 2012,
Ben Amor et al., 2014a).

q2
*

Shape sphere S

q1V=expq1
-1(q2

*)

ψ(t)

T q1(C)

Figure 2.16: The tangent vector field (in yellow) along a geodesic ψ and the shooting vector V (arrow
in black) element of Tq1(C) at the source point of the same geodesic ψ one [q1] pointing towards [q2] (or

q1 pointing towards q∗2).

More formally, for each SRV representation q(α) of a given original curve β(α), the tangent vector field
on this geodesic is then written as dψ(α)

dτ : [0, 1]→ Tψ(α)(S), and is obtained by the Eqn. 2.23:

dψ(α)

dτ
= −θ

sin(θ)
(
cos((1− τ)θ)q(α)

1 − cos(θτ)q(α)∗
2

)
. (2.23)

The tangent vector field along a geodesic path ψ connecting q1 to q2 is illustrated in Figure 2.16 by
yellow arrows. Knowing that on geodesics, the covariant derivative of its tangent vector field is equal to
0, dψ(α)

dτ is parallel along the geodesic ψ(α) and one can represent it with dψ(α)

dτ |τ=0 without any loss of
information. Accordingly, Eqn. (2.23) becomes at the source point q1 (τ = 0), Eqn. (2.24):

dψ(α)

dτ
|τ=0 = θ(α)

sin(θ(α))

(
q

(α)∗
2 − cos(θ(α))q(α)

1

)
(θ(α) 6= 0). (2.24)

Figure 2.16 illustrates the idea to map the two radial curves on the Hyper-sphere C in the Hilbert space
through their SRVFs q1 and q2, and shows the geodesic path connecting these two points ψ. The tangent
vectors of this geodesic path represent a vector field whose covariant derivative is zero. According to
this, dψ∗

dτ |τ=0 becomes sufficient to represent this vector field, with the remaining vectors obtained by
parallel transport of dψ∗

dτ |τ=0 along the geodesic ψ∗. In this way, the vector dψ∗

dτ |τ=0 represents the dense
deformation field between two given SRVF q1

α and q2
α. Based on the above representation, we define
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the Dense Scalar Fields capable to capture deformations between two 3D faces through their radial
multiple radial curves representation and using the elastic model for shape analysis.

Happy AngryFear

SurpriseDisgust SadNeutral

Figure 2.17: Deformation Scalar Fields computed between a neutral face of a given subject and the
apex frames of the sequences of the six prototypical expressions of the same subject. The neutral scan is

shown on the left. Corresponding texture images are also illustrated with each DSFs colormap.

A graphical interpretation of this mathematical representation is given in Figure 2.17. This figure pro-
vides the Dense Scalar Fields computed between a neutral face and expressive faces of the same person
exhibiting the six universal facial expressions. The amount of deformation between them can be appreci-
ated in this figure, as each facial expression shows different pattern of deformations. This representation
will be used in Chapter 4 for facial expression classification from dynamic flows of 3D faces.

2.6 Conclusion

In this chapter, we have provided essential theoretical aspects and related literature to our research. We
have started by the Kandall’s shape analysis framework and we have presented Differential geometry
and Group theory tools to remove shape-preserving transformations (scaling, location, rotation and
re-parameterization). Although, the Kendall’s approach is applicable only on shapes with registered
landmarks representation, it provides a comprehensive framework. When moving to continuous (non-
registered) shapes, an additional challenge appears, which is the re-parametrisation. Recent methods,
inspired from the seminal Granender’s shape theory, view the set of shape descriptors (the shape space)
as quotient of the pre-shape space, obtained by modding out shape-preserving transformations. Thus,
viewing smooth changes in shapes as action of diffeomorphisms (or the group of ) is the key idea to to
measure similarity between shapes in terms of the amount of stretching and bending necessary to turn
one shape into another. This latter idea presents the foundations of our research on shape analysis and
comparison of 3D facial shapes. Find jointly an accurate facial surfaces registration trough representation
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by collections of elastic radial curves and return a distance between shapes in terms of the amount of
stretching and bending is one of main contributions of our research.
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Chapter 3

3D Face Recognition

In this chapter1 I shall describe our contributions to 3D shape analysis with application to a fundamental
problem in computer vision, Face Recognition. In fact, the head pose variations and the presence of
external occlusions which lead to unregistered and obscured data, as well as the intra-class variations due
to facial expressions, cause enormous variability, making the problem highly challenging. Throughout this
part of the habilitation, I shall describe the application of our comprehensive and unified computational
Riemannian framework (presented in Chapter 2) and its ability to cover many facets of 3D shape analysis
where the robustness to the aforementioned variations is our central goal. We propose a mathematical
representation of 3D facial shapes through collections of curves and use elastic shape analysis to develop
a Riemannian framework for analyzing their full shapes. Thus, shapes of 3D faces are viewed as points on
some Riemannian manifolds, and one should define appropriate metrics for shape interpolation, distance
measurement, and so on. I have benefited to conduct this research from many exemplary efforts and
development of elegant and mature methodologies of shape analysis of parametrized curves developed
so far2. From this point of view, my research is indebted to some of these seminal previous works (cf.
(Dryden and Mardia, 1998) or the Kendall’s school, (Klassen et al., 2004), (Srivastava et al., 2011), and
(Samir et al., 2006, 2009)).

I shall emphasize, in particular, on how our facial surfaces representation, along with the defined elastic
Riemannian metric, seems natural for performing, jointly, accurate dense registration (or matching) and
comparison of 3D facial surfaces. Both the robustness (invariance) to variations in shape comparison and
registration are naturally handled using Riemannian methods where the proposed metric is invariant to
certain transformations and form quotient spaces (termed shape spaces) by forming equivalence classes
of faces that share the same shape under shape-preserving transformations. We have adopted an elastic
Riemannian metric which provides a nice physical interpretation of measuring deformations between facial
curves using a combination of stretching and bending (Drira et al., 2013a, 2010b). This latter property

1The content of this chapter is based on our published papers (Ballihi et al., 2012b), (Drira et al., 2013a) and (Drira
et al., 2009b).

2Refer to the previous chapter for an historical review of this school of shape analysis.

38
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makes the registration of facial surfaces accurate by matching corresponding anatomical features on the
facial surfaces. We have targeted the 3D face recognition problem as first application of the theoretical
and computational framework (Drira et al., 2013a, 2010b), for which interpolation between 3D shapes
through accurate registration, averaging a set of 3D shapes and completion of partially obscured shape
are possible. It is shown to be promising from both – empirical and theoretical – perspectives. In
terms of the empirical evaluation, our results match or improve the state-of-the-art methods on several
prominent databases, each posing a different type of challenge. From a theoretical perspective, this
framework allows for formal statistical inferences, such as the estimation of missing facial parts using
PCA on tangent spaces and average shapes computation. Because of the importance of efficiency when
designing face recognition solutions, we have also introduced two solutions, (1) a feature selection step
using Adaboost algorithm, to select and highlight salient geometrical facial features that contribute most
in 3D face recognition (Ballihi et al., 2012a,b)and (2) an hierarchical organization, a tree-like Gallery
organization of 3D faces. This latter imply comparisons performed only at the nodes of the tree. It has
been explored on 3D facial shapes (Drira et al., 2010c) and 3D nasal shapes (Drira et al., 2009b) for
partial biometrics. To construct such a shape tree one need to be able to cluster similar shapes.

3.1 Motivation and Related Work

Due to the natural, non-intrusive, and high throughput nature of face data acquisition, automatic face
recognition has many benefits when compared to other biometrics. Accordingly, automated face recogni-
tion has received a growing attention within the computer vision community over the past three decades.
Among different modalities available for face imaging, 3D scanning has a major advantage over 2D color
imaging in that nuisance variables, such as illumination and small pose changes, have a relatively smaller
influence on the observations. However, 3D scans often suffer from the problem of missing parts due to
self occlusions or external occlusions, or some imperfections in the scanning technology. Additionally,
variations in face scans due to changes in facial expressions can also degrade face recognition perfor-
mance. In order to be useful in real-world applications, a 3D face recognition approach should be able
to handle these challenges, i.e., it should recognize people despite large facial expressions, occlusions and
large pose variations.

Some examples of face scans highlighting these issues are illustrated in Fig. 3.1. We note that most
recent research on 3D face analysis has been directed towards tackling changes in facial expressions while
only a relatively modest effort has been spent on handling occlusions and missing parts. Although a
few approaches and corresponding results dealing with missing parts have been presented, none, to our
knowledge, has been applied systematically to a full real database containing scans with missing parts. In
this chapter, we adopt the Riemannian framework introduced in Chapter 2, in the process dealing with
large expressions, occlusions and missing parts. Additionally, we provide some basic tools for statistical
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Figure 3.1: Challenges of 3D face recognition: expressions, obscured data, pose variations (self-
occlusion) and external occlusions.

shape analysis of facial surfaces. These tools help us to compute a typical or average shape and measure
the intra-class variability of shapes, and will even lead to face atlases in the future.

The task of recognizing 3D face scans has been approached in many ways, leading to varying levels of
successes. We refer the reader to one of many extensive surveys on the topic, e.g. see (Bowyer et al.,
2006b). Below we summarize a smaller subset that is more relevant to our work. Deformable template-
based approaches – There have been several approaches in recent years that rely on deforming facial
surfaces from one into another, under some chosen criteria, and use quantifications of these deformations
as metrics for face recognition. Among these, the ones using non-linear deformations facilitate the local
stretching, compression, and bending of surfaces to match each other and are referred to as elastic
methods. For instance, Kakadiaris et al. (Kakadiaris et al., 2007) utilize an annotated face model to
study geometrical variability across faces. The annotated face model is deformed elastically to fit each
face, thus matching different anatomical areas such as the nose, eyes and mouth. In (Passalis et al.,
2011), Passalis et al. use automatic landmarking to estimate the pose and to detect occluded areas. The
facial symmetry is used to overcome the challenges of missing data here. Similar approaches, but using
manually annotated models, are presented in (ter Haar and Velkamp, 2010, Lu and Jain, 2008). For
example, (Lu and Jain, 2008) uses manual landmarks to develop a thin-plate-spline based matching of
facial surfaces. A strong limitation of these approaches is that the extraction of fiducial landmarks needed
during learning is either manual or semi-automated, except in (Kakadiaris et al., 2007) where it is fully
automated. Local regions and features approaches – Another common framework, especially for
handling expression variability, is based on matching only parts or regions rather than matching full faces.
Lee et al. (Lee et al., 2005) use ratios of distances and angles between eight fiducial points, followed by
a SVM classifier. Similarly, Gupta et al. (Gupta et al., 2007) use Euclidean/geodesic distances between
anthropometric fiducial points, in conjunction with linear classifiers. As stated earlier, the problem of
automated detection of fiducial points is non-trivial and hinders automation of these methods. Gordon
(Gordan, 1992) argues that curvature descriptors have the potential for higher accuracy in describing
surface features and are better suited to describe the properties of faces in areas such as the cheeks,
forehead, and chin. These descriptors are also invariant to viewing angles. Li et al. (Li et al., 2009)
design a feature pooling and ranking scheme in order to collect various types of low-level geometric
features, such as curvatures, and rank them according to their sensitivity to facial expressions. Along
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similar lines, Wang et al. (Wang et al., 2010) use a signed shape-difference map between two aligned 3D
faces as an intermediate representation for shape comparison. McKeon and Russ (McKeon and Russ,
2010) use a region ensemble approach that is based on Fisherfaces, i.e., face representations are learned
using Fisher’s discriminant analysis. In (Huang et al., 2010), Huang et al. use a multi-scale Local Binary
Pattern (LBP) for a 3D face jointly with shape index. Similarly, Moorthy et al. (Moorthy et al., 2010)
use Gabor features around automatically detected fiducial points. To avoid passing over deformable parts
of faces encompassing discriminative information, Faltemier et al. (Faltemier et al., 2008) use 38 face
regions that densely cover the face, and fuse scores and decisions after performing ICP on each region.
A similar idea is proposed in (Spreeuwers, 2011) that uses PCA-LDA for feature extraction, treating
the likelihood ratio as a matching score and using the majority voting for face identification. Queirolo
et al. (Queirolo et al., 2010) use Surface Inter-penetration Measure (SIM) as a similarity measure to
match two face images. The authentication score is obtained by combining the SIM values corresponding
to the matching of four different face regions: circular and elliptical areas around the nose, forehead,
and the entire face region. In (Alyuz et al., 2008), the authors use Average Region Models (ARMs)
locally to handle the challenges of missing data and expression-related deformations. They manually
divide the facial area into several meaningful components and the registration of faces is carried out by
separate dense alignments to the corresponding ARMs. A strong limitation of this approach is the need
for manual segmentation of a face into parts that can then be analyzed separately. Surface distance
based approaches – There are several papers that utilize distances between points on facial surfaces
to define features that are eventually used in recognition. (Some papers call it geodesic distance but, in
order to distinguish it from our later use of geodesics on shape spaces of curves and surfaces, we shall call
it surface distance.) These papers assume that surface distances are relatively invariant to small changes
in facial expressions and, therefore, help generate features that are robust to facial expressions. Bronstein
et al. (Bronstein et al., 2005a) provide a limited experimental illustration of this invariance by comparing
changes in surface distances with the Euclidean distances between corresponding points on a canonical
face surface. To handle the open mouth problem, they first detect and remove the lip region, and then
compute the surface distance in presence of a hole corresponding to the removed part (Bronstein et al.,
2007b). The assumption of preservation of surface distances under facial expressions motivates several
authors to define distance-based features for facial recognition. Samir et al. (Samir et al., 2009) use the
level curves of the surface distance function (from the tip of the nose) as features for face recognition.
Since an open mouth affects the shape of some level curves, this method is not able to handle the
problem of missing data due to occlusion or pose variations. A similar polar parametrization of the
facial surface is proposed in (Mpiperis et al., 2008b) where the authors study local geometric attributes
under this parameterization. To deal with the open mouth problem, they modify the parametrization by
disconnecting the top and bottom lips. The main limitation of this approach is the need for detecting the
lips, as proposed in (Bronstein et al., 2007b). Berretti et al. (Berretti et al., 2010b) use surface distances
to define facial stripes which, in turn, is used as nodes in a graph-based recognition algorithm.

The main limitation of these approaches, apart from the issues resulting from open mouths, is that they
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Figure 3.2: Significant changes in both Euclidean and surface distances under large facial expressions.

assume that surface distances between facial points are preserved within face classes. This is not valid
in the case of large expressions. Actually, face expressions result from the stretching or the shrinking of
underlying muscles and, consequently, the facial skin is deformed in a non-isometric manner. In other
words, facial surfaces are also stretched or compressed locally, beyond a simple bending of parts. In
order to demonstrate this assertion, we placed four markers on a face and tracked the changes in the
surface and Euclidean (straight line) distances between the markers under large expressions. Fig. 3.2
shows some facial expressions leading to a significant shrinking or stretching of the skin surface and,
thus, causing both Euclidean and surface distances between these points to change. In one case these
distances decrease (from 113 mm to 103 mm for the Euclidean distance, and from 115 mm to 106 mm for
the surface distance) while in the other two cases they increase. This clearly shows that large expressions
can cause stretching and shrinking of facial surfaces, i.e., the facial deformation is elastic in nature.
Hence, the assumption of an isometric deformation of the shape of the face is not strictly valid, especially
for large expressions. This also motivates the use of elastic shape analysis in 3D face recognition.

3.2 Data Pre-processing and Representation

To analyze facial surfaces (or their shapes), one should first preprocess them and provide the way to
represent them as multiple curves. This will be the subject of this section wich will introduce the pipeline
of 3D scans pre-processing to denoise the data and to extract the informative part of the face (the facial
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surface) and the procedure to extract the radial curves, our approximation (or parametrization) of the
3D facial meshes.

3.2.1 3D Face pre-processing

Since the raw data contains a number of imperfections, such as holes, spikes, and include some undesired
parts, such as clothes, neck, ears and hair, the data pre-processing step is very important and non-trivial.

Acquisition

before after

before after

Filling holes Cropping Smoothing

Result of previous stage

Links between stages

Figure 3.3: The different steps of preprocessing: acquisition, filling holes, cropping and smoothing

As illustrated in Fig. 3.3, this step includes the following items:

# The hole-filling filter identifies and fills holes in input meshes. The holes are created either because
of the absorption of laser in dark areas, such as eyebrows and mustaches, or self-occlusion or open
mouths. They are identified in the input mesh by locating boundary edges, linking them together
into loops, and then triangulating the resulting loops.

# A cropping filter cuts and returns parts of the mesh inside an Euclidean sphere of constant radius
centered at the nose tip, in order to discard as much hair as possible. The nose tip is automatically
detected for frontal scans and manually annotated for scans with occlusions and large pose variation.

# A smoothing filter reduces high frequency components (spikes) in the mesh, improves the shapes
of cells, and evenly distributes the vertices on a facial mesh.

The output of the pre-processing step will be a 3D facial mask with the nose tip coordinates, detected
automatically. Holes of limited size are filled and the noise filtered out, in addition, only the informative
part of the face is kept for the analyze. We have used existing filters from the open source Vizualisation
toolkit library3 to design the outlined pipeline.

3http://www.vtk.org/
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3.2.2 3D Face Representation by Elastic Radial Curves

Each facial surface is represented by an indexed collection of radial curves that are defined and extracted
as follows. Let S be a facial surface obtained as an output of the preprocessing step. The reference curve
on S is chosen to be the vertical curve after the face has been rotated to the upright position. Then,
a radial curve β(α) is obtained by slicing the facial surface by a plane P (α) that has the nose tip as its
origin and makes an angle α with the plane containing the reference curve. That is, the intersection of
P (α) with S gives the radial curve β(α). We repeat this step to extract radial curves from S at equally-
separated angles, resulting in a set of curves that are indexed by the angle α. Fig. 3.4 shows an example
of this process. If needed, we can approximately reconstruct S from these radial curves according to
S ≈ ∪αβ(α) = ∪α{S ∩ P (α)}. Using these curves, we will demonstrate that the elastic framework is well
suited to modeling of deformations associated with changes in facial expressions and for handling missing
data.

Figure 3.4: Extraction of radial curves: images in the middle illustrate the intersection between the
face surface and planes to form two radial curves. The collection of radial curves is illustrated in the

rightmost image.

In this application (Face Recognition), the probe face is first rigidly aligned to the gallery face using the
ICP algorithm. In this step, it is useful but not critical to accurately find the nose tip on the probe face.
As long as there is a sufficient number of distinct regions available on the probe face, this alignment can
be performed. Next, after the alignment, the radial curves on the probe model are extracted using the
plane Pα passing through the nose tip of the gallery model at an angle α with the vertical. This is an
important point in that only the nose tip of the gallery and a good alignment between gallery-probe is
needed to extract good quality curves.

3.3 Tools on the Manifold of 3D Faces

In this section we will use the framework described in Chapter 2, in particular the tools designed to
interpolate between shapes (geodesics) and the length of these paths, under the defined elastic metric.



Chapter 3. 3D Face Recognition 45

Recall that the central goal is given two facial surfaces how to quantify their difference under deforma-
tions (caused by expressions), missing data, occlusions and pose variations. Recall also that throw the
representation by elastic radial curves, we view the shapes of 3D faces as element of an infinte-dimentional
manifold termedM equipped with a Riemannian elastic metric (dM). We have demonstrated the bene-
fits of the Riemannian approach which allows jointly accurate dense correspondence between 3D surfaces
(when counting for the elastic deformations that exhibit the expressive faces). These properties are
suitable in face recognition as stated in Section 3.1 to handle the facial deformations.

3.3.1 Shape Interpolation – Geodesics on the Shape Space

Given two 3D shapes, since we have deformations (geodesic paths) between their pairwise radial curves,
we can spatially interpolate these deformations to obtain deformations between full facial surfaces. In
fact, these full deformations can be shown to be formal geodesic paths between faces, when represented
as elements of M = S [0,2π]. Shown in Fig. 3.5 are examples of some geodesic paths between source and
target faces. It illustrates geodesic paths between faces of different subjects, and are termed inter-class
geodesics. One can note that the shape located at the center of each path correspond to the average shape
between the source ans the target. As illustrated, it has an intermediate-smooth morphology between
the shapes of the ending points of each geodesic. In other worlds, when considering two facial shapes of
different age, different gender or different ethnicity on could generate with our method a typical average
face between them, in a mathematical way!

Figure 3.5: Three examples of inter-class geodesic paths. In each row, the first and the last 3D shapes
represent respectively the source and the target faces, the intermediate shapes are equally-spaces points

from the geodesic gerenated by our algorithm.

Shown in Fig. 3.6 are examples geodesic paths between faces of the same person conveying different
expressions, and are termed intra-class geodesics. In the same way, we can note that the central shape
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on each of these paths represent the middle intermediate deformation from the source and the target
shapes.

Figure 3.6: Three examples of intra-class geodesic paths. In each row, the first and the last 3D shapes
represent respectively the source and the target faces, the intermediate shapes are equally-spaces points

from the geodesic gerenated by our algorithm.

These geodesics provide a tangible benefit, beyond the current algorithms that provide some kind of
a similarity score for analyzing faces. These geodesic paths illustrate the most efficient way to deform
one shape into another. The accurate dense correspondence, one of the essential ingredients of shape
analysis, plays an important role to get these natural-like deformations (or morphing). In fact, matching
accurately different anatomical parts of the faces yields with accurate deformations, hence the importance
of use elastic models in shape analysis of facial surfaces. In addition to their interpretation as optimal
deformations under the chosen metric, the geodesics can also be used for computing the mean shape and
measuring the shape covariance of a set of faces, as illustrated later.

3.3.2 Expression-Robust 3D Face Recognition

We will show in this section the benefits of using our elastic model in comparing facial surfaces ex-
hibiting different facial expressions. The goal here is the robustness to the deformations introduced by
the expressions. We should note here that in case of open mouth which often results in a hole, the
preprocessing algorithm presented in section 3.2.1 will fill the hole by locating the edges and interpo-
lating between them. An other important step is to discrete the shape representation both by indexed
collections of radial curves and finite-points representations of each curve, starting from the nose tip.
To this end, facial surface S is represented by an indexed collection of radial curves, indexed by the n
uniform angles A = {0, 2π

n ,
4π
n , . . . , 2π

(n−1)
n }. Thus, the shape of a facial surface can been represented
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as an element of the set Sn ≈M. The indexing provides a correspondence between curves across faces.
For example, the curve at an angle α on a probe face is compared with the curve at the same angle
on a gallery face. Thus, the distance between two facial surfaces is dM : Sn × Sn → R≥0, given by
dM(F1,F2) .= 1

n

∑
α∈A dS([q(α

1 ], [q(α)
2 ]). Here, [q(α)

i ] denotes the SRVF of the radial curve β(α)
i on the ith

facial surface, i ∈ 1, 2 .

To explore experimentally the ability of our elastic model to be robust the facial exressions, we conducted
our experiments on the FRGC2.0 dataset (Face Recognition Grand Challenge)(Phillips et al., 2005).
The dataset contains 4007 3D scans of 466 subjects with near-frontal pose. About 40% of the scans
are expressive. In our experiment we will consider the manual clustering of the 3D scans into three
categories: neutral expression, small expression, and large expression as illustrated in Figure 3.7.

Nautral faces (Gallery) Small expressions (Probe) Large expressions (Probe)

Figure 3.7: Examples of 3D preprocessed scans from the FRGC2.0 dataset. The Gallery faces are
almost neutral as shown by the top row. The set of probe faces includes small expressions (in red) and

large expressions (in blue) as shown in the second row.

As shown in Figure 3.7, the facial surfaces output of the pre-processing step are of good quality. Now,
we will report experimental results both under the identification and verification scenarios, using the
commonly used evaluation criteria in biometrics.

I. Identification Scenario: The gallery consists of the first scans for each subject in the database, and
the remaining scans make up the probe faces. This dataset was automatically preprocessed as described
in the Section 3.2.1. The left panel of Figure 3.8 shows the Cumulative Matching Curves (CMCs) of our
method under this protocol for the three cases: neutral vs. neutral, neutral vs. non-neutral and neutral
vs. all. Note that our method results in 97.7% rank-1 recognition rate in the case of neutral vs. all. In
the difficult scenario of neutral vs. expressions, the rank-1 recognition rate is 96.8%, which represents a
high performance, while in the simpler case of neutral vs. neutral the rate is 99.2%. As shown in these
CMC curves the recognition rates reaches quickly 100% (at rank 5).

A comparison of recognition performance of our method with several state-of-the-art results is presented
in Table 3.1. This time, in order to keep the comparisons fair, we kept all the 466 scans in the gallery.
Notice that our method achieved a 97% rank-1 recognition which is close to the highest published results



Chapter 3. 3D Face Recognition 48

Table 3.1: Comparison of rank-1 scores on the FRGCv2 dataset with the state-of-the-art results.

Method Rank-1 Recognition Rate (%)
(Spreeuwers, 2011) 99%
(Wang et al., 2010) 98.3%

(ter Haar and Velkamp, 2010) 97%
(Berretti et al., 2010b) 94.1%
(Queirolo et al., 2010) 98.4%
(Faltemier et al., 2008) 97.2%

(Kakadiaris et al., 2007) 97%
(Drira et al., 2013a) 97%

on this dataset (Faltemier et al., 2008, Spreeuwers, 2011, Queirolo et al., 2010). Since the scans in
FRGCv2 are all frontal, the ability of region-based algorithms, such as (Faltemier et al., 2008, Queirolo
et al., 2010), to deal with the missing parts is not tested in this dataset. For that end, one would need a
systematic evaluation on a dataset with the missing data issues, e.g. the GavabDB. The best recognition
score on FRGCv2 is reported by Spreeuwers (Spreeuwers, 2011) which uses an intrinsic coordinate system
based on the vertical symmetry plane through the nose. The missing data due to pose variation and
occlusion challenges will be a challenge there as well.
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Figure 3.8: Left: Cumulative Matching Curves for the Neutral vs. Neutral, Neural vs. Small expressions
and Neutral vs. Large expressions on FRGC2.0. Right: ROC curves for the All vs. All and ROC III

evaluation protocols.

I. Verification Scenario: In order to evaluate the performance of the proposed approach in the verifi-
cation scenario, the Receiver Operating Characteristic (ROC) curves for the ROC III mask of FRGCv2
and ”all-versus-all” are plotted in the right part of Fig. 3.8. For comparison, Table 3.2 shows the verifica-
tion results at false acceptance rate (FAR) of 0.1 percent for several methods. For the standard protocol
testings, the ROC III mask of FRGC v2, we obtain the verification rates of around 97%, which is com-
parable to the best published results. In the all-versus-all experiment, our method provides 93.96% VR
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at 0.1% FAR, which is among the best rates in the table (Wang et al., 2010, Spreeuwers, 2011, Queirolo
et al., 2010).

Table 3.2: Comparison of verification rates at FAR=0.1% on the FRGCv2 dataset with state-of-the-art
results (the ROC III mask and the All vs. All scenario).

Method ROC III All vs. All
(Kakadiaris et al., 2007) 97% –
(Faltemier et al., 2008) 94.8% 93.2%
(Berretti et al., 2010b) – 81.2%
(Queirolo et al., 2010) 96.6% 96.5%

(Spreeuwers, 2011) 94.6% 94.6%
(Wang et al., 2010) 98.4% 98.1%

(Drira et al., 2013a) 97.1% 93.9%

Note that these approaches are applied to FRGCv2 only. Since scans in FRGCv2 are mostly frontal
and have high quality, many methods are able to provide good performance. It is, thus, important to
evaluate a method in other situations where the data quality is not as good. In the next two sections, we
will consider those situations with the GavabDB involving the pose variation and the Bosphorus dataset
involving the occlusion challenge.

3.3.3 3D Face Recognition under Large Pose Variations

In situations involving non-frontal 3D scans, some curves may be partially hidden due to self occlu-
sion. The use of these curves in face recognition can severely degrade the recognition performance and,
therefore, they should be identified and discarded.

I. Curve Quality Filter: We introduce here a quality filter that uses the continuity and the length of a
curve to detect such curves. To pass the quality filter, a curve should be one continuous piece and have a
certain minimum length, say of, 70mm. The discontinuity or the shortness of a curve results either from
missing data or large noise. We show two examples of this idea in Fig. 3.9 where we display the original
scans, the extracted curves, and then the action of the quality filter on these curves. Once the quality
filter is applied and the high-quality curves retained, we can perform face recognition procedure using
only the remaining curves. That is, the comparison is based only on curves that have passed the quality
filter. Let β denotes a facial curve, we define the boolean function quality: (quality(β) = 1) if β passes
the quality filter and (quality(β) = 0) otherwise. Recall that during the pre-processing step, there is a
provision for filling holes. Sometimes the missing parts are too large to be faithfully filled using linear
interpolation. For this reason, we need the quality filter that will isolate and remove curves associated
with those parts.
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Discarded curves Retained curves

Figure 3.9: Curve quality filter: examples of detection of broken and short curves (in red) and complete
curves (in blue). The first example show missing data due to bad reflection of the laser by the eyebrow.

The second example shows a profile scan with only half of the data available.

II. Experiments on the GavabDB dataset: Since GavabDB (Moreno and Sanchez, 2004) has many
noisy 3D face scans under large facial expressions, we will use that database to help evaluate our frame-
work. This database consists of the Minolta Vi-700 laser range scans from 61 subjects – 45 male and 16
female – all of them Caucasian. Each subject was scanned nine times from different angles and under
different facial expressions (six with the neutral expression and three with non-neutral expressions). The
neutral scans include several frontal scans – one scan while looking up (+35 degree), one scan while
looking down (-35 degree), one scan from the right side (+90 degree), and one from the left side (-90
degree). The non-neutral scans include cases of a smile, a laugh, and an arbitrary expression chosen
freely by the subject. Figure 3.10 shows the nine scans of one subject from the GavabDB.

Looking up Right pro�le Left pro�le(a) (b) (c) (d) (e) (f ) (g) (h) (i)

Figure 3.10: Scans of one subject of the GavabDB dataset under different variations.

One of the two frontal scans with the neutral expression for each person is taken as a gallery model,
and the remaining are used as probes. Table 3.3 compares the results of our method with the previously
published results following the same protocol. As noted, our approach provides the highest recognition
rate for faces with non-neutral expressions (94.54%). This robustness comes from the use of radial, elastic
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Table 3.3: Recognition results comparison of the different methods on the GavabDB.

Method (N) (E) (N)+(E) (LD) (LU) (RS) (LS)
(Li et al., 2009) 96.6% 93.3% 94.6% – – – –
(Moreno et al., 2005) 90.1% 77.9% – – – – –
(Mahoor and Abdel-
Mottaleb, 2009)

– 72% 78% 85.3% 88.6% – –

(ter Haar and
Velkamp, 2010)

– – – – – – –

(Mousavi et al., 2008) – – 91% – – – –
(Drira et al., 2013a) 100% 94.5% 95.9% 100% 98.3% 70.4% 86.8%

curves since: (1) each curve represents a feature that characterizes local geometry and, (2) the elastic
matching is able to establish a correspondence with the correct alignment of anatomical facial features
across curves. Table 3.3 provides an exhaustive summary of results obtained using GavabDB; our method
outperforms the majority of other approaches in terms of the recognition rate. Note that there is no
prior result in the literature on 3D face recognition using sideway-scans from this database. Although our
method works well on common faces with a range of pose variations within 35 degrees, it can potentially
fail when a large part of the nose is missing, as it can cause an incorrect alignment between the probe
and the gallery. This situation occurs if the face is partially occluded by external objects such as glasses,
hair, etc. To solve this problem, we first restore the data missing due to occlusion.

3.3.4 3D Face Recognition under External occlusions

In this section we target the problem of occlusions by external parts like glasses, hands, hair, etc. We will
consider two components, (1) external occlusion detection and removal and (2) missing data recovery.

I. Occlusion Removal: The first problem we encounter in externally-occluded faces is the detection of
the external object parts. We accomplish this by comparing the given scan with a template scan, where a
template scan is developed using an average of training scans that are complete, frontal and have neutral
expressions. The basic matching procedure between a template and a given scan is recursive ICP, which
is implemented as follows. In each iteration, we match the current face scan with the template using ICP
and remove those points on the scan that are more than a certain threshold away from the corresponding
points on the template. This threshold has been determined using experimentation and is fixed for all
faces. In each iteration, additional points that are considered extraneous are incrementally removed and
the alignment (with the template) based on the remaining points is further refined.

Fig. 3.11 shows an example of this implementation. From left to right, each face shows an increasing
alignment of the test face with the template, with the aligned parts shown in magenta, and also an
increasing set of points labeled as extraneous, drawn in pink. The final result, the original scan minus
the extraneous parts, is shown in green at the end. In the case of faces with external occlusion, we first
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Figure 3.11: Gradual removal of occluding parts in a face scan using Recursive-ICP.

restore them and then apply the recognition procedure. That is, we detect and remove the occluded part,
and recover the missing part resulting in a full face that can be compared with a gallery face using the
metric dS . The recovery is performed using the tangent PCA analysis and Gaussian models, as described
in Section 3.4. In order to evaluate our approach, we perform this automatic procedure on the Bosphorus
database (Alyuz et al., 2008).

II. Completion of Partially-Obscured Curves: Earlier we have introduced a filtering step that finds
and removes curves with missing parts. Although this step is effective in handling some missing parts,
it may not be sufficient when parts of a face are missing due to external occlusions, such as glasses and
hair. In the case of external occlusions, the majority of radial curves could have hidden parts that should
be predicted before using these curves. This problem is more challenging than self-occlusion because,
in addition to the missing parts, we can also have parts of the occluding object(s) in the scan. In a
non-cooperative situation, where the acquisition is unconstrained, there is a high probability for this
kind of occlusion to occur. Once we detect points that belong to the face and points that belong to the
occluding object, we first remove the occluding object and use a statistical model in the shape space of
radial curves to complete the broken curves. This replaces the parts of face that have been occluded
using information from the visible part and the training data.

The core of this problem, in our representation of facial surfaces by curves, is to take a partial facial curve
and predict its completion. The sources of information available for this prediction are: (1) the current
(partially observed) curve and (2) several (complete) training curves at the same angle that are extracted
from full faces. The basic idea is to develop a sparse model for the curve from the training curves and use
that to complete the observed curve. To keep the model simple, we use the PCA of the training data, in
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an appropriate vector space, to form an orthogonal basis representing training shapes. Then, this basis
is used to estimate the coefficients of the observed curve and the coefficients help reconstruct the full
curve. Since the shape space of curve S is a nonlinear space, we use the tangent space Tµ(S), where
µ is the mean of the training shapes, to perform PCA. Let α denote the angular index of the observed
curve, and let q1

α, q
2
α, . . . , q

k
α be the SRVFs of the curves taken from the training faces at that angle. As

described earlier, we can compute the sample Karcher mean of their shapes {[qiα] ∈ S}, denoted by µα.
Then, using the geometry of S we can map these training shapes in the tangent space using the inverse
exponential map. We obtain vi,α = exp−1

µα (qiα), where

exp−1
q1 (q2) = θ

sin(θ)(q∗2 − cos(θ)q1), θ = cos−1(〈q1, q
∗
2〉) ,

and where q∗2 is the optimal rotation and re-parameterization of q2 to be aligned with q1, as discussed
earlier. A PCA of the tangent vectors {vi} leads to the principal basis vectors u1,α, u2,α, ..., uJ,α, where
J represents the number of significant basis elements.

Now returning to the problem of completing a partially-occluded curve, let us assume that this curve is
observed for parameter value t in [0, τ ] ⊂ [0, 1]. In other words, the SRVF of this curve q(t) is known
for t ∈ [0, τ ] and unknown for t > τ . Then, we can estimate the coefficients of q under the chosen basis
according to cj,α = 〈q, uj,α〉 ≈

∫ τ
0 〈q(t), uj,α(t)〉 dt, and estimate the SRVF of the full curve according to

q̂α(t) =
J∑
j=1

cj,αuj,α(t) , t ∈ [0, 1] .

We present three examples of this procedure in Fig. 3.12, with each face corrupted by an external
occlusion as shown in column (a). The detection and removal of occluded parts is performed as described
in the previous section, and the result of that step is shown in column (b). Finally, the curves passing
through the missing parts are restored and shown in (c).

In order to evaluate this reconstruction step, we have compared the restored surface (shown in the top
row of Fig. 3.12) with the complete neutral face of that class, as shown in Fig. 3.13. The small values
of both absolute deviation and signed deviation, between the restored face and the corresponding face in
the gallery, demonstrate the success of the restoration process.

III. Experiments on Bosphorus Dataset: The Bosphorus database is suitable for this evaluation as
it contains scans of 60 men and 45 women, 105 subjects in total, in various poses, expressions and in the
presence of external occlusions (eyeglasses, hand, hair). The majority of the subjects are aged between
25 and 35. The number of total face scans is 4652; at least 54 scans each are available for most of the
subjects, while there are only 31 scans each for 34 of them. The interesting part is that for each subject
there are four scans with occluded parts. These occlusions refer to (i) mouth occlusion by hand, (ii)
eyeglasses, (iii) occlusion of the face with hair, and (iv) occlusion of the left eye and forehead regions by
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Restored curves

Kept curves

(a) Occluded face (b) Occlusion detection and removal (c) Restored and kept curves on the face

Nose tip

Figure 3.12: (a) Faces with external occlusion, (b) faces after the detection and removal of occluding
parts and (c) the estimation of the occluded parts using a statistical model on the shape spaces of curves.

Neutral face
(Gallery)

Restored face Alignment

Signed deviation color map and distribution
between restored face and gallery face

Face after 
occlusion removal

Restoration

Absolute deviation color map and distribution
between restored face and gallery face

Mesh 
generation

Face after 
curves restoration

Figure 3.13: Illustration of a face with missing data (after occlusion removal) and its restoration. The
deviation between the restored face and the corresponding neutral face is also illustrated.

hands. Fig. 3.14 shows sample images from the Bosphorus 3D database illustrating a full scan on the
left and the remaining scans with typical occlusions.

We pursued the same evaluation protocol used in the previously published papers: a neutral scan for
each person is taken to form a gallery dataset of size 105 and the probe set contains 381 scans that have
occlusions. The training is performed using other sessions so that the training and test data are disjoint.
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Figure 3.14: Examples of faces from the Bosphorus database. The un-occluded face on the left and the
different types of occlusions are illustrated.

The rank-1 recognition rate is reported in Fig. 3.15 for different approaches depending upon the type
of occlusion. As these results show the process of restoring occluded parts significantly increases the
accuracy of recognition. The rank-1 recognition rate is 78.63% when we remove the occluded parts and
apply the recognition algorithm using the remaining parts, as described in Section 2.4. However, if we
perform restoration, the recognition rate is improved to 87.06%. Clearly, this improvement in performance
is due to the estimation of missing parts on curves. These parts, that include important shape data, were
not considered by the algorithm described earlier. Even if the part added with restoration introduces
some error, it still allows us to use the shapes of the partially observed curves. Furthermore, during
restoration, the shape of the partially observed curve is conserved as much as possible.
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Figure 3.15: Recognition results on the Bosphorus database and comparison with state-of-the-art ap-
proaches.

Examples of 3D faces recognized by our approach are shown in Fig. 3.12, along with different steps of
the algorithm. The faces in the two bottom rows are examples of incorrectly recognized faces by our
algorithm without restoration (as described earlier), but after the restoration step, they are correctly
recognized. (Alyuz et al., 2008) reported a 93.69% rank-1 recognition rate overall for this database using
the same protocol that we have described above. While this reported performance is very good, their
processing has some manual components. Actually, the authors partition the face manually and fuse the
scores for matching different parts of the face together. In order to compare with (Colombo et al., 2011),
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we reduce the probe dataset to 360 by discarding bad quality scans as (Colombo et al., 2011) did. Our
method outperforms their approach with an overall performance of 89.25%, although individually our
performance is worse in the case of occlusion by hair. It is difficult, in this case, to completely overcome
face occlusion. Therefore, during the restoration step, our algorithm tries to keep majority of parts. This
leads to a deformation in the shape of curves and, hence, affects the recognition accuracy.

3.4 Towards Efficient Face Recognition Solution

In this section, we explore two complementary ideas to make the recognition scenario more efficient. It
is well stated that, compared to 2D-face recognition approaches, the 3D-based approaches required more
computational time for several reasons. The most important one is the data representation itself, where
the data in 2D are images (ordered pixels), in the second case the data is 3D meshes without any order.
We target here the one-to-many matching scenario (identification scenario). To handle these issues, we
propose first (1) a tree-like organization of the facial surfaces in the Gallery, and (2) introduce a boosting
step to highlight and select the most relevant curves on the face. Thus, a gain on time will happen when
parsing the branches of the tree instead of an exhaustive comparison, and use only the relevant curves
to compare the probe face to the gallery face.

3.4.1 Hierarchical Gallery Organization

One of the main goals for studying shapes of faces is to conduct biometric identification where query is
often compared to a set of gallery shapes. This comparison can be made more efficient if we can organize
the gallery elements in form of a hierarchical database, i.e. a tree, where the comparisons are performed
only at the nodes of that tree. To construct such a shape tree we need to be able to cluster similar
shapes, and that is the problem we study next.

I. Clustering of 3D Faces: Consider the problem of clustering n faces (in M) into k clusters. A
general approach is to form clusters in such a way that they minimize total ”within-cluster” variance.
Let a configuration F consists of clusters denoted by F1,F2, . . . ,Fk, and let µis be the mean shapes
in Fis and nis be the sizes of Fis. There are several cost functions used for clustering, e.g the sum of
traces of covariances within clusters. However, the computation of means µis of large shape clusters,
and therefore their variances, is computationally expensive, especially when they are updated at every
iteration. As a solution, one often uses a variation, called pairwise clustering (Hofmann and Buhmann,
1998), where the variance of a cluster is replaced by a scaled sum of distances (squared) between its
elements:

Q(F) =
k∑
i=1

2
ni

 ∑
Fa∈Fi

∑
b<a,Fb∈Fi

dM(Fa,Fb)2

 . (3.1)
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We seek configurations that minimize Q, i.e., F∗ = argminQ(F). Notice that the metric used is the
arithmetic mean dM. We will minimize the clustering cost using a Markov chain search process on the
configuration space. The basic idea is to start with a configuration of k clusters and reduce Q by re-
arranging shapes among the clusters. The re-arrangement is performed in a stochastic fashion using two
kinds of moves. These moves are performed with probability proportional to the negative exponential
of the Q-value of the resulting configuration. The two types of moves are following. (1) Move a
shape: Here we select a shape randomly and re-assign it to another cluster. Let Q(i)

j be the clustering
cost when a shape Nj is re-assigned to the cluster Ci keeping all other clusters fixed. If Nj is not a
singleton, i.e. not the only element in its cluster, then the transfer of Nj to cluster Ci is performed with

probability: PM (j, i;T ) = exp(−Q(i)
j /T )∑k

i=1 exp(−Q(i)
j /T )

i = 1, 2, . . . , k. Here T plays a role similar to temperature

in simulated annealing. If Nj is a singleton, then moving it is not allowed in order to fix the number of
clusters at k. (2) Swap two shapes: Here we select two shapes randomly from two different clusters
and swap them. Let Q(1) and Q(2) be the Q-values of the original configuration (before swapping) and
the new configuration (after swapping), respectively. Then, swapping is performed with probability:
PS(T ) = exp(−Q(2)/T )∑2

i=1 exp(−Q(i)/T )
. In order to seek global optimization, we have adopted a simulated annealing

approach. Although simulated annealing and the random nature of the search help in avoiding local
minima, the convergence to a global minimum is difficult to establish.

It is important to note that once the pairwise distances are computed, they are not computed again in the
iterations. Secondly, unlike k-mean clustering, the mean shapes are never calculated in this clustering.
The algorithms for computing Karcher mean and clustering can be applied repeatedly for organizing a
large database of human faces into a hierarchy that allows efficient searches during identification process.
As an illustration of this idea, we consider the 466 face scans corresponding of distinct subjects of
FRGC2.0 dataset. These shapes form the bottom layer of the hierarchy, called level D in Figure 3.16.
Then, we compute Karcher mean shapes (representative shapes) for each person to obtain shapes at level
C. These shapes are further clustered together and a Karcher mean is computed for each cluster. These
mean shapes form the level B of the hierarchy. Repeating this idea a few times, we reach the top of the
tree with only one shape. We obtain so the final tree shown in Figure 3.16. If we follow a path from top
to bottom of the tree, we see the shapes getting more particularized to groups and then to individuals
as illustrated in Figure 3.17.

II. Hierarchical Shape Identification: Once the tree is formed, one can use this representation of
data to conduct biometric search in order to reduce time computation. Specially in identification scenario,
which needs a comparison of the query shape to the whole gallery dataset. In view of this structure, a
natural way is to start at the top, compare the query with the shapes at each level, and proceed down
the branch that leads to the closest shape. At any level of the tree, there is a number, say h, of possible
shapes and our goal is to find the shape that matches the query best.

III. Experiments on FRGC2.0: We have tested this idea on the FRGC2.0 dataset where the Gallery
subset is organized as describes in I and the query scans are matched against the faces in a single branch
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Figure 3.16: The tree resulting on hierarchical clustering on the 466 earliest scans of FRGC2.0 dataset
(the Gallery).

Figure 3.17: Paths from top to bottom in the tree show increasing shape resolutions

of the tree, according to the retrieval procedure described in II. The rank on recognition rate is 92.4%
compared to 97% without clustering (by performing exhaustive search along the gallery). The time
concuming is reduced from 52 minutes to 3 minutes in average which is 15 times less.
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3.4.2 Boosting Geometric Facial Features

In this part, we combine ideas from shape analysis using tools from differential geometry and feature
selection derived from Machine Learning to select and highlight salient 3D geometrical facial features.
Notice that we introduce in addition to the radial curves presented above, iso-level curves extracted on
the face with a reference point the nose tip and the Euclidean distance as the set function, as shown if
Figure 3.19. Our previous studies on iso-level curves on facial surfaces as complete biometrics (Ben Amor
et al., 2009) an on the nose (Drira et al., 2009a,b) as partial biometrics, demonstrated their relevance
to conduct shape statistics. However, their use assume that surface distances are relatively robust to
changes in facial expressions and, therefore, help generate features that are robust to facial expressions.
The assumption of preservation of surface distances under facial expressions is no more true when large
expressions are conveyed which result in stretching and shrinking of the facial surface. In addition, since
an open mouth affects the shape of some level curves, this method is not able to handle the problem of
missing data.

Figure 3.18: Radial and iso-level curves extracted on some faces fron FRGC2.0 dataset.

After preprocessing the 3D scans, we represent obtained facial surfaces by finite indexed collections
of circular and radial curves. The comparison of pairwise curves, extracted from faces, is based on
shape analysis of parameterized curves using differential geometry tools (as described in Chapter 2).
The extracted features are trained as weak classifiers and the most discriminative features are selected
optimally by adaptive boosting. Accordingly, it consists on the following steps:

• The Off-line training step, learns the most salient circular and radial curves from the sets of
extracted ones, in a supervised fashion. In face recognition, construct feature vectors by comparing
pairwise curves extracted from facial surfaces. Next, feed these examples, together with labels
indicating if they are inter-class or not. Thus, the adaptive boosting selects and learns alliteratively
the weak classifiers and adding them to a final strong classifier, with suitable weights. As a result
of this step, we keep the T -earliest selected features (with highest weights) for the testing step.

• The On-line test step, performs classification of a given test face. In the recognition problem, a
probe face is compared to the gallery faces using only individual scores computed based on selected
features using the dS metric.
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Here, we introduce the feature selection step to highlight (or localize) the most stable and most discrim-
inatory curves. To this end, we use the well-known machine learning algorithm AdaBoost introduced by
Freund and Schapire in (Freund and Schapire, 1995). Recall that, boosting is based on iterative selection
of weak classifiers by using a distribution of training samples. At each iteration, the best weak classifier
is provided and weighted by the quality of its classification. In practice, the individual level curves and
radial curves are used as weak classifiers. After M iterations, the most relevant T (T < M) facial curves
are returned by the algorithm. The set of selected curves returned by Adaboost is shown in Fig. 3.19.
The first row of the figure shows the locations of the subset of curves selected by Adaboost on different
sessions of the same person with different expressions, whereas, the second row gives curves locations on
different subjects. We notice that the boosting algorithm selects the level curves located on the nasal
region, which is stable under expressions and radial curves in the way that it avoid two parts, the first
one is the lower part of the face since its shape is affected by expressions, particularly when the mouth
is open. The second area corresponds to the eye/eyebrow regions. Shapes of radial curves passing throw
these regions change when conveying expressions. In contrast, the most stable area cover the nasal/fore-
head/cheeks regions. As expected and studied in our previous papers (Drira et al., 2009a,b), the use of
level curves on the nose is relevant to perform expression-robust partial face analysis.

Figure 3.19: The most discriminating radial and circular curves selected by Boosting for face recognition,
given on different faces.

This approach has been trained and tested on the FRGC2.0 dataset and reported 98.02% as rank-one
recognition rate using only a subset of of radial and iso-level curves.

Table 3.4: Rank-1/Computation cost (in sec) for different configurations.

Performance All curves Selected curves
Rank-1 RR Time(s) Rank-1 RR Time(s)

Radial curves 88.65% 1.6 89.04% 0.48
Level curves 66.51% 1.04 85.65% 0.20

Fusion 91.81% 2.64 98.02% 0.68

Table 3.4 reports the rank-one recognition rates of the radial and the level curves taken individually as
well as their fusion. Also, it reports the recognition rates achieved using only the salient features. We
notice that the fusion of selected radial and level features achieved the highest performance (98.02%), we
can see also an important gain in the computational time (0.68 seconds) to match two facial surfaces.
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These ideas (a) hierarchical clustering of the gallery and (b) boosting the geometric curves are presented
disjoint. We expect that their use, in the same system, can improve the computational time in a one-to-
many matching scenario and keep high recognition performance.

3.5 Conclusion

In this chapter we have demonstrated the application of our Riemannian approach in statistical shape
analysis of facial surfaces with the final goal of face recognition. Several problems have been tackled using
the unified framework – (1) face comparisons under shape-preserving transformations, (2) shape matching
and comparison of 3D shapes robust to deformations caused by the expressions, (3) averaging facial shapes
to represent classes/clusters and its use in organizing hierarchically the Gallery for efficient one-to-many
matching (4) partially-obscured data completion then shape analysis using statistical models to recover
missing data, and (5) Combine ideas from differential geometry and feature selection to select salient
curves for more efficient recognition. We have presented results on the mostly used 3D Face datasets
(FRGC2.0, Gavab and Bosphorus) designed to develop and test solutions working under variations of
facial expression, pose variations and occlusions between gallery and probe scans.
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Chapter 4

3D Facial Expression Recognition

In this chapter1 we introduce two major contributions in the field of facial expression analysis and
recognition from static and dynamic 3D data. In particular, we show how to capture facial movements
using geometric shape analysis tools introduced in Chapter 2.

Hence, instead of the deformation-robust shape analysis, developed in Chapter 3 oriented to 3D face
recognition, we focus here on two relevant questions — How effectively capture the facial deformations
resulted from the facial expressions? and how establish facial deformation patterns for successful classifi-
cation? — To answer these questions, we adopt two approaches : (1) A Landmark-dependent approach is
first introduced in (Maalej et al., 2010, 2011) which uses 3D static scans. Herein, we propose a new facial
representation using Local Facial Patches extracted around the landmarks, suitable for expression
analysis; then (2) A Landmark-free approach (Drira et al., 2012, Ben Amor et al., 2014a) operating on
dynamic data is developed based on a Global Facial Representation of 4D data. In both approaches,
the issue of shape correspondence is a key point to achieve accurate measurements of the deformations.
These deformations which characterize the facial expressions, such as happy or surprise, are executed by
facial muscles and they are more prominent in 3D (geometry) than 2D (appearance or texture), which
motivates this choice to this shift in the very recent literature. In both approaches that we have intro-
duced, adapted Riemannian shape analysis frameworks are applied to derive statistical analysis of facial
shapes. The classification task is resolved using conventional Machine Learning techniques, as Random
Forest (RF), Support Vector Machine (SVM), Adaboost and Hidden Markov Model (HMM).

After introducing the problem, sections 4.2 and 4.2 describe our contributions in facial expression from
static and dynamic data, respectively.

1The content of this chapter is related to our published papers in the field of facial expression recognition, (Maalej et al.,
2011) and (Ben Amor et al., 2014a).
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4.1 Introduction

Over the last two decades, automatic recognition of facial expressions emerged as a field of active research,
with applications in several different areas, such as HMI (Human-Machine Interaction), psychology, com-
puter graphics, transport security (by detecting driver fatigue, for example), and so on. The importance
of facial expressions was first realized and investigated by psychologists, among others. In a seminal
work by Mehrabian et al. (Mehrabian and Wiener, 1967) the relative importance of verbal and nonverbal
messages in communicating feelings and attitude is described. In particular, they provided evidence that
face-to-face communication is governed by the 7%-38%-55% rule, that balances the relevance of verbal,
vocal and visual elements, respectively, in communications. Despite this rigid quantification has since
been refuted in later studies, it still provides an indication that the words and tone of the voice form only
a part of human communication. The non-verbal elements related to the body language (e.g., gestures,
posture, facial expressions) also play an important role. Starting from a different point of view, Ek-
man (Ekman, 1972) conducted the first systematic studies on facial expressions in the late 70s. Ekman
also showed that facial expressions can be coded through the movement of face points as described by a
set of action units (Ekman and Friesen, 1977). Through his experiments, it is demonstrated that there
are six prototypical facial expressions, representing anger, disgust, fear, happiness, sadness and surprise,
plus the neutral one that are universally recognized and remain consistent across different ethnicities
and cultures. The presence of these prototypical facial expressions is now widely accepted for scientific
analysis. These results, in turn, inspired many researchers to analyze facial expressions in video data,
by tracking facial features and measuring the amount of facial movements in video frames (Zeng et al.,
2009). This body of work demonstrates a collective knowledge that facial expressions are highly dynami-
cal processes, and looking at sequences of face instances can help to improve the recognition performance.
We further emphasize that, rather than being just a static or dynamic 2D image analysis, it is more nat-
ural to analyze expressions as spatio-temporal deformations of 3D faces, caused by the actions of facial
muscles. In this approach, the facial expressions can be studied comprehensively by analyzing temporal
dynamics of 3D face scans (3D plus time is often regarded as 4D data). From this perspective the relative
immunity of 3D scans to lighting conditions and pose variations give support for the use of 3D and 4D
data. Motivated by these considerations, there has been a progressive shift from 2D to 3D in performing
facial shape analysis for recognition and expression recognition. In particular, this latter research sub-
ject is gaining momentum thanks to the recent availability of public 3D datasets, like the Binghamton
University 3D Facial Expression database (BU-3DFE) (Yin et al., 2006a), and the Bosphorus 3D Face
Database (Savran et al., 2008). At the same time, advances in 3D imaging technology (Di3D, 2006,
3DMD, 2010) have permitted collections of large datasets that include temporal sequences of 3D scans
(i.e., 4D datasets), such as the Binghamton University 4D Facial Expression database (BU-4DFE) (Yin
et al., 2008), the 4D dataset constructed at University of Central Lancashire (Hi4D-ADSIP) (Matuszewski
et al., 2011, 2012), and the dynamic 3D FACS dataset (D3DFACS) for facial expression research (Cosker
et al., 2011), which also includes fully coded FACS. This trend has been strengthened further by the
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introduction of inexpensive acquisition devices, such as the consumer 3D cameras like Kinect or Asus
(Kinect, 2010, Point grey, 2010, Asus, 2010), that provide fast albeit low-resolution streams of 3D data
to a large number of users, thus opening new opportunities and challenges in 3D face recognition and
facial expression recognition (Berretti et al., 2012, Li et al., 2013).

4.2 Expression Classification from Static (3D) Faces

Facial expression recognition has been extensively studied over the past decades especially in 2D domain
(e.g., images and videos) resulting in a valuable enhancement. Existing approaches that address facial
expression recognition can be divided into three categories: (1) static vs. dynamic; (2) global vs. local;
(3) 2D vs. 3D. Most of the approaches are based on feature extraction/detection as a mean to represent
and understand facial expressions. Pantic and Rothkrantz (Pantic and Rothkrantz, 2000) and Samal
and Iyengar (Samal and Iyengar, 1992) presented a survey where they explored and compared different
approaches that were proposed, since the mid 1970s, for facial expression analysis from either static
facial images or image sequences. Whitehill and Omlin (Whitehill and Omlin, 2006) investigated on
the Local versus Global segmentation for facial expression recognition. In particular, their study is
based on the classification of action units (AUs), defined in the well-known Facial Action Coding System
(FACS) manual by Ekman and Friesen (Ekman and Friesen, 1978), and designating the elementary
muscle movements involved in the bio-mechanical of facial expressions. They reported, in their study on
face images, that the local expression analysis showed no consistent improvement in recognition accuracy
compared to the global analysis.

4.2.1 Related Work

As for 3D facial expression recognition, the first work related to this issue was presented by Wang et
al. (Wang et al., 2006b). They proposed a novel geometric feature based facial expression descriptor,
derived from an estimation of primitive surface feature distribution. A labeling scheme was associated
with their extracted features, and they constructed samples that have been used to train and test several
classifiers. They reported that the highest average recognition rate they obtained was 83%. They
evaluated their approach not only on frontal-view facial expressions of the BU-3DFE database, but they
also tested its robustness to non-frontal views. A second work was reported by Soyel and Demirel (Soyel
and Demirel, 2007) on the same database. They extracted six characteristic distances between eleven
facial landmarks, and using Neural Network architecture that analysis the calculated distances, they
classified the BU-3DFE facial scans into 7 facial expressions including neutral expression. The average
recognition rate they achieved was 91.3%. Mpiperis et al. (Mpiperis et al., 2008b) proposed a joint
3D face and facial expression recognition using bilinear model. They fitted both formulations, using
symmetric and asymmetric bilinear models to encode both identity and expression. They reported an
average recognition rate of 90.5%. They also reported that the facial expressions of disgust and surprise
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were well identified with an accuracy of 100%. Tang and Huang (Tang and Huang, 2008b) proposed
an automatic feature selection computed from the normalized Euclidean distances between two picked
landmarks from 83 possible ones. Using regularized multi-class AdaBoost classification algorithm.

In this first approach, we further investigate the problem of 3D identity-independent facial expression
recognition. The main contributions of our approach are the following: (1) We propose a new process for
representing and extracting patches on the facial surface scan that cover multiple regions of the face; (2)
We apply a framework to derive 3D shape analysis to quantify similarity measure between corresponding
patches on different 3D facial scans. Thus, we combine a local geometric-based shape analysis approach
of 3D faces and several machine learning techniques to perform such classification.

4.2.2 Shape Analysis of Local Patches

Most of the earlier work in 3D shape analysis use shape descriptors such as curvature, crest lines, shape
index (e.g., ridge, saddle, rut, dome, etc.). These descriptors are defined based on the geometric and
topological properties of the 3D object, and are used as features to simplify the representation and thus
the comparison for 3D shape matching and recognition tasks. Despite their rigorous definition, such
features are computed based on numerical approximation that involves second derivatives and can be
sensitive to noisy data. In case of 3D facial range models, the facial surface labeling is a critical step to
describe the facial behavior or expression, and a robust facial surface representation is needed. In Samir
et al. (Samir et al., 2006) the authors proposed to represent facial surfaces by an indexed collections of
3D closed curves on faces. These curves are level curves of a surface distance function (i.e., geodesic
distance) defined to be the length of the shortest path between a fixed reference point (taken to be
the nose tip) and a point of the extracted curve along the facial surface. This being motivated by the
robustness of the geodesic distance to facial expressions and rigid motions. Using this approach they
were able to compare 3D shapes by comparing facial curves rather than comparing corresponding shape
descriptors.

In this approach, we intend to further investigate on local shapes of the facial surface. We are especially
interested in capturing deformations of local facial regions caused by facial expressions. Using a different
solution, we compute iso-level curves using the Euclidean distance function (which is sensitive to defor-
mations and thus can better capture differences related to variant expressions). To this end, we choose
to consider N reference points (landmarks) {rl}1≤l≤N (Figure 4.1 (a)) and associated sets of level curves
{clλ}1≤λ≤λ0 (Figure 4.1 (b)). These curves are extracted over the patches centered at these points. Here
λ stands for the value of the distance function between the reference point rl and the point belonging
to the curve clλ, and λ0 stands for the maximum value taken by λ. Accompanying each facial model
there are 83 manually picked landmarks, these landmarks are practically similar to the MPEG-4 feature
points and are selected based on the facial anatomy structure. Given these points the feature region on
the face can be easily determined and extracted. We were interested in a subset of 68 landmarks laying
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Discarded landmarks provided by BU-3DFE 
Retained landmarks provided by BU-3DFE
Automatically added landmarks

 

 

Figure 4.1: (a) 3D annotated facial shape model (70 landmarks); (b) 3D closed curves extracted around
the landmarks; (c) 3D curve-based patches composed of 20 level curves with a size fixed by a radius

λ0 = 20mm; (d) Extracted patches on the face.

within the face area, discarding those marked on the face border. Contrary to the MPEG-4 feature points
specification that annotates the cheeks center and bone, in BU-3DFE there were no landmarks associated
with the cheek regions. Thus, we add two extra landmarks at both cheeks, obtained by extracting the
middle point along the geodesic path between the mouth corner and the outside eye corner. We propose
to represent each facial scan by a number of patches centered on the considered points. Let rl be the
reference point and Pl a given patch centered on this point and localized on the facial surface denoted
by S. Each patch will be represented by an indexed collection of level curves. To extract these curves,
we use the Euclidean distance function ‖rl− p‖ to characterize the length between rl and any point p on
S. Indeed, unlike the geodesic distance, the Euclidean distance is sensitive to deformations, and besides,
it permits to derive curve extraction in a fast and simple way. Using this function we defined the curves
as level sets of:

‖rl − .‖ : clλ = {p ∈ S | ‖rl − p‖ = λ} ⊂ S, λ ∈ [0, λ0]. (4.1)

Each clλ is a closed curve, consisting of a collection of points situated at an equal distance λ from rl. The
Fig. 4.1 resumes the scheme of patches extraction.

Once the patches are extracted, we aim at studying their shape and design a similarity measure between
corresponding ones on different scans under different expressions. This is motivated by the common belief
that people smile, or convey any other expression, the same way, or more appropriately certain regions
taking part in a specific expression undergo practically the same dynamical deformation process. We
expect that certain corresponding patches associated with the same given expression will be deformed in
a similar way, while those associated with two different expressions will deform differently. The following
sections describe the shape analysis of closed curves in R3, initially introduced in (Joshi et al., 2007),
and its extension to analyze shape of local patches on facial surfaces. We notice here that the shape
analysis approach applied for curves here is different to the one described in Chapter 2, because of the



Chapter 4. 3D Facial Expression Classification 68

closure constraint. For this reason, we shall describe in details in the following sections the shape analysis
approach for closed curves and the extension to facial patches.

4.2.2.1 Shape Analysis of 3D Closed Curves

We start by considering a closed curve β in R3. While there are several ways to analyze shapes of
closed curves, an elastic analysis of the parametrized curves is particularly appropriate in 3D curves
analysis. This is because (1) such analysis uses a square-root velocity function representation which
allows us to compare local facial shapes in presence of elastic deformations, (2) this method uses a
square-root representation under which the elastic metric reduces to the standard L2 metric and thus
simplifies the analysis, (3) under this metric the Riemannian distance between curves is invariant to the
re-parametrization. To analyze the shape of β, we shall represent it mathematically using a square-root
representation of β (as described in Chapter 2) as follows ; for an interval I = [0, 1], let β : I −→ R3 be
a curve and define q : I −→ R3 to be its square-root velocity function (SRVF), given by:

q(t) .= β̇(t)/
√
‖β̇(t)‖ . (4.2)

Here t is a parameter ∈ I and ‖.‖ is the Euclidean norm in R3. We note that q(t) is a special function that
captures the shape of β and is particularly convenient for shape analysis, as we describe next. The classical
elastic metric for comparing shapes of curves becomes the L2-metric under the SRVF representation
(Srivastava et al., 2011). This point is very important as it simplifies the calculus of elastic metric to the
well-known calculus of functional analysis under the L2-metric. Also, the squared L2-norm of q, given by:
‖q‖2 =

∫
S1 < q(t), q(t) > dt =

∫
S1 ‖β̇(t)‖dt , which is the length of β. In order to restrict our shape analysis

to closed curves, we define the set: C = {q : S1 −→ R3|
∫
S1 q(t)‖q(t)‖dt = 0} ⊂ L2(S1,R3). Notice that

the elements of C are allowed to have different lengths. Due to a non-linear (closure) constraint on its
elements, C is a non-linear manifold. We can make it a Riemannian manifold by using the metric: for
any u, v ∈ Tq(C), we define:

〈u, v〉 =
∫
S1
〈u(t), v(t)〉 dt . (4.3)

So far we have described a set of closed curves and have endowed it with a Riemannian structure. Next
we consider the issue of representing the shapes of these curves. It is easy to see that several elements of
C can represent curves with the same shape. For example, if we rotate a curve in R3, we get a different
SRVF but its shape remains unchanged. Another similar situation arises when a curve is re-parametrized;
a re-parameterization changes the SRVF of curve but not its shape. In order to handle this variability, we
define orbits of the rotation group SO(3) and the re-parameterization group Γ as the equivalence classes
in C. Here, Γ is the set of all orientation-preserving diffeomorphisms of S1 (to itself) and the elements
of Γ are viewed as re-parameterization functions. For example, for a curve β : S1 → R3 and a function
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γ : S1 → S1, γ ∈ Γ, the curve β ◦ γ is a re-parameterization of β. The corresponding SRVF changes
according to q(t) 7→

√
γ̇(t)q(γ(t)). We set the elements of the orbit:

[q] = {
√
γ̇(t)Oq(γ(t))|O ∈ SO(3), γ ∈ Γ} , (4.4)

to be equivalent from the perspective of shape analysis. The set of such equivalence classes, denoted by
S .= C/(SO(3)×Γ) is called the shape space of closed curves in R3. S inherits a Riemannian metric from
the larger space C due to the quotient structure.

The main ingredient in comparing and analysing shapes of curves is the construction of a geodesic
between any two elements of S, under the Riemannian metric given in Eq.(4.3). Given any two curves
β1 and β2, represented by their SRVFs q1 and q2, we want to compute a geodesic path between the orbits
[q1] and [q2] in the shape space S. This task is accomplished using a path-straightening approach which
was introduced in (Klassen and Srivastava, 2006). The basic idea here is to connect the two points [q1]
and [q2] by an arbitrary initial path α and to iteratively update this path using the negative gradient
of an energy function E[α] = 1

2
∫
s 〈α̇(s), α̇(s)〉 ds. The interesting part is that the gradient of E has

been derived analytically and can be used directly for updating α. As shown in (Klassen and Srivastava,
2006), the critical points of E are actually geodesic paths in S. Thus, this gradient-based update leads
to a critical point of E which, in turn, is a geodesic path between the given points. In the remainder of
this section, we will use the notation dS(β1, β2) to denote the length of the geodesic in the shape space
S between the orbits q1 and q2, to reduce the notation.

4.2.2.2 Shape Analysis of 3D Facial Patches

Now, we extend ideas developed in the previous section from analyzing shapes of curves to the shapes of
patches. As mentioned earlier, we are going to represent a number of l patches of a facial surface S with
an indexed collection of the level curves of the ‖rl − .‖ function (Euclidean distance from the reference
point rl). That is, Pl ↔ {clλ, λ ∈ [0, λ0]} , where clλ is the level set associated with ‖rl− .‖ = λ. Through
this relation, each patch has been represented as an element of the set S [0,λ0]. In our framework, the
shapes of any two patches are compared by comparing their corresponding level curves. Given any two
patches P1 and P2, and their level curves {c1

λ, λ ∈ [0, λ0]} and {c2
λ, λ ∈ [0, λ0]}, respectively, our idea is

to compare the patches curves c1
λ and c2

λ, and to accumulate these differences over all λ. More formally,
we define a distance dS[0,λ0] given by:

dS[0,λ0](P1, P2) =
∫ L

0
dS(c1

λ, c
2
λ)dλ . (4.5)

In addition to the distance dS[0,λ0](P1, P2), which is useful in biometry and other classification experi-
ments, we also have a geodesic path in S [0,λ0] between the two points represented by P1 and P2. This
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Figure 4.2: Examples of intra-class (same expression) geodesic paths with shape and mean curvature
mapping between corresponding patches.

geodesic corresponds to the optimal elastic deformations of facial curves and, thus, facial surfaces from one
to another. Figure 4.2 shows some examples of geodesic paths that are computed between corresponding
patches associated with shape models sharing the same expression, and termed intra-class geodesics. In
the first column we illustrate the source, which represents scan models of the same subject, but under
different expressions. The third column represents the targets as scan models of different subjects. As
for the middle column, it shows the geodesic paths. In each row we have both the shape and the mean
curvature mapping representations of the patches along the geodesic path from the source to the target.
The mean curvature representation is added to identify concave/convex areas on the source and target
patches and equally-spaced steps of geodesics. This figure shows that certain patches, belonging to the
same class of expression, are deformed in a similar way. In contrast, Figure 4.3 shows geodesic paths
between patches of different facial expressions. These geodesics are termed inter-class geodesics. Unlike
the intra-class geodesics shown in Figure 4.2, these patches deform in a different way.
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Figure 4.3: Examples of inter-class (different expressions) geodesic paths between source and target
patches.

4.2.3 Facial Expression Classification

In order to classify expressions, we build a feature vector for each facial scan. Given a candidate facial
scan of a person j, facial patches are extracted around facial landmarks. For a facial patch P ij , a set of
level curves {cλ}ij are extracted centered on the ith landmark. Similarly, a patch P iref is extracted in
correspondence to landmarks of a reference scans ref. The length of the geodesic path between each level
curve and its corresponding curve on the reference scan are computed using a Riemannian framework for
shape analysis of 3D curves (see Sections 4.2.2.1 and 4.2.2.2). The shortest path between two patches
at landmark i, one in a candidate scan and the other in the reference scan, is defined as the sum of
the distances between all pairs of corresponding curves in the two patches as indicated in Eq. (4.5).
The feature vector is then formed by the distances computed on all the patches and its dimension is
equal to the number of used landmarks N = 70 (i.e., 68 landmarks are used out of the 83 provided by
BU-3DFED and the two additional cheek points). The ith element of this vector represents the length
of the geodesic path that separates the relative patch to the corresponding one on the reference face
scan. All feature vectors computed on the overall dataset will be labeled and used as input data to
machine learning algorithms such as Multi-boosting and SVM, where Multi-boosting is an extension of
the successful Adadoost technique for forming decision committees.
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4.2.4 Experimental Results

To investigate facial expression recognition, we have applied our proposed approach on a dataset that is
appropriate for this task. In this Section, we describe the experiments, obtained results and comparisons
with related work.

I. Database Description and Experimental Setting: BU-3DFE is one of the very few publicly
available databases of annotated 3D facial expressions, collected by Yin et al. (Yin et al., 2006b) at
Binghamton University. It was designed for research on 3D human face and facial expression and to
develop a general understanding of the human behavior. Thus the BU-3DFE database is beneficial
for several fields and applications dealing with human computer interaction, security, communication,
psychology, etc. There are a total of 100 subjects in the database, 56 females and 44 males. A neutral scan
was captured for each subject, then they were asked to perform six expressions namely: Happiness (HA),
Anger (AN), Fear (FE), Disgust (DI), Sad (SA) and Surprise (SU). The expressions vary according to
four levels of intensity (low, middle, high and highest or 01-04). Thus, there are 25 3D facial expression
models per subject in the database. A set of 83 manually annotated facial landmarks is associated
to each model. These landmarks are used to define the regions of the face that undergo to specific
deformations due to single muscles movements when conveying facial expression (Ekman and Friesen,
1978). In Figure 4.4, we illustrate examples of the six universal facial expressions 3D models including
the highest intensity level.

Figure 4.4: Examples of 3D facial expression models (first row 3D shape models, second row 3D textured
models) of the BU-3DFE database.

For the goal of performing identity-independent facial expression recognition, the experiments were con-
ducted on the BU-3DFE static database. A dataset captured from 60 subjects were used, half (30) of
them were female and the other half (30) were male, corresponding to the high and highest intensity
levels 3D expressive models (03-04). These data are assumed to be scaled to the true physical dimensions
of the captured human faces. Following a similar setup as in (Gong et al., 2009b), we randomly divided
the 60 subjects into two sets, the training set containing 54 subjects (648 samples), and the test set
containing 6 subjects (72 samples). To drive the classification experiments, we arbitrarily choose a set of
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six reference subjects with its six basic facial expressions. We point out that the selected reference scans
do not appear neither in the training nor in the testing set.

II. Discussions of the Results: Using the Waikato Environment for Knowledge Analysis (Weka)
(Hall et al., 2009), we applied the Multiboost algorithm with three weak classifiers, namely, Linear
Discriminant Analysis (LDA), Naive Bayes (NB), and Nearest Neighbor (NN), to the extracted features,
and we achieved average recognition rates of 98.81%, 98.76% and 98.07%, respectively. We applied the
SVM linear classifier as well, and we achieved an average recognition rate of 97.75%. We summarize the
resulting recognition rates in Table 4.1.

Table 4.1: Classification results using local shape analysis and several classifiers.

Classifier Multiboost-LDA Multiboost-NB Multiboost-NN SVM-Linear
Recognition rate 98.81% 98.76% 98.07% 97.75%

We note that these rates are obtained by averaging the results of the 10 independent and arbitrarily run
experiments (10-fold cross validation) and their respective recognition rate obtained using the Multiboost-
LDA classifier. We note that different selections of the reference scans do not affect significantly the
recognition results and there is no large variations in recognition rates values. The reported results
represent the average over the six runned experiments. The Multiboost-LDA classifier achieves the
highest recognition rate and shows a better performance in terms of accuracy than the other classifiers.
This is mainly due to the capability of the LDA-based classifier to transform the features into a more
discriminative space and, consequently, result in a better linear separation between facial expression
classes.

The average confusion matrix relative to the the best performing classification using Multiboost-LDA is
given in Table 4.2.

Table 4.2: Average confusion matrix given by Multiboost-LDA classifier.

% AN DI FE HA SA SU
AN 97.92 1.11 0.14 0.14 0.69 0.0
DI 0.56 99.16 0.14 0.0 0.14 0.0
FE 0.14 0.14 99.72 0.0 0.0 0.0
HA 0.56 0.14 0.0 98.60 0.56 0.14
SA 0.28 0.14 0.0 0.0 99.30 0.28
SU 0.14 0.56 0.0 0.0 1.11 98.19

In order to better understand and explain the results mentioned above, we apply the Multiboost algorithm
on feature vectors built from distances between patches for each class of expression. In this case, we
consider these features as weak classifiers. Then, we look at the early iterations of the Multiboost
algorithm and the selected patches in each iteration.
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Figure 4.5: Selected patches at the early few iterations of Multiboost classifier for the six facial expres-
sions (Angry, Disgust, Fear, Happy, Sadness, Surprise) with their associated weights.

Figure 4.5 illustrates for each class of expression the most relevant patches. Notice that, for example, for
the Happy expression the selected patches are localized in the lower part of the face, around the mouth
and the chin. As for the Surprise expression, we can see that most relevant patches are localized around
the eyebrows and the mouth region. It can be seen that patches selected for each expression lie on facial
muscles that contribute to this expression.

III. Comparison with Related Work: In Table 4.3 results of our approach are compared against
those reported in (Tang and Huang, 2008b), (Soyel and Demirel, 2007), and (Wang et al., 2006b), on the
same experimental setting (54-versus-6-subject partitions) of the BU-3DFE database. The differences
between approaches should be noted: Tang et al. (Tang and Huang, 2008b) performed automatic feature
selection using normalized Euclidean distances between 83 landmarks, Soyel et al. (Soyel and Demirel,
2007) calculated six distances using a distribution of 11 landmarks, while Wang et al. (Wang et al.,
2006b) derived curvature estimation by locally approximating the 3D surface with a smooth polynomial
function. In comparison, our approach capture the 3D shape information of local facial patches to derive
shape analysis. For assessing how the results of their statistical analysis will generalize to an independent
dataset, in (Wang et al., 2006b) a 20-fold cross-validation technique was used, while in (Tang and Huang,
2008b) and (Soyel and Demirel, 2007) the authors used 10-fold cross-validation to validate their approach.

Table 4.3: Comparison of this work with respect to previous work (Tang and Huang, 2008b), (Soyel
and Demirel, 2007) and (Wang et al., 2006b).

Method 10-fold Average Recognition Rate (%) 20-fold ARR (%)
(Wang et al., 2006b) — 83.6%

(Tang and Huang, 2008b) 95.1% —
(Tang and Huang, 2008b) 95.1% —
(Soyel and Demirel, 2007) 91.3% —

(Maalej et al., 2011) 98.81% 92.75%

IV. Impact of Head Pose Variation: In real world situations, frontal view facial scans may not be
always available. Thus, non-frontal view facial expression recognition is a challenging issue that needs to
be treated. We were interested in evaluating our approach on facial scan under large pose variations. By
rotating the 3D shape models in the y-direction, we generate facial scans under six different non-frontal
views corresponding to 15 ◦, 30 ◦, 45 ◦, 60 ◦, 75 ◦ and 90 ◦ rotation. We assume that shape information is
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unavailable for the occluded facial regions due to the face pose. For each view, we perform facial patches
extraction around the visible landmarks in the given scan. In cases where a landmark is occluded, or
where the landmark is visible, but the region nearby is partially occluded, we treat it as a missing data
problem for all faces sharing this view. In these cases, we are not able to compute the geodesic path
between corresponding patches. The corresponding entries in the distance matrix are blank and we fill
them using an imputation technique (Batista and Monard, 2003). In our experiments we employed the
mean imputation method, which consists of replacing the missing values by the means of values already
calculated in frontal-view scenario obtained from the training set. Let dijk = dS[0,λ0](P ki , P kj ) be the
geodesic distance between the kth patch belonging to subjects i and j (i 6= j). In case of frontal view
(fv), the set of instances Xfv

i relative to the subject i need to be labeled and is given by:

Xfv
i =



di11 . . . di1k . . . di1N
...

...
...

...
...

dij1 . . . dijk
... dijN

...
...

...
...

...
diJ1 . . . diJk . . . diJN


where N is the number of attributes. In case of non-frontal view (nfv), if an attribute k is missing, we
replace the kth column vector in the distance matrix Xnfv

i by the mean of geodesic distances computed

in the frontal-view case, with respect to the kth attribute and given by: mfv
k =

∑J

j=1 dijk

J , where J is the
total number of instances.

Xnfv
i =



di11 . . . mfv
k . . . di1N

...
...

...
...

...

dij1 . . . mfv
k

... dijN
...

...
...

...
...

diJ1 . . . mfv
k . . . diJN


To evaluate the robustness of our approach in a context of non-frontal views, we derive a view-independent
facial expression recognition. Error recognition rates are evaluated throughout different testing facial
views using the four classifiers trained only on frontal-view facial scans. Figure 4.6 shows the average
error rates of the four classification methods. The Multiboost-LDA shows the best performance for facial
expression classification on the chosen database. From the figure, it can be observed that the average
error rates increase with the rotation angle (values from 0 to 90 degrees of rotation are considered), and
the Multiboost-LDA is the best performing methods also in the case of pose variations. As shown in this
figure, recognition accuracy remains acceptable, even only 50% of data (half face) are available when we
rotate the 3D face by 45 degree in y-direction.

In this section we presented a novel approach for identity-independent facial expression recognition
from 3D facial shapes. Our idea was to describe the change in facial expression as a deformation in
the vicinity of facial patches in 3D shape scan. An automatic extraction of local curve based patches
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Figure 4.6: The average error rates of six expressions with different choice of views corresponding to
the best reference and using different classifiers.

within the 3D facial surfaces was proposed. These patches were used as local shape descriptors for facial
expression representation. A Riemannian framework was applied to compute the geodesic path between
corresponding patches. Qualitative (inter and intra-geodesic paths) and quantitative (geodesic distances)
measures of the geodesic path were explored to derive shape analysis. The geodesic distances between
patches were labeled with respect to the six prototypical expressions and used as samples to train and
test machine learning algorithms. Using Multiboost algorithm for multi-class classification, we achieved
a 98.81% average recognition rate for six prototypical facial expressions on the BU-3DFE database. We
demonstrated the robustness of the proposed method to pose variations. In fact, the obtained recognition
rate remain acceptable (over 93%) even half of the facial scan is missed.

The major limitation of the approach presented in this section is that the 68 landmarks we used to define
the facial patches were manually labeled. Several studies were interested detecting and tracking facial
feature points, as proposed in (Gupta et al., 2010), (Sun et al., 2010b), for automatic 3D facial expression
recognition. We will adopt a different approach (landmark-free) for the analysis of dynamic flows of facial
surfaces.

4.3 Expression Classification from 3D Dynamic (4D) Faces

In his study, Ekman also showed that facial expressions can be coded through the movement of face
points (temporal evolution of the face) as described by a set of action units (Ekman and Friesen, 1977).
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These results, in turn, inspired many researchers to analyze facial expressions in video data, by tracking
facial features and measuring the amount of facial movements in video frames (Zeng et al., 2009). This
body of work demonstrates a collective knowledge that facial expressions are highly dynamical processes,
and looking at sequences of face instances can help to improve the recognition performance. We further
emphasize that, rather than being just a static or dynamic 2D image analysis, it is more natural to analyze
expressions as spatio-temporal deformations of 3D faces, caused by the actions of facial muscles. In this
approach, the facial expressions can be studied comprehensively by analyzing temporal dynamics of 3D
face scans (3D plus time is often regarded as 4D data). From this perspective the relative immunity
of 3D scans to lighting conditions and pose variations give support for the use of 3D and 4D data.
Motivated by these considerations, there has been a progressive shift from 2D to 3D in performing facial
shape analysis for recognition (Chapter 3), and expression recognition as described in Section 4.2. In
particular, this latter research subject is gaining momentum thanks to the recent availability of public 3D
datasets, like the Binghamton University 3D Facial Expression database (BU-3DFE) (Yin et al., 2006a),
and the Bosphorus 3D Face Database (Savran et al., 2008).

At the same time, advances in 3D imaging technology (Di3D, 2006, 3DMD, 2010) have permitted col-
lections of large datasets that include temporal sequences of 3D scans (i.e., 4D datasets), such as the
Binghamton University 4D Facial Expression database (BU-4DFE) (Yin et al., 2008), the 4D dataset
constructed at University of Central Lancashire (Hi4D-ADSIP) (Matuszewski et al., 2011, 2012), and
the dynamic 3D FACS dataset (D3DFACS) for facial expression research (Cosker et al., 2011), which
also includes fully coded FACS. This trend has been strengthened further by the introduction of inex-
pensive acquisition devices, such as the consumer 3D cameras like Kinect or Asus (Kinect, 2010, Point
grey, 2010, Asus, 2010), that provide fast albeit low-resolution streams of 3D data to a large number
of users, thus opening new opportunities and challenges in 3D face recognition and facial expression
recognition (Berretti et al., 2012, Li et al., 2013). Motivated by these facts, we focus in this section on
the problem of expression recognition from dynamic sequences of 3D facial scans. We propose a new
framework for temporal analysis of 3D faces that combines scalar fields modeling of face deformations
with effective classifiers. To motivate our solution and to relate it to the state of the art, next we provide
an overview of existing methods for 4D facial expression recognition (see also the recent work in (Sand-
bach et al., 2012b) for a comprehensive survey on this subject), then we give a general overview of our
approach.

4.3.1 Related Work

The use of 4D data for face analysis is still at the beginning, with just a few works performing face
recognition from sequences of 3D face scans (Li et al., 2013, Benedikt et al., 2008, 2010), and some works
focussing on facial expression recognition. In particular, the first approach addressing the problem of
facial expression recognition from dynamic sequences of 3D scans was proposed by Sun et al. (Sun et al.,
2010a, Sun and Yin, 2008). Their approach basically relies on the use of a generic deformable 3D model
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whose changes are tracked both in space and time in order to extract a spatio-temporal description of the
face. In the temporal analysis, a vertex flow tracking technique is applied to adapt the 3D deformable
model to each frame of a 3D face sequence, and the vertex flow estimation is derived by establishing point-
to-point correspondences between 3D meshes based on a conformal mapping approach. Correspondences
between vertices across the 3D dynamic facial sequences provide a set of motion trajectories (vertex flow)
of 3D face scans. Consequently, the vertex flow can be depicted on the adapted generic model (tracking
model) through the estimation of the displacement vector from the tracked points of the current frame to
the corresponding points of the first frame (assumed to have a neutral expression). A facial motion vector
is then obtained to describe the dynamics of facial expression across a 3D frame sequence. In the spatial
analysis, an automatic surface labelling approach is applied on the tracked locations of the depth models
in order to classify the 3D primitive surface features into eight basic categories. As a result, each depth
scan in the sequence can be represented by a spatio-temporal feature vector that describes both shape and
motion information and provides a robust facial surface representation. Once spatio-temporal features
are extracted, a two-dimensional Hidden Markov Model (HMM) is used for classification. In particular,
a spatial HMM and a temporal HMM were used to model the spatial and temporal relationships between
the extracted features. Exhaustive analysis was performed on the BU-4DFE database. The main limit
of this solution resides in the use of the 83 manually annotated landmarks of the BU-4DFE that are
not released for public use. The approach proposed by (Sandbach et al., 2011) exploits the dynamics of
3D facial movements to analyze expressions. This is obtained by first capturing motion between frames
using Free-Form Deformations and extracting motion features using a quad-tree decomposition of several
motion fields. GentleBoost classifiers are used in order to simultaneously select the best features to use
and perform the training using two classifiers for each expression: one for the onset temporal segment,
and the other for the offset segment. Then, HMMs are used for temporal modeling of the full expression
sequence, which is represented as the composition of four temporal segments, namely, neutral, onset,
apex, offset. These model a sequence with an initial neutral segment followed by the activation of the
expression, the maximum intensity of the expression, deactivation of the expression and closing of the
sequence again with a neutral expression. Experiments were reported for three prototypical expressions
(i.e., happy, angry and surprise) of the BU-4DFE database. An extension of this work has been presented
in (Sandbach et al., 2012b), where results on the BU-4DFE database using the six universal facial
expressions are reported. In (Le et al., 2011) a level curve based approach is proposed to capture the
shape of 3D facial models. The level curves are parameterized using the arclength function. The Chamfer
distance is applied to measure the distances between the corresponding normalized segments, partitioned
from these level curves of two 3D facial shapes. These features are then used as spatio-temporal features
to train HMM, and since the training data were not sufficient for learning HMM, the authors proposed
to apply the universal background modeling to overcome the over-fitting problem. Results were reported
for the happy, sad and surprise sequences of the BU-4DFE database. Fang et al. (Fang et al., 2011)
propose a fully automatic 4D facial expression recognition approach with a particular emphasis on 4D
data registration and dense correspondence between 3D meshes along the temporal line. The variant of
the Local Binary Patterns (LBP) descriptor proposed in (Zhao and Pietikäinen, 2007), which computes
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LBP on three orthogonal planes is used as face descriptor along the sequence. Results are provided on the
BU-4DFE database for all expressions and for the subsets of expressions used in (Sandbach et al., 2011)
and (Le et al., 2011), showing improved results with respect to competing solutions. In (fan, 2012), the
same authors propose a similar methodology for facial expression recognition from dynamic sequences of
3D scans, with an extended analysis and comparison of different 4D registration algorithms, including
ICP and more sophisticated mesh matching algorithms, as Spin Images and MeshHOG. However, 12
manually annotated landmarks were used in this study. Recently, Reale et al. (Reale et al., 2013) have
proposed a new 4D spatio-temporal feature named Nebula for facial expressions and movement analysis
from a volume of 3D data. After fitting the volume data to a cubic polynomial, a histogram is built for
different facial regions using geometric features, as curvatures and polar angles. They have conducted
several recognition experiments on the BU-4DFE database for posing expressions, and on a new database
published in (Zhang et al., 2013) for spontaneous expressions. However, manual intervention is used to
detect the onset frame and just 15 frames from the onset one are used for classification, and these frames
correspond to the most intense expression.

From the discussion above, it becomes clear that solutions specifically tailored for 4D facial expres-
sion recognition from dynamic sequences are still preliminary, being semi-automatic, or are capable of
discriminating between only a subset of expressions.

4.3.2 Geometric Facial Deformation

The elastic Riemannian metric used in our methodology provides a physical interpretation of measur-
ing deformations between facial curves using a combination of stretching and bending. These elastic
deformations are captured by the Dense Scalar Fields used for expression classifications.
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Based on these premises, in this work we propose an automatic approach for facial expression recognition
that exploits the facial deformations extracted from 3D facial videos. An overview of the proposed
approach is given in Figure 4.7. In the preprocessing step, the 3D mesh in each frame is first aligned
to the previous one and then cropped. From the obtained subsequence, the 3D deformation is captured
based on a Dense Scalar Fields (DSFs) that represents the 3D deformation between two frames. Linear
Discriminant Analysis (LDA) is used to transform derived feature space to an optimal compact space
to better separate different expressions. Finally, the expression classification is performed in two ways:
(1) using the HMM models for temporal evolution; and (2) using mean deformation along a window
with Random Forest classifier. Experimental results show that the proposed approaches are capable of
improving the state of art performance on the BU-4DFE database. There are three main contributions
in this work,

# Novel Dense Scalar Fields (DSFs) defined on radial curves of 3D faces using Riemannian analysis
in shape spaces of curves. These scalar fields accurately capture deformations occurring between
3D faces represented as collections of radial curves;

# A new approach for facial expression recognition from 3D dynamic sequences, that combines the
high descriptiveness of DSFs extracted from successive 3D scans of a sequence with the discriminant
power of LDA features using HMM and multi-class Random Forest;

# An extensive experimental evaluation that compares the proposed solution with the state of the
art methods using a common dataset and testing protocols. Results show that our approach
outperforms the published state of the art results.

One basic idea to capture facial deformations across 3D video sequences is to track mesh vertices densely
along successive 3D frames. Since, as the resolution of the meshes varies across 3D video frames, es-
tablishing a dense matching on consecutive frames is necessary. For this purpose, (Sun and Yin, 2008)
proposed to adapt a generic model (a tracking model) to each 3D frame using a set of 83 predefined
facial landmarks to control the adaptation based on radial basis functions. The main limitation of this
approach is that the 83 landmarks are manually annotated in the first frame of each sequence. Moreover,
the adaptation decreases the accuracy of expression recognition when emotions are manifested by subtle
changes of the face. A second solution is presented by (Sandbach et al., 2012a, 2011), where the authors
used an existing non-rigid registration algorithm (FFD) (Rueckert et al., 1999a) based on B-splines in-
terpolation between a lattice of control points. In this case, dense matching is a preprocessing step used
to estimate a motion fields between 3D frames t and t-1. The problem of quantifying subtle deformations
along the sequence still remains a challenging task, and the results presented in (Sandbach et al., 2011)
are limited to just three facial expressions: happy, angry and surprise. In order to capture and model
deformations of the face induced by different facial expressions, we propose to represent the facial surface
through a set of parameterized radial curves that originate from the tip of the nose. Approximating
the facial surface by an ordered set of radial curves, which locally captures its shape can be seen as a
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parameterization of the facial surface. Indeed, similar parameterizations of the face have shown their
effectiveness in facial biometrics (Drira et al., 2010a). The mathematical setup for the shape theory
offered here comes from Hilbert space analysis (refer to Chapter 2 for DSFs computation).

Neutral Happy Angry Surprise Sad Fear Disgust

High 
deformations

Low 
deformations

F004

Figure 4.8: Optimal deformations (represented by the DFSs) computed between a neural face (on the
left) and six apex (maximum expression) frames taken from the BU-4DFE database, each represent one

expression from the set (happy, angry,surprise, sad, fear and disgust).

In our experiments, we represent each face with 100 radial curves, and T=50 sampled points on each
curve, so that the DSFs between two 3D faces is expressed by a 5000-dimensional feature vector. In
Figure 4.8 examples of the deformation fields computed between a neutral face of a given subject and the
apex frames of the sequences of the six universal expressions of the same subject are shown. The values
of the scalar fields to be applied on the neutral face to convey the six different prototypical expressions
are reported using a color scale (blue to black). In particular, colors from green to black represent the
highest deformations, whereas the lower values of the dense scalar fields are represented in cyan/blue.
As it can be observed, for different expressions, the high deformations are located in different regions
of the face. For example, as intuitively expected, the corners of the mouth and the cheeks are mainly
deformed for happiness expression, whereas the eyebrows are also strongly deformed for the angry and
disgust expressions.

In order to highlight the benefits of the proposed DSFs against other methods for extracting dense
deformation features, we selected the Free-Form Deformation approach, which has been originally defined
in Rueckert et al. (Rueckert et al., 1999b) for medical images, and later on successfully applied to the
problem of 3D dynamic facial expression recognition by (Sandbach et al., 2012a, 2011). In particular,
FFD is a method for non-rigid registration based on B-spline interpolation between a lattice of control
points. In addition, we also compared our approach with respect to a baseline solution, which uses the
point-to-point Euclidean distance between frames of a sequence. Figure 4.9 reports the results for an
example case, where a frame of a happy sequence is deformed with respect to the first frame of the
sequence. The figure shows quite clearly as the DSFs proposed in this work is capable to capture the face
deformations with smooth variations that include, in the example, the mouth, the chin and the cheeks.
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Figure 4.9: Capturing the facial deformations between a neutral face and an expressive face trough
three methods: (a) the Free Form-based Deformations (FFD); (b) the point-to-point Euclidean distances;

and (c) the DSFs deformations.

4.3.3 Expression Recognition using DSFs

Deformations due to facial expressions across 3D video sequences are characterized by subtle variations
induced mainly by the motion of facial points. These subtle changes are important to perform effective
expression recognition, but they are also difficult to be analyzed due to the face movements. To handle
this problem, as described in the previous section, we propose a curve-based parametrization of the face
that consists in representing the facial surface by a set of radial curves. According to this representation,
the problem of comparing two facial surfaces, a reference facial surface and a target one, is reduced to the
computation of the DSFs between them. In order to make possible to enter the expression recognition
system at any time and make the recognition process possible from any frame of a given video, we
consider subsequences of n frames. Thus, we chose the first n frames as the first subsequence. Then, we
chose n-consecutive frames starting from the second frame as the second subsequence. This process is
repeated by shifting the starting index of the sequence every one frame till the end of the sequence. In
order to classify the resulting subsequences, we propose two different feature extraction and classification
framework based on the DSFs:

# Mean Deformation-based features associated to Random Forest classifier. The first
frame of the subsequence is considered as a reference frame and the deformation is calculated from
each of the remaining frames to the first one using the DSFs. The average deformation of the n-1
resulting DSFs represents the feature vector in this classification scheme and is presented, after
dimensionality reduction, to multi-class Random Forest classifiers;

# 3D Motion features combined with HMM classifiers. The deformation between successive
frames in a subsequence are calculated using the DSFs and presented to an HMM classifier preceded
by LDA-based dimensionality reduction.

In the following, we shall describe the dynamic features derived from the DSFs.
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4.3.3.1 Mean Shape Deformation with the Random Forest Classifier

The idea here is to capture a mean deformation of the face in the sliding window on the 3D expression
sequence. In order to get this feature, the first frame of each subsequence is considered as the reference
one, and the dense deformation is computed from this frame to each of the remaining frames of the
subsequence. Let Fref denote the reference frame of a subsequence and Fi the i-th successive frame in
the subsequence; the successive frame, for example, is denoted by F1. The DSFs is calculated between
Fref and Fi, for different values of i (i = 1, . . . , n− 1), and the mean deformation is then given by:

DSF = 1
n− 1

n−1∑
i=1

DSF (Fref , Fi). (4.6)

Figure 4.10 illustrates one subsequence for each expression with n = 6 frames. Each expression is
illustrated in two rows: The upper row gives the reference frame of the subsequence and the n-1 successive
frames of the subsequences. Below, the corresponding Dense Scalar Fields computed for each frame are
shown. The mean deformation fields is reported on the right of each plot and represents the feature vector
for each subsequence. The feature vector for this subsequence is built based on the mean deformation
of the n-1 calculated deformations. Thus, each subsequence is represented by a feature vector of size
equal to the number of points on the face (i.e., the number of points used to sample the radial curves of
the face). In order to provide a visual representation of the scalar fields, an automatic labeling scheme
is applied: Warm colors (red, yellow) are associated with high DSF (Fref , Ft) values and correspond to
facial regions affected by high deformations. Cold colors are associated with regions of the face that
remain stable from one frame to another. Thus, this dense deformation fields summarize the temporal
changes of the facial surface when a particular facial expression is conveyed.

According to this representation, the deformation of each subsequence is captured by the mean DSF

defined in Eq. (4.6). The main motivation for using the mean deformation, instead of the maximum
deformation for instance, is related to its greater robustness to the noise. In the practice, the mean
deformation resulted more resistant to deformations due to, for example, inaccurate nose tip detection
or the presence of acquisition noise. In Figure 4.10, for each subsequence, the mean deformation fields
illustrate a smoothed pattern better than individual deformation fields in the same subsequence. Since
the dimensionality of the feature vector is high, we use LDA-based transformation to map the present
feature space to an optimal one that is relatively insensitive to different subjects, while preserving the
discriminating expression information. LDA defines the within-class matrix Sw and the between-class
matrix Sb. It transforms a n-dimensional feature to an optimized d-dimensional feature, where d < n.
In our experiments, the discriminating classes are the 6 expressions, thus the reduced dimension d is 5.

For the classification, we used the multi-class Random Forest algorithm. The algorithm was proposed
in (Breiman, 2001) and defined as a meta-learner comprised of many individual trees. It was designed
to operate quickly over large datasets and more importantly to be diverse by using random samples to
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Figure 4.10: Computation of dynamic shape deformation on different subsequences taken from the
BU-4DFE database. Each expression is illustrated by two rows: the upper one gives the reference frame
of the subsequence and the n-1 successive frames. The corresponding deformation fields computed for
each frame with respect to the reference one are illustrated in the lower row. The mean deformation fields

are given on the right of each lower row.



Chapter 4. 3D Facial Expression Classification 85

build each tree in the forest. A tree achieves highly non-linear mappings by splitting the original problem
into smaller ones, solvable with simple predictors. Each node in the tree consists of a test, whose result
directs a data sample towards the left or the right child. During training, the tests are chosen in order
to group the training data in clusters where simple models achieve good predictions. Such models are
stored at the leaves, computed from the annotated data, which reached each leaf at train time. Once
trained, a Random Forest is capable to classify a new expression from an input feature vector by putting
it down each of the trees in the forest. Each tree gives a classification decision by voting for that class.
Then, the forest chooses the classification having the most votes (over all the trees in the forest).

4.3.3.2 Motion Extraction with the HMM Classifier

The DSFs, can also be applied for expression recognition according to a different classification scheme.
The deformations between successive frames in the subsequence are calculated using the DSFs. In
particular, the deformation between two successive 3D frames is obtained by computing the pairwise
Dense Scalar Fields DSF (Ft−1, Ft) of correspondent radial curves. Based on this measure, we are able
to quantify the motion of face points along radial curves and thus capture the changes in facial surface
geometry.
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Figure 4.11: Examples of DSFs (deformations) between subsequent frames of 3D video sequences:
Happy and surprise expressions are shown, respectively, on the left and right.
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Figure 4.11 illustrates a direct application of the DSF (Ft−1, Ft) and its effectiveness in capturing defor-
mation between one facial surface to another belonging to two consecutive frames in a 3D video sequence.
This figure shows two subsequences extracted from videos in the BU-4DFE database (happy and surprise
expressions are shown on the left and on the right, respectively). For each sequence, the 2D image and
the 3D scans of some frames are shown in the upper row. In the lower row, the deformation scalar fields
DSF (Ft−1, Ft) computed between consecutive frames (i.e., the current frame and the previous one) in
the subsequence is reported. In order to provide a visual representation of the scalar fields, an auto-
matic labeling scheme is applied that includes only two colors: The red color is associated with high
DSF (Ft−1, Ft) values and corresponds to facial regions affected by high deformations. The blue color is
associated with regions that remain more stable from one frame to another. As illustrated in Figure 4.11,
for different expressions, different regions are mainly deformed, showing the capability of the deformation
fields to capture relevant changes of the face due to the facial expression. In particular, each deformation
is expected to identify an expression, for example, as suggested by the intuition, the corners of the mouth
and the cheeks are mainly deformed for the happiness expression.

With the proposed approach, the feature extraction process starts by computing for each 3D frame in a
given video sequence the Dense Scalar Fields with respect to the previous one. In this way, we obtain
as many fields as the number of frames in the sequence (decreased by one), where each field contains as
many scalar values as the number of points composing the collection of radial curves representing the
facial surface. In practice, the size of DSF (Ft−1, Ft) is 1 × 5000, considering 5000 points on the face,
similarly to the feature vector used in the first scheme of classification (mean deformation-based). Since
the dimensionality of the resulting feature vector is high, also in this case we use LDA to project the
scalar values to a 5-dimensional feature space, which is sensitive to the deformations induced by different
expressions. The 5-dimensional feature vector extracted for the 3D frame at instant t of a sequence is
indicated as f t in the following. Once extracted, the feature vectors are used to train HMMs and to
learn deformations due to expressions along a temporal sequence of frames.

In our case, sequences of 3D frames constitute the temporal dynamics to be classified, and each prototypi-
cal expression is modeled by an HMM (a total of 6 HMMs λexpr is required, with expr ∈ {an, di, fe, ha, sa, su}).
Four states per HMM are used to represent the temporal behavior of each expression. This corresponds
to the idea that each sequence starts and ends with a neutral expression (state S1). The frames that
belong to the temporal intervals where the face changes from neutral to expressive and back from ex-
pressive to neutral are modeled by the onset (S2) and offset (S4) states, respectively. Finally, the frames
corresponding to the highest intensity of the expression are captured by the apex state (S3). This so-
lution has proved its effectiveness in clustering the expressive states of a sequence also in other works
(Sandbach et al., 2012a). Figure 4.12 exemplifies the structure of the HMMs used in our framework.

The training procedure of each HMM is summarized as follows:
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Figure 4.12: Structure of the HMMs modeling a 3D facial sequence. The four states model, respectively,
the neutral, onset, apex and offset frames of the sequence. As shown, from each state it is possible to

remain in the state itself or move to the next one (this is known as Bakis or left-right HMM).

# Feature vectors f t of the training sequences are first clustered to identify a codebook of symbols
using the standard LBG algorithm (Linde et al., 1980). This provides the required mapping be-
tween multidimensional feature vectors, taking values in a continuous domain, with the alphabet
of symbols emitted by the HMM states;

# Expression sequences are considered as observation sequences O = {O1, O2, . . . , OT }, where each
observation Ot at time t is given by the feature vector f t;

# Each HMM λexpr is initialized with random values and the Baum-Welch algorithm (Rabiner, 1989)
is used to train the model using a set of training sequences. This estimates the model parameters,
while maximizing the conditional probability P (O|λexpr).

Given a 3D sequence to be classified, it is processed, so that each feature vectors f t corresponds to
a test observation O = {O1 ≡ f1, . . . , OT ≡ fT }. Then, the test observation O is presented to the
six HMMs λexpr that model different expressions, and the Viterbi algorithm is used to determine the
best path Q̄ = {q̄1, . . . , q̄T }, which corresponds to the state sequence giving a maximum of likelihood to
the observation sequence O. The likelihood along the best path, pexpr(O, Q̄|λexpr) = p̄expr(O|λexpr) is
considered as a good approximation of the true likelihood given by the more expensive forward procedure
(Rabiner, 1989), where all the possible paths are considered instead of the best one. Finally, the sequence
is classified as belonging to the class corresponding to the HMM whose log-likelihood along the best path
is the greatest one.

4.3.4 Experimental Results

The proposed framework for facial expression recognition from dynamic sequences of 3D face scans has
been experimented on the BU-4DFE database. Main characteristics of the database and results are
reported in the following sections.
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BU-4DFE Database: Description and Preprocessing

To investigate the usability and performance of 3D dynamic facial sequences for facial expression recog-
nition, a dynamic 3D facial expression database has been created at Binghamton University (Yin et al.,
2008). The Dimensional Imaging’s 3D dynamic capturing system (Di3D, 2006), has been used to cap-
ture a sequence of stereo images and produce the depth map of the face according to a passive stereo-
photogrammetry approach. The range maps are then combined to produce a temporally varying sequence
of high-resolution 3D images with an RMS accuracy of 0.2mm. At the same time, 2D texture videos
of the dynamic 3D models are also recorded. Each participant (subject) was requested to perform the
six prototypical expressions (i.e., angry, disgust, fear, happiness, sadness, and surprise) separately. Each
expression sequence contains neutral expressions in the beginning and the end, so that each expression
was performed gradually from neutral appearance, low intensity, high intensity, and back to low intensity
and neutral. Each 3D sequence captures one expression at a rate of 25 frames per second and each 3D se-
quence lasts approximately 4 seconds with about 35,000 vertices per scan (i.e., 3D frame). The database
consists of 101 subjects (58 female and 43 male, with an age range of 18-45 years old) including 606 3D
model sequences with 6 prototypical expressions and a variety of ethnic/racial ancestries (i.e., 28 Asian,
8 African-American, 3 Hispanic/Latino, and 62 Caucasian). More details on the BU-4DFE can be found
in (Yin et al., 2008). An example of a 3D dynamic facial sequence of a subject with “happy” expression
is shown in Figure 4.13, where 2D frames (not used in our solution) and 3D frames are reported. From
left to right, the frames illustrate the intensity of facial expression passing from neutral to onset, offset,
apex and neutral again.
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Figure 4.13: Examples of 2D and 3D frames extracted from a dynamic 3D video sequence of the
BU-4DFE dataset.

It can be observed that the 3D frames present a near-frontal pose with some slight changes occurring
mainly in the azimuthal plane. The scans are affected by large outliers, mainly acquired in the hair, neck
and shoulders regions (see Figure 4.13). In order to remove these imperfections from each 3D frame the
preprocessing pipeline described in Chapter 3 is performed.
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Mean deformation-based Expression Classification

Following the experimental protocol proposed in (Sun and Yin, 2008), a large set of subsequences are
extracted from the original expression sequences using a sliding window. The subsequences have been
defined in (Sun and Yin, 2008) with a length of 6 frames with a sliding step of one frame from one
subsequence to the following one. For example, with this approach, a sequence of 100 frames originates
a set of 6 × 95 = 570 subsequences, each subsequence differing for one frame from the previous one.
Each sequence is labelled to be one of the six basic expressions, thus extracted subsequences have the
same label. This accounts for the fact that, in general, the subjects can enter the system not necessarily
starting with a neutral expression, but with an arbitrary expression. The classification of these short
sequences is regarded as an indication of the capability of the expression recognition framework to identify
individual expressions. According to this, we first compute for each subsequence the Mean Deformation,
which is then presented to multi-class Random Forest, as outlined in Sect. 4.3.3.

Thus, in the following we consider 40 trees and we report detailed results (confusion matrix) with this
number of trees in Tab. 4.4. We recall that the rates are obtained by averaging the results of the
10-independent runs (10-fold cross validation). It can be noted that the largest confusions are between
the disgust (Di) expression and the angry (An) and Fear (Fe) expressions. Interestingly, these three
expressions capture negative emotive states of the subjects, so that similar facial muscles can be activated.
The best classified expressions are happy (Ha) and Surprise (Su) with recognition accuracy of 95.47%
and 94.53%, respectively. The standard deviation from the average performance is also reported in the
table. The value of this statistical indicator suggests that small variations are observed between different
folds.

Table 4.4: Confusion matrix for Mean Deformation and Random Forest classifier (for 6-frames window).

% An Di Fe Ha Sa Su
An 93.11 2.42 1.71 0.46 1.61 0.66
Di 2.3 92.46 2.44 0.92 1.27 0.58
Fe 1.89 1.75 91.24 1.5 1.76 1.83
Ha 0.57 0.84 1.71 95.47 0.77 0.62
Sa 1.7 1.52 2.01 1.09 92.46 1.19
Su 0.71 0.85 1.84 0.72 1.33 94.53
Average recognition rate =93.21±0.81%

I. Effect of the Subsequence Size: We have also conducted additional experiments when varying the
temporal size of the sliding window used to define the subsequences. In Figure 4.14, we report results for
a window size equal to 2, 5 and 6, and using the whole length of the sequence (on average this is about 100
frames). From the figure, it clearly emerges that the recognition rate of the six expressions increases when
increasing the temporal length of the window. This reveals the importance of the temporal dynamics and
shows that the spatio-temporal analysis outperforms a spatial analysis of the frames. By considering the
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whole sequences for the classification, the result reach 100%. In the work, we decided to report detailed
results when considering a window length of 6-frames to allow comparisons with previous studies.
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Figure 4.14: Effect of the temporal size of the sliding window on the results. The classification rates
increase when increasing the length of the temporal window.

II. Effect of the Spatial Resolution of 3D Faces: In the proposed face representation, the DSFs
are computed for the points of a set of radial curves originating from the nose tip. Due to this, the
density of the scalar fields depend on the number of radial curves and the number of points per curve.
So, the resolution used for the number of curves and points per curve can affect the final effectiveness
of the representation. To investigated this aspect, we have conducted experiments when varying the
spatial resolution of the 3D faces (i.e., the number of radial curves and the number of points per curve).
Figure 4.15 expresses quantitatively the relationship between the expression classification accuracy (on
the BU-4DFE) and the number of radial curves and the number of points per curve. This can give an
indication of the expected decrease in the performance in the case the number of radial curves or points
per curve is decreased due to the presence of noise and spikes in the data. From these results, we can
also observe that the resolution in terms of number of curves has more importance than the resolution
in terms of points per curve.
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Figure 4.15: Effects of varying the 3D face resolution on the classification results.
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HMM-based Expression Classification

Following the same setup as in previous section (originally defined in (Sun and Yin, 2008)), for this
experiment we trained the HMMs on 6 frames subsequences constructed as discussed above. The 4-
state structure of the HMMs resulted adequate to model the subsequences. Also in this experiment, we
performed 10-folds cross validation on the overall set of subsequences derived from the 60× 6 sequences
(31970 in total). The achieved results by classifying individual subsequences of the expression sequences
(frame-by-frame experiment) are reported in the confusion matrix of Tab. 4.5. Values in the table
have been obtained by using features of 6-frames subsequences as input to the 6 HMMs and using
the maximum emission probability criterion as decision rule. It is clear that the proposed approach is
capable to accurately classify individual frames by analyzing the corresponding subsequence of previous 5
frames. The average recognition rate is equal to 93.83%, slightly higher than the one displayed by Mean
Deformation plus Random Forest classification schema (though the standard deviation among different
folds shows a greater value in this case). It can also be noted that, compared to the previous classifier,
the same tendency of recognition rates is in general achieved. In fact, correct classification of angry is
high despite the difficulty of this expression analysis. This learning scheme achieved better recognition
than the first one for angry (An) expression. Actually, whereas the angry (An) expression is known
for its subtle motions, our classifier achieved 93.95% of correct classification, which demonstrates the
ability of the proposed DSFs to capture subtle deformations across the 3D sequences. These similar good
achievements are mainly the effect of the proposed deformation scalar fields.

Table 4.5: Confusion matrix for Motion extraction and HMM classifiers (for 6-frames window).

% An Di Fe Ha Sa Su
An 93.95 1.44 1.79 0.28 2.0 0.54
Di 3.10 91.54 3.40 0.54 1.27 0.15
Fe 1.05 1.42 94.55 0.69 1.67 0.62
Ha 0.51 0.93 1.65 94.58 1.93 0.40
Sa 1.77 0.48 1.99 0.32 94.84 0.60
Su 0.57 0.38 3.25 0.38 1.85 93.57
Average recognition rate = 93.83±1.53%

4.3.5 Discussion and Comparative Evaluation

To the best of our knowledge, the works reporting results on expression recognition from dynamic se-
quences of 3D scans are those in (Le et al., 2011, Sun et al., 2010a, Sandbach et al., 2012b, fan, 2012), and
recently (Reale et al., 2013). These works have been evaluated on the BU-4DFE dataset, but the testing
protocols used in the experiments are sometimes different, so that a direct comparison of the results
reported in these papers is not immediate. In the following, we discuss these solutions with respect to
our proposal, also evidencing the different settings under which the expression recognition results are
obtained.
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Table 4.6: Comparison of this work to earlier studies. Protocol description: #subjects (S), #expressions
(E), Win size (Win). T: temporal only/S-T: spatio-temporal. Accuracy on sliding window/whole sequence

(or subsequence).

Authors Method Features Classification Protocol T/S-T RR (%)
(Sun and Yin, 2008) MU-3D 12 Motion Units HMM 60 S, 6 E,

Win=6
T 70.31, —

(Sun and Yin, 2008) T-HMM Tracking model HMM 60 S, 6 E,
Win=6

T 80.04, —

(Sun and Yin, 2008) P2D-HMM Curvature +
Tracking model

T-HMM + S-HMM 60 S, 6 E,
Win=6

S-T 82.19, —

(Sun and Yin, 2008) R-2DHMM Curvature +
Tracking model

2D-HMM 60 S, 6 E,
Win=6

S-T 90.44, —

(Sandbach et al., 2011) 3D Motion-based FFD + Quad-tree GentleBoost +
HMM

—, 3 E, Win=4 T 73.61, 81.93

(Sandbach et al., 2012b) 3D Motion-based FFD + Quad-tree GentleBoost +
HMM

—, 6 E, vari-
able Win

T 64.6, —

(Le et al., 2011) Level curve-based pair- and segment-
wise distances

HMM 60 S, 3 E, — S-T —, 92.22

(Fang et al., 2011, fan,
2012)

AFM Fitting LBP-TOP SVM-RBF 100 S, 6 E, — T —, 74.63

(Fang et al., 2011, fan,
2012)

AFM Fitting LBP-TOP SVM-RBF 100 S, 3 E, — T —, 96.71

(Reale et al., 2013) Spatio-temporal
volume

”Nebula” Feature SVM-RBF 100 S, 6 E,
Win=15

S-T —, 76.10

(Ben Amor et al., 2014a) Geometric Motion
Extraction

3D Motion Extrac-
tion

LDA-HMM 60 S, 6 E,
Win=6

T 93.83, —

(Ben Amor et al., 2014a) Geometric Mean
Deformation

Mean Deformation LDA-Random For-
est

60 S, 6 E,
Win=6

T 93.21, —

Table 4.6 summarizes approaches and results reported previously on the BU-4DFE dataset, compared to
those obtained in this work. The testing protocols used in the experiments are quite different especially
the number of verified expressions, all the six basic expressions in (Fang et al., 2011, Sun et al., 2010a, Sun
and Yin, 2008, fan, 2012), and (Reale et al., 2013) whereas (Le et al., 2011, Sandbach et al., 2011) reported
primary results on only three expressions. The number of subjects considered is 60, except in (Sandbach
et al., 2011) where the number of subjects is not specified. In general, sequences in which the required
expressions are acted accurately are selected, whereas in (Fang et al., 2011) and (fan, 2012) 507 sequences
out of the 606 total are used for all subjects. In our experiments, we conducted tests by following the same
setting proposed by the earliest and more complete evaluation described in (Sun and Yin, 2008). The
training and the testing sets were constructed by generating subsequences of 6-frames from all sequences
of 60 selected subjects. The process were repeated by shifting the starting index of the sequence every
one frame till the end of the sequence. We note that the proposed approaches outperforms state-of-the-
art solutions following similar experimental settings. The recognition rates reported in (Sun and Yin,
2008) and (Sun et al., 2010a) based on temporal analysis only was 80.04% and spatio-temporal analysis
was 90.44%. In both studies subsequences of constant window width including 6-frames (win = 6) is
defined for experiments. We emphasize that their approach is not completely automatic requiring 83
manually annotated landmarks on the first frame of the sequence to allow accurate model tracking. The
method proposed in (Sandbach et al., 2011) and (Sandbach et al., 2012b) is fully automatic with respect
to the processing of facial frames in the temporal sequences, but uses supervised learning to annotate
individual frames of the sequence in order to train a set of HMMs. Though performed off-line, supervised
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learning requires manual annotation and counting on a consistent number of training sequences that can
be a time consuming operation. In addition, a drawback of this solution is the computational cost
due to Free-Form Deformations based on B-spline interpolation between a lattice of control points for
nonrigid registration and motion capturing between frames. Preliminary tests were reported on three
expressions: (An), (Ha) and (Su). Authors motivated the choice of the happiness and anger expressions
with the fact that they are at either ends of the valence expression spectrum, whereas surprise was also
chosen as it is at one extreme of the arousal expression spectrum. However, these experiments were
carried out on a subset of subjects accurately selected as acting out the required expression. Verification
of the classification system was performed using a 10-fold cross-validation testing. On this subset of
expressions and subjects, an average expression recognition rate of 81.93% is reported. In (Sandbach
et al., 2012b), the same authors have reported 64.6% classification rate when in their evaluation they
consider all the six basic expressions. In (Le et al., 2011) a fully automatic method is also proposed,
that uses an unsupervised learning solution to train a set of HMMs (i.e., annotation of individual frames
is not required in this case). Expression recognition is performed on 60 subjects from the BU-4DFE
database for the expressions of happiness, sadness and surprise. The recognition accuracy averaged on
10 rounds of 10-fold cross-validation show an overall value of 92.22%, with the highest performance of
95% obtained for the happiness expression. However, the authors reported recognition results on whole
facial sequences, but this hinders the possibility of the methods to adhere to a real-time protocol. In fact,
reported recognition results depends on the preprocessing of whole sequences unlike our approach and the
one described in (Sun and Yin, 2008), which are able to provide recognition results when processing very
few 3D frames. In (Fang et al., 2011) and (fan, 2012), results are presented for expression recognition
accuracy on 100 subjects picked out from BU-4DFE database. However, 507 sequences are selected
manually according to the following criteria: (1) the 4D sequence should start by neutral expression,
and (2) sequences containing corrupted meshes are discarded. In addition, to achieve recognition rate of
75.82%, whole sequences should be analyzed. The authors reported highest recognition rates when only
(Ha), (An), and (Su) expressions (96.71%) or (Ha), (Sa) and (Su) (95.75%) are considered. The protocol
used in (Reale et al., 2013) is quite different from the others. First, the onset frame for each of the six
canonical expressions has been marked manually on each sequence of the BU-4DFE database. Then, a
fixed size window of 15 frames starting from the onset frame has been extracted from each expression of
100 subjects. So, although sequences from 100 subjects are used by this approach, it also uses a manual
intervention to detect the onset frame and just 15 frames from the onset one are used for the classification
(and these typically correspond to the most intense expression, including the apex frames).

According to this comparative analysis, the proposed framework compares favorably with state-of-the-art
solutions. It consists of two geometric deformation learning schemes with a common feature extraction
module (DSFs). This demonstrates the effectiveness of the novel mathematical representation called
Dense Scalar Fields (DSFs), under the two designed schemes.
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4.4 Conclusions

In this chapter, our interest was to effectively quantify the facial deformations to perform facial expression
classification. Two different methodologies have been presented – (1) a landmark-dependent approach
using 3D facial patches extracted around the landmarks and grounding on shape analysis of the patched
using iso-level closed curves representation; and (2) a landmark-free approach based on shape analysis
of open radial curves. While in the first approach, the use of static 3D data is explored, the geometric
deformations from dynamic data is investigated in the second approach. From a methodological point-
of-view, (1) proposed such representation using facial patches to cover important Action Units (AU)
on the face, then classify the expression according to similar AU movements. Here the correspondence
between facial patches is given explicitly by the correspondence between landmarks. In (2) an holistic
representation of the face through multiple radial elastic (open) curves handle with the problem of
correspondence and allow dense correspondence and tracking across the 3D video. Then two learning
schemes of the geometric deformations serve to perform expression recognition.
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Chapter 5

Facial Soft-biometrics Estimation

In this Chapter1, we explore the contribution of the 3D facial geometry to the task of recognizing facial
attributes, such as the gender and the age. There is a growing interest to soft biometrics recognition
as means of improving automated face recognition since they hold the promise of significantly reducing
recognition errors by filtering the number of entries in a database to be searched. For example, if the
user can somehow be identified as a middle-aged Asian female, the search can be restricted only to the
subjects with this profile enrolled in the database. There are other uses of automatic soft-biometrics
estimation ranging from Human-Machine Interaction (HMI) to customize interfaces or services regarding
the user’s age or gender. It includes also the commercial use when limiting underage alcohol buyer, for
instance, and suggest customized advertising. Most of the previous studies investigated the use of color
data to make solft-biometrics estimation, only a few work have explored the role of the geometry (or the
shape). In this chapter, we demonstrate the richness and the relevance of use 3D shape data to tackle
these problems. Using Morphology-inspired descriptions related to the human differences extracted using
our Riemannian framework presented in Chapter 2. To our knowledge, we conducted the first study on
age estimation (Xia et al., 2014c) and joint soft-biometrics estimation (Xia et al., 2014d)([J3-s]) from
3D faces. Our methodology to quantify the morphological divergences between age-groups or genders is
one of the most original points in this work.

5.1 Introduction

Gender, Ethnicity, and Age are natural recognizable attributes in human faces. In their daily life,
human beings are performing their estimation naturally and effectively, from the face. In anthropometry
studies2 (Ziqing et al., 2010), it has also been revealed that significant facial morphology differences

1The content of this chapter is related to our published conference papers (Xia et al., 2013b) and (Xia et al., 2014c) and
submitted journal papers (Xia et al., 2014b)([J1-s]) and (Xia et al., 2014d)([J3-s]).

2refers to the measurement of the human individual.
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exist in different gender, ethnicity and age groups. In sexual dimorphism studies3 (Vicki et al., 1993),
researchers have found that male faces usually possess more prominent features than female faces. Male’s
face usually has a more protuberant nose, eyebrows, more prominent chin and jaws. The forehead is
more backward sloping, and the distance between top-lip and nose-base is longer. Research presented in
(Ziqing et al., 2010) have also demonstrated that females are smaller in all the concerned anthropometric
measurements. When studying the ethnicity differences in face (Farkas LG, 2005), researchers found that
compared with the North America Whites, the Asian population usually have broader faces and noses,
farther apart eyes, and exhibit the greatest difference in the anatomical orbital regions (around eyes and
eyebrows). The clinical study reported in (Alphonse et al., 2013) have revealed that the Caucasians has
significantly lower fetal frontomaxillary facial angle (FMFA) measurements than Asians. In (Ziqing et al.,
2010), 16 anthropometric measurements have been recognized as significantly different between Asian
and Caucasian faces. In face aging studies (Rhodes, 2009, Ramanathan et al., 2009), researchers have
concluded that, the craniofacial growth is the main change in baby and adolescent faces, which results
in the re-sizing and redistribution of facial features. In this period, the bigger the size of the face, the
larger the estimated age. When the craniofacial growth stops at about 18 years old, the face contour and
texture changes become the dominant changes. In addition, young adults tend to have a more triangle
shaped face with a small amount of wrinkles. In contrast, older adults are usually associated with a
U-shaped face with significant wrinkles.

Besides the perception of these soft-biometrics4 in the face, gender, ethnicity and age also interact
with each other in characterizing the face shape (Ziqing et al., 2010). For example, according to the
anthropometric studies above, the shape of the nose is influenced by all the three attributes. Female
faces usually look smoother and younger than male faces, and the Asian faces usually look younger
than others (Yukio et al., 2003). In (Vignali et al., 2003), the authors have demonstrated both visually
and quantitatively that ethnicity and gender are correlated to some extend in 3D face. In (Gao and
Ai, 2009), the authors found that the gender classifier trained on a specific ethnicity could not perform
better generalization ability on other ethnicity.

5.2 Related Work

From the analysis above, it is clear that the face demonstrates significant cues to recognize gender,
ethnicity and age. They are also correlated with each other. In the literature of facial soft-biometrics
recognition, abundant works have been proposed for gender classification, ethnicity classification and age
estimation, taken separately. These works are done either with features from the 2D face texture (2D
texture-based), or features from the 3D face shape (3D shape-based), or features from both of the texture
and the shape of face (texture and shape-based). By definition, the face texture represents the reflection

3http://www.virtualffs.co.uk/
4A.K. Jain defined Soft-biometrics as a set of traits providing information about an individual, though these traits are

not able to individually authenticate the subject because they lack in distinctiveness and permanence (Jain et al., 2004).

http://www.virtualffs.co.uk/
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and absorption effects of external illumination caused by the facial skin, while the 3D face shape define
the border which distinguishes the face and the environment.

In 2D-based gender classification, (Ylioinas et al., 2011) combine the Contrast Information (strength
of patterns) and the Local Binary Patterns (LBP). (Yang et al., 2011) combine Active Appearance
Models (AAM) and LBP with sequence selection algorithms. (Shan, 2012) selects discriminating LBP
features with Adaboost. (Kumar et al., 2008) use describable visual attributes in face as features. (Wang
et al., 2012) enhance the performance of LBP with one of its variants, named Local Circular Patterns
(LCP). (Makinen and Raisamo, 2008) compare different gender classification methods, and reveal that the
database, normalization, hair, and experimental settings account more for the results, than the classifiers.
(Gao and Ai, 2009), learn ethnicity-specific gender classifiers and achieve higher overall classification
results on a collection of 2D images. (Giovanna and Jean-Luc, 2012) perform ethnicity-specific gender
classification on the 2D FERET and TRECVID datasets. Unexpectedly, they found that the ethnicity
information is not helpful in gender classification. Using the 3D shape, (Liu and Palmer, 2003) extract
features from the height and orientation differences on symmetrical facial points. (Vignali et al., 2003)
use the 3D coordinates of 436 face landmark points as features. (Han et al., 2009) extract geometric
features with the volume and area information of faces. In (Hu et al., 2010), the authors divide each
face into four regions, and find that the upper part is the most discriminating for gender. Recently,
(Toderici et al., 2010) obtain features with the wavelets and the MDS (Multi Dimensional Scaling). In our
previous work conducted in (Ballihi et al., 2012c), we propose to select salient geometrical facial features
(radial and iso-level facial curves) using adaptive Boosting. The gender classification, is performed by
a Nearest Neighbor classifier to Male and Female templates. (Gilani et al., 2013) automatically detect
the biologically significant facial landmarks and calculate the Euclidean and geodesic distances between
them as facial features. Combining shape and texture (texture and shape-based), (Lu et al., 2006b) fuse
the posterior probabilities generated from the range and intensity images using SVM (Support Vector
Machine). (Wu et al., 2007) combine shape and texture implicitly with needle maps recovered from
intensity images. (Huynh et al., 2012) fuse the Gradient-LBP from range image and the Uniform LBP
features from the gray image.

Compared to gender, ethnicity is less explored in face studies. In 2D texture-based works, the first work
was tested on the FERET dataset in (Srinivas et al., 1998), with a hybrid architecture of the Ensemble
Radial Basis Function (ERBF) networks and the decision trees. (Srinivas et al., 1998) classify ethnicity
with SVM on pixel intensity and Biologically Inspired Model (BIM) features. (Zhiguang and Haizhou,
2007) perform ethnicity classification with LBP features on images of a snapshot dataset and FERET
dataset. (Srinivas et al., 1998) classify 2D images into Asian and non-Asian groups with Multi-Scale LDA
classifiers. (Giovanna and Jean-Luc, 2012) perform gender-specific ethnicity classification with the 2D
FERET and TRECVID datasets. While, again unexpectedly, they found that the gender information is
not helpful in ethnicity classification. For the shape-based works, in (Srinivas et al., 1998), the authors
perform fuzzy ethnicity recognition of eastern and western groups on 3D FRGC2.0 dataset (Phillips et al.,
2005), with the Learned Visual Codebook (LVC) derived from histograms of Gabor features. (Toderici
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et al., 2010) extract features using the wavelets and the MDS on the Asian and White subsets of the 3D
FRGC2.0 dataset. The only texture and shape-based work is presented in (Lu et al., 2006b), where the
authors used the ensemble of 2D and 3D scans from the UND and MSU datasets, considering Asian and
non-Asian groups.

In age estimation literature, all existing approaches are 2D-based. As pointed in (Rhodes, 2009, Ra-
manathan et al., 2009), the mathematical cardioid strain model was first proposed for modeling face
aging in young ages. After this, face-appearance-based approaches and intrinsic/extrinsic-factor-aided
approaches make the two main branches of research in automatic age estimation. Considering that differ-
ent people have similar aging patterns in face, researchers have employed the Active Appearance Model
(AAM) (Lanitis et al., 2004, 2002, Wu et al., 2012), the manifold embedding parameters (Wu et al.,
2012, Guo et al., 2008a,b, Li et al., 2012), and the bio-inspired Features (BIF) (Guodong et al., 2009) for
revealing the public-level aging patterns. Beyond this, based on the observation that similar faces tend
to age similarly, (Lanitis et al., 2004, 2002) first cluster face images into groups according to their inner
similarity, and then perform age estimation within each group. These works confirm that the group-level
aging patterns exist and are useful in age estimation. Considering that different people aged differently,
(Xin et al., 2007, 2006) proposed the Aging-Pattern-Subspace (AGES) constructed from a temporal se-
quence of individual images, to study the individual-level aging patterns. Moreover, considering different
face components age differently, (Jinli et al., 2010) studies the component-level aging patterns with a
hierarchical And-Or Graph, and found that the forehead and eye regions are the most informative. The
intrinsic/extrinsic-factor-aided approaches study age estimation together with face appearance and the
intrinsic factors (permanent factors like gene, gender, ethnicity, identity, etc.), and the extrinsic factors
(temporary factors like lifestyle, health, sociality, expression, pose, illumination, etc.). Thinking that
faces age differently in different age range, age-specific approaches are adopted by (Lanitis et al., 2004,
Guo et al., 2008a,b), where age estimation is obtained by using a global age estimator first, then adjust-
ing the estimated age by a local estimator that operates within a specific age range. Considering that
different gender age differently, (Ramanathan et al., 2009, Guo et al., 2008b, Lakshmiprabha et al., 2011,
Kazuya et al., 2010) estimate age on male and female groups separately. (Lanitis et al., 2002) encodes
the individual lifestyle information in age estimation and demonstrate its importance in determining the
most appropriate aging function of the individual. (Kazuya et al., 2010) gives weights to different light-
ing conditions for illumination-robust age estimation. (Li et al., 2012) gives consideration of the feature
redundancy and uses feature selection to enhance age estimation. All of the previous work considering
the intrinsic/extrinsic factors have gained better age estimation performance in comparison of using face
appearance only.

From the analysis above, we notice that most of the work in literature deals with gender, ethnicity and age
recognition separately. The correlations among these soft-biometrics have attracted little consideration.
Only few works perform ethnicity-specific gender classification (Gao and Ai, 2009, Giovanna and Jean-
Luc, 2012), gender-specific ethnicity classification (Giovanna and Jean-Luc, 2012), and gender-specific age
estimation (Xia et al., 2014c, Ramanathan et al., 2009, Guo et al., 2008b, Lakshmiprabha et al., 2011,
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Kazuya et al., 2010). To the best of our knowledge, the age-specific gender or ethnicity recognition,
and ethnicity-specific age estimation has never been addressed in the literature. Also, no consensus
has been achieved regarding the correlation between gender and ethnicity. The experimental results in
(Giovanna and Jean-Luc, 2012) show gender and ethnicity are not helpful in each others’ recognition
tasks. While, the experimental results of (Gao and Ai, 2009) demonstrate that ethnicity-specific gender
classifiers achieve higher overall performances. Since both of these works are 2D texture image based, we
think that, in addition to their sensitivity to illumination and pose changes, the face images incorporate
distorted shape information. Thus, in this work, we propose to explore the use of the 3D shape of the
face to better study these attributes as well as their correlation. In (Yuxiao et al., 2010), the authors
have demonstrated that, with the 3D scans, human observers perform better on both gender recognition
and ethnicity recognition tasks than with 2D face images. In biological studies (Harold et al., 1995),
researchers also found that, when considering gender and ethnicity recognition tasks, the usage of 2D
face images is limited to full-face view, while the 3D scans are proved to be adaptable to angled views
(non-frontal poses). The proposed study gives a thorough study of the correlations among the three
attributes. In particular, we are going to study the following questions :(1) Can 3D face shape reveal
your gender, ethnicity and age? (2) Can the gender, ethnicity and age information be useful in each
others recognition task? (3) How much they are correlated in the facial shape? and (4) Are their
correlations useful in real-world like applications?

5.3 Methodology and Contributions

To address the over-mentioned questions, two consecutive steps are designed in our approach: the feature
extraction step and the classification/regression step. Within the first step, we first pre-process the 3D
scans to limit the facial region, and then extract four types of features from the 3D shape of the face. These
four descriptions reflect different perspectives of face perception. Withing the classification/regression
step, we feed the features to Random Forest for Gender or Ethnicity classification, and Age estimation.
To enhance the performance, we have also introduced two additional steps in our approach, the Feature
Selection and the Fusion. The feature selection method is used for highlighting the salient subset of
features which contains the information of gender, ethnicity and age. The Fusion method merges all
the information from the four types of features to account for the different perspectives. The main
contributions of this work could be summarized as follows:

# We propose four different and complementary facial descriptions based on shape analysis of facial
radial curves (Chapter 2), with which we demonstrate that the 3D shape of the face can reveal
our gender, ethnicity and age. Extensive evaluations on the challenging FRGC2.0 dataset (Phillips
et al., 2005) demonstrate the effectiveness of the proposed facial attributes recognition approach
and its robustness to facial expressions.
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# We demonstrate that gender, ethnicity and age are correlated in the 3D face, and the correlations are
helpful in each others’ estimation. Our conclusion is significantly different with (Giovanna and Jean-
Luc, 2012), which claims that gender and ethnicity are not helpful for each other’s recognition. We
also discover that the correlation between ethnicity and age is the strongest among the correlations.

# We demonstrate that the correlation of these soft-biometrics can be useful in real-world applications.

# This is the first work in the literature which gives a thorough study of the correlations among
Gender, Ethnicity and Age with 3D faces. It is also the first work which studies 3D face based age
estimation (Xia et al., 2014a).

In the following, we will describe our Morphology-inspired descriptions extracted based on our Rieman-
nian approach for 3D face analysis.

5.4 Geometrical Features Extraction

In this section, we describe four different morphological descriptions extracted from the 3D shape of the
face. These descriptions are densely extracted using shape analysis of 3D radial curves of the face. Based
on this representation, earlier studies on 3D face recognition (Drira et al., 2013b) and 4D expression
recognition (Ben Amor et al., 2014b) have been successfully conducted. Again, we demonstrate here how
this representation is convenient to quantify the morphological divergences of gender, ethnicity and age
groups.

5.4.1 Features Computation

In this section, different facial morphology descriptions will be presented. Each of them reflects face
morphological properties based on the 3D face geometry. Through the facial representation using mul-
tiple curves, one can define an efficient way to deform one shape into another (using geodesics) and
effectively quantify their divergence using the Dense Scalar Fields, introduced in Chapter 2. A possible
interpretation of the DSFs is the local deformations needed to go from one shape to another through
a dense and accurate correspondence between the shapes. We have demonstrated in Chapter 4 a first
use of the DSFs to capture geometric deformation across sequences of 3D faces. In this chapter, the use
of DSFs is different as it will be used to derive four morphological descriptions from static 3D faces, as
described in the following:

# The 3D-Symmetry description (3D-sym.) shown in Figure 5.2 (a) 3D-sym. captures densely
the deformation between bilateral symmetrical curves (βS

α and βS
2π−α). This description allows to

study the relationship between the bilateral symmetry and the 3D facial attributes, Age, Gender
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Figure 5.1: 3D-Symmetry description from pairwise radial curves. Illustration of the obtained direction
needed to deform βα to fit β2π−α (|Vqα→q2π−α |) and inversely (|Vq2π−α→qα |). qα and q2π−α denote SRVF

of bilateral symmetrical curves βα and β2π−α, respectively extracted from an arbitrary face.

and Ethnicity. In Figure 5.1, we illustrate the DSFs computation between arbitrary symmetric
curves on the face. Its is clear from this figure that although the geodesics lengths connecting
qα and q2π−α and inversely, are same, the DSFs vectors |Vqα→q2π−α | and |Vq2π−α→qα | are different
(|Vqα→q2π−α | 6= |Vq2π−α→qα |), in general.

# The 3D-Averageness description (3D-avg.) shown in Figure 5.2 (b) compute DSFs between
pairwise curves with the same angle index α, βS

α and βT
α extracted from the face and a template face,

respectively. The template T (presented in 5.2(b)) is defined as the middle point of geodesic path
from a representative male face to a representative female face. The 3D-Averageness description is
a way to explore the idea that different population groups deviate differently from a given mean
facial shape. Faces of different morphology could show different deformations to reach the template
face.

# The 3D-Spatial description (3D-spat.) shown in Figure 5.2 (c) captures the deformation of a
curve βα to the middle-up curve β0, emanating from the nose tip and goes over the nose and the
forehead in S. As β0 is the most rigid curve in the face, the 3D-Spatial description captures the
smooth intrinsic deformation from the most rigid part of the face.

# The 3D-Gradient description (3D-grad.) shown in Figure 5.2 (d) captures the differences
between pairwise neighboring curves (βS

α and βS
α+∆α). It captures the local deformations on the

face. This description is useful to detect wrinkles on the face , for example, by performing a kind
of ”derivation” across the indexed curves.
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(a)

Template Face

(b) (c) (d)

Figure 5.2: Illustrations of different features on 3D shape of the face S. (a) 3D-Symmetry Description:
shape differences from each radial curve βS

α to its symmetrical curve βS
2π−α; (b) 3D-Averageness Descrip-

tion: shape differences from radial curve βS
α in a preprocessed face to radial curve βT

α in face template
(with same angle index α); (c) 3D-Spatial Description: shape differences from radial curve βS

α to the
middle-up radial curve βS

0 in the forehead; (d) 3D-Gradient Description: shape differences from radial
curve βS

α to its neighbor curve βS
α+∆α

In each panel of Figure 5.2, the left part illustrates the extracted radial curves and the curve comparison
strategy, the right part shows the corresponding features as color-map on the face. On each point of
the face, the warmer the color, the lower the deformation magnitude and the higher the description
magnitude. For example, the most symmetrical part of the face is located around the symmetrical plane
(red colors), further away the symmetry plane, increasing asymmetry is observable on the face (colder
colors). It can be seen, from panel (a) in Figure 5.2 that the local asymmetry emerges around the eyes,
mouth, nose, chin, etc. Panel (b) shows clearly that faces shapes differences reside on these features
(yellow-green colors). The rest of the facial region shows similarities across the faces (warmer colors). In
panel (c), a smooth changing map shows the shape deviation from the upper profile. In panel (d), the
gradient highlights local changes (details) around the facial features (yellow-green colors).

5.4.2 Relationship with Facial Morphology

Our goal in this section is to show the relationship between the computed features and the face mor-
phology differences across age, ethnicity and gender groups. First, the 3D-sym. descriptor densely
characterizes the bilateral asymmetry of the face. Also, this description can be employed to distinguish
younger and older people, as the latter generally have less symmetric faces. The 3D-sym. description
offers an effective way to study the effect of facial bilateral symmetry on the studied attributes. Second,
the morphological differences between shapes can be densely captured using the 3D-avg. descriptor.
This description is very important to distinguish Male and Female faces, as stated in many previous stud-
ies (Ziqing et al., 2010, Vicki et al., 1993). In general, Male face has a more protuberant nose, eyebrows,
more prominent chin and jaws. The forehead is more backward sloping, and the distance between top-lip
and nose-base is longer. It has been shown that differences are observable between Asian and non-Asian
faces (Farkas LG, 2005). The Asian population usually has broader faces and noses, farther apart eyes,
and exhibit the greatest difference in the anatomical orbital regions (around the eye and eyebrow). It
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Figure 5.3: Examples of bilateral symmetry DSFs and averageness DSFs computed on two female faces
(top rows) and two male faces (bottom row). The color, the 3D shape and the representation using
radial curves are shown. Notice that in the color bars Max (warmer colors) mean maximum symmetry
or averagness. Inversely, the Min in color bars reflect maximum asymmetry or distinctiveness (colder

colors).

is also well known that the craniofacial growth is an important change in the baby and adolescent face,
which results in re-sizing and redistribution of facial features (Rhodes, 2009, Ramanathan et al., 2009).
By measuring the deformation from the face to a defined template face, the 3D-avg. descriptor is able
to capture the morphological differences, in term of features sizes, etc. Third, the 3D-grad. description
is useful to capture the smoothness of the human face. It has been demonstrated, in (Yukio et al., 2003)
for example, that female faces usually look smoother and younger than male faces, and the Asian faces
usually look younger than non-Asian faces. In addition, the 3D-grad. can be viewed as a gradient
operator over the face and can highlight the wrinkles. Finally, the 3D-spat. descriptor which measures,
over the face, the deviation to the most rigid part (the upper profile) and produce a smooth map of those
deviations. It reflects global shape changes on the static face. Shown in Figure 5.3 are four examples of
the 3D-Sym. and 3D-Avg. descriptions viewed from three different angles for better visibility. When the
first two rows illustrate examples of female faces (taken from FRGC2.0 dataset), in the last two rows are
given the descriptions for male faces.

The four descriptions allow to capture densely different morphological perspectives from the facial shapes.
Accordingly, we seek to know what clues are relevant to each of the studied facial attribute (gender,
ethnicity and age)? In Figure 5.4, we show the magnitude of the correlation between the facial features
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Figure 5.4: Correlation between facial features and facial attributes on each point of the face. 3D-sym.
: Symmetry — 3D-ave. : Averageness — 3D-grad. : Gradient — 3D-spat. : Spatial.

and the facial attributes as color-map on each point of the face. The correlations are calculated with the
466 earliest scans of FRGC2.0 dataset. Formally, for all the 466 scans, the ith feature of a face description
makes one dimensional vector Di = (d1

i , d
2
i , . . . , d

466
i ), where dmi denotes the ith feature of the mth face.

Then for a given facial attribute, the labels for 466 scans make a vector La = (L1, L2, . . . , L466), where
Lm denotes the attribute label of the mth face. Then, the correlation between the ith feature of the
description and the studied attribute is given by the Pearson Correlation Coefficient between Di and La.
This coefficient is defined as the covariance of the two variables divided by the product of their standard
deviations. Formally, for two variables X and Y , the Pearson correlation coefficient pX,Y is defined as
pX,Y = cov(X,Y )/(σXσY ), where cov denotes the covariance, σ denotes the standard deviation. The
absolute value of Pearson Correlation Coefficient ranges from 0 to 1. The higher the value, the higher
the linear correlation between the two variables. In our case, the higher the correlation between a feature
and an attribute, the more informative is this feature for discriminating the concerned attribute. Each
column of Figure 5.4 shows the correlation between a face description and each facial attribute, each row
shows the correlation between each face description and a facial attribute. The higher the correlation
between a facial feature and an attribute, the colder the color on the corresponding facial point.

According to these results, we can confirm three things. First, the green and blue colors in the figure
show that the face features are considerably correlated with the facial attributes. With this, we confirm
that the 3D face shape is informative for Gender, Ethnicity and Age. Secondly, we confirm that the four
descriptions in our approach give different and complementary perspectives for perception of Gender,
Ethnicity an Age. For gender, the 3D-sym. description ’sees’ the inner eye corners, the conjecture area of
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the nose and the cheeks, and the chin-side regions. The 3D-avg. description ’looks’ at the eyebrows, the
eyes, the nose, the lips, and gives big attention to the cheek-sides and the chin. The 3D-grad. description
emphasizes the eyes and the dorsal nasals of the nose, while the 3D-spat. description also considers the
chin and the sides of the nostrils. For Ethnicity, the 3D-sym. description ’sees’ the nose regions and the
cheeks. The 3D-ave. description ’looks’ at the conjecture area of the nose and the cheek-sides, and the
chin region. The 3D-grad. description emphasizes the inner eye-corners and the dorsal nasals of the nose,
while the 3D-spat. description also emphasizes the chin and the area around the nostrils. For Age, the
3D-sym. description ’sees’ the whole forhead, the nose, the outer eye corners, and the the regions besides
the mouth corners. The 3D-ave. description mainly ’looks’ at the center part of the forehead, the inner
eye corners, and the nose surrounding regions. The 3D-grad. description emphasizes the center part of
the forehead, the eye corners, the nose bridge, and the mouth corners, while the 3D-spat. description
emphasizes the center part of the forehead, the eye corners, and the nose bridge. Thus, according to
these observations, the four descriptions ’see’ different and complimentary clues of Gender, Ethnicity and
Age in the face. Thirdly, it confirms the relevance of the facial geometry to the Gender, Ethnicity and
Age. For Gender, the eyes, nose, cheek-sides, lips and the chin are particularly informative. In somehow,
it matches with the previous findings in sexual dimorphism (Vicki et al., 1993), which claim that males
have protuberant nose, eyebrows, chin and jaws than females, and the distance between top-lip and
nose-base is longer. For Ethnicity, the eyes, nose, cheek-sides and chin are more informative. This echoes
the findings in (Farkas LG, 2005, 17) which stated that the non-Asians have broader faces and noses,
farther apart eyes, and lower fetal front-maxillary facial angle (FMFA) measurements than Asians. For
both Gender and Ethnicity, the forehead gives little information. While for Age, the forehead, together
with the nose, the eye corners and the mouth corners, show the strongest hints. It naturally goes with
the knowledge that wrinkles usually are developed on the forehead, around the eyes, the nose and the
mouth regions.

5.5 Facial Soft-biometrics Recognition

In this section, we present the remaining steps in our facial attributes recognition method. First, we
perform the correlation-based Feature Selection on our descriptions. Then, we feed these selected features
to Random Forest for attribute recognition. We note that these two steps are common and useful steps
in many recognition tasks and contributions in these fields are out of the scope of this work.

5.5.1 Correlation-based Feature Selection

Feature subset selection is the process of identifying and removing as much irrelevant and redundant
information as possible (Hall, 1999). There are mainly two types of feature selection methods, the filter
methods which use heuristics based on general characteristics of the data to evaluate the merit of feature
subsets, and the wrapper methods which use an induction algorithm along with a statistical re-sampling
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technique such as cross-validation to estimate the final accuracy of feature subsets (Kohavi, 1995). We
choose a filter method for feature selection, named the Correlation-based-Feature-Selection (CFS) (Hall,
1999), because the filters operate independently of learning algorithm and are generally much faster
than wrappers. The chosen CFS filter comprises of two parts, a feature correlation measure using the
Pearson’s correlation coefficient, and a Best-First heuristic search algorithm which moves through the
search space by greedy hill-climbing augmented with a backtracking facility. In practice, we perform
feature selection for all the three facial attributes, the gender (labeled as male and female), the ethnicity
(labeled as Asian and non-Asian) and the age (labeled in two groups, more than 25 and less than 26).
After Feature selection, we retain a subset of 10 to 20% of the original features, for each description.
Thus, the feature selection procedure significantly reduces the size of the original features.

5.5.2 Random Forest Classification/Regression

Random Forest is an ensemble learning method that grows many decision trees t ∈ {t1, . . . , tT } con-
sidering an attribute (Breiman, 2001). To estimate the attribute from a new instance represented as a
feature vector, each tree gives a decision result and the forest does the overall estimation. In growing
of each tree, two types of randomness are introduced. First, to make the training set, a number of N
instances are sampled randomly with replacement from the original data. Then at each node of the
tree, a constant number of m (m<<M) variables are randomly selected, and the best split on these m
variables is used to split the node. The process goes on until the resulted subsets of the node are totally
purified in the label. The performance of the forest depends on the correlation between any two trees,
and the strength of each individual tree. The forest error rate increases when the correlation decreases,
or the strength increases. Reducing m reduces both the correlation and the strength. Increasing it
increases both. Thus, an optimal m is needed for the trade-off between the correlation and the strength.
In Random Forest, the optimal value of m is found by using the oob-error rate (out-of-bag-error rate).
For making the overall decision, in classification work, the forest predicts the attribute with majority
voting. The classification mode of Random Forest is designed for instances with discrete class labels,
such as the Gender and Ethnicity labels. While in regression tasks, it takes the average of predictions.
The regression mode of Random Forest is designed for instances with continuous class labels, such as the
Age labels. Thus, in our work, we use Random Forest in classification mode for Gender and Ethnicity
recognition, and in regression mode for Age estimation.

5.6 Experiments

Our experiments are carried out on the Face Recognition Grand Challenge 2.0 dataset (Phillips et al.,
2005). The dataset contains 4007 3D near-frontal face scans of 466 participants, where 203 are female
and 263 are male, 102 are Asian and 354 are non-Asian. Their age ranges from 18 to 70, with 107 subjects
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under 26 years old and 359 subjects above 25. With the FRGC2.0, two types of experiments are carried
out:

# Expression-Dependent Experiment uses the 466 earliest scans from FRGC2.0 for training and
testing. The majority of the scans in this subset are neutral. This data subset leads to a possible
study of the facial attribute recognition when imposing a neutral expression.

# Expression-Independent Experiment involves the whole 4007 scans of FRGC2.0 (where more
than 40% of the scans are expressive). This makes possible to test the robustness of the approach
against facial expression variations.

We use the Leave-One-Person-Out (LOPO) cross-validation approach in all our experiments, where each
time the scans of one subject are used for testing, and the scans of the rest subjects are used for training.
Each subject is tested equally only once and the experiments are conducted in a subject-independent
fashion. Thus, there are altogether 466 folds in the cross-validation. There are two major reasons for
choosing this experimental setting, the first is its similarity to real-world applications, and the second is
it allows training with a maximum number of scans. To establish a comparative study with the previous
studies, we will report also the results using person-independent 10-fold cross-validation.

Gender Classification Experiments

Gender classification is to automatically label a query, a 3D face scan in our case, into Male and Female.
In the experiments, we first perform LOPO gender classification with Random Forest on the original
extracted features. Then, we perform correlation-based feature selection on the original features and carry
out the experiments with the selected features. After that, we perform the experiments in consideration
of ethnicity and age in the Ethnicity-specific and Age-specific settings, respectively. For Ethnicity-specific,
we separate the 466 subjects into Asian group (112 subjects) and non-Asian group (354 subjects) first,
and then perform the LOPO experiments on these subsets, separately. For Age-specific, we separate the
466 subjects into an older group (≥26 years, 107 subjects) and younger group (≤25 years, 359 subjects)
first, and then perform LOPO experiments on the younger and older groups, separately. We have also
done the experiments considering both ethnicity and age. In the Eth.& Age-specific setting, we perform
experiments within the scans of the same ethnicity and age groups, described above.

The Gender classification accuracy are shown as bar-plots in Figure 5.5. The y-axis shows the classi-
fication rate following the LOPO settings. The x-axis shows the different experiments. The left panel
corresponds to the Expression-Dependent experiments, the right one shows the results when tolerate fa-
cial expression variations (Expression-Independent experiments). With the 466 scans in the Expression-
Dependent experiments, the original features achieve> 85% gender classification rate for each description.
With the feature selection step, the results are improved by 2−5%. Now, when considering the ethnicity
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(a) Expression-dependant gender classi�cation results (b) Expression-independant gender classi�cation results

 

3D−avg. 3D−sym. 3D−grad. 3D−spat. Fusion
 

3D−avg. 3D−sym. 3D−grad. 3D−spat. Fusion

Figure 5.5: Gender classification results under Expression-dependent and Expression-Independent set-
tings. Features, 3D-avg.: Averageness — 3D-sym.: Bilateral Symmetry — 3D-grad.: Gradient — 3D-
spat.: Spatial — Fusion: their fusion by concatenation. Features processing, Original features: No feature
selection applied — Selected features: Correlation-based features selection applied before classification.
Settings, Ethnicity-specific: Selected features within each ethnicity group — Age-specific: Selected fea-
tures within each age group — Age&Eth-specific: Selected features within the same ethnicity and age

group.

information in the Ethnicity-specific classification setting, the results are improved, in general. These
results indicate that Asian and non-Asian show different gender patterns. When considering the
age information in the Age-specific protocol, a more significant improvement is shown. This result shows
that people of different age have different gender related patterns. In other worlds, human
beings’ gender patterns correlate to their age. When considering both Ethnicity-specific and Age-specific,
termed Age&Eth-specific, the accuracy is generally higher than the Feature Selection and quite compara-
ble to Ethnicity-specific and Age-specific. With these results, we also find that the fusion of the features
always outperforms the descriptions taken individually. The highest gender classification rates, 94.64%
and 94.21%, are achieved by the Fusion under the Age-specific and Ethnicity-specific settings, respec-
tively. These findings are furthermore confirmed in the Expression-Independent settings. As shown on
the right panel of Figure 5.5, for each description, the gender classification performance is always higher
when considering Ethnicity and Age information. The fusion of these features always outperforms each
individual description, and achieves an 93.13% accuracy in the Ethnicity-specific setting. These results
show also that the expression variations affect slightly the performances. Among the four descriptions,
generally, the 3D-avg. descriptor, which captures the shape difference to a given template face, achieves
the highest performance. This confirms the studies on sexual dimorphism (Vicki et al., 1993) which claim
that Male and Female faces present different morphological features, in their facial shapes. Also, the
3D-sym. descriptor, gives a confirmation on asymmetry differences related to the gender groups (Liu
and Palmer, 2003). In addition to these confirmations, this experiment shows the relationship between
the gender patterns to two influencing factors, the age and the ethnicity.
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Ethnicity Classification Experiments

Ethnicity classification consists on automatically label a query instance into corresponding ethnicity class
(Asian or non-Asian groups in the present study). Similarly to the experiments conducted in section
5.6 for Gender classification, an LOPO experiment is conducted using the original features, then the
selected features and a study on Gender-specific and Age-specific are conducted under the following
Expression-Dependent and Expression-Independent settings.
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(a) Expression-dependant ethnicity classi�cation results (b) Expression-independant ethnicity classi�cation results

Figure 5.6: Ethnicity classification results under Expression-dependent and Expression-Independent
settings. Features, 3D-avg.: Averageness — 3D-sym.: Bilateral Symmetry — 3D-grad.: Gradient — 3D-
spat.: Spatial — Fusion: their fusion by concatenation. Features processing, Original features: No feature
selection applied — Selected features: Correlation-based features selection applied before classification.
Settings, Gender-specific: Selected features within each gender group — Age-specific: Selected features

within each age group — Age&Gen-specific: Selected features within the same gender and age group.

The ethnicity classification results are shown in Figure 5.6. As shown in the left panel, under the
Expression-Dependent settings, the results from the original features are always higher than 85%. The
feature selection process improves the results with 2%−7% compared to the previous results. It shows the
capability of the feature selection method in ethnicity classification, as outlined in gender classification.
Under the Gender-specific and Age-specific settings, the results are slightly higher than the previous
result. This shows that the Male and the Female have different ethnicity related patterns. In
addition, it indicates that people of different age have different ethnicity related patterns. Here,
the highest ethnicity classification rates of 95.71% and 95.49% are achieved by the 3D-avg. description
and the fusion, respectively. Again, like in gender classification, the fusion of these features always
outperforms the individual description. These results are confirmed in the right panel of Figure 5.6 with
a higher accuracy of 96.6%. This demonstrates the robustness of the proposed approach against the
facial expressions in ethnicity classification. Roughly speaking, according to the results presented above,
Ethnicity (Asian and non-Asian) classification is influenced by gender and age factors. Here also, the
3D-avg. description achieves higher accuracy, compared to the remaining descriptions. It confirms the
findings of previous studies (Farkas LG, 2005)(Alphonse et al., 2013) that a significant morphological
differences exist between Asian and non-Asian faces. In addition, according to the results in Figure 5.6,
the bilateral asymmetry (3D-sym.) can play an important role in Ethnicity classification.
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Age Estimation Experiments

Given a query, estimating its Age consists of automatic label with an estimated age or an age group/range.
In the following, we use Random Forest in regression mode to estimate the exact age of a query instance.
Again, The LOPO experimental protocol is used for training and testing. Similarly to the previous
experiments for Gender and Ethnicity classifications, here again, we compare the results achieved with
the original features, results from the selected features and results reported under Gender-specific and
Ethnicity-specific settings. In feature selection, we use a different age group partition here than in Age-
specific experiments. The 466 subjects are divided into two age groups, one >= 23 years with 162
subjects, and another group < 22 years with 304 subjects. This partition can better balance the number
of scans in the two groups. It also goes with the idea that the craniofacial growth stops at the age of
about 20, and faces convey different aging morphology before and after this age. For Gender-specific
setting, the 466 subjects are separated into Male (263 subjects) and Female groups (203 subjects) first,
and then we experiment on each group separately. For Ethnicity-specific setting, we separate the 466
scans into Asian group (112 subjects) and Non-Asian group (354 subjects) first, and then do experiments
on them separately. The age estimation accuracy is typically measured by the mean absolute error
(MAE) and the cumulative score (CS). The MAE is defined as the average of the absolute errors between
the estimated age and the ground truth age, while the CS criteria, proposed firstly by (Xin et al., 2007)
in age estimation, shows the percentage of cases among the test set where the absolute age estimation
error is less than a threshold. In this work, the experimental results are shown as MAEs in Figure 5.7.
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(a) Expression-dependant age estimation results (MAE) (b) Expression-independant age estimation results (MAE)

Figure 5.7: Age estimation accuracy under Expression-dependent and Expression-independent settings.
Features, 3D-avg.: Averageness — 3D-sym.: Bilateral Symmetry — 3D-grad.: Gradient — 3D-spat.: Spa-
tial — Fusion: their fusion by concatenation. Features processing, Original features: No feature selection
applied — Selected features: Correlation-based features selection applied before classification. Settings,
Gender-specific: Selected features within each gender group — Ethnicity-specific: Selected features within

each age group — Eth&Gen-specific: Selected features within the same gender and ethnicity group.

Under the Expression-Dependent settings, the MEAs for all the descriptions are always < 4 years. After
feature selection, the errors decrease which confirms again the usage of feature selection in our approach.
Again, the errors decreases when testing under the Ethnicity-specific and the Gender-specific protocols.
It means that different ethnicity have different aging patterns, and also, Male and Female
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people has different aging patterns. The overall effect of gender and ethnicity information in age
estimation is evaluated in the Gen.&Eth.-specific setting. The MAEs are even lower than the ones under
the Ethnicity-specific and Gender-specific settings. It demonstrates that the combination of gender
and ethnicity information gives the strongest improvement to age estimation performance.
The lowest MAEs are achieved in the Gen.&Eth.-specific setting, by 3D-spat. and Fusion with 3.08 and
3.12 years, respectively. Under the Expression-Independent experiments, same observations are shown
in the right panel of Fig 5.7, where arbitrary expressions could be conveyed by the participants. We
notice, despite the facial expression variations, which affect significantly the facial shape, our algorithm
still provides high accuracy. The Expression-Independent experiments have also confirmed that the
improvement of performance is the most significant when using the gender and ethnicity information
together. Also, the Fusion of the descriptions always shows better performance compared to separate
descriptions. It yields a 3.33 years MAE under the Gen&Eth-specific setting on the whole FRGC2.0
dataset.

Table 5.1: Mean Absolute Errors of the fusion for different age groups under Expression-dependent and
-independent settings.

Fusion/Age group ≤ 20 (20,30] (30,40] > 40 All
Expression-dependent

Original features 3.93 2.29 7.03 24.45 3.63
Selected features 3.99 2.11 6.48 24.50 3.45
Gender-specific 3.74 2.07 6.25 22.48 3.31

Ethnicity-specific 3.70 2.05 6.18 23.71 3.33
Gender and Ethnicity-specific 3.57 1.88 6.23 21.97 3.12
Expression-independent

Selected features 3.90 2.34 6.69 23.83 3.82
Gender-specific 3.78 2.12 6.48 21.25 3.51

Ethnicity-specific 3.48 2.26 6.14 23.17 3.65
Gender and Ethnicity-specific 3.44 2.04 5.98 20.26 3.33

# of Subjects 185 246 20 15 466

To explore in details these results, we show in Table 5.1 the age estimation accuracy in each age group.
We find that, no matter in Expression-Dependent or Expression-Independent experiments, the MAEs
in this age group are always lower when considering Gender or Ethnicity information, than without
such consideration (with the selected features). When considering both Gender and Ethnicity in age
estimation, the MAEs in each age group almost reach the lowest (marked in bold). Thus, by giving
consideration to Gender and Ethnicity, we have successfully enhanced the age estimation performance
for all the age groups. In Table 5.1, we also find that our algorithm performs much better in younger age
groups, than in older age groups. Considering the number of training subjects as shown in the last row,
it is probably due to the fact that for older age groups, very limited scans are available in the training.
To the best of our knowledge, this is the first work which addresses the problem of age estimation from
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3D facial shapes. It is also the first work studying the correlations between the three attributes and
perform joint estimation, based on three-dimensional data.

Comparison to previous work

As shown in Table 5.2, for gender classification, the works closely related to ours (in term of evaluation
settings) are presented in (Toderici et al., 2010), (Ballihi et al., 2012c),(Gilani et al., 2013), and (Wang
and Kambhamettu, 2013), which are also tested on the FRGC2.0 dataset. Using all the 4007 scans
of FRGC2.0, we achieve 93.11% gender classification rate. Our result is 3% lower than (Gilani et al.,
2013) (96.12%). Their approach required accurate landmark detection to compute Surface and Euclidean
distances between them, used as features. Our result is comparable to the results reported in (Toderici
et al., 2010) (93.5%), and (Wang and Kambhamettu, 2013) (93.7%). For ethnicity classification, the
nearest works with ours are presented in (Cheng et al., 2009), and in (Toderici et al., 2010). Using all
the 4007 scans of FRGC2.0, we achieve 96.45% ethnicity classification rate. This result is much higher
than our previous results reported in (Cheng et al., 2009) (82.38%). Compared to the result reported
in (Toderici et al., 2010), our ethnicity classification rate is 2.4% lower. However, their result is based
on only the 3676 Asian and White scans of FRGC2.0. In contrast, we work with all the 4007 scans of
FRGC2.0, which encounters much more complicated ethnicity challenges.

Further Experiments

The previous experimental section demonstrates that gender, ethnicity and age information are corre-
lated, and their relationship are helpful in each others recognition task. Following this, two questions
rise up: (1) To how much extend are they correlated? and (2) How to benefit from their correlations in
real-world applications where the ground-truth is unavailable of the other attributes? We address these
questions in the following two subsections.

How much are Gender, Ethnicity and Age correlated ? Recall that with feature selection, we have
obtained the salient subsets of features for Gender, Ethnicity and Age for each of the four descriptions.
Thus, we take these subsets as representations of the Gender, Ethnicity and Age information. With this,
we explore two ways to quantify their mutual correlation. The first way is to represent a feature subset
as a one-dimensional vector with which the optimal class separation is obtained. Then we measure the
correlation directly between such vectors. It will provide a single value for each two attributes, which
represents their correlation in the Decision Level. To this end, we first apply the Linear Discriminant
Analysis (LDA) on each subset. The LDA method is a supervised dimensionality reduction method which
projects the data into a subspace where optimal class separation could be obtained. The dimension of
the projected subspace equals to the number of classes minus one. In our case, for each of the three
attributes, we have always two classes (Male and Female for Gender, Asian and non-Asian for ethnicity,
< 23 years and > 22 years for Age). Thus, after LDA projection, for each description, we get one
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Table 5.2: Comparison with previous studies.
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dimension vector for each attribute. In Figure 5.8, we show the distribution of the projected LDA
features for each attribute in each description, on the 466 earliest scans of FRGC2.0. Each row of the
subfigures shows the distributions of projected LDA features for a facial attribute, and each column of
subfigures show the distributions in a facial description. In Figure 5.8, clear separation of different classes
is shown for all the three attributes in all the descriptions. It confirms that the feature selection method
is able to keep the relevant information. And also, the figure shows the LDA projected features are able
to characterizing the three attributes.
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Figure 5.8: Distribution of the projected LDA features for gender, ethnicity and age for each face
description.

How to benefit from their correlation in real-world applications ?

In realistic applications, we do not have the ground truth of Gender, Ethnicity and Age of the testing
instances. While, benefited from the effective recognition performance in the previous section, we can use
the recognition results as the gender, ethnicity and age information in the experiments. Thus, instead
of using the ground truth, we enroll gender, ethnicity and age information with the predicted gender,
ethnicity and age labels given in the previous recognition tasks in the Feature Selection setting with the
Fusion description. The predicted information are termed with ∗ as Gender∗, Ethnicity∗ and Age∗. The
recognition results are reported in Figure 5.9.

In Figure5.9 (a) and (b), the gender classification results are presented. In the Expression-dependent
experiments, except for the 3D-spat. description, the gender classification results are always higher
when considering ethnicity and age information, than without such consideration (in the Selected fea-
tures setting). In the Expression-independent experiments, except for the 3D-grad. description, the
gender classification results are always higher when considering ethnicity and age information. With the
Fusion description in the Ethnicity∗-specific setting, we achieve 94.85% Gender classification rate in the
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Figure 5.9: Experimental results using automatic recognition results of gender, ethnicity and age.

Expression-dependent experiments, and 93.08% Gender classification rate in the Expression-independent
experiments. The experimental results of ethnicity classification are presented in Figure5.9 (c) and (d).
In both the Expression-dependent and the Expression-independent experiments, the results considering
Gender and Age information are comparable or slightly lower, than without such consideration (in the
Selected features setting). With the Fusion description, we achieve 94.42% Ethnicity classification rate
in the Age∗-specific and the Gen∗&Age∗-specific settings in the Expression-dependent experiments, and
96.18% Ethnicity classification rate in the Gen∗-specific settings in the Expression-independent exper-
iments. For Age estimation, the results are shown in Figure5.9 (e) and (f). Compared to the Feature
Selection setting, the MAEs are significantly reduced when considering Gender and Ethnicity infor-
mation in both the Expression-dependent and the the Expression-independent experiments. With the
Fusion description in the Gen∗&Eth∗-specific setting, we achieve an MAE of 3.13 years in the Expression-
dependent experiments, and 3.62 years MAE in the Expression-independent experiments. In summary of
these experiments, it is clear that, for Gender and Age recognition, we have obtained higher performance
with the automatically recognized information. For Ethnicity recognition, since the training scans are
reduced significantly and the classification rate reaches as high as 94.42% (Expression-dependent) and
96.18% (Expression-independent) when considering gender or age information, we still think that using
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the automatically recognized information of gender and age is a good strategy in real world application.

5.7 Conclusions

In this chapter, we have presented morphological characteristics that can be extracted using our shape
analysis framework of 3D faces. We have explored their relationship with the facial soft-biometrics (gen-
der, ethnicity and age). Again, we have demonstrated the effectiveness of the proposed computational
shape analysis framework and its capability to accurately register facial shapes and quantify their diver-
gence. The study presented here provides (1) the first age estimation approach based on the 3D shape
of the face5; (2) the first joint estimation of the three attributes using four morphological descriptions
and their fusion (Xia et al., 2014d) ([J3-s]). We utilize here disjoint ideas from computer vision – Shape
Analysis using differential geometry and Machine Learning techniques – and demonstrate the relevance
of the proposed approaches in facial attributes estimation.

5Our paper (Xia et al., 2014a) won the best paper award in the area of IMAGE AND VIDEO UNDERSTANDING at
the International Conference on Computer Vision Theory and Applications, 2014.
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Chapter 6

Research Project and Perspectives

Throughout this habilitation, we have presented our contributions to the field of 3D shape analysis based
on Riemannian methods, with applications to classical problems in pattern recognition. The proposed
mathematical representations of 3D shapes which rely on multiple curves are elements of a shape space
defined as the invariants under the actions of transformation groups (quotient space). Due to the non-
linearity of the underlying manifolds, tools from differential geometry are used to provide geometric
interpretations such as the notion of geodesic (or its length) and its relevance to find the most efficient
way to deform one shape into another (or to define the shortest distance between shapes under rigid
and non-rigid transformations). The fundamental ingredient of 3D shape analysis is accurate and dense
correspondence between shapes before quantifying their difference. The definition of an elastic model
allows to achieve jointly accurate registration of 3D shapes and derive an elastic metric which account
for bending and stretching of the shapes. In addition, the notion of shooting vector (its norm or its
magnitude) along geodesic paths between shapes, captures effectively the deformations between them,
through accurate registration. Statistical computation on manifolds, such as the definition of a sample
mean of a set of shapes, a sample covariance and explicit statistical models on the tangent space of a
sample mean to model the shape class and the variability within the class are suitable for shapes clas-
sification and clustering and data completion. Through the multiple experiments conducted on publicly
available benchmarks such as FRGC, BU-3DFE, BU-4DFE, Bosphorus, etc., we have demonstrated the
interest of the proposed methodology. We have shown also the interest to combine ideas from differen-
tial geometry (extraction of Euclidean representations derived from geometric features) with Machine
Learning techniques to design efficient classifiers.

However, there are still several question marks and open research avenues from theoretical and practical
perspectives. The move to 4D data analyses is still at the beginning, hence, there is an outstanding
need to develop processing tools and computational algorithms to process these data and exploit the
temporal dimension. From a theoretical point-of-view, the move to analyze dynamic 3D sequences
induces fundamental questions such as (1) Which suitable mathematical representation of shapes and

119
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their dynamics (their animations)? (2) How to exploit the dynamics in the analyses? (3) How to compute
statistics on shapes (static representations) and animations (dynamic representations)? (4) How to make
the representation insensitive to temporal variations? (5) How to design classification and clustering
algorithms based on statistical models of representations and their animations? Responses to these
questions should bring solutions to make the analyses of shapes and of their motions insensitive (or
robust) to,

# rigid transformations (translation, scaling and rotation) in order to roughly register 3D frames
across and between the 3D sequences. Filter out these changes is required for comparing 3D static
frames and to define proper distances between frames and sequences;

# non-rigid transformations to finely register 3D frames across the sequences. It is important
to propose accurate vertex-level tracking approaches to accurately quantify the motion along the
sequences and achieve efficient way to deform one frame into another;

# temporal variations caused mainly by the difference in the execution rate and the starting and
ending points of the events (activity, emotion, gesture, etc.). Comparing two sequences translates
to measure distances between each frame in a rate-invariant fashion. The definition of such metric
allows accurately comparing, summarizing, and modeling 3D dynamic sequences;

# missing and noisy data caused by self-occlusions, pose variations and the 3D (depth) acquisition
techniques. Static frame representations should account for this data variability.

It is around these issues that my research project will be organized. Recent advances in 4D facial imaging
systems (e.g the Di4D1 passive stereo photogrammetry technology) allow acquisition of high-resolution (in
both spatial and temporal dimensions) facial data. At the same time, the collection of new 4D datasets,
such as the Binghamton University 4D Facial Expression databases (Yin et al., 2008) (Zhang et al., 2013),
the 4D dataset constructed at University of Central Lancashire (Hi4D-ADSIP) (Matuszewski et al., 2011,
2012), and the dynamic 3D FACS dataset (D3DFACS) for facial expression research (Cosker et al., 2011),
open the doors to study the facial deformations and to develop inference strategies for 3D facial shapes
and animations. Several applications would benefit from these tools, for example understanding facial
expressions, in particular, spontaneous and subtle expressions (called also micro-expressions). Their
study requires high-resolution spatio-temporal acquisitions and accurate algorithms to track the facial
movements. These tools would also allow to quantify facial distortions from dynamic data, to improve
clinical diagnostics and decisions regarding the pathology (or diseases) affecting the face. Following this
line, it is required to propose mathematical representations of static shapes and derive special manifolds
for 3D frame (static) analysis. Before specify statistical models for full animations, it is necessary to
consider some choices for capturing variability in individual shapes. On the underlying representation
spaces, one seek to impose dynamical models that capture the variability in shape evolution. The main

1www.di4d.com
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difficulty here is the temporal variability of the observations. In fact, the animation data are
typically corrupted by variability in execution rates within a class of animation and, thus, causing major
problems in the inference process.

From a practical point-of-view, the 3D meshes used in earlier studies, often come from laser-rangefinder
scanners or Stereo Photogrammetry cameras of high-resolution which achieve accurate depth measure-
ments. Their use could be a serious limitation in the new research trends called face analysis in the wild,
as pointed out in recent studies (Wang et al., 2013)(Simonyan et al., 2013)(Sagonas et al., 2013)(Tai,
2014)(Asthana et al., 2014), and in spontaneous facial behavior analysis as pointed out in (Nicolaou et al.,
2011)(Bousmalis et al., 2013) and recently in the SFBA2 and the FFER3 workshops. With the intro-
duction of a new generation of cost-effective 3D sensors (IR Structured-Light or Time-of-Flight) (Zhang,
2012) capable of dynamic acquisitions, human behavior analysis from dynamic flows under unconstrained
conditions is become possible. For instance, the release of Microsoft’s Kinect sensors including their Soft-
ware Development Kit (SDK) have provided a commercially viable approach and hardware platform to
capture 3D data in real-time. However, these devices suffer from two major limitations regarding the
depth quality that they measure: (1) the low-resolution of depth images due to the large field-of-view of
the cameras, and (2) the low-accuracy of depth measurements which results in noisy data. To be able to
use these data, one should use appropriate methods and tools to tackle these important issues. Later, we
shall introduce our approach to overcome these limitations using subspace methods applied to dynamic
flows of 3D data. Our target applications here are face recognition in advertise conditions and analysis
of spontaneous emotions from dynamic 3D sequences. Another advantage of using the depth data is its
robustness to illumination and pose variations and the ability of the algorithms to track accurately the
facial landmarks (eye corners, nose tip, eyebrows, mouth, etc.) as well as the body joints or 3D skeletons
(Shotton et al., 2011). The availability of such sparse shape representations (registered landmarks)
could be explored as a first level of analyses of human dynamics (including the face movements). At a
second level, the dense shape representations (sequence of surfaces) would benefit of the results of
the previous level, in temporal alignment of sequences for example.

Regarding my experience in the field of face analysis using three-dimensional data and the challenges
still open (Phillips et al., 2009), it is natural to continue our investigation using dynamic facial data.
Modern face recognition approaches target successful person identification in realistic scenarios, where
uncooperative subjects are captured under unconstrained imaging conditions. With the introduction of
new 3D sensors capable of dynamic 3D acquisitions, the trend of face analysis from video data is now
emerging in 2D as well as in 3D (and sometimes in RGB-D, where RGB refers to the color or 2D and
D refers to the depth 3D, respectively). Motivated by these considerations, in this work we propose
an effective framework to address face recognition from 3D temporal sequences acquired in adverse
conditions, which include internal and external occlusions, pose and expression variations, and talking.
Due to the novelty of the proposed scenario, a new database has been collected using a single-view

2http://www.ee.oulu.fi/˜gyzhao/ECCV_workshop/
3http://www.vap.aau.dk/ffer14/

http://www.ee.oulu.fi/~gyzhao/ECCV_workshop/
http://www.vap.aau.dk/ffer14/
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structured-light dynamic camera, which allows free movements of the acquired subjects (Figure 6.1), in
the field-of-view of the camera. The new database includes several 3D video records (panel A. of Figure
6.1) with freely pose variations, expressions (or talking), external occlusions (glasses, hand, scarf), and
full 3D models as shown in panel B. of the same Figure. Despite the over-mentioned limitations regarding
the noise and low-resolution data, adding the temporal dimension to 3D acquisitions is motivated by the
observation that the face is a deformable 3D surface changing over time, so that using the temporal
component can be useful to improve the recognition, especially under adverse acquisition conditions.

(a) 

(b) 

(c) 

(d) 

(e) 

A. 4D sequences under variations B. Full 3D Face 

Figure 6.1: The new 4D face dataset recently collected for unconstrained 4D face recognition. A.)
illusrtaes 3D sequences with expressions.

At least two alternatives could be explored to overcome these limitations and benefit from the available
dynamic data: (1) A super-resolution approach which consists on fusing several frames of the 3D
video to increase the 3D shape resolution then perform the analysis as proposed recently in (Berretti
et al., 2014); or (2) A subspace-based representation (Turaga et al., 2011) which permits to smooth
the effect of noisy data, at the same time showing robustness with respect to acquisition variations. In our
ongoing research, we adopt and elaborate more on the second solution in the context of two applications:
4D face recognition and analysis of spontaneous emotions from depth-consumer cameras,

# Unconstrained 4D Face Recognition – As stated earlier, a subspace-based modeling approach
is investigated, where the spatio-temporal 3D data is mapped on a finite-dimensional manifold.
Each 3D video fragment is considered as an element of a Grassmann manifold (the set of real
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k-dimensional linear subspaces). This formulation has interesting aspects. First, comparing two
subspaces is cheaper than comparing two 3D dynamic fragments; Second, it is more robust to noise
and missing data, which are common in realistic scenarios and data from depth sensors. Here, we
consider a holistic face descriptor based on shape normals, which do not require any manual/au-
tomatic Landmarking step. The facial motion is also modeled and exploited in the recognition
process. The 3D temporal sequences are divided into fragments each modeled as a linear subspace
in order to embody the shape and the motion of the facial surfaces. In virtue of the Rieman-
nian geometry of the Grassmann manifold, a formulation of the matching between 3D temporal
sequences is developed. The underlying representation allows to use differential geometry to de-
velop relevant tools to analyze dynamic 3D data. For example, the use of geodesics to interpolate
between subspaces could be an intuitive solution for domain adaptation (Gopalan et al., 2011)(Ni
et al., 2013) useful when the test distributions are different from the training distributions. Also,
under this representation, it is possible to perform unsupervised clustering over the manifold and
compute statistics from populations of dynamic fragments of the same pose, same person, same
emotions, same age, or same gender. The shape representation with normals is proposed due to
their invariance to location (translation) and resolution (scaling). One important issue to be ad-
dressed using this representation is the dense correspondence/tracking of normals across the 3D
video, under the variation of expression, pose, missing data, occlusions, etc. Preliminary promising
results4 were obtained using the proposed framework applied on the new 4D face dataset and on
BU-4DFE dataset following the experimental settings of (Sun et al., 2010a).

# Analysis of Spontaneous Emotions from Depth-consumer Cameras – Human emotion
understanding (Zeng et al., 2009) from facial dynamics (expressions and head movements) and
the human body interactions/reactions (Kleinsmith and Bianchi-Berthouze, 2013) is a challenging
problem and presents increasing need in many applications. In this research work, we investigate
the use of dynamic depth data acquired using cost-effective sensors for emotion analysis. Most of
the existing approaches used the facial data to analyze facial expressions and perform classification
in discrete space of six universal facial expressions as defined by (Ekman and Friesen, 1978). The
datasets used to develop and test these approaches often consider posed (sometimes exaggerated)
expressions, i.e the participants are asked to perform one of the six universal expressions. The
use of these approaches in real-world applications is difficult, when the user conveys spontaneous
emotions involving in general the upper part of the body including his face and hand gestures. We
propose to explore the contribution of the upper-body part and its dynamics to perform emotion
classification. Again, we adopt the subspace representations of dynamic map-flows to capture
the history of the body motions used for emotion (or a group of emotion) detection. Regarding
the test datasets, it is very important that psychologists implement the data acquisition settings
and perform sequences segmentation. For these reasons, in our ongoing research, we try to use

4T. Alashkar, B. Ben Amor, S. Berretti and M. Daoudi, A Grassmannian Framework for Face Recognition of 3D Dynamic
Sequences with Challenging Conditions, accepted in Sixth Workshop on Non-Rigid Shape Analysis and Deformable Image
Alignment (NORDIA), 2014.
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datasets collected by specialized groups such as the challenging corpus described in (Mahmoud
et al., 2011). Recently, we have conducted negative/positive emotion classification on the above-
mentioned 3Dcam dataset5.

Automated analysis of human behavior through visual data has attracted a tremendous interest in the
computer vision community. This is due to its huge potential in a wide spectrum of areas, such as
human-machine interaction, psychology (Kleinsmith and Bianchi-Berthouze, 2013), surveillance security,
health-care and social assistance, and gaming. Beside the verbal communication, the visual data is one
of the most important cues in developing systems for understanding human behavior (Mehrabian and
Wiener, 1967), ranging from tracking daily activities to classifying emotional states, as well as detecting
abnormal and suspicious activities. In this future direction, our goal is to develop computational solutions
for human behavior analysis from dynamic depth data. In literature, a vast majority of the features that
are extracted to solve this problem often tend to be non-Euclidean manifolds. This means that traditional
ideas of comparison and classification need to be generalized to account for the geometry of the manifolds.

# Human Motions as Trajectories on Manifolds – Earlier studies in such analyses used videos
produced by conventional cameras (Aggarwal and Ryoo, 2011)(Abdelkader et al., 2011)(Chaquet
et al., 2013)(Ke et al., 2013)(Veeraraghavan et al., 2009). They analyzed videos in order to exploit
visual cues related to the human ’form’ (or silhouette) in temporal evolution of images and to
capture its dynamics (e.g., using optical flows). However, real-life applications of this approach
encounter several difficulties, coming from self-occlusions, pose variations, and the complexity of
both imaging environments and activities themselves. Additionally, there are two major challenges
which also negatively affect video analysis, (i) the temporal variability caused by differences in
execution rates of the motions and periods of them, including arbitrary starting/ending observation
times, and (ii) the spatial variability due to interpersonal differences when exhibit similar motion.
These were difficult issues when dealing with videos from conventional cameras. The depth maps are
independent of human appearance (textures) and provide a more complete human ’form’ compared
to the silhouette information, explored in the past. They can also help in mitigating the issue of
pose variability due to availability of 3D registration methods and the existence of pose-independent
features. The relevant question in using depth maps is: How to exploit the depth information in an
efficient and robust way? Recently, several approaches have been published in action and activity
recognition from depth cameras (Li et al., 2010)(Wang et al., 2013)(Ellis et al., 2013)(Oreifej and
Liu, 2013)(Vemulapalli et al., 2014)(Devanne et al., 2014)(Slama et al., 2014). In [J2-s]6, we study
the problem of classifying actions of human subjects using depth movies generated by the Kinect
or other depth sensors. Representing human body as dynamical skeletons, we study the evolution
of their (skeletons’) shapes as trajectories on Kendall’s shape manifold (reviewed in Chapter 2).

5L. Ballihi, A. Lablack, B Ben Amor, M. Bilasco, and M. Daoudi, Positive/Negative Emotion Detection from RGB-D
upper Body Images, accepted for publication in 1st International Workshop on Face and Facial Expression Recognition from
Real World Videos (FFER), 2014.

6under major revision with IEEE Trans. on Pattern Analysis and Machine Intelligence.
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The action data is typically corrupted by large variability in execution rates within and across
subjects and, thus, causing major problems in statistical analyses. To address that issue, we adopt
a recently-developed framework of (Su et al., 2013) to this problem domain. Here the execution
rate changes correspond to re-parameterizations of trajectories, and one uses a parameterization-
invariant metric for aligning, comparing, averaging, and modeling trajectories. The key idea is
to use a combination of transported square-root vector fields (T-SRVFs) of trajectories and the
standard Euclidean norm. Moreover, we have developed a suite of computational tools for this
application domain: smoothing and denoising skeletal trajectories using median filtering, up- and
down-sampling actions in time domain, simultaneous temporal-registration of multiple actions,
and extracting invertible Euclidean representations of actions. Due to invertibility these
Euclidean representations allow both discriminative and generative models for statistical analysis.
Action recognition from 3D skeletal data was an excellent application to illustrate our methodology,
however, in the future we intend to extend our study to other applications. We will emphasize on
facial expression classification from automatic detected 2D and 3D landmarks. The Fig. 2.4, in
Chapter 2 provides an example of geodesic path between sets of facial landmarks. We will consider
trajectories of shapes to study the facial behavior across time and study the application of our
mathematical framework.

# Statistical Models for (landmark-based) Shapes and Trajectories – As stated in the pre-
vious item, I shall emphasize in my future work on (3D landmark-based) shapes and their motion.
The specification of a shape manifold (Kendall’s space) and the corresponding metric enables to
compare arbitrary trajectories in terms of their shapes, in a rate-invariant way. Additional shape
tools, such as the computation of sample mean and sample covariance statistics, and the transfer
of deformations using parallel transports becomes straightforward. However, in classification we
often need to define statistical models that are tailored to the geometry of that underlying shape
space and to specify some probability models for shapes along trajectories. The definition of
probability models on shape manifolds and trajectory manifolds will be also explored to
perform sequential analysis.

Automated processing and analysis of 3D dynamic data will also open the door to the large-scale
recognition challenges in which it is important to consider different trade-offs with respect to algorithms
efficiency and recognition performance. This topic has received much attention in the computer vision
community in the last few years (Taigman et al., 2014), in particular in processing large datasets of
images and videos. Hence, there is an outstanding need for developing new computational strategies to
adapt the Riemannian methods to fit these requirements. In fact, when the local descriptions provide
rich information (high-dimensional features usually represented in Euclidean spaces) and are cheap to
compute, the Riemannian methods (involving non-linear spaces) are more costly and provide robustness
to several transformations. As presented previously, one possible future direction is to consider two data
analysis levels, (1) shape analysis of sparse representations (or landmarks) and (2) shape analysis of dense
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representations (or the complete shapes) to tackle the computational cost problem. In human behavior
analysis for example, one can exploit the landmark-based representations provided by the depth-consumer
cameras such as the skeletal data of the body joints or the 3D Active Shape Model (provided with the
Kinect SDK) of the face to derive efficient discriminative and generative models, as a first step. In a
second step, the recognition will be restricted to a subset of the large dataset, in which a more complete
3D shape representations are involved.

Applications

In summary, our focus goes to address human (including the face) behavior analysis and recognition in
real-world conditions. We explore the use of dynamic depth-flows acquired by cost-effective sensors and
high quality 3D sequences of meshes collected using more sophisticated scanners. Despite the temporal
dimension, the 3D sequences are independent of human appearance and provide a more complete hu-
man ’form’ (meshes, depth-maps, landmarks, etc.) compared to the 2D silhouette information, used in
the past (Abdelkader et al., 2011). The extracted representations often live on non-Euclidean spaces
(Kendall’s shape space, shape space of parametrized curves or surfaces, Matrix manifolds, etc.) which
required the use of tools from differential geometry to process shapes and their animations. Through the
geometric modeling, computing geodesics and interpolate between the shapes is an essential ingredient
for comparing, deforming and averaging these elements.

Many applications would be targeted with the developed tools and strategies, in the future. For example,
diagnostic, therapy and tracking of diseases like Autism. It is well established nowadays the important
role of motion-controlled gaming to improve autistic kid’s life by limiting their disables and attract
(force) them to communicate with others by sharing space, etc. The above-mentioned ideas could be
adapted to track the autism behavior evolution across weeks, months and perhaps years and can provide
quantitative statistics, to help doctors and families get clearer picture on the temporal evolution of the
children with autism. Other applications exploiting the hand gestures could be also addressed using
our recent developments. In fact, new ToF cameras like Softkinetic7 cameras (or Creative Senz3D8

cameras) and their middle-ware tend to extract and track accurately skeletal data from hands which
makes possible the analyses of dynamic shapes as we have proposed in [J2-s]. This open a new avenue
to sign language interpretation using the depth data (or the skeletal data) that the cameras provide, for
example. We expect that the landmark-based representations automatically estimated and tracked by
the depth-cameras will play an important role in shape analysis. In fact, the explicit correspondence
between these sparse representations and the dense information (point clouds, meshes, surface patches,
etc.) could be exploited to design up-down shape analysis approach linking the shape manifolds of
sparse shape representation and the dense shape representations. Finally, our aim is to see our
methodologies implemented for those end-users applications!

7www.softkinetic.com/
8us.creative.com/p/web-cameras/creative-senz3d

www.softkinetic.com/
us.creative.com/p/web-cameras/creative-senz3d
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G. Zhao and M. Pietikäinen. Dynamic texture recognition using local binary patterns with an application
to facial expressions. IEEE Transactions on Pattern Analysis and Machine Intelligence, 29(6):915–928,
June 2007.

3d/4d facial expression analysis: An advanced annotated face model approach. Image and Vision Com-
puting, 30(10):738 – 749, 2012. ISSN 0262-8856.

Michael Reale, Xing Zhang, and Lijun Yin. Nebula feature: A space-time feature for posed and spon-
taneous 4d facial behavior analysis. 2013 10th IEEE International Conference and Workshops on
Automatic Face and Gesture Recognition (FG), 0:1–8, 2013.

Xing Zhang, Lijun Yin, Jeffrey F. Cohn, Shaun J. Canavan, Michael Reale, Andy Horowitz, and Peng
Liu. A high-resolution spontaneous 3d dynamic facial expression database. In FG, pages 1–6, 2013.

D. Rueckert, L.I. Sonoda, C. Hayes, D.L.G. Hill, M.O. Leach, and D.J. Hawkes. Nonrigid registration
using free-form deformations:application to breast mr images. IEEE Transactions on medical imaging,
18(8):712–721, 1999a.



Bibliography 139

D. Rueckert, L.I. Sonoda, C. Hayes, D.L.G. Hill, M.O. Leach, and D.J. Hawkes. Nonrigid registration
using free-form deformations: application to breast mr images. IEEE Transactions on Medical Imaging,
18(8):712–721, 1999b.

Leo Breiman. Random forests. 45(1):5–32, October 2001.

Y. Linde, A. Buzo, and R.M. Gray. An algorithm for vector quantizer design. IEEE Transactions on
Communications, 28(1):84–94, January 1980.

L. Rabiner. A tutorial on hidden markov models and selected applications in speech recognition. Pro-
ceedings of IEEE, 77(2):257–286, February 1989.

Baiqiang Xia, Boulbaba Ben Amor, Hassen Drira, Mohamed Daoudi, and Lahoucine Ballihi. Gender and
3D facial symmetry: What’s the relationship? In IEEE Conference on Automatic Face and Gesture
Recognition, 2013b.

Baiqiang Xia, Boulbaba Ben Amor, Mohamed Daoudi, and Hassen Drira. Can 3d shape of the face reveal
your age? In International Conference on Computer Vision Theory and Applications, 2014c.

Baiqiang Xia, Boulbaba Ben Amor, and Mohamed Daoudi. Joint Gender, Ethnicity and Age Estima-
tion from 3D Faces – An Experimental Illustration of their Mutual Correlation. Submitted to the
International Journal of Computer Vision, 2014d.

Zhuang Ziqing, Landsittel Douglas, Benson Stacey, Roberge Raymond, and Shaffer Ronald. Facial
anthropometric differences among gender, ethnicity, and age groups. 54(4):391–402, 2010.

Bruce Vicki, Burton A. Mike, Hanna Elias, Healey Pat, Mason Oli, and Coombes Anne. Sex discrimi-
nation: How do we tell the difference between male and female faces? In Perception, volume 22(2),
pages 131–152, 1993.

Forrest CR. Farkas LG, Katic MJ. International anthropometric study of facial morphology in various
ethnic groups/races. Journal of Craniofacial Surgery, 16(4):615–646, 2005.

Jennifer Alphonse, Jennifer Cox, Jill Clarke, Philip Schluter, and Andrew McLennan. The effect of
ethnicity on 2d and 3d frontomaxillary facial angle measurement in the first trimester. In Obstetrics
and Gynecology International, 2013.

Matthew G Rhodes. Age estimation of faces: a review. In Appl. Cognit. Psychol, volume 23, pages 1–12,
2009.

Narayanan Ramanathan, Rama Chellappa, and Soma Biswas. Computational methods for modeling
facial aging: A survey. In Journal of Visual Languages & Computing, volume 20, pages 131–144.
Elsevier, 2009.



Bibliography 140

Anil K. Jain, Sarat C. Dass, Karthik Nandakumar, and Karthik N. Soft biometric traits for personal
recognition systems. In Proceedings of International Conference on Biometric Authentication, Hong
Kong, pages 731–738, 2004.

Shirakabe Yukio, Suzuki Yoshiro, and Lam SamuelM. A new paradigm for the aging asian face. In
Aesthetic Plastic Surgery, volume 27, pages 397–402, 2003.

Guillaume Vignali, Harold Hill, and Eric Vatikiotis Bateson. Linking the structure and perception of 3d
faces: Gender, ethnicity ,and expressive posture. In International Conference on Audio-Visual Speech
Processing (AVSP), 2003.

Wei Gao and Haizhou Ai. Face gender classification on consumer images in a multiethnic environment.
In Advances in Biometrics, pages 169–178, 2009.
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A
bstract—

In
this

paper,w
e

present
an

autom
atic

approach
for

facial
expression

recognition
from

3-D
video

sequences.
In

the
proposed

solution,
the

3-D
faces

are
represented

by
collections

of
radial

curves
and

a
R

iem
annian

shape
analysis

is
applied

to
effectively

quantify
the

deform
ations

induced
by

the
facial

expressions
in

a
given

subsequence
of

3-D
fram

es.
T

his
is

obtained
from

the
dense

scalar
field,

w
hich

denotes
the

shooting
directions

of
the

geodesic
paths

constructed
betw

een
pairs

of
corresponding

radial
curves

of
tw

o
faces.

A
s

the
resulting

dense
scalar

fields
show

a
high

dim
ensionality,

L
inear

D
iscrim

inant
A

nalysis
(L

D
A

)
transform

ation
is

applied
to

the
dense

feature
space.

T
w

o
m

ethods
are

then
used

for
classification:

1)
3-D

m
otion

extraction
w

ith
tem

poral
H

idden
M

arkov
m

odel
(H

M
M

)
and

2)
m

ean
deform

ation
capturing

w
ith

random
forest.W

hile
a

dynam
ic

H
M

M
on

the
features

is
trained

in
the

first
approach,

the
second

one
com

putes
m

ean
deform

ations
under

a
w

indow
and

applies
m

ulticlass
random

forest.
B

oth
of

the
proposed

classification
schem

es
on

the
scalar

fields
show

ed
com

parable
results

and
outperform

ed
earlier

studies
on

facial
expression

recognition
from

3-D
video

sequences.

Index
Term

s—
4-D

data,
expression

recognition,
H

idden
M

arkov
m

odel
(H

M
M

),
random

forest,
R

iem
annian

geom
etry,

tem
poral

analysis.

I
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n

t
r

o
d

u
c

t
i
o

n

O
V

E
R

T
H

E
lastfew

years,autom
atic

recognition
of

facial
expressions

em
erged

as
a

field
of

active
research,

w
ith

applications
in

severaldifferentareas,such
as

hum
an–m

achine
interaction,

psychology,
com

puter
graphics,

transport
security

(by
detecting

driver
fatigue,

for
exam

ple),
and

so
on.

T
he

im
portance

of
facial

expressions
w

as
first

realized
and

investigated
by

psychologists,
am

ong
others.
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a

sem
inal

paper
by

M
ehrabian

and
W

iener
[1],

the
relative

im
portance

of
verbal

and
nonverbal

m
essages

in
com

m
unicating

feelings
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or
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D
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to

this
paper.

C
olor

versions
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m
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figures
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paper
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online
at
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and
attitude

is
described.

In
particular,

they
have

provided
evidence

that
face-to-face

com
m

unication
is

governed
by

the
7%

–38%
–55%

rule
that

balances
the

relevance
of

verbal,
vocal,

and
visual

elem
ents,

respectively,
in

com
m

unications.
D

espite
this

rigid
quantification

has
since

been
refuted

in
later

papers,
it

still
provides

an
indication

that
the

w
ords

and
tone

of
the

voice
form

only
a

part
of

hum
an

com
m

unication.
T

he
nonverbal

elem
ents

related
to

the
body

language
(e.g.,

gestures,
postures,

facial
expressions)

also
play

an
im

portant
role.

Starting
from

a
different

point
of

view
,

E
km

an
[2]

conducted
the

first
system

atic
studies

on
facial

expressions
in

the
late

70s.
T

hrough
his

experim
ents,

it
is

dem
onstrated

that
there

is
an

universal
set

of
facial

expressions
representing

anger,
disgust,

fear,
happiness,

sadness,
and

surprise,
plus

the
neutral

one,
that

are
universally

recognized
and

rem
ain

consistentacross
differentethnicity

and
cultures.T

he
presence

of
these

prototypicalfacialexpressions
is

now
w

idely
accepted

for
scientific

analysis.E
km

an
and

Friesen
[3]

also
show

ed
that

facial
expressions

can
be

coded
through

the
m

ovem
ent

of
face

points
as

described
by

a
set

of
action

units.
T

hese
results,

in
turn,

inspired
m

any
researchers

to
analyze

facial
expressions

in
video

data,
by

tracking
facial

features
and

m
easuring

the
am

ount
of

facial
m

ovem
ents

in
video

fram
es

[4].
T

his
section

of
paper

dem
onstrates

a
collective

know
ledge

that
facial

expressions
are

highly
dynam

ical
pro-

cesses,
and

looking
at

sequences
of

face
instances

can
help

to
im

prove
the

recognition
perform

ance.
W

e
further

em
phasize

that,
rather

than
being

just
a

static
or

dynam
ic

2-D
im

age
analysis,

it
is

m
ore

natural
to

analyze
expressions

as
spatio-

tem
poral

deform
ations

of
3-D

faces,
caused

by
the

actions
of

facial
m

uscles.
In

this
approach,

the
facial

expressions
can

be
studied

com
prehensively

by
analyzing

tem
poral

dy-
nam

ics
of

3-D
face

scans
(3-D

plus
tim

e
is

often
regarded

as
4-D

data).
From

this
perspective,

the
relative

im
m

unity
of

3-D
scans

to
lighting

conditions
and

pose
variations

give
support

to
the

use
of

3-D
and

4-D
data.

M
otivated

by
these

considerations,
there

has
been

a
progressive

shift
from

2-D
to

3-D
in

perform
ing

facial
shape

analysis
for

recognition
[5–9],

and
expression

recognition
[10],

[11].
In

particular,
this

latter
research

subject
is

gaining
m

om
entum

thanks
to

the
recent

availability
of

public
3-D

datasets,like
the

B
ingham

ton
U

niversity
3-D

facial
expression

database
(B

U
-3-D

FE
)

[12],
and

the
B

osphorus
3-D

face
database

[13].
A

t
the

sam
e

tim
e,

advances
in

3-D
im

aging
technology

have
perm

itted
collections

of
large

datasets
that

include
tem

poral
sequences
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IE
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T
R
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SA
C

T
IO

N
S
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N

C
Y

B
E

R
N

E
T

IC
S

of
3-D

scans
(i.e.,

4-D
datasets),

such
as

the
B

ingham
ton

U
niversity

4-D
facial

expression
database

(B
U

-4D
FE

)
[14],

the
4-D

datasetconstructed
atU

niversity
of

C
entralL

ancashire
(H

i4D
-A

D
SIP)

[15],[16],and
the

dynam
ic

3-D
FA

C
S

dataset
(D

3D
FA

C
S)

for
facial

expression
research

[17],
w

hich
also

includes
fully

coded
FA

C
S.

T
his

trend
has

been
strengthened

further
by

the
introduction

of
inexpensive

acquisition
devices,

such
as

the
consum

er
3-D

cam
eras

like
K

inect
or

A
sus

that
provide

fast
albeit

low
-resolution

stream
s

of
3-D

data
to

a
large

num
ber

of
users,

thus
opening

new
opportunities

and
challenges

in
3-D

face
recognition

and
facial

expression
recognition

[18],
[19].

M
otivated

by
these

facts,
w

e
focus

in
this

paper
on

the
problem

of
expression

recognition
from

dynam
ic

sequences
of

3-D
facial

scans.
W

e
propose

a
new

fram
ew

ork
for

tem
poral

analysis
of

3-D
faces

that
com

bines
scalar

field
m

odeling
of

face
deform

ations
w

ith
effective

classifiers.
To

m
otivate

our
solution

and
to

relate
it

to
the

state-of-the-art,
w

e
provide

an
overview

of
existing

m
ethods

for
4-D

facial
expression

recognition
(see

the
recent

paper
in

[20]
for

a
com

prehensive
survey

on
this

subject),
then

w
e

give
a

general
overview

of
our

approach.

A
.

R
elated

W
ork

T
he

use
of

4-D
data

for
face

analysis
is

stillatthe
beginning,

w
ith

just
a

few
papers

perform
ing

face
recognition

from
sequences

of
3-D

face
scans

[19],[21],[22],and
som

e
papers

focussing
on

facial
expression

recognition.
In

particular,
the

first
approach

addressing
the

problem
of

facial
expression

recognition
from

dynam
ic

sequences
of

3-D
scans

w
as

proposed
by

Sun
et

al.
[23],

[24].
T

heir
approach

basically
relies

on
the

use
of

a
generic

deform
able

3-D
m

odel
w

hose
changes

are
tracked

both
in

space
and

tim
e

in
order

to
extract

a
spatio-tem

poral
description

of
the

face.
In

the
tem

poral
analysis,

a
vertex

flow
tracking

technique
is

applied
to

adapt
the

3-D
deform

able
m

odel
to

each
fram

e
of

a
3-D

face
sequence.

C
orrespondences

betw
een

vertices
across

the
3-D

dynam
ic

facial
sequences

provide
a

set
of

m
otion

trajectories
(vertex

flow
)

of
3-D

face
scans.

A
s

a
result,

each
depth

scan
in

the
sequence

can
be

represented
by

a
spatio-

tem
poral

feature
vector

that
describes

both
shape

and
m

otion
inform

ation
and

provides
a

robustfacialsurface
representation.

O
nce

spatio-tem
poral

features
are

extracted,
a

2-D
H

idden
M

arkov
M

odel
(H

M
M

)
is

used
for

classification.In
particular,

a
spatial

H
M

M
and

a
tem

poral
H

M
M

w
ere

used
to

m
odel

the
spatial

and
tem

poral
relationships

betw
een

the
extracted

features.E
xhaustive

analysis
w

as
perform

ed
on

the
B

U
-4D

FE
database.

T
he

m
ain

lim
it

of
this

solution
resides

in
the

use
of

83
m

anually
annotated

landm
arks

of
the

B
U

-4D
FE

that
are

not
released

for
public

use.
T

he
approach

proposed
by

Sandbach
et

al.
[25]

exploits
the

dynam
ics

of
3-D

facial
m

ovem
ents

to
analyze

expres-
sions.

T
his

is
obtained

by
first

capturing
m

otion
betw

een
fram

es
using

free-form
deform

ations
(FFD

)
and

extracting
m

otion
features

using
a

quad-tree
decom

position
of

several
m

otion
fields.

G
entleB

oost
classifiers

are
used

in
order

to
sim

ultaneously
select

the
best

features
to

use
and

perform
the

training
using

tw
o

classifiers
for

each
expression:

one

for
the

onset
tem

poral
segm

ent,
and

the
other

for
the

offset
segm

ent.
T

hen,
H

M
M

s
are

used
for

tem
poral

m
odeling

of
the

fullexpression
sequence

thatis
represented

as
the

com
position

of
four

tem
poral

segm
ents,

such
as

neutral,
onset,

apex,
and

offset.T
hese

m
odel

a
sequence

w
ith

an
initial

neutral
segm

ent
follow

ed
by

the
activation

of
the

expression,
the

m
axim

um
intensity

of
the

expression,
deactivation

of
the

expression
and

closing
of

the
sequence

again
w

ith
a

neutral
expression.

E
xperim

ents
w

ere
reported

for
three

prototypical
expressions

(i.e.,
happy,

angry,
and

surprise)
of

the
B

U
-4D

FE
database.

A
n

extension
of

this
paper

has
been

presented
in

[20],
w

here
results

on
the

B
U

-4D
FE

database
using

the
six

universalfacial
expressions

are
reported.

In
[26],

a
level

curve
based

approach
is

proposed
by

L
e

et
al.

to
capture

the
shape

of
3-D

facial
m

odels.
T

he
level

curves
are

param
eterized

using
the

arclength
function.

T
he

C
ham

fer
distance

is
applied

to
m

easure
the

distances
betw

een
the

corresponding
norm

alized
segm

ents,partitioned
from

these
level

curves
of

tw
o

3-D
facial

shapes.
T

hese
features

are
then

used
as

spatio-tem
poral

features
to

train
H

M
M

,
and

since
the

training
data

w
ere

notsufficientfor
learning

H
M

M
,the

authors
proposed

to
apply

the
universal

background
m

odeling
to

over-
com

e
the

overfitting
problem

.
R

esults
w

ere
reported

for
the

happy,
sad,

and
surprise

sequences
of

the
B

U
-4D

FE
database.

Fang
et

al.
[27]

propose
a

fully
autom

atic
4-D

facial
expression

recognition
approach

w
ith

a
particular

em
phasis

on
4-D

data
registration

and
dense

correspondence
betw

een
3-D

m
eshes

along
the

tem
poralline.T

he
variantof

the
localbinary

patterns
(L

B
P)

descriptor
proposed

in
[28],

w
hich

com
putes

L
B

P
on

three
orthogonal

planes
is

used
as

face
descriptor

along
the

sequence.
R

esults
are

provided
on

the
B

U
-4D

FE
database

for
all

expressions
and

for
the

subsets
of

expressions
used

in
[25]

and
[26],

show
ing

im
proved

results
w

ith
respect

to
the

com
peting

solutions.
Fang

et
al.

[29]
propose

a
sim

ilar
m

ethodology
for

facial
expression

recognition
from

dynam
ic

sequences
of

3-D
scans,

w
ith

an
extended

analysis
and

com
-

parison
of

different
4-D

registration
algorithm

s,
including

IC
P

and
m

ore
sophisticated

m
esh

m
atching

algorithm
s,

as
spin

im
ages

and
M

eshH
O

G
.

H
ow

ever,
12

m
anually

annotated
landm

arks
w

ere
used

in
this

paper.
R

ecently,
R

eale
et

al.
[30]

have
proposed

a
new

4-D
spatio-tem

poral
feature

nam
ed

N
ebula

for
facial

expressions
and

m
ovem

ent
analysis

from
a

volum
e

of
3-D

data.
A

f-
ter

fitting
the

volum
e

data
to

a
cubic

polynom
ial,

a
his-

togram
is

built
for

different
facial

regions
using

geom
etric

features,
such

as
curvatures

and
polar

angles.
T

hey
have

conducted
several

recognition
experim

ents
on

the
B

U
-4D

FE
database

for
posing

expressions,
and

on
a

new
database

published
in

[31]
for

spontaneous
expressions.

H
ow

ever,
the

m
anual

intervention
is

used
to

detect
the

onset
fram

e
and

just
15

fram
es

from
the

onset
one

are
used

for
clas-

sication,
and

these
fram

es
correspond

to
the

m
ost

intense
expression.

From
the

discussion
above,

it
becom

es
clear

that
the

solu-
tions

specifically
tailored

for
4-D

facialexpression
recognition

from
dynam

ic
sequences

are
still

prelim
inary,being

sem
iauto-

m
atic,

or
are

capable
of

discrim
inating

betw
een

only
a

subset
of

expressions.
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Fig.
1.

O
verview

of
the

proposed
approach.

Four
m

ain
steps

are
show

n:
sequence

preprocessing
and

extraction
of

the
radial

curves;
m

otion
extraction

and
M

ean
deform

ation
com

putation;
dim

ensionality
reduction

w
ith

L
D

A
;

H
M

M
and

random
forest-based

classification.
N

ote
that

both
train

and
test

sequences
can

go
through

the
upper

and
low

er
path

in
the

block
diagram

.

B
.

O
ur

M
ethod

and
C

ontributions
D

ue
to

the
increasing

im
portance

of
shape

analysis
of

objects
in

different
applications,including

3-D
faces,a

variety
of

m
athem

atical
representations

and
techniques

have
been

suggested,
as

described
above

[20],
[24],

[29].
T

he
difficulty

in
analyzing

shapes
of

objects
com

es
from

the
follow

ing
facts.

1)
Shape

representations,
m

etrics,
and

m
odels

should
be

invariantto
certain

transform
ations

thatare
term

ed
shape

preserving.For
instance,rigid

m
otions

and
reparam

eter-
izations

of
facial

surfaces
do

not
change

their
shapes,

and
any

shape
analysis

of
faces

should
be

invariant
to

these
transform

ations.
2)

R
egistration

of
points

across
objects

is
an

im
portant

ingredient
in

shape
analysis.

Specifically,
in

com
paring

the
shapes

of
faces,itm

akes
sense

thatsim
ilar

biological
parts

are
registered

to
each

other
across

different
faces.

Furtherm
ore,

it
is

im
portant

to
use

techniques
that

allow
a

joint
registration

and
com

parisons
of

surfaces
in

a
com

pre-
hensive

fram
ew

ork,
rather

than
in

tw
o

separate
steps.

T
hese

tw
o

issues,
invariance

and
registration,

are
naturally

handled
using

R
iem

annian
m

ethods
w

here
one

can
choose

m
etrics

that
are

invariant
to

certain
transform

ations
and

form
quotient

spaces
(term

ed
shape

spaces)
by

form
ing

equivalence
classes

of
objects

that
have

the
sam

e
shape.

T
he

elastic
R

iem
annian

m
etric

used
in

this
paper

provides
a

nice
physicalinterpretation

of
m

easuring
deform

ations
betw

een
facialcurves

using
a

com
-

bination
of

stretching
and

bending.T
hese

elastic
deform

ations
are

captured
by

the
dense

scalar
field

(D
SF)

features
used

in
this

paper
for

classifications.In
sum

m
ary,the

m
ain

m
otivation

of
using

a
R

iem
annian

approach
is

to
perform

registration
that

m
atches

corresponding
anatom

ical
features,

and
obtain

deform
ation

fields
that

are
physically

interpretable.
B

ased
on

these
prem

ises,
in

this
paper

w
e

extend
the

ideas
presented

in
[32]

to
propose

an
autom

atic
approach

for
facial

expression
recognition

that
exploits

the
facial

deform
ations

extracted
from

3-D
facialvideos.A

n
overview

of
the

proposed
approach

is
given

in
Fig.

1.
In

the
preprocessing

step,
the

3-D
m

esh
in

each
fram

e
is

first
aligned

to
the

previous
one

and
then

cropped.
From

the
obtained

subsequence,
the

3-D
deform

ation
is

captured
based

on
a

D
SF

that
represents

the
3-D

deform
ation

betw
een

tw
o

fram
es.

L
inear

D
iscrim

inant
A

nalysis
(L

D
A

)
is

used
to

transform
derived

feature
space

to
an

optim
al

com
pact

space
to

better
separate

different
expressions.Finally,the

expression
classification

is
perform

ed

in
the

follow
ing

tw
o

w
ays:

(1)
U

sing
the

H
M

M
m

odels
for

tem
poral

evolution;
and

(2)
using

m
ean

deform
ation

along
a

w
indow

w
ith

random
forest

classifier.
E

xperim
ental

results
show

that
the

proposed
approaches

are
capable

of
im

proving
the

state-of-the-art
perform

ance
on

the
B

U
-4D

FE
database.

T
here

are
three

m
ain

contributions
in

this
paper

w
hich

are
as

follow
s.

1)
N

ovel
D

SFs
defined

on
radial

curves
of

3-D
faces

using
R

iem
annian

analysis
in

the
shape

spaces
of

curves.
T

hese
scalar

fields
accurately

capture
deform

ations
oc-

curring
betw

een
3-D

faces
represented

as
collections

of
radial

curves.
2)

A
new

approach
for

facial
expression

recognition
from

3-D
dynam

ic
sequences

that
com

bines
the

high
descrip-

tiveness
of

D
SFs

extracted
from

successive
3-D

scans
of

a
sequence

w
ith

the
discrim

inantpow
er

of
L

D
A

features
using

H
M

M
and

m
ulticlass

random
forest.

3)
A

n
extensive

experim
ental

evaluation
that

com
pares

the
proposed

solution
w

ith
the

state
of

the
artm

ethods
using

a
com

m
on

dataset
and

testing
protocols.

T
he

results
show

that
our

approach
outperform

s
the

published
state-

of-the-art
results.

T
he

rest
of

the
paper

is
organized

as
follow

s.
In

Section
II,

w
e

present
a

face
representation

m
odel

that
captures

facial
features

relevant
to

categorizing
expression

variations
in

3-D
dynam

ic
sequences.

In
Section

III,
the

dynam
ic

shape
de-

form
ation

analysis
using

L
D

A
and

classification
using

H
M

M
and

m
ulticlass

random
forest

are
addressed.

T
he

m
ain

char-
acteristics

of
the

B
U

-4D
FE

and
the

preprocessing
operations

perform
ed

on
the

face
scans

are
described

in
Section

IV
,

w
ith

the
experim

ental
results

and
the

com
parative

evaluation
perform

ed
on

the
B

U
-4D

FE
database

reported
and

discussed
in

the
sam

e
Section.

Finally,
conclusions

and
future

research
directions

are
outlined

in
Section

V
.

I
I
.

G
e

o
m

e
t

r
i
c

F
a

c
i
a

l
D

e
f
o

r
m

a
t

i
o

n

O
ne

basic
idea

to
capture

facial
deform

ations
across

3-D
video

sequences
is

to
track

m
esh

vertices
densely

along
successive

3-D
fram

es.
Since,

as
the

resolution
of

the
m

eshes
varies

across
3-D

video
fram

es,
establishing

a
dense

m
atch-

ing
on

consecutive
fram

es
is

necessary.
For

this
purpose,

Sun
et

al.
[23]

proposed
to

adapt
a

generic
m

odel
(a

track-
ing

m
odel)

to
each

3-D
fram

e
using

a
set

of
83

prede-
fined

facial
landm

arks
to

control
the

adaptation
based

on
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S

radial
basis

functions.
A

second
solution

is
presented

by
Sandbach

et
al.

[25],
[33],w

here
the

authors
used

an
existing

nonrigid
registration

algorithm
(FFD

)
[34]

based
on

B
-splines

interpolation
betw

een
a

lattice
of

control
points.

In
this

case,
dense

m
atching

is
a

preprocessing
step

used
to

estim
ate

a
m

otion
vector

field
betw

een
3-D

fram
es,

t
and

t-1.
T

he
problem

of
quantifying

subtle
deform

ations
along

the
sequence

still
rem

ains
a

challenging
task,

and
the

results
presented

in
[25]

are
lim

ited
to

just
three

facial
expressions:

happy,
angry,

and
surprise.

In
order

to
capture

and
m

odel
deform

ations
of

the
face

in-
duced

by
different

facial
expressions,

w
e

propose
to

represent
the

facial
surface

through
a

set
of

param
eterized

radial
curves

that
originate

from
the

tip
of

the
nose.

A
pproxim

ating
the

facial
surface

by
an

ordered
set

of
radial

curves
that

locally
captures

its
shape

can
be

seen
as

a
param

eterization
of

the
facial

surface.
Indeed,

sim
ilar

param
eterizations

of
the

face
have

show
n

their
effectiveness

in
facial

biom
etrics

[35].
T

he
m

athem
atical

setup
for

the
shape

theory
offered

here
com

es
from

H
ilbert

space
analysis.

A
facial

surface
is

represented
by

a
collection

of
radial

curves
and

a
R

iem
annian

fram
e-

w
ork

is
used

to
study

shapes
of

these
curves.

W
e

start
by

representing
facial

curves
as

absolute
continuous

m
aps

from
β

:[0
,1]→

R
3

and
our

goal
is

to
analyze

shapes
represented

by
these

m
aps.

T
he

problem
in

studying
shapes

using
these

m
aps

directly
is

that
they

change
w

ith
reparam

eterizations
of

curves.
If

γ
is

a
reparam

eterization
function

(typically
a

diffeom
orphism

from
[0

,1]
to

itself),
then

under
the

standard
L

2
norm

,
the

quantity‖
β

1 −
β

2 ‖�=‖
β

1 ◦
γ−

β
2 ◦

γ‖,
w

hich
is

problem
atic.T

he
solution

com
es

from
choosing

a
R

iem
annian

m
etric

under
w

hich
this

inequality
becom

es
equality

and
the

ensuing
analysis

sim
plifies.A

s
described

in
[36],w

e
represent

the
facial

curves
using

a
new

function
q,

called
the

square-
root

velocity
function

(SR
V

F)
[see

(1)].
T

he
advantage

of
using

SR
V

F
representation

is
that

under
this

representation
the

elastic
m

etric
becom

es
the

standard
L

2
m

etric
and

an
identical

reparam
eterization

of
curves

preserves
the
L

2
norm

of
betw

een
their

SR
V

Fs.
T

he
m

apping
from

a
curve

β
to

q
is

a
bijection

(up
to

a
translation),

and
the

space
of

all
SR

V
Fs

is
the

H
ilbert

space
of

all
square-integrable

m
aps

of
the

type
q

:[0
,1]→

R
3.T

his
space

under
the

natural
L

2
inner

product
is

actually
a

vector
space

and
geodesics

betw
een

points
in

this
space

are
straight

lines.
W

ith
the

proposed
representation,a

facialsurface
is

approx-
im

ated
by

an
indexed

collection
of

radial
curves

β
α ,w

here
the

index
α

denotes
the

angle
form

ed
by

the
curve

w
ith

respectto
a

reference
radial

curve.
In

particular,
the

reference
radial

curve
(i.e.,

the
curve

w
ith

α
=

0)
is

chosen
as

oriented
along

the
vertical

axis,
w

hile
the

other
radial

curves
are

separated
from

each
other

by
a

fixed
angle

and
are

ordered
in

a
clockw

ise
m

anner.
A

s
an

exam
ple,

Fig.
2(a)

show
s

the
radial

curves
extracted

for
a

sam
ple

face
w

ith
happy

expression.
To

extract
the

radial
curves,

the
nose

tip
is

accurately
detected

and
each

face
scan

is
rotated

to
the

upright
position

so
as

to
establish

a
directcorrespondence

betw
een

radialcurves
having

the
sam

e
index

in
different

face
scans

(the
preprocessing

steps,
including

nose
tip

detection
and

pose
norm

alization
are

discussed
in

m
ore

detail
in

Section
IV

-A
).

In
Fig.

2(b)
and

Fig.
2.

Figure
illustration.

(a)
E

xtracted
radial

curves.
(b)

and
(c)

R
adial

curve
on

a
neutral

face
and

the
correspondent

curve
on

the
sam

e
face

w
ith

happy
expression,

respectively.
(d)

Tw
o

radial
curves

plotted
together.

(e)
V

alues
of

the
m

agnitude
of

d
ψ

∗
d
τ |τ=

0 (k)
com

puted
betw

een
the

curves
in

(d)
are

reported
for

each
point

k
of

the
curves.

(f)
Parallel

vector
field

across
the

geodesic
betw

een
q

1
and

q
2

in
the

space
of

curvesC
.

(c),
tw

o
radial

curves
at

α
=

90 ◦
in

the
neutral

and
happy

scans
of

the
sam

e
subject

are
show

n.
A

s
em

erged
Fig.

2(d),
facialexpressions

can
induce

consistentvariations
in

the
shape

of
corresponding

curves.
T

hese
variations

change
in

strength
from

expression
to

expression
and

for
different

parts
of

the
face.

In
order

to
capture

these
variations

effectively,
a

D
SF

is
proposed

thatrelies
on

a
R

iem
annian

analysis
of

facialshapes.
C

onsidering
a

generic
radial

curve
β

of
the

face,
it

can
be

param
eterized

as
β

:
I

→
R

3,
w

ith
I

=
[0

,1]
and

m
athem

atically
represented

through
the

square-root
velocity

function
(SR

V
F)

[36],
[37],

denoted
by

q(t),
according

to

q(t)
=

β̇
(t)

√
‖
β̇

(t)‖
t∈

[0
,1].

(1)

T
his

specific
representation

has
the

advantage
of

capturing
the

shape
of

the
curve

and
m

akes
the

calculus
sim

pler.
L

et
us

define
the

space
of

the
SR

V
Fs

as
C

=
{q

:
I

→
R

3,‖
q‖

=
1}

⊂
L

2(I,
R

3),
w

ith
‖·‖

indicating
the
L

2
norm

.
W

ith
the
L

2
m

etric
on

its
tangent

space,C
becom

es
a

R
iem

annian
m

anifold.B
asically,w

ith
this

param
etrization

each
radialcurve

is
represented

on
the

m
anifold

C
by

its
SR

V
F.

A
ccording

to
this,

given
the

SR
V

Fs
q

1
and

q
2

of
tw

o
radial

curves,
the

shortest
path

ψ
∗

on
the

m
anifold

C
betw

een
q

1
and

q
2

(called
geodesic

path)
is

a
criticalpointof

the
follow

ing
energy

function:

E
(ψ

)
=

12

∫
||ψ̇

(τ)|| 2d
τ

(2)

w
here

ψ
denotes

a
path

on
the

m
anifold

C
betw

een
q

1
and

q
2 ,

τ
is

the
param

eter
for

traveling
along

the
path

ψ
,
ψ̇

∈
T

ψ
(C

)
is

the
tangent

vector
field

on
the

curve
ψ

on
C

,
and||.||

denotes
the
L

2
norm

on
the

tangent
space.

Since
the

elem
ents

of
C

have
a

unit
L

2
norm

,
C

is
a

hypersphere
in

the
H

ilbert
space

L
2(I,
R

3).A
s

a
consequence,

the
geodesic

path
betw

een
any

tw
o

points
q

1 ,
q

2 ∈
C

is
sim

ply
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given
by

the
m

inor
arc

of
the

great
circle

connecting
them

on
this

hypersphere,
ψ

∗
:[0

,1]→
C

.
T

his
is

given
by

ψ
∗(τ)

=
1

sin(θ)
(sin((1−

τ)θ)q
1

+
sin(θτ)q

2 )
(3)

w
here

θ
=

dC (q
1 ,

q
2 )

=
co

s −
1( 〈q

1 ,
q

2 〉).
W

e
point

out
that

sin(θ)
=

0
if

the
distance

betw
een

the
tw

o
curves

is
zero,

in
other

w
ords

q
1

=
q

2 .
In

this
case,

for
each

τ,
ψ

∗(τ)
=

q
1

=
q

2 .
T

he
tangent

vector
field

on
this

geodesic
is

then
w

ritten
as

d
ψ

∗
d
τ

:
[0

,1]→
T

ψ
(C

),
and

is
obtained

by
the

follow
ing

equation:d
ψ

∗

d
τ

=
−

θ

sin(θ)
(cos((1−

τ)θ)q
1 −

cos(θτ)q
2 )

.
(4)

K
now

ing
that

on
geodesic

path,
the

covariant
derivative

of
its

tangent
vector

field
is

equal
to

0,
d
ψ

∗
d
τ

is
parallel

along
the

geodesic
ψ

∗
and

one
can

represent
it

w
ith

d
ψ

∗
d
τ |τ=

0
w

ithout
any

loss
of

inform
ation.

A
ccordingly,

(4)
becom

es

d
ψ

∗

d
τ

|τ=
0

=
θ

sin(θ)
(q

2 −
cos(θ)q

1 )
(θ�=

0).
(5)

A
graphical

interpretation
of

this
m

athem
atical

represen-
tation

is
given

in
Fig.

2.
In

Fig.
2(a),

w
e

show
a

sam
ple

face
w

ith
happy

expression
and

all
the

extracted
radial

curves.
In

Fig.
2(b)

and
(c),

tw
o

corresponding
radial

curves
(i.e.,

radial
curves

at
the

sam
e

angle
α

)
on

a
neutral

and
a

happy
face

of
the

sam
e

person
are

highlighted,
respectively.

T
hese

curves
are

reported
together

in
Fig.2(d),w

here
the

am
ount

of
deform

ation
betw

een
them

can
be

appreciated,
although

the
tw

o
curves

lie
at

the
sam

e
angle

α
and

belong
to

the
sam

e
person.

T
he

am
ount

of
deform

ation
betw

een
the

tw
o

curves
is

calculated
using

(5)
and

the
plot

of
the

m
agnitude

of
this

vector
at

each
point

of
the

curve
is

reported
in

Fig.
2(e)

(i.e.,
50

points
are

used
to

sam
ple

each
of

the
tw

o
radial

curves
as

reported
on

the
x-axis,

w
hile

the
m

agnitude
of

the
vector

field
is

reported
on

the
y-axis).Finally,Fig.2(f)

illustrates
the

idea
to

m
ap

the
tw

o
radial

curves
on

the
hypersphereC

in
the

H
ilbert

space
through

their
SR

V
Fs

q
1

and
q

2 ,
and

show
s

the
geodesic

path
connecting

these
tw

o
points

on
the

hypersphere.
T

he
tangent

vectors
of

this
geodesic

path
represent

a
vector

field
w

hose
covariant

derivative
is

zero.
A

ccording
to

this,
d
ψ

∗
d
τ |τ=

0
becom

es
sufficient

to
represent

this
vector

field
w

ith
the

rem
aining

vectors
obtained

by
parallel

transport
of

d
ψ

∗
d
τ |τ=

0

along
the

geodesic
ψ

∗.
B

ased
on

the
above

representation,w
e

define
a

D
SF

capable
to

capture
deform

ations
betw

een
tw

o
corresponding

radial
curves

β
1α

and
β

2α
of

tw
o

faces
approxim

ated
by

a
collection

of
radial

curves.
D

efinition
1:

D
SF:

L
et

x
α (t)

=
||

d
ψ

∗α

d
τ |τ=

0 (t)||
be

the
values

of
the

m
agnitude

com
puted

for
each

point
t

of
the

curves
q

1α

and
q

2α ;
let

T
be

the
num

ber
of

sam
pled

points
per

curve,
and

|�|
be

the
num

ber
of

curves
used

per
face.

A
ccording

to
this,

w
e

define
the

function
f

by

f
:C×

C−→
(R

+)
T
,

f
(q

1α
,
q

2α )
=

(x
1α
,
...,

x
kα
,
...,

x
Tα ).

A
lgorithm

1
C

om
putation

of
the

D
SF

Input:
Facialsurfaces

F
1

and
F

2;
T

,num
ber

of
sam

ple
points

on
a

curve;
	

α
,angle

betw
een

successive
radialcurves;|�|,

num
ber

of
curves

per
face

O
utput:

D
S
F

(F
1,

F
2),

the
D

SF
betw

een
the

tw
o

faces
procedure

C
o

m
p
u

t
e

D
S

F
(F

1,
F

2,
T
,
	

α
,|�|)

n←
0

w
hile

n
<

|�|
do

α
=

n·
	

α

for
i←

1
,2

do
extract

the
curve

β
iα

com
pute

the
SR

V
F

of
β

iα :

q
iα (t)

.=
β̇

iα (t)
√

‖
β̇

iα (t)‖ ∈
C
,

t
=

1
,
...,

T

end
for

com
pute

the
distance

betw
een

q
1α

and
q

2α :
θ

=
dC (q

1α
,
q

2α )
=

co
s −

1( 〈
q

1α
,
q

2α 〉)
com

pute
the

deform
ation

vector
d
ψ

∗
d
τ |τ=

0
using

E
q.

(5)
as:

f
(q

1α
,
q

2α )
=

(x
α (1),

x
α (2),

...,
x

α (T
))∈
R

T+
x

α (t)
=|

θ
sin(θ) (

q
2α −

cos(θ)q
1α )|,

t
=

1
,
...,

T

end
w

hile
com

pute
D

S
F

(F
1,

F
2)

as
the

m
agnitude

of
d
ψ

∗
d
τ |τ=

0 (k):
D

S
F

(F
1,

F
2)

=
(f

(q
10 ,

q
20 ),

...,
f

(q
1|�| ,

q
2|�| ))

return
D

SF
end

procedure

A
ssum

ing
that{β

1α |α∈
�}

and{β
2α |α∈

�}
be

the
collections

of
radial

curves
associated

w
ith

the
tw

o
faces

F
1

and
F

2
and

let
q

1α
and

q
2α

be
their

SR
V

Fs,
the

D
SF

vector
is

defined
by

D
S
F

(F
1,

F
2)

=
(f

(q
10 ,

q
20 ),

...,
f

(q
1α
,
q

2α ),
...,

f
(q

1|�| ,
q

2|�| )).

T
he

dim
ension

of
the

D
SF

vector
is|�|×

T
.

T
he

steps
to

com
pute

the
proposed

D
SF

are
sum

m
arized

in
A

lgorithm
1.

T
he

first
step

to
capture

the
deform

ation
betw

een
tw

o
given

3-D
faces

F
1

and
F

2
is

to
extract

the
radial

curves
originating

from
the

nose
tip.

L
et

β
1α

and
β

2α
denote

the
radial

curves
that

m
ake

an
angle

α
w

ith
a

reference
radial

curve
on

faces
F

1

and
F

2,
respectively.

T
he

initial
tangent

vector
to

ψ
∗,

called
also

the
shooting

direction,
is

com
puted

using
(5).

T
hen,

w
e

consider
the

m
agnitude

of
this

vector
at

each
point

t
of

the
curve

in
order

to
construct

the
D

SFs
of

the
facial

surface.
In

this
w

ay,the
D

SF
quantifies

the
local

deform
ation

betw
een

points
of

radial
curves

β
1α

and
β

2α ,respectively,of
the

faces
F

1

and
F

2.
In

practice,
w

e
represent

each
face

w
ith

100
radial

curves,
and

T
=

50
sam

pled
points

on
each

curve,
so

that
the

D
SFs

betw
een

tw
o

3-D
faces

is
expressed

by
a

5000-D
vector.

In
Fig.

3,
the

exam
ples

of
the

deform
ation

fields
com

puted
betw

een
a

neutral
face

of
a

given
subject

and
the

apex
fram

es
of

the
sequences

of
the

six
prototypical

expressions
of

the
sam

e
subject

are
show

n.
T

he
values

of
the

scalar
field

to
be

applied
on

the
neutral

face
to

convey
the

six
different

prototypical
expressions

are
reported

using
a

color
scale.

In
particular,

colors
from

green
to

red
represent

the
highest

deform
ations,

w
hereas

the
low

er
values

of
the

dense
scalar
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Fig.
3.

D
eform

ation
Scalar

Fields
com

puted
betw

een
a

neutralface
of

a
given

subjectand
the

apex
fram

es
of

the
sequences

of
the

six
prototypicalexpressions

of
the

sam
e

subject.
T

he
neutral

scan
is

show
n

on
the

left.
C

orresponding
texture

im
ages

are
also

illustrated
w

ith
each

D
SFs

colorm
ap.

Fig.
4.

E
ffectof

the
nose

tip
placem

entinaccuracy
on

the
shooting

directions
of

the
geodesic

paths
(or

the
D

SFs
com

putation).
T

he
first

row
illustrates

D
SFs

w
hen

varying
the

nose
tip

position
along

the
X

-direction.
T

he
second

row
show

s
D

SFs
w

hen
the

variation
is

perform
ed

along
the

Y
-direction.

field
are

represented
in

cyan/blue.
A

s
it

can
be

observed,
for

different
expressions,

the
high

deform
ations

are
located

in
different

regions
of

the
face.

For
exam

ple,
as

intuitively
expected,

the
corners

of
the

m
outh

and
the

cheeks
are

m
ainly

deform
ed

for
happiness

expression,
w

hereas
the

eyebrow
s

are
also

strongly
deform

ed
for

the
angry

and
disgust

expressions.

A
.

E
ffect

of
the

N
ose

Tip
L

ocalisation
Inaccuracy

on
the

D
SF

C
om

putation

In
the

follow
ing,

w
e

present
a

study
on

the
effects

that
possible

inaccuracies
in

the
detection

of
the

nose
tip

can
have

on
the

com
putation

of
the

proposed
D

SF.
In

particular,
w

e
consider

the
effects

on
the

shooting
directions

of
the

geodesic
paths

and
the

radial
curves

originating
from

the
nose

tip.
W

e
have

changed
the

nose
tip

coordinates
in

the
X

and
Y

directions
and

have
reported

the
D

SFs
com

puation
results

(using
colorm

aps
on

the
expressive

faces)
in

Fig.
4.

A
s

illustrated
in

this
figure,

a
large

localization
error

(>
4m

m
)

of
the

nose
tip

generates
false

deform
ations,

w
hich

could
im

pact
negatively

the
perform

ance
of

the
approach.

In
fact,

our
m

ethod
is

based
on

learning
such

geom
etric

deform
ations

to
build

H
M

M
s

or
random

forest
classifiers.

H
ow

ever,
the

left
side

of
the

figure
illustrates

the
factthatthe

D
SFs

com
putation

tolerates
errors

quite
w

ell,
up

to
4

m
m

.

B
.

D
SF

C
om

pared
to

O
ther

Features

In
order

to
com

pare
the

proposed
D

SF
feature

against
other

m
ethods

for
extracting

dense
deform

ation
features,w

e
selected

the
FFD

approach,
w

hich
has

been
originally

defined
in

[38]
for

m
edical

im
ages,

and
later

on
successfully

applied
to

the
problem

of
3-D

dynam
ic

facial
expression

recognition
by

Sandbach
et

al.
[25],

[33].
In

particular,
FFD

is
a

m
ethod

for
nonrigid

registration
based

on
B

-spline
interpolation

betw
een

a
lattice

of
control

points.
In

addition,
w

e
also

com
pared

our
approach

w
ith

respect
to

a
baseline

solution
that

uses
the

point-to-point
E

uclidean
distance

betw
een

fram
es

of
a

sequence.Fig.5
reports

the
results

for
an

exam
ple

case,w
here

a
fram

e
of

a
happy

sequence
is

deform
ed

w
ith

respect
to

the
first

fram
e

of
the

sequence.
T

he
figure

show
s

quite
clearly

as
the

D
SF

proposed
in

this
paper

is
capable

to
capture

the
face

deform
ations

w
ith

sm
ooth

variations
that

include
the

m
outh,

the
chin

and
the

cheek,
in

the
exam

ple.
T

his
result

is
im

portantto
discrim

inate
betw

een
differentexpressions

w
hose

effects
are

not
lim

ited
to

the
m

outh
region.

D
ifferently,

the
variations

captured
by

the
other

tw
o

solutions
are

m
uch

m
ore

concentrated
in

the
m

outh
region

of
the

face.

I
I
I
.

E
x

p
r

e
s
s
i
o

n
R

e
c

o
g

n
i
t

i
o

n
u

s
i
n

g
D

S
F

s

D
eform

ations
due

to
facialexpressions

across
3-D

video
se-

quences
are

characterized
by

subtle
variations

induced
m

ainly
by

the
m

otion
of

facial
points.

T
hese

subtle
changes

are
im

portantto
perform

effective
expression

recognition,butthey
are

also
difficult

to
be

analyzed
due

to
the

face
m

ovem
ents.

To
handle

this
problem

,as
described

in
Section

II,w
e

propose
a

curve-based
param

etrization
of

the
face

that
consists

in
representing

the
facial

surface
by

a
set

of
radial

curves.
A

ccording
to

this
representation,

the
problem

of
com

paring
tw

o
facial

surfaces,a
reference

facial
surface

and
a

target
one,

is
reduced

to
the

com
putation

of
the

D
SF

betw
een

them
.

In
order

to
m

ake
possible

to
enter

the
expression

recognition
system

at
any

tim
e

and
m

ake
the

recognition
process

possible
from

any
fram

e
of

a
given

video,
w

e
consider

subsequences
of

n
fram

es.
T

hus,
w

e
chose

the
first

n
fram

es
as

the
first

subsequence.
T

hen,
w

e
chose

n-consecutive
fram

es
starting

from
the

second
fram

e
as

the
second

subsequence.
T

his
pro-

cess
is

repeated
by

shifting
the

starting
index

of
the

sequence
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Fig.
5.

C
om

parison
of

the
different

features
extracted

betw
een

tw
o

fram
es

taken
from

subject
001

for
the

happy
expression.

(a)
Free

form
-based

defor-
m

ations
(FFD

).(b)
Point-to-point

E
uclidean

distances
(c)

D
SFs

deform
ations.

every
one

fram
e

till
the

end
of

the
sequence.

In
order

to
classify

the
resulting

subsequences,
w

e
propose

tw
o

differ-
ent

feature
extraction

and
classification

fram
ew

ork
based

on
the

D
SF.

1)
M

ean
D

eform
ation-based

Features
A

ssociated
to

R
an-

dom
ForestC

lassifier:T
he

firstfram
e

of
the

subsequence
is

considered
as

a
reference

fram
e

and
the

deform
ation

is
calculated

from
each

of
the

rem
aining

fram
es

to
the

first
one

using
the

D
SF.

T
he

average
deform

ation
of

the
n-1

resulting
D

SFs
represents

the
feature

vector
in

this
classification

schem
e

and
is

presented,
after

dim
ensionality

reduction,
to

m
ulticlass

random
forest

classifiers.
2)

3-D
M

otion
Features

C
om

bined
W

ith
H

M
M

C
lassifiers:

T
he

deform
ation

betw
een

successive
fram

es
in

a
subse-

quence
are

calculated
using

the
D

SFs
and

presented
to

an
H

M
M

classifier
preceded

by
L

D
A

-based
dim

ension-
ality

reduction.

A
.

M
ean

Shape
D

eform
ation

w
ith

R
andom

Forest
C

lassifier

T
he

idea
here

is
to

capture
a

m
ean

deform
ation

of
the

face
in

the
sliding

w
indow

on
the

3-D
expression

sequence.
In

order
to

get
this

feature,
the

first
fram

e
of

each
subsequence

is
considered

as
the

reference
one,

and
the

dense
deform

ation
is

com
puted

from
this

fram
e

to
each

of
the

rem
aining

fram
es

of
the

subsequence.
L

et
F

ref
denote

the
reference

fram
e

of
a

subsequence
and

F
i

the
ith

successive
fram

e
in

the
subsequence;

the
successive

fram
e,for

exam
ple,is

denoted
by

F
1 .

T
he

D
SF

is
calculated

betw
een

F
ref

and
F

i ,
for

different
values

of
i

(i
=

1
,
...,

n−
1),

and
the

m
ean

deform
ation

is
then

given
by

D
S
F

=
1

n−
1

n−
1

∑i=
1

D
S
F

(F
ref

,
F

i ).
(6)

Fig.
6

illustrates
one

subsequence
for

each
expression

w
ith

n
=

6
fram

es.
E

ach
expression

is
illustrated

in
tw

o
row

s:
T

he
upper

row
gives

the
reference

fram
e

of
the

subsequence
and

the
n-1

successive
fram

es
of

the
subsequences.

B
elow

,
the

corresponding
D

SFs
com

puted
for

each
fram

e
are

show
n.

T
he

m
ean

deform
ation

field
is

reported
on

the
right

of
each

plot
and

represents
the

feature
vector

for
each

subsequence.
T

he
feature

vector
for

this
subsequence

is
built

based
on

the
m

ean
deform

ation
of

the
n-1

calculated
deform

ations.
T

hus,
each

subsequence
is

represented
by

a
feature

vector
of

size
equal

to
the

num
ber

of
points

on
the

face
(i.e.,

the
num

ber
of

points
used

to
sam

ple
the

radial
curves

of
the

face).
In

order
to

provide
a

visual
representation

of
the

scalar
fields,

an
autom

atic
labeling

schem
e

is
applied;

w
arm

colors
(red,

yellow
)

are
associated

w
ith

high
D

S
F

(F
ref

,
F

t )
values

and
correspond

to
facialregions

affected
by

high
deform

ations,and
cold

colors
are

associated
w

ith
regions

of
the

face
that

rem
ain

stable
from

one
fram

e
to

another.T
hus,this

dense
deform

ation
field

sum
m

arizes
the

tem
poral

changes
of

the
facial

surface
w

hen
a

particular
facial

expression
is

conveyed.
A

ccording
to

this
representation,

the
deform

ation
of

each
subsequence

is
captured

by
the

m
ean

D
S
F

defined
in

(6).
T

he
m

ain
m

otivation
for

using
the

m
ean

deform
ation,

instead
of

the
m

axim
um

deform
ation

for
instance,

is
related

to
its

greater
robustness

to
the

noise.
In

the
practice,

the
m

ean
deform

ation
resulted

m
ore

resistant
to

deform
ations

due
to,

for
exam

ple,
inaccurate

nose
tip

detection
or

the
presence

of
acquisition

noise.
In

Fig.
6,

for
each

subsequence,
the

m
ean

deform
ation

field
illustrates

a
sm

oothed
pattern

better
than

individual
deform

ation
fields

in
the

sam
e

subsequence.
Since

the
dim

ensionality
of

the
feature

vector
is

high,
w

e
use

L
D

A
-based

transform
ation

to
m

ap
the

present
feature

space
to

an
optim

al
one

that
is

relatively
insensitive

to
differ-

ent
subjects,

w
hile

preserving
the

discrim
inating

expression
inform

ation.
L

D
A

defines
the

w
ithin-class

m
atrix

S
w

and
the

betw
een-class

m
atrix

S
b .

It
transform

s
a

n-D
feature

to
an

optim
ized

d-dim
ensional

feature,
w

here
d

<
n.

In
our

experim
ents,the

discrim
inating

classes
are

the
six

expressions,
thus

the
reduced

dim
ension

d
is

five.
For

the
classification,

w
e

used
the

m
ulticlass

random
forest

algorithm
.

T
he

algorithm
w

as
proposed

by
L

eo
B

reim
an

[39]
and

defined
as

a
m

eta-learner
com

prised
of

m
any

individual
trees.

It
w

as
designed

to
operate

quickly
over

large
datasets

and
m

ore
im

portantly
to

be
diverse

by
using

random
sam

ples
to

build
each

tree
in

the
forest.A

tree
achieves

highly
nonlinear

m
appings

by
splitting

the
original

problem
into

sm
aller

ones,
solvable

w
ith

sim
ple

predictors.E
ach

node
in

the
tree

consists
of

a
test,

w
hose

result
directs

a
data

sam
ple

tow
ard

the
left

or
the

right
child.

D
uring

training,
the

tests
are

chosen
in

order
to

group
the

training
data

in
clusters

w
here

sim
ple

m
odels

achieve
good

predictions.Such
m

odels
are

stored
atthe

leaves,
com

puted
from

the
annotated

data,
w

hich
reached

each
leaf

at
train

tim
e.

O
nce

trained,
a

random
forest

is
capable

to
classify

a
new

expression
from

an
input

feature
vector

by
putting

it
dow

n
each

of
the

trees
in

the
forest.

E
ach

tree
gives

a
classification

decision
by

voting
for

that
class.

T
hen,

the
forest

chooses
the

classification
having

the
m

ost
votes

(over
all

the
trees

in
the

forest).
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Fig.
6.

C
om

putation
of

dynam
ic

shape
deform

ation
on

different
subsequences

taken
from

the
B

U
-4D

FE
database.E

ach
expression

is
illustrated

by
tw

o
row

s.
T

he
upper

one
gives

the
reference

fram
e

of
the

subsequence
and

the
n-1

successive
fram

es.
T

he
corresponding

deform
ation

fields
com

puted
for

each
fram

e
w

ith
respect

to
the

reference
one

are
illustrated

in
the

low
er

row
.

T
he

m
ean

deform
ation

field
is

given
on

the
right

of
each

low
er

row
.

B
.

3-D
M

otion
E

xtraction
w

ith
H

M
M

C
lassifier

T
he

D
SF

features
described

in
Section

II
can

also
be

applied
for

expression
recognition

according
to

a
different

classification
schem

e.
T

he
deform

ations
betw

een
successive

fram
es

in
the

subsequence
are

calculated
using

the
D

SF.
In

particular,the
deform

ation
betw

een
tw

o
successive

3-D
fram

es
is

obtained
by

com
puting

the
pairw

ise
D

SF
D

S
F

(F
t−

1 ,
F

t )
of

correspondent
radial

curves.
B

ased
on

this
m

easure,
w

e
are

able
to

quantify
the

m
otion

of
face

points
along

ra-
dial

curves
and

thus
capture

the
changes

in
facial

surface
geom

etry.
Fig.

7
illustrates

a
direct

application
of

the
D

S
F

(F
t−

1 ,
F

t )
and

its
effectiveness

in
capturing

deform
ation

betw
een

one

facial
surface

to
another

belonging
to

tw
o

consecutive
fram

es
in

a
3-D

video
sequence.T

his
figure

show
s

tw
o

subsequences
extracted

from
videos

in
the

B
U

-4D
FE

database
(happy

and
surprise

expressions
are

show
n

on
the

left
and

on
the

right,
respectively).

For
each

sequence,
the

2-D
im

age
and

the
3-D

scans
of

som
e

fram
es

are
show

n
in

the
upper

row
.In

the
low

er
row

,
the

deform
ation

scalar
field

D
S
F

(F
t−

1 ,
F

t )
com

puted
betw

een
consecutive

fram
es

(i.e.,
the

current
fram

e
and

the
previous

one)
in

the
subsequence

is
reported.

In
order

to
provide

a
visualrepresentation

of
the

scalar
field,an

autom
atic

labeling
schem

e
is

applied
that

includes
only

tw
o

colors:
T

he
red

color
is

associated
w

ith
high

D
S
F

(F
t−

1 ,
F

t )
values

and
corresponds

to
facial

regions
affected

by
high

deform
ations.
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Fig.
7.

E
xam

ples
of

D
SF

deform
ations

betw
een

subsequent
fram

es
of

3-D
video

sequences:
H

appy
and

surprise
expressions

are
show

n,
respectively,

on
the

left
and

right.

T
he

blue
color

is
associated

w
ith

the
regions

that
rem

ain
m

ore
stable

from
one

fram
e

to
another.

A
s

illustrated
in

Fig.
7,

for
different

expressions,
different

regions
are

m
ainly

deform
ed,

show
ing

the
capability

of
the

deform
ation

fields
to

capture
relevant

changes
of

the
face

due
to

the
facial

expression.
In

particular,
each

deform
ation

is
expected

to
identify

an
expression,

for
exam

ple,
as

suggested
by

the
intuition,

the
corners

of
the

m
outh

and
the

cheeks
are

m
ainly

deform
ed

for
the

happiness
expression.

W
ith

the
proposed

approach,
the

feature
extraction

process
starts

by
com

puting
for

each
3-D

fram
e

in
a

given
video

sequence
the

D
SF

w
ith

respect
to

the
previous

one.
In

this
w

ay,
w

e
obtain

as
m

any
fields

as
the

num
ber

of
fram

es
in

the
sequence

(decreased
by

one),
w

here
each

field
contains

as
m

any
scalar

values
as

the
num

ber
of

points
com

posing
the

collection
of

radial
curves

representing
the

facial
surface.

In
practice,

the
size

of
D

S
F

(F
t−

1 ,
F

t )
is

1×
5000,

considering
5000

points
on

the
face,

sim
ilarly

to
the

feature
vector

used
in

the
first

schem
e

of
classification

(m
ean

deform
ation-based).

Since
the

dim
ensionality

of
the

resulting
feature

vector
is

high,
also

in
this

case
w

e
use

L
D

A
to

project
the

scalar
values

to
a

5-D
feature

space,
w

hich
is

sensitive
to

the
deform

ations
induced

by
different

expressions.
T

he
5-D

feature
vector

extracted
for

the
3-D

fram
e

at
instant

t
of

a
sequence

is
indicated

as
f

t
in

the
follow

ing.
O

nce
extracted,

the
feature

vectors
are

used
to

train
H

M
M

s
and

to
learn

deform
ations

due
to

expressions
along

a
tem

poral
sequence

of
fram

es.
In

our
case,sequences

of
3-D

fram
es

constitute
the

tem
poral

dynam
ics

to
be

classified,
and

each
prototypical

expression
is

m
odeled

by
an

H
M

M
(a

total
of

six
H

M
M

s
λ

exp
r

is
required,

w
ith

exp
r∈

{a
n
,
d
i,

f
e,

h
a
,
sa

,
su}).Four

states
per

H
M

M
are

used
to

represent
the

tem
poral

behavior
of

each
expression.

T
his

corresponds
to

the
idea

thateach
sequence

starts
and

ends
w

ith
a

neutral
expression

(state
S

1 ).T
he

fram
es

that
belong

to
the

tem
poral

intervals
w

here
the

face
changes

from
neutral

to
expressive

and
back

from
expressive

to
neutralare

m
odeled

by
the

onset
(S

2 )
and

offset
(S

4 )
states,

respectively.
Finally,

the
fram

es
corresponding

to
the

highestintensity
of

the
expression

are
captured

by
the

apex
state

(S
3 ).T

his
solution

has
proved

its
effectiveness

in
clustering

the
expressive

states
of

a
sequence

also
in

other
papers

[33].
Fig.

8
exem

plifies
the

structure
of

the
H

M
M

s
used

in
our

fram
ew

ork.
T

he
training

procedure
of

each
H

M
M

is
sum

m
arized

as
follow

s.

1)
Feature

vectors
f

t
of

the
training

sequences
are

first
clustered

to
identify

a
codebook

of
sym

bols
using

the

Fig.
8.

Structure
of

the
H

M
M

s
m

odeling
a

3-D
facial

sequence.
T

he
four

states
m

odelneutral,onset,apex,and
offsetfram

es
of

the
sequence.A

s
show

n,
from

each
state

it
is

possible
to

rem
ain

in
the

state
itself

or
m

ove
to

the
next

one
(this

is
know

n
as

B
akis

or
left–right

H
M

M
).

standard
L

B
G

algorithm
[40].T

his
provides

the
required

m
apping

betw
een

m
ultidim

ensional
feature

vectors,tak-
ing

values
in

a
continuous

dom
ain,

w
ith

the
alphabet

of
sym

bols
em

itted
by

the
H

M
M

states.
2)

E
xpression

sequences
are

considered
as

observation
se-

quences
O

={O
1,

O
2,

...,
O

T},w
here

each
observation

O
t

at
tim

e
t

is
given

by
the

feature
vector

f
t.

3)
E

ach
H

M
M

λ
exp

r
is

initialized
w

ith
random

values
and

the
B

aum
–W

elch
algorithm

[41]
is

used
to

train
the

m
odel

using
a

set
of

training
sequences.

T
his

estim
ates

the
m

odel
param

eters,w
hile

m
axim

izing
the

conditional
probability

P
(O|λ

exp
r).

G
iven

a
3-D

sequence
to

be
classified,

it
is

processed
as

in
Section

II,
so

that
each

feature
vectors

f
t

corresponds
to

a
test

observation
O

={O
1≡

f
1,

...,
O

T≡
f

T}.
T

hen,
the

test
observation

O
is

presented
to

the
six

H
M

M
s

λ
exp

r
that

m
odel

different
expressions,

and
the

V
iterbi

algorithm
is

used
to

determ
ine

the
best

path
Q̄

={q̄
1,

...,
q̄

T},
w

hich
corresponds

to
the

state
sequence

giving
a

m
axim

um
of

likelihood
to

the
observation

sequence
O

.
T

he
likelihood

along
the

best
path,

p
exp

r(O
,
Q̄|λ

exp
r)

=
p̄

exp
r(O|λ

exp
r)

is
considered

as
a

good
approxim

ation
of

the
true

likelihood
given

by
the

m
ore

expensive
forw

ard
procedure

[41],w
here

allthe
possible

paths
are

considered
instead

of
the

best
one.Finally,the

sequence
is

classified
as

belonging
to

the
class

corresponding
to

the
H

M
M

w
hose

log-likelihood
along

the
best

path
is

the
greatest

one.

I
V

.
E

x
p
e

r
i
m

e
n

t
a

l
R

e
s
u

l
t

s

T
he

proposed
fram

ew
ork

for
facial

expression
recognition

from
dynam

ic
sequences

of
3-D

face
scans

has
been

experi-
m

ented
on

the
B

U
-4D

FE
database.M

ain
characteristics

of
the

database
and

results
are

reported
in

the
follow

ing
sections.
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Fig.
9.

E
xam

ples
of

2-D
and

3-D
fram

es
extracted

from
a

dynam
ic

3-D
video

sequence
of

the
B

U
-4D

FE
dataset.

A
.

B
U

-4D
F

E
D

atabase:
D

escription
and

P
reprocessing

To
investigate

the
usability

and
perform

ance
of

3-D
dynam

ic
facial

sequences
for

facial
expression

recognition,
a

dynam
ic

3-D
facialexpression

database
has

been
created

atB
ingham

ton
U

niversity
[14].

T
he

dim
ensional

im
aging’s

3-D
dynam

ic
capturing

system
[42],has

been
used

to
capture

a
sequence

of
stereo

im
ages

and
produce

the
depth

m
ap

of
the

face
according

to
a

passive
stereo-photogram

m
etry

approach.T
he

range
m

aps
are

then
com

bined
to

produce
a

tem
porally

varying
sequence

of
high-resolution

3-D
im

ages
w

ith
an

R
M

S
accuracy

of
0
.2

m
m

.A
t

the
sam

e
tim

e,2-D
texture

videos
of

the
dynam

ic
3-D

m
odels

are
also

recorded.
E

ach
participant

(subject)
w

as
requested

to
perform

the
six

prototypical
expressions

(i.e.,
angry,

disgust,
fear,

happiness,
sadness,

and
surprise)

sepa-
rately.

E
ach

expression
sequence

contains
neutral

expressions
in

the
beginning

and
in

the
end,

so
that

each
expression

w
as

perform
ed

gradually
from

neutral
appearance,

low
intensity,

high
intensity,

and
back

to
low

intensity
and

neutral.
E

ach
3-D

sequence
captures

one
expression

at
a

rate
of

25
fram

es/s
and

each
3-D

sequence
lasts

approxim
ately

four
seconds

w
ith

about
35

000
vertices

per
scan

(i.e.,
3-D

fram
e).

T
he

database
consists

of
101

subjects
(58

fem
ale

and
43

m
ale,

w
ith

an
age

range
of

18–45
years

old)
including

606
3-D

m
odel

sequences
w

ith
six

prototypical
expressions

and
a

variety
of

ethnic/racial
ancestries

(i.e.,
28

A
sian,

8
A

frican-A
m

erican,
3

H
ispanic/L

atino,
and

62
C

aucasian).
M

ore
details

on
the

B
U

-4D
FE

can
be

found
in

[14].A
n

exam
ple

of
a

3-D
dynam

ic
facialsequence

of
a

subjectw
ith

happy
expression

is
show

n
in

Fig.
9,

w
here

2-D
fram

es
(not

used
in

our
solution)

and
3-D

fram
es

are
reported.

From
left

to
right,

the
fram

es
illustrate

the
intensity

of
facialexpression

passing
from

neutralto
onset,

offset,
apex,

and
neutral

again.
It

can
be

observed
that

the
3-D

fram
es

present
a

near-
frontal

pose
w

ith
som

e
slight

changes
occurring

m
ainly

in
the

azim
uthal

plane.
T

he
scans

are
affected

by
large

outliers,
m

ainly
acquired

in
the

hair,
neck,

and
shoulders

regions
(Fig.

9).
In

order
to

rem
ove

these
im

perfections
from

each
3-D

fram
e,

a
preprocessing

pipeline
is

perform
ed.

T
he

m
ain

steps
of

this
pipeline

are
sum

m
arized

as
follow

s
(Fig.

10).

1)
Identify

and
fill

the
holes

caused,
in

general,
by

self-
occlusions

or
open

m
outh.

T
he

holes
are

identified
by

locating
boundary

edges,
then

triangulating
them

.

Fig.
10.

O
utline

of
the

preprocessing
steps.

A
pipeline

of
four

filters
is

applied
to

each
3-D

sequence.
(a)

Filling
holes,

if
any.

(b)
N

ose
tip

detection
(for

the
first

fram
e)

and
tracking

(for
rem

aining
fram

es).
(c)

Face
cropping

using
a

sphere
centered

on
the

nose
tip

and
of

radius
90

m
m

.
(d)

Pose
norm

alization
based

on
the

IC
P

algorithm
.

Fig.
11.

R
egistration

results
using

the
IC

P
algorithm

w
hen

rotating
around

the
x-axis

one
of

the
3-D

preprocessed
faces.

T
he

first
row

show
s

the
initial

rotation
applied

on
the

yellow
m

odel
(before

the
alignm

ent)
and

the
second

row
show

s
the

alignm
ent

output
(after

alignm
ent).

2)
D

etect
the

nose
tip

on
the

face
scan

in
the

first
fram

e
of

the
sequence.

T
he

nose
tip

is
detected

by
analyzing

the
peak

point
of

the
face

scan
in

the
depth

direction.
T

he
nose

tip
is

then
tracked

on
all

the
subsequent

fram
es

w
hen

the
search

area
is

lim
ited

to
a

specific
neighborhood

around
the

nose
tip

detected
on

the
first

fram
e.

3)
C

rop
the

facial
area

using
a

sphere
centered

on
the

detected
nose

tip
w

ith
a

constant
radius

set
to

90
m

m
based

on
som

e
observations.

4)
N

orm
alize

the
pose

of
a

given
fram

e
according

to
its

pre-
vious

fram
e

using
the

Iterative
C

losestPoint(IC
P)-based

alignm
ent.

W
e

point
out

that
our

im
plem

entation
uses

the
follow

ing
param

eters
to

perform
the

IC
P

algorithm
:

a)
m

atch
the

nose
tips

of
the

faces
first;

b)
num

ber
of

vertices
considered

to
find

the
optim

altranform
ation=

50;
and

c)
num

ber
of

iterations=
5.

In
addition

to
perm

it
effective

alignm
ent,

this
set

of
param

eters
allow

s
also

an
attractive

com
putational

cost.

In
a

real-w
orld

scenario
of

use,
the

head
can

m
ove

freely
and

rotate,w
hereas

in
our

experim
ents

only
near-frontal

faces
are

considered,
as

the
B

U
-4D

FE
database

does
not

contain
nonfrontal

acquisitions.
To

account
for

the
capability

of
our

approach
to

cope
w

ith
non-frontal

scans,
w

e
report

in
Fig.

11
som

e
registration

results
w

hen
applying

an
artificial

rotation
to

one
of

the
3-D

faces
to

be
aligned.

It
is

clear
that

the
registration

m
ethod

is
able

to
handle

w
ith

m
oderate

pose
variations

(up
to

about
30°/45°).

Instead,
the

registration
m

ethod
is

not
able

to
register

a
frontal

face
w

ith
a

profile
face

(right
side

of
the

figure).
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Fig.
12.

4-D
expression

recognition
results

using
a

random
forest

classifier
w

hen
varying

the
num

ber
of

trees.

In
the

proposed
fram

ew
ork,

after
preprocessing

and
D

SFs
com

putation
across

the
3-D

sequences,
w

e
designed

tw
o

deform
ation

learning
and

classification
schem

es.
T

he
first

schem
e

consists
on

averaging,
w

ithin
a

sliding
w

indow
,

the
D

SF
com

puted
on

each
fram

e
w

ith
respect

to
the

first
fram

e
of

the
w

indow
.

T
his

produces
dense

deform
ations

across
the

sliding
w

indow
s

that
are

learned
using

a
m

ulticlass
random

forest
algorithm

(Section
III-A

).
T

he
second

schem
e

consists
on

a
dynam

ic
analysis

through
the

3-D
sequences

using
conventionaltem

poralH
M

M
s-m

odeling.H
ere,the

3-D
m

otion
(deform

ation)
is

extracted
and

then
learned

for
each

class
of

expression,
as

described
in

Section
III-B

.
In

both
the

cases,
a

com
m

on
experim

ental
set

up
has

been
used.

In
particular,

the
data

of
60

subjects
have

been
selected

to
perform

recognition
experim

ents
according

to
the

evaluation
protocol

follow
ed

in
other

papers
[23],

[26],
[27].

T
he

60
subjects

have
been

ran-
dom

ly
partitioned

into
ten

sets,
each

containing
six

subjects,
and

10-fold
cross

validation
has

been
used

for
training/test,

w
here

ateach
round

nine
of

the
ten

folds
(54

subjects)
are

used
for

the
training,w

hile
the

rem
aining

fold
(six

subjects)
is

used
for

the
test.In

the
follow

ing,w
e

reportexperim
entalevaluation

and
com

parative
analysis

w
ith

respect
to

the
previous

papers.

B
.

M
ean

D
eform

ation-B
ased

E
xpression

C
lassification

Follow
ing

the
experim

ental
protocol

proposed
in

[23],
a

large
set

of
subsequences

are
extracted

from
the

original
ex-

pression
sequences

using
a

sliding
w

indow
.T

he
subsequences

have
been

defined
in

[23]
w

ith
a

length
of

six
fram

es
w

ith
a

sliding
step

of
one

fram
e

from
one

subsequence
to

the
follow

ing
one.For

exam
ple,w

ith
this

approach,a
sequence

of
100

fram
es

originates
a

setof
6×

95
=

570
subsequences,each

subsequence
differing

for
one

fram
e

from
the

previous
one.

E
ach

sequence
is

labelled
to

be
one

of
the

six
basic

expres-
sions,

thus
extracted

subsequences
have

the
sam

e
label.

T
his

accounts
for

the
fact

that,
in

general,
the

subjects
can

enter
the

system
not

necessarily
starting

w
ith

a
neutral

expression,
but

w
ith

an
arbitrary

expression.
T

he
classification

of
these

short
sequences

is
regarded

as
an

indication
of

the
capability

of
the

expression
recognition

fram
ew

ork
to

identify
individual

expressions.
A

ccording
to

this,
w

e
first

com
pute

the
M

ean
D

eform
ation

for
each

subsequence,w
hich

is
then

presented
to

m
ulticlass

random
forest,

as
outlined

in
Section

III.
T

he
perform

ance
of

random
forest

classifier
varies

w
ith

the
num

ber
of

trees.
T

hus,
w

e
perform

the
experim

ents
w

ith

TA
B

L
E

I

C
o

n
f
u

s
i
o

n
M

a
t

r
i
x

f
o

r
M

e
a

n
D

e
f
o

r
m

a
t

i
o

n
a

n
d

R
a

n
d

o
m

F
o

r
e

s
t

C
l

a
s
s
i
f
i
e

r
(
f
o

r
6

-
F

r
a

m
e

s
W

i
n

d
o

w
)

Fig.
13.

E
ffect

of
the

tem
poral

size
of

the
sliding

w
indow

on
the

results.
T

he
classification

rates
increase

w
ith

the
increase

in
the

length
of

the
tem

poral
w

indow
.

different
num

bers
of

trees
and

the
results

of
this

experim
en-

tation
is

show
n

in
Fig.

12.
A

s
illustrated

in
this

figure,
the

average
recognition

rate
raises

w
ith

the
increasing

num
ber

of
trees

until
40,

w
hen

the
recognition

rate
reaches

93
.21%

,
and

then
becom

es
quite

stable.T
hus,in

the
follow

ing
w

e
consider

40
trees

and
reportdetailed

results
(confusion

m
atrix)

w
ith

this
num

ber
of

trees
in

Table
I.W

e
recallthatthe

rates
are

obtained
by

averaging
the

results
of

the
ten

independent
runs

(10-fold
cross

validation).Itcan
be

noted
thatthe

largestconfusions
are

betw
een

the
disgust

(D
i)

expression
and

the
angry

(A
n)

and
Fear

(Fe)
expressions.

Interestingly,
these

three
expressions

capture
negative

em
otive

states
of

the
subjects,

so
that

sim
ilar

facialm
uscles

can
be

activated.T
he

bestclassified
expressions

are
happy

(H
a)

and
surprise

(Su)
w

ith
recognition

accuracy
of

95
.47%

and
94

.53%
,

respectively.
T

he
standard

deviation
from

the
average

perform
ance

is
also

reported
in

the
table.T

he
value

of
this

statistical
indicator

suggests
that

sm
all

variations
are

observed
betw

een
different

folds.
E

ffect
of

the
Subsequence

Size:
W

e
have

also
conducted

additional
experim

ents
w

hen
varying

the
tem

poral
size

of
the

sliding
w

indow
used

to
define

the
subsequences.

In
Fig.

13,
w

e
report

results
for

a
w

indow
size

equal
to

2,
5,

and
6,

and
using

the
w

hole
length

of
the

sequence
(on

average
this

is
about

100
fram

es).
From

the
figure,

it
clearly

em
erges

that
the

recognition
rate

of
the

six
expressions

increases
w

ith
the

increase
in

the
tem

poral
length

of
the

w
indow

.
T

his
reveals

the
im

portance
of

the
tem

poral
dynam

ics
and

show
s

that
the

spatio-tem
poral

analysis
outperform

s
a

spatial
analysis

of
the

fram
es.

B
y

considering
the

w
hole

sequences
for

the
classification,

the
result

reach
100%

.
In

the
paper,

w
e

decided
to

report
detailed

results
w

hen
considering

a
w

indow
length

of
6-fram

es
to

allow
com

parisons
w

ith
previous

papers.
E

ffect
of

the
Spatial

R
esolution

of
3-D

Faces:
In

the
proposed

face
representation,

the
D

SF
is

com
puted

for
the

T
his article has been accepted for inclusion in a future issue of this journal. C

ontent is final as presented, w
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Fig.
14.

E
ffects

of
varying

the
3-D

face
resolution

on
the

classification
results.

points
of

a
set

of
radial

curves
originating

from
the

nose
tip.

D
ue

to
this,

the
density

of
the

scalar
field

depends
on

the
num

ber
of

radial
curves

and
the

num
ber

of
points

per
curve.

So,the
resolution

used
for

the
num

ber
of

curves
and

points
per

curve
can

affect
the

final
effectiveness

of
the

representation.
To

investigate
this

aspect,
w

e
have

conducted
experim

ents
w

hen
varying

the
spatial

resolution
of

the
3-D

faces
(i.e.,

the
num

ber
of

radial
curves

and
the

num
ber

of
points

per
curve).

Fig.
14

expresses
quantitatively

the
relationship

betw
een

the
expression

classification
accuracy

(on
the

B
U

-4D
FE

)
and

the
num

ber
of

radial
curves

and
the

num
ber

of
points

per
curve.

T
his

can
give

an
indication

of
the

expected
decrease

in
the

perform
ance

in
the

case
the

num
ber

of
radial

curves
or

points
per

curve
is

decreased
due

to
the

presence
of

noise
and

spikes
in

the
data.

From
these

results,
w

e
can

also
observe

that
the

resolution
in

term
s

of
num

ber
of

curves
has

m
ore

im
portance

than
the

resolution
in

term
s

of
points

per
curve.

C
.

H
M

M
-B

ased
E

xpression
C

lassification

Follow
ing

the
sam

e
setup

as
in

Section
IV

-B
(originally

defined
in

[23]),
for

this
experim

ent
w

e
trained

the
H

M
M

s
on

six
fram

es
subsequences

constructed
as

discussed
above.

T
he

4-state
structure

of
the

H
M

M
s

resulted
adequate

to
m

odel
the

subsequences.
A

lso
in

this
experim

ent,
w

e
perform

ed
10-fold

cross
validation

on
the

overall
set

of
subsequences

derived
from

the
60

×
6

sequences
(31970

in
total).

T
he

achieved
results

by
classifying

individual
subsequences

of
the

expression
sequences

(fram
e-by-fram

e
experim

ent)
are

reported
in

the
confusion

m
atrix

of
Table

II.
T

he
values

in
the

table
have

been
obtained

by
using

features
of

six
fram

es
subsequences

as
inputto

the
6

H
M

M
s

and
using

the
m

axim
um

em
ission

probability
criterion

as
decision

rule.
It

is
clear

that
the

proposed
approach

is
capable

to
classify

individual
fram

es
accurately

by
analyzing

the
corresponding

subsequence
of

previous
five

fram
es.

T
he

average
recognition

rate
is

equal
to

93
.83%

,
slightly

higher
than

the
one

displayed
by

m
ean

deform
ation

plus
random

forest
classification

schem
a

(though
the

standard
deviation

am
ong

different
folds

show
s

a
greater

value
in

this
case).

It
can

also
be

noted
that,

com
pared

to
the

previous
classifier,

the
sam

e
tendency

of
recognition

rates
is

achieved
generally.

In
fact,

correct
classification

of
angry

is
high

despite
the

difficulty
of

this
expression

analysis.
T

his
learning

schem
e

achieved
better

recognition
than

the
first

one
for

angry
(A

n)
expression.

A
ctually,

w
hereas

the
angry

TA
B

L
E

II

C
o

n
f
u

s
i
o

n
M

a
t

r
i
x

f
o

r
M

o
t

i
o

n
E

x
t

r
a

c
t

i
o

n
a

n
d

H
M

M
C

l
a

s
s
i
f
i
e

r
s

(
f
o

r
6

-
F

r
a

m
e

s
W

i
n

d
o

w
)

TA
B

L
E

III

C
o

n
f
u

s
i
o

n
M

a
t

r
i
x

f
o

r
F

r
e

e
-
F

o
r

m
D

e
f
o

r
m

a
t

i
o

n
(
F

F
D

)
a

n
d

H
M

M
C

l
a

s
s
i
f
i
e

r
s

(
f
o

r
6

-
F

r
a

m
e

s
W

i
n

d
o

w
)

(A
n)

expression
is

know
n

for
its

subtle
m

otions,
our

classifier
achieved

93
.95%

of
correct

classification,w
hich

dem
onstrates

the
ability

of
the

proposed
D

SF
to

capture
subtle

deform
ations

across
the

3-D
sequences.

T
hese

sim
ilar

good
achievem

ents
are

m
ainly

the
effect

of
the

proposed
deform

ation
scalar

field.
C

om
parion

W
ith

the
F

F
D

Feature:
T

he
proposed

fram
e-

w
ork

can
also

fit
w

ith
different

deform
ation

fields
than

the
proposed

D
SF.

So,
considering

alternative
features

to
densely

capture
the

deform
ation

fields
on

the
lattice

of
points

of
the

radialcurves
of

the
face

can
perm

ita
directcom

parison
of

our
D

SF
feature

w
ith

different
ones.

In
particular,

w
e

considered
the

FFD
[38]

feature,w
hich

is
a

standard
m

ethod
for

nonrigid
registration

and
has

been
successfully

proved
in

the
context

of
expression

recognition
[25]

(see
also

Section
II-B

).
Table

III
reports

the
confusion

m
atrix

obtained
by

posing
FFD

in
our

classification
fram

ew
ork,

using
the

sam
e

setting
as

in
the

experim
ents

above
(i.e.,

100
radial

curves,
w

ith
50

sam
pled

points
each,and

L
D

A
reduction

of
the

deform
ation

field
from

a
5000-D

vector
to

a
5-D

subspace).
T

he
overall

result
is

that
the

proposed
D

SF
feature

provides
a

finer
discrim

inative
capability

w
ith

respect
to

the
FFD

,
thus

resulting
in

a
better

classification
accuracy.

T
his

can
be

m
otivated

by
the

nice
invariant

properties
of

the
proposed

R
iem

annian
fram

ew
ork

(as
discussed

in
Section

II).

D
.

D
iscussion

and
C

om
parative

E
valuation

To
the

best
of

our
know

ledge,
the

papers
reporting

results
on

expression
recognition

from
dynam

ic
sequences

of
3-D

scans
are

those
in

[20],
[24],

[26],
[29],

and
recently

[30].
T

hese
papers

have
been

evaluated
on

the
B

U
-4D

FE
dataset,

butthe
testing

protocols
used

in
the

experim
ents

are
som

etim
es

different,
so

that
a

direct
com

parison
of

the
results

reported
in

these
papers

is
not

im
m

ediate.
In

the
follow

ing,
w

e
discuss

these
solutions

w
ith

respect
to

our
proposal,

also
evidencing

the
different

settings
under

w
hich

the
expression

recognition
results

are
obtained.
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Table
IV

sum
m

arizes
approaches

and
results

reported
previ-

ously
on

the
B

U
-4D

FE
dataset,com

pared
to

those
obtained

in
this

paper.
T

he
testing

protocols
used

in
the

experim
ents

are
quite

different
especially

the
num

ber
of

verified
expressions,

all
the

six
basic

expressions
in

[23],
[24],

[27],
[29],

and
[30]

w
hereas

[25]
and

[26]
reported

prim
ary

results
on

only
three

expressions.
T

he
num

ber
of

subjects
considered

is
60,

except
in

[25]
w

here
the

num
ber

of
subjects

is
not

specified.
In

general,
sequences

in
w

hich
the

required
expressions

are
acted

accurately
are

selected,
w

hereas
in

[27]
and

[29]
507

sequences
out

of
the

606
total

are
used

for
all

subjects.
In

our
experim

ents,
w

e
conducted

tests
by

follow
ing

the
sam

e
setting

proposed
by

the
earliest

and
m

ore
com

plete
evaluation

described
in

[23].
T

he
training

and
the

testing
sets

w
ere

constructed
by

generating
subsequences

of
6-fram

es
from

all
sequences

of
60

selected
subjects.

T
he

process
w

ere
repeated

by
shifting

the
starting

index
of

the
sequence

every
one

fram
e

till
the

end
of

the
sequence.

W
e

note
that

the
proposed

approaches
outperform

s
state-of-

the-art
solutions

follow
ing

sim
ilar

experim
ental

settings.
T

he
recognition

rates
reported

in
[23]

and
[24]

based
on

tem
poral

analysis
only

w
as

80
.04%

and
spatio-tem

poral
analysis

w
as

90
.44%

.
In

both
papers,

subsequences
of

constant
w

indow
w

idth
including

6-fram
es

(w
in

=
6)

is
defined

for
experim

ents.
W

e
em

phasize
that

their
approach

is
not

com
pletely

autom
atic

requiring
83

m
anually

annotated
landm

arks
on

the
first

fram
e

of
the

sequence
to

allow
accurate

m
odel

tracking.
T

he
m

ethod
proposed

in
[25]

and
[20]

is
fully

autom
atic

w
ith

respect
to

the
processing

of
facial

fram
es

in
the

tem
poral

sequences,
but

uses
supervised

learning
to

annotate
individual

fram
es

of
the

sequence
in

order
to

train
a

set
of

H
M

M
s.

T
hough

perform
ed

offline,
supervised

learning
requires

m
anual

annotation
and

counting
on

a
consistent

num
ber

of
training

sequences
that

can
be

a
tim

e
consum

ing
operation.In

addition,a
draw

back
of

this
solution

is
the

com
putational

cost
due

to
free-form

deform
ations

based
on

B
-spline

interpolation
betw

een
a

lattice
of

control
points

for
nonrigid

registration
and

m
otion

capturing
betw

een
fram

es.
Prelim

inary
tests

w
ere

reported
on

three
expressions:

(A
n),

(H
a),

and
(Su).

T
he

A
uthors

m
otivated

the
choice

of
the

happiness
and

anger
expressions

w
ith

the
fact

that
they

are
at

either
ends

of
the

valence
expression

spectrum
,

w
hereas

surprise
w

as
also

chosen
as

it
is

at
one

extrem
e

of
the

arousal
expression

spectrum
.

H
ow

ever,
these

experim
ents

w
ere

carried
out

on

a
subset

of
subjects

accurately
selected

as
acting

out
the

required
expression.

V
erification

of
the

classification
system

w
as

perform
ed

using
a

10-fold
cross-validation

testing.
O

n
this

subset
of

expressions
and

subjects,
an

average
expression

recognition
rate

of
81

.93%
is

reported.
Sandbach

et
al.

[20]
have

reported
64

.6%
classification

rate
w

hen
in

their
evaluation

by
considering

all
the

six
basic

expressions.
In

[26],a
fully

autom
atic

m
ethod

is
also

proposed
that

uses
an

unsupervised
learning

solution
to

train
a

set
of

H
M

M
s

(i.e.,
annotation

of
individual

fram
es

is
not

required
in

this
case).

E
xpression

recognition
is

perform
ed

on
60

subjects
from

the
B

U
-4D

FE
database

for
the

expressions
of

happiness,
sadness,

and
surprise.

T
he

recognition
accuracy

averaged
on

ten
rounds

of
10-fold

cross-validation
show

an
overall

value
of

92.22%
w

ith
the

highest
perform

ance
of

95%
obtained

for
the

happiness
expression.

H
ow

ever,
the

authors
reported

recognition
results

on
w

hole
facial

sequences,but
this

hinders
the

possibility
of

the
m

ethods
to

adhere
to

a
real-tim

e
pro-

tocol.
In

fact,
the

reported
recognition

results
depends

on
the

preprocessing
of

w
hole

sequences
unlike

our
approach

and
the

one
described

in
[23],

w
hich

are
able

to
provide

recognition
results

w
hen

processing
very

few
3-D

fram
es.

In
[27]

and
[29],results

are
presented

for
expression

recog-
nition

accuracy
on

100
subjects

picked
out

from
B

U
-4D

FE
database.

H
ow

ever,
507

sequences
are

selected
m

anually
ac-

cording
to

the
follow

ing
criteria:

1)
the

4-D
sequence

should
start

by
neutral

expression
and

2)
sequences

containing
cor-

rupted
m

eshes
are

discarded.
In

addition,
to

achieve
recog-

nition
rate

of
75

.82%
,

w
hole

sequences
should

be
analyzed.

T
he

authors
reported

highestrecognition
rates

w
hen

only
(H

a),
(A

n),
and

(Su)
expressions

(96
.71%

)
or

(H
a),

(Sa)
and

(Su)
(95

.75%
)

are
considered.

T
he

protocol
used

in
[30]

is
quite

different
from

the
others.

First,the
onsetfram

e
for

each
of

the
six

canonicalexpressions
has

been
m

arked
m

anually
on

each
sequence

of
the

B
U

-4D
FE

database.T
hen,a

fixed
size

w
indow

of
15

fram
es

starting
from

the
onset

fram
e

has
been

extracted
from

each
expression

of
100

subjects.
So,

although
sequences

from
100

subjects
are

used
by

this
approach,

it
also

uses
a

m
anual

intervention
to

detect
the

onset
fram

e
and

just
15

fram
es

from
the

onset
one

are
used

for
the

classification
(and

these
typically

correspond
to

the
m

ost
intense

expression,
including

the
apex

fram
es).

A
ccording

to
this

com
parative

analysis,the
proposed

fram
e-

w
ork

com
pares

favorably
w

ith
the

state-of-the-art
solutions.It

T
his article has been accepted for inclusion in a future issue of this journal. C

ontent is final as presented, w
ith the exception of pagination.
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IE

E
E

T
R

A
N

SA
C

T
IO

N
S

O
N

C
Y

B
E

R
N

E
T

IC
S

consists
of

tw
o

geom
etric

deform
ation

learning
schem

es
w

ith
a

com
m

on
feature

extraction
m

odule
(D

SF).T
his

dem
onstrates

the
effectiveness

of
the

novel
m

athem
atical

representation
called

D
SF,

under
the

tw
o

designed
schem

es.

V
.

C
o

n
c

l
u

s
i
o

n

In
this

paper,
w

e
presented

an
autom

atic
approach

for
identity-independent

facial
expression

recognition
from

3-D
video

sequences.
T

hrough
a

facial
shapes

representation
by

collections
of

radial
curves,

a
R

iem
annian

shape
analysis

w
as

applied
to

quantify
dense

deform
ations

and
extract

m
o-

tion
from

successive
3-D

fram
es.

Tw
o

different
classification

schem
a

w
ere

perform
ed,

a
H

M
M

-based
classifier

and
a

m
ean

deform
ation-based

classifier.
A

n
L

D
A

-based
transform

ation
w

as
applied

to
decrease

the
dim

ensionality
of

the
resulting

feature
vectors.

T
he

proposed
approach

outperform
s

previous
ones;

it
is

capable
to

accurately
classify

short
sequences

containing
very

different3-D
fram

es
w

ith
an

average
accuracy

of
93.83%

using
H

M
M

-based
classifier

and
93

.21%
using

m
ean

deform
ation-based

classifier,
follow

ing
the

state-of-the-
art

settings
on

the
B

U
-4D

FE
dataset.

T
his

em
phasizes

the
ca-

pability
of

the
proposed

geom
etric

shape
deform

ation
analysis

to
capture

subtle
deform

ations
in

4-D
videos.

O
ne

lim
itation

of
the

approach
is

the
nose

tip
detection

in
case

of
nonfrontal

view
s

and/or
the

presence
of

occlusions
(by

glasses,
hand,

hair,
and

so
on).

T
he

B
U

-4D
FE

database
contains

frontal
3-D

faces
w

ithout
occlusion,how

ever,in
real-

istic
scenarios,

m
ore

elaborated
techniques

should
be

applied
to

detect
the

nose
tip.

A
s

future
perspectives

of
the

presented
paper

are,
first,

its
extension

to
spatio-tem

poral
analysis

by
introducing

a
spatial

(intrafram
e)

analysis
beside

the
tem

poral
analysis

(interfram
e).

Second,
its

adaptation
to

low
resolution

3-D
videos,

outputs
of

the
depth-consum

er
cam

eras
like

the
K

inect,is
a

distantgoalm
ainly

due
the

presence
of

large
noise

and
the

low
resolution

of
the

acquired
scans.
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élécom

L
ille/T

élécom
L

ille,
L

ille.
H

is
current

research
interests

include
pattern

recognition,
statistical

analysis,
3-D

face
recognition,

biom
etrics,

and
3-D

facial
expression

recognition.
H

e
has

published
several

refereed
journal

and
conference

articles
in

these
areas.

Stefano
B

erretti
(M

’07)
received

the
Ph.D

.
degree

in
inform

ation
and

telecom
m

unications
engineering

from
the

U
niversity

of
Florence,

Florence,
Italy,

in
2001.

H
e

w
as

a
V

isiting
R

esearcher
w

ith
the

Indian
Institute

of
Technology

(IIT
),

in
M

um
bai,

India,
in

2000,
and

a
V

isiting
Professor

w
ith

Institute
T

E
L

E
C

O
M

,
T

E
L

E
C

O
M

L
ille

1,
L

ille,
France,

in
2009

and
w

ith
K

halifa
U

niversity,
Sharjah,

U
A

E
,

in
2013.

H
e

is
currently

an
A

ssociate
Professor

at
the

D
epartm

ent
of

Inform
ation

E
ngineering

and
at

the
M

edia
Integration

and
C

om
m

unication
C

enter
of

U
niversity

of
Florence.

H
e

has
authored

m
ore

than
100

papers
in

conference
proceedings

and
international

journals
in

the
area

of
pattern

recognition,
com

puter
vision,

and
m

ultim
edia.H

is
current

research
interests

include
content

m
odeling,retrieval,

and
indexing

of
im

age
and

3-D
object

databases.
H

is
recent

research
has

addressed
3-D

object
retrieval

and
partitioning,3-D

face
recognition,3-D

and
4-D

facial
expression

recognition.
D

r.B
errettiis

in
the

program
com

m
ittee

of
severalinternationalconferences

and
serves

as
a

frequent
review

er
of

m
any

international
journals.

H
e

w
as

a
C

o-C
hair

of
the

Fifth
W

orkshop
on

N
onrigid

Shape
A

nalysis
and

D
eform

able
Im

age
A

lignm
ent,

held
in

conjunction
w

ith
E

C
C

V
2012.

M
oham

ed
D

aoudi
(SM

’96)
received

the
Ph.D

.
de-

gree
in

com
puter

engineering
from

the
U

niversity
of

L
ille

1,
L

ille,
France,

in
1993

and
in

H
abilitation

from
the

U
niversity

of
L

ittoral,
France,

in
2000.

H
e

is
a

Professor
of

C
om

puter
Science

atT
élécom

L
ille

and
L

IFL
(U

M
R

C
N

R
S

8022).
H

e
is

the
H

ead
of

the
C

om
puter

Science
D

epartm
ent

at
Telecom

L
ille,

France.
H

e
w

as
the

Founder
and

the
Scien-

tific
L

eader
of

M
IIR

E
research

group
(http://w

w
w

-
rech.telecom

-lille.fr/m
iire/).H

e
has

authored
several

books,such
as

3-D
processing:C

om
pression,Index-

ing
and

W
aterm

arking
(W

iley,
2008)

and
3-D

Face
M

odeling,
A

nalysis
and

R
ecognition

(W
iley,

2013).
H

e
has

published
over

140
papers

in
som

e
of

the
m

ost
distinguished

scientific
journals

and
international

conferences.
H

is
current

research
interests

include
pattern

recognition,
im

age
processing,

3-D
analysis

and
retrieval,

and
3-D

face
analysis

and
recognition.

D
r.

D
aoudi

w
as

in
the

program
com

m
ittee

of
several

international
confer-

ences.H
e

has
C

o-C
haired

severalw
orkshops,including

3-D
O

bjects
R

etrieval
A

C
M

W
orkshop

2010,
3-D

O
bject

R
etrieval

E
urographics

W
orkshop

2010,
and

3-D
Face

B
iom

etrics
2013

(IE
E

E
FG

2013).

A
nuj

Srivastava
(SM

’85)
received

the
Ph.D

.degree
in

electrical
engineering

from
W

ashington
U

niver-
sity,

St.
L

ouis,
M

O
,

U
SA

,
in

1996.
From

1996
to

1997,
he

w
as

a
V

isiting
R

esearch
A

ssociate
w

ith
the

D
ivision

of
A

pplied
M

athem
atics

at
B

row
n

U
niversity.

In
1997,

he
joined

the
D

e-
partm

ent
of

Statistics
at

the
Florida

State
U

niversity
as

an
A

ssistant
Professor.

H
e

w
as

prom
oted

to
the

A
ssociate

Professor
position

in
2003

and
to

the
full

Professor
position

in
2007.

H
e

has
been

a
V

isiting
Professor

to
IN

R
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,
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and
the

U
niversity

of
L

ille,
L

ille,
France.

H
e

has
published

m
ore

than
175

papers
in

refereed
journals

and
proceedings

of
refereed

international
conferences.

H
is

current
research

interests
include

statistics
on

nonlinear
m

anifolds,
statistical

im
age

understanding,
functional

analysis,
and

statistical
shape

theory.
D

r.
Srivastava

has
been

the
A

ssociate
E

ditor
for

the
Journal

of
Statistical

P
lanning

and
Inference,

t
h

e
I
E

E
E

T
r

a
n

s
a

c
t

io
n

s
o

n
S

ig
n

a
l

P
r

o
c

e
s
s
in

g
,

a
n

d
t

h
e

I
E

E
E

T
r

a
n

s
a

c
t

io
n

s
o

n
P

a
t

t
e

r
n

A
n

a
l

y
s
is

a
n

d
M

a
c

h
in

e

I
n

t
e

l
l

ig
e

n
c

e.





3
D

F
a

c
e

R
e

c
o

g
n

itio
n

u
n

d
e

r
E

x
p

re
s
s
io

n
s
,

O
c
c
lu

s
io

n
s
,

a
n

d
P

o
s
e

V
a

ria
tio

n
s

H
a

s
s
e

n
D

rira
,

B
o

u
lb

a
b

a
B

e
n

A
m

o
r,

M
e

m
b

e
r,

IE
E

E
,

A
n

u
j

S
riv

a
s
ta

v
a

,
S

e
n

io
r

M
e

m
b

e
r,

IE
E

E
,

M
o

h
a

m
e

d
D

a
o

u
d

i,
S

e
n

io
r

M
e

m
b

e
r,

IE
E

E
,

a
n

d
R

im
S

la
m

a

A
b

s
tra

c
t—

W
e

p
ro

p
o
s
e

a
n
o
v
e
l
g
e
o
m

e
tric

fra
m

e
w

o
rk

fo
r

a
n
a
ly

z
in

g
3
D

fa
c
e
s
,

w
ith

th
e

s
p
e
c
ific

g
o
a
ls

o
f

c
o
m

p
a
rin

g
,

m
a
tc

h
in

g
,

a
n
d

a
v
e
ra

g
in

g
th

e
ir

s
h
a
p
e
s
.

H
e
re

w
e

re
p
re

s
e
n
t

fa
c
ia

l
s
u
rfa

c
e
s

b
y

ra
d
ia

l
c
u
rv

e
s

e
m

a
n
a
tin

g
fro

m
th

e
n
o
s
e

tip
s

a
n
d

u
s
e

e
la

s
tic

s
h
a
p
e

a
n
a
ly

s
is

o
f

th
e
s
e

c
u
rv

e
s

to
d
e
v
e
lo

p
a

R
ie

m
a
n
n
ia

n
fra

m
e
w

o
rk

fo
r

a
n
a
ly

z
in

g
s
h
a
p
e
s

o
f

fu
ll

fa
c
ia

l
s
u
rfa

c
e
s
.

T
h
is

re
p
re

s
e
n
ta

tio
n
,

a
lo

n
g

w
ith

th
e

e
la

s
tic

R
ie

m
a
n
n
ia

n
m

e
tric

,
s
e
e
m

s
n
a
tu

ra
l
fo

r
m

e
a
s
u
rin

g
fa

c
ia

l
d
e
fo

rm
a
tio

n
s

a
n
d

is
ro

b
u
s
t

to
c
h
a
lle

n
g
e
s

s
u
c
h

a
s

la
rg

e
fa

c
ia

l

e
x
p
re

s
s
io

n
s

(e
s
p
e
c
ia

lly
th

o
s
e

w
ith

o
p
e
n

m
o
u
th

s
),

la
rg

e
p
o
s
e

v
a
ria

tio
n
s
,
m

is
s
in

g
p
a
rts

,
a
n
d

p
a
rtia

lo
c
c
lu

s
io

n
s

d
u
e

to
g
la

s
s
e
s
,
h
a
ir,

a
n
d

s
o

o
n
.

T
h
is

fra
m

e
w

o
rk

is
s
h
o
w

n
to

b
e

p
ro

m
is

in
g

fro
m

b
o
th

—
e
m

p
iric

a
l
a
n
d

th
e
o
re

tic
a
l—

p
e
rs

p
e
c
tiv

e
s
.

In
te

rm
s

o
f

th
e

e
m

p
iric

a
l

e
v
a
lu

a
tio

n
,

o
u
r

re
s
u
lts

m
a
tc

h
o
r

im
p
ro

v
e

u
p
o
n

th
e

s
ta

te
-o

f-th
e
-a

rt
m

e
th

o
d
s

o
n

th
re

e
p
ro

m
in

e
n
t

d
a
ta

b
a
s
e
s
:

F
R

G
C

v
2
,

G
a
v
a
b
D

B
,

a
n
d

B
o
s
p
h
o
ru

s,
e
a
c
h

p
o
s
in

g
a

d
iffe

re
n
t

ty
p
e

o
f

c
h
a
lle

n
g
e
.

F
ro

m
a

th
e
o
re

tic
a
l
p
e
rs

p
e
c
tiv

e
,

th
is

fra
m

e
w

o
rk

a
llo

w
s

fo
r

fo
rm

a
l
s
ta

tis
tic

a
l

in
fe

re
n
c
e
s
,

s
u
c
h

a
s

th
e

e
s
tim

a
tio

n
o
f

m
is

s
in

g
fa

c
ia

l
p
a
rts

u
s
in

g
P

C
A

o
n

ta
n
g
e
n
t

s
p
a
c
e
s

a
n
d

c
o
m

p
u
tin

g
a
v
e
ra

g
e

s
h
a
p
e
s
.

In
d

e
x

T
e
rm

s
—

3
D

fa
c
e

re
c
o
g
n
itio

n
,

s
h
a
p
e

a
n
a
ly

s
is,

b
io

m
e
tric

s
,

q
u
a
lity

c
o
n
tro

l,
d
a
ta

re
s
to

ra
tio

n

Ç

1
IN

T
R

O
D

U
C

T
IO

N

D
U

E
to

th
e

n
atu

ral,
n

o
n

in
tru

siv
e,

an
d

h
ig

h
th

ro
u

g
h

p
u

t
n

a
tu

re
o

f
fa

ce
d

a
ta

a
cq

u
isitio

n
,

a
u

to
m

a
tic

fa
ce

reco
g

n
itio

n
h

as
m

an
y

b
en

efits
w

h
en

co
m

p
ared

to
o

th
er

b
io

m
etrics.

A
cco

rd
in

g
ly

,
au

to
m

ated
face

reco
g

n
itio

n
h

as
receiv

ed
g

ro
w

in
g

atten
tio

n
w

ith
in

th
e

co
m

p
u

ter
v

isio
n

co
m

m
u

n
ity

o
v

er
th

e
p

ast
th

ree
d

ecad
es.

A
m

o
n

g
d

ifferen
t

m
o

d
alities

av
ailab

le
fo

r
face

im
ag

in
g

,
3D

scan
n

in
g

h
as

a
m

ajo
r

ad
v

an
tag

e
o

v
er

2D
co

lo
r

im
ag

in
g

in
th

at
n

u
isan

ce
v

ariab
les,

su
ch

as
illu

m
in

atio
n

an
d

sm
all

p
o

se
ch

an
g

es,
h

av
e

a
relativ

ely
sm

aller
in

flu
en

ce
o

n
th

e
o

b
serv

atio
n

s.
H

o
w

ev
er,

3D
scan

s
o

ften
su

ffer
fro

m
th

e
p

ro
b

lem
o

f
m

issin
g

p
arts

d
u

e
to

self-o
cclu

sio
n

s
o

r
ex

tern
al

o
cclu

sio
n

s
o

r
so

m
e

im
p

e
rfe

ctio
n

s
in

th
e

sca
n

n
in

g
te

ch
n

o
lo

g
y

.
A

d
d

itio
n

ally
,

v
ariatio

n
s

in
face

scan
s

d
u

e
to

ch
an

g
es

in
fa

cia
l

ex
p

ressio
n

s
ca

n
a

lso
d

eg
ra

d
e

fa
ce

reco
g

n
itio

n
p

erfo
rm

an
ce.

T
o

b
e

u
sefu

l
in

real-w
o

rld
ap

p
licatio

n
s,

a
3D

face
reco

g
n

itio
n

ap
p

ro
ach

sh
o

u
ld

b
e

ab
le

to
h

an
d

le
th

ese
ch

allen
g

es,
i.e.,

it
sh

o
u

ld
reco

g
n

ize
p

eo
p

le
d

esp
ite

larg
e

facial
ex

p
ressio

n
s,

o
cclu

sio
n

s,
an

d
larg

e
p

o
se

v
aria-

tio
n

s.
S

o
m

e
ex

am
p

les
o

f
face

scan
s

h
ig

h
lig

h
tin

g
th

ese
issu

es
are

illu
strated

in
F

ig
.

1.

W
e

n
o

te
th

at
m

o
st

recen
t

research
o

n
3D

face
an

aly
sis

h
a

s
b

een
d

irected
to

w
a

rd
ta

ck
lin

g
ch

a
n

g
es

in
fa

cia
l

ex
p

ressio
n

s
w

h
ile

o
n

ly
a

relativ
ely

m
o

d
est

effo
rt

h
as

b
een

sp
en

t
o

n
h

an
d

lin
g

o
cclu

sio
n

s
an

d
m

issin
g

p
arts.A

lth
o

u
g

h
a

few
ap

p
ro

ach
es

an
d

co
rresp

o
n

d
in

g
resu

lts
d

ealin
g

w
ith

m
issin

g
p

arts
h

av
e

b
een

p
resen

ted
,n

o
n

e,to
o

u
r

k
n

o
w

led
g

e,

h
as

b
een

ap
p

lied
sy

stem
atically

to
a

fu
ll

real
d

atab
ase

co
n

tain
in

g
scan

s
w

ith
m

issin
g

p
arts.

In
th

is
p

ap
er,

w
e

p
resen

t
a

co
m

p
reh

en
siv

e
R

iem
a

n
n

ia
n

fra
m

ew
o

rk
fo

r

an
aly

zin
g

facial
sh

ap
es,

in
th

e
p

ro
cess

d
ealin

g
w

ith
larg

e

ex
p

ressio
n

s,
o

cclu
sio

n
s,

an
d

m
issin

g
p

arts.
A

d
d

itio
n

ally
,

w
e

p
ro

v
id

e
so

m
e

b
asic

to
o

ls
fo

r
statistical

sh
ap

e
an

aly
sis

o
f

facial
su

rfaces.
T

h
ese

to
o

ls
h

elp
u

s
to

co
m

p
u

te
a

ty
p

ical
o

r

av
erag

e
sh

ap
e

an
d

m
easu

re
th

e
in

traclass
v

ariab
ility

o
f

sh
ap

es,
an

d
w

ill
ev

en
lead

to
face

atlases
in

th
e

fu
tu

re.

1
.1

P
re

v
io

u
s

W
o

rk

T
h

e
task

o
f

reco
g

n
izin

g
3D

face
scan

s
h

as
b

een
ap

p
ro

ach
ed

in

m
an

y
w

ay
s,

lead
in

g
to

v
ary

in
g

lev
els

o
f

su
ccesses.

W
e

refer

th
e

read
er

to
o

n
e

o
f

m
an

y
ex

ten
siv

e
su

rv
ey

s
o

n
th

e
to

p
ic,fo

r

ex
am

p
le,

see
B

o
w

y
er

et
al.

[3].
B

elo
w

w
e

su
m

m
arize

a

sm
aller

su
b

set
th

at
is

m
o

re
relev

an
t

to
o

u
r

p
ap

er.

1
.

D
eform

able
tem

p
late-based

ap
p
roach

es.
T

h
ere

h
av

e
b

een
sev

eral
ap

p
ro

ach
es

in
recen

t
y

ears
th

a
t

rely
o

n
d

efo
rm

in
g

facial
su

rfaces
in

to
o

n
e

an
o

th
er,

u
n

d
er

so
m

e
ch

o
sen

criteria,an
d

u
se

q
u

an
tificatio

n
s

o
f

th
ese

d
efo

rm
atio

n
s

as
m

etrics
fo

r
face

reco
g

n
itio

n
.

A
m

o
n

g
th

ese,
th

e
o

n
es

u
sin

g
n

o
n

lin
ear

d
efo

rm
atio

n
s

facil-
itate

lo
cal

stretch
in

g
,

co
m

p
ressio

n
,

an
d

b
en

d
in

g
o

f
su

rfaces
to

m
atch

each
o

th
er

an
d

are
referred

to
as

elastic
m

eth
o

d
s.

F
o

r
in

stan
ce,

K
ak

ad
iaris

et
al.

[13]
u

tilize
an

an
n

otated
face

m
od

el
to

stu
d

y
g

eo
m

etrical
v

ariab
ility

acro
ss

faces.
T

h
e

an
n

o
tated

face
m

o
d

el
is

d
efo

rm
ed

elastically
to

fit
each

face,
th

u
s

m
atch

in
g

d
ifferen

t
an

ato
m

ical
areas

su
ch

as
th

e
n

o
se,

ey
es,

2
2
7
0

IE
E

E
T

R
A

N
S

A
C

T
IO

N
S

O
N

P
A

T
T

E
R

N
A

N
A

L
Y

S
IS

A
N

D
M

A
C

H
IN

E
IN

T
E

L
L
IG

E
N

C
E

,
V

O
L
.

3
5
,

N
O

.
9
,

S
E

P
T

E
M

B
E

R
2
0
1
3

.
H

.D
rira,B

.B
en

A
m

or,an
d

M
.D

aou
d
iare

w
ith

L
aboratoire

d
’In

form
atiqu

e
F

on
d

am
en

tale
d
e

L
ille

(L
IF

L
),(U

M
R

C
N

R
S

8
0

2
2

),In
stitu

t
M

in
es-T

élécom
/

T
E

L
E

C
O

M
L

ille
1

,
C

ité
S

cien
tifiqu

e,
R

u
e

G
.

M
arcon

i,
B

P
2

0
1

4
5
,

V
illen

eu
v
e

d
’A

scq
5
9

6
5

3
,

F
ran

ce.
E

-m
ail:

h
assen

.d
rira@

telecom
-lille1

.eu
.

.
A

.
S

riv
astav

a
is

w
ith

th
e

D
ep

artm
en

t
of

S
tatistics,

F
lorid

a
S

tate
U

n
iv

ersity
,

1
0
6

D
O

S
B

,
6

0
0

W
C

olleg
e

A
v

e,
T

allah
assee,

F
L

3
2

3
0
6

.
.

R
.

S
lam

a
is

w
ith

L
aboratoire

d
’In

form
atiqu

e
F

on
d

am
en

tale
d

e
L

ille
(L

IF
L

),
(U

M
R

C
N

R
S

8
0

2
2

),
U

n
iv

ersity
of

L
ille

1
,

T
élécom

L
ille

1
,

C
ité

S
cien

tifiqu
e,R

u
e

G
.M

arcon
i,B

P
2
0

1
4

5
,V

illen
eu

v
e

d
’A

scq
5
9

6
5

3
,F

ran
ce.

M
an

u
scrip

t
receiv

ed
3
0

Ju
n

e
2
0

1
1

;rev
ised

7
M

ay
2

0
1

2
;accep

ted
3
0

Jan
.2

0
1

3
;

p
u

blish
ed

on
lin

e
1
9

F
eb.

2
0

1
3

.
R

ecom
m

en
d

ed
for

accep
tan

ce
by

K
.

S
id

d
iqi.

F
or

in
form

ation
on

obtain
in

g
rep

rin
ts

of
th

is
article,

p
lease

sen
d

e-m
ail

to:
tp

am
i@

com
pu

ter.org
,

an
d

referen
ce

IE
E

E
C

S
L

og
N

u
m

ber
T

P
A

M
I-2

0
1

1-0
6

-0
4
2

0
.

D
ig

ital
O

bject
Id

en
tifier

n
o.

1
0

.1
1

0
9

/T
P

A
M

I.2
0

1
3

.4
8

.

0
1
6
2
-8

8
2
8
/1

3
/$

3
1
.0

0
�

2
0
1
3

IE
E

E
P

u
b
lis

h
e
d

b
y

th
e

IE
E

E
C

o
m

p
u
te

r
S

o
c
ie

ty

an
d

m
o

u
th

.
In

[25],
P

assalis
et

al.
u

se
au

to
m

atic
lan

d
m

ark
in

g
to

estim
ate

th
e

p
o

se
an

d
to

d
etect

o
cclu

d
ed

areas.
T

h
e

facial
sy

m
m

etry
is

u
sed

to
o

v
erco

m
e

th
e

ch
a

llen
g

es
o

f
m

issin
g

d
a

ta
h

ere.
S

im
ilar

ap
p

ro
ach

es,
b

u
t

u
sin

g
m

an
u

ally
an

n
o

tated
m

o
d

els,
are

p
resen

ted
in

[31]
an

d
[17].

F
o

r
ex

am
p

le,
L

u
an

d
Jain

[17]
u

se
m

an
u

al
lan

d
m

ark
s

to
d

ev
elo

p
a

th
in

-p
late-sp

lin
e-b

ased
m

atch
in

g
o

f
facial

su
rfaces.

A
stro

n
g

lim
itatio

n
o

f
th

ese
ap

p
ro

ach
es

is
th

at
th

e
ex

tra
ctio

n
o

f
fid

u
cia

l
la

n
d

m
a

rk
s

n
eed

ed
d

u
rin

g
learn

in
g

is
eith

er
m

an
u

al
o

r
sem

i-au
to

m
ated

,
ex

cep
t

in
[13],

w
h

ere
it

is
fu

lly
au

to
m

ated
.

2
.

L
ocal

reg
ion

s/featu
res

ap
p
roach

es.
A

n
o

th
er

co
m

m
o

n
fram

ew
o

rk
esp

ecially
fo

r
h

an
d

lin
g

ex
p

ressio
n

v
aria-

b
ility

is
b

ased
o

n
m

atch
in

g
o

n
ly

p
arts

o
r

reg
io

n
s

rath
er

th
an

m
atch

in
g

fu
ll

faces.
L

ee
et

al.
[15]

u
se

ratio
s

o
f

d
istan

ces
an

d
an

g
les

b
etw

een
eig

h
t

fid
u

cial
p

o
in

ts,
fo

llo
w

ed
b

y
an

S
V

M
classifier.

S
im

ilarly
,

G
u

p
ta

et
al.

[11]
u

se
eu

clid
ean

/
g

eo
d

esic
d

istan
ces

b
etw

een
an

th
ro

p
o

m
etric

fid
u

cial
p

o
in

ts
in

co
n

ju
n

c-
tio

n
w

ith
lin

ear
classifiers.

A
s

stated
earlier,

th
e

p
ro

b
lem

o
f

au
to

m
ated

d
etectio

n
o

f
fid

u
cial

p
o

in
ts

is
n

o
n

triv
ial

an
d

h
in

d
ers

au
to

m
atio

n
o

f
th

ese
m

eth
o

d
s.

G
o

rd
o

n
[10]

arg
u

es
th

at
cu

rv
atu

re
d

escrip
to

rs
h

av
e

th
e

p
o

ten
tia

l
fo

r
h

ig
h

er
a

ccu
ra

cy
in

d
escrib

in
g

su
rface

featu
res

an
d

are
b

etter
su

ited
to

d
escrib

in
g

th
e

p
ro

p
erties

o
f

faces
in

areas
su

ch
as

th
e

ch
eek

s,
fo

reh
ea

d
,

a
n

d
ch

in
.

T
h

ese
d

escrip
to

rs
a

re
a

lso
in

v
arian

t
to

v
iew

in
g

an
g

les.
L

i
et

al.
[16]

d
esig

n
a

fea
tu

re
p

o
o

lin
g

a
n

d
ra

n
k

in
g

sch
em

e
to

co
llect

v
ario

u
s

ty
p

es
o

f
lo

w
-lev

el
g

eo
m

etric
featu

res,
su

ch
as

cu
rv

atu
res,

an
d

ran
k

th
em

acco
rd

in
g

to
th

eir
sen

sitiv
ity

to
facial

ex
p

ressio
n

s.
A

lo
n

g
sim

ilar
lin

es,
W

an
g

et
al.

[32]
u

se
a

sig
n

ed
sh

ap
e-d

ifferen
ce

m
ap

b
etw

een
tw

o
alig

n
ed

3D
faces

as
an

in
term

ed
iate

rep
resen

tatio
n

fo
r

sh
ap

e
co

m
p

ariso
n

.
M

cK
eo

n
an

d
R

u
ss

[19]
u

se
a

reg
io

n
en

sem
b

le
ap

p
ro

ach
th

at
is

b
ased

o
n

F
ish

erfaces,
i.e.,

face
rep

resen
tatio

n
s

are
learn

ed
u

sin
g

F
ish

er’s
d

iscrim
in

an
t

an
aly

sis.
In

[12],
H

u
an

g
et

al.
u

se
a

m
u

ltiscale
lo

cal
b

in
ary

p
attern

fo
r

a
3D

face
jo

in
tly

w
ith

sh
ap

e
in

d
ex

.
S

im
ilarly

,
M

o
o

rth
y

et
al.

[20]
u

se
G

ab
o

r
featu

res
aro

u
n

d
au

to
m

atically
d

etected
fid

u
cial

p
o

in
ts.

T
o

a
v

o
id

p
a

ssin
g

o
v

er
d

efo
rm

a
b

le
p

a
rts

o
f

fa
ces

en
co

m
p

assin
g

d
iscrim

in
ativ

e
in

fo
rm

atio
n

,
F

altem
ier

et
al.

[9]
u

se
38

face
reg

io
n

s
th

at
d

en
sely

co
v

er
th

e
face,

an
d

fu
se

sco
res

an
d

d
ecisio

n
s

after
p

erfo
rm

in
g

IC
P

o
n

each
reg

io
n

.
A

sim
ilar

id
ea

is
p

ro
p

o
sed

in
[2

9
]

th
a

t
u

ses
P

C
A

-L
D

A
fo

r
fea

tu
re

ex
tra

ctio
n

,
treatin

g
th

e
lik

elih
o

o
d

ratio
as

a
m

atch
in

g
sco

re
an

d
u

sin
g

th
e

m
ajo

rity
v

o
tin

g
fo

r
face

id
en

tificatio
n

.

Q
u

eiro
lo

et
al.

[26]
u

se
su

rface
in

terp
en

etratio
n

m
easu

re
as

a
sim

ilarity
m

easu
re

to
m

atch
tw

o
face

im
ag

es.
T

h
e

au
th

en
ticatio

n
sco

re
is

o
b

tain
ed

b
y

co
m

b
in

in
g

th
e

S
IM

v
alu

es
co

rresp
o

n
d

in
g

to
th

e
m

atch
in

g
o

f
fo

u
r

d
ifferen

t
face

reg
io

n
s:

circu
lar

an
d

ellip
tical

areas
aro

u
n

d
th

e
n

o
se,

fo
reh

ead
,

an
d

th
e

en
tire

face
reg

io
n

.
In

[1],
A

ly
u

z
et

al.
u

se
av

erag
e

reg
io

n
m

o
d

els
(A

R
M

s)
lo

cally
to

h
an

d
le

th
e

ch
al-

len
g

es
o

f
m

issin
g

d
a

ta
a

n
d

ex
p

ressio
n

-rela
ted

d
efo

rm
atio

n
s.

T
h

ey
m

an
u

ally
d

iv
id

e
th

e
facial

area
in

to
sev

eral
m

ean
in

g
fu

l
co

m
p

o
n

en
ts

an
d

th
e

reg
is-

tratio
n

o
f

faces
is

carried
o

u
t

b
y

sep
arate

d
en

se
alig

n
m

en
ts

to
th

e
co

rresp
o

n
d

in
g

A
R

M
s.

A
stro

n
g

lim
itatio

n
o

f
th

is
ap

p
ro

ach
is

th
e

n
eed

fo
r

m
an

u
al

seg
m

en
tatio

n
o

f
a

face
in

to
p

arts
th

at
can

th
en

b
e

an
aly

zed
sep

arately
.

3
.

S
u

rface
d
istan

ce-based
ap

p
roach

es.
T

h
ere

are
sev

eral
p

ap
ers

th
at

u
tilize

d
istan

ces
b

etw
een

p
o

in
ts

o
n

facial
su

rfaces
to

d
efin

e
featu

res
th

at
are

ev
en

tu
ally

u
sed

in
reco

g
n

itio
n

.
(S

o
m

e
p

ap
ers

call
it

g
eod

esic
d
istan

ce
b

u
t,

to
d

istin
g

u
ish

it
fro

m
o

u
r

later
u

se
o

f
g
eod

esics
o

n
sh

ap
e

sp
aces

o
f

cu
rv

es
an

d
su

rfaces,
w

e
sh

all
call

it
su

rface
d
istan

ce.)
T

h
ese

p
ap

ers
assu

m
e

th
at

su
rface

d
istan

ces
are

relativ
ely

in
v

arian
t

to
sm

all
ch

an
g

es
in

facial
ex

p
ressio

n
s

an
d

th
erefo

re
h

elp
g

en
erate

featu
res

th
a

t
are

ro
b

u
st

to
facial

ex
p

ressio
n

s.
B

ro
n

stein
et

al.
[4]

p
ro

v
id

e
a

lim
ited

ex
p

erim
en

ta
l

illu
stra

tio
n

o
f

th
is

in
v

a
ria

n
ce

b
y

co
m

p
arin

g
ch

an
g

es
in

su
rface

d
istan

ces
w

ith
th

e
eu

clid
ean

d
istan

ces
b

etw
een

co
rresp

o
n

d
in

g
p

o
in

ts
o

n
a

can
o

n
ical

face
su

rface.
T

o
h

an
d

le
th

e
o

p
en

m
o

u
th

p
ro

b
lem

,
th

ey
first

d
etect

an
d

rem
o

v
e

th
e

lip
reg

io
n

,
an

d
th

en
co

m
p

u
te

th
e

su
rface

d
istan

ce
in

th
e

p
resen

ce
o

f
a

h
o

le
co

rresp
o

n
d

in
g

to
th

e
rem

o
v

ed
p

art
[5].

T
h

e
assu

m
p

tio
n

o
f

p
reserv

atio
n

o
f

su
rface

d
istan

ces
u

n
d

er
facial

ex
p

ressio
n

s
m

o
tiv

ates
sev

eral
au

th
o

rs
to

d
efin

e
d

istan
ce-b

ased
featu

res
fo

r
facial

reco
g

n
itio

n
.

S
am

ir
et

al.
[28]

u
se

th
e

lev
el

cu
rv

es
o

f
th

e
su

rface
d

istan
ce

fu
n

ctio
n

(fro
m

th
e

tip
o

f
th

e
n

o
se)

as
featu

res
fo

r
face

reco
g

n
itio

n
.

S
in

ce
an

o
p

en
m

o
u

th
affects

th
e

sh
ap

e
o

f
so

m
e

lev
el

cu
rv

es,
th

is
m

eth
o

d
is

n
o

t
ab

le
to

h
an

d
le

th
e

p
ro

b
lem

o
f

m
issin

g
d

ata
d

u
e

to
o

cclu
sio

n
o

r
p

o
se

v
ariatio

n
s.

A
sim

ilar
p

o
la

r
p

a
ra

m
eteriz

a
tio

n
o

f
th

e
fa

cia
l

su
rfa

ce
is

p
ro

p
o

sed
in

[24],
w

h
ere

th
e

au
th

o
rs

stu
d

y
lo

cal
g

eo
m

etric
attrib

u
tes

u
n

d
er

th
is

p
aram

eterizatio
n

.
T

o
d

eal
w

ith
th

e
o

p
en

m
o

u
th

p
ro

b
lem

,
th

ey
m

o
d

ify
th

e
p

a
ra

m
eteriz

a
tio

n
b

y
d

isco
n

n
ectin

g
th

e
to

p
a

n
d

b
o

tto
m

lip
s.

T
h

e
m

ain
lim

itatio
n

o
f

th
is

ap
p

ro
ach

is
th

e
n

eed
fo

r
d

etectin
g

th
e

lip
s,

as
p

ro
p

o
sed

in
[5].

B
erretti

et
al.

[2]
u

se
su

rface
d

istan
ces

to
d

efin
e

facial
strip

es
w

h
ich

,
in

tu
rn

,
are

u
sed

as
n

o
d

es
in

a
g

rap
h

-b
ased

reco
g

n
itio

n
alg

o
rith

m
.

T
h

e
m

ain
lim

itatio
n

o
f

th
ese

ap
p

ro
ach

es,
ap

art
fro

m
th

e
issu

es
resu

ltin
g

fro
m

o
p

en
m

o
u

th
s,

is
th

at
th

ey
assu

m
e

th
at

su
rface

d
istan

ces
b

etw
een

facial
p

o
in

ts
are

p
reserv

ed
w

ith
in

fa
ce

cla
sse

s.
T

h
is

is
n

o
t

v
a

lid
in

th
e

ca
se

o
f

la
rg

e
ex

p
ressio

n
s.

A
ctu

ally
,

face
ex

p
ressio

n
s

resu
lt

fro
m

th
e

stretch
in

g
o

r
th

e
sh

rin
k

in
g

o
f

u
n

d
erly

in
g

m
u

scles
an

d
,

co
n

seq
u

en
tly

,
th

e
facial

sk
in

is
d

efo
rm

ed
in

a
n

o
n

iso
m

etric
m

an
n

er.
In

o
th

er
w

o
rd

s,
facial

su
rfaces

are
also

stretch
ed

o
r

co
m

p
ressed

lo
cally

,
b

ey
o

n
d

a
sim

p
le

b
en

d
in

g
o

f
p

arts.

D
R
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A

E
T

A
L
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3
D

F
A

C
E

R
E

C
O

G
N

IT
IO

N
U

N
D

E
R

E
X

P
R

E
S

S
IO

N
S

,
O

C
C

L
U

S
IO

N
S

,
A

N
D

P
O

S
E

V
A

R
IA

T
IO

N
S

2
2
7
1

F
ig

.
1
.
D

iffe
re

n
t
c
h
a
lle

n
g
e
s

o
f
3
D

fa
c
e

re
c
o
g
n
itio

n
:
e
x
p
re

s
s
io

n
s
,
m

is
s
in

g
d
a
ta

,
a
n
d

o
c
c
lu

s
io

n
s.



T
o

d
em

o
n

strate
th

is
assertio

n
,

w
e

p
laced

fo
u

r
m

ark
ers

o
n

a
face

an
d

track
ed

th
e

ch
an

g
es

in
th

e
su

rface
an

d
eu

clid
ean

(straig
h

t
lin

e)
d

istan
ces

b
etw

een
th

e
m

ark
ers

u
n

d
er

larg
e

ex
p

ressio
n

s.
F

ig
.

2
sh

o
w

s
so

m
e

facial
ex

p
res-

sio
n

s
lead

in
g

to
a

sig
n

ifican
t

sh
rin

k
in

g
o

r
stretch

in
g

o
f

th
e

sk
in

su
rface

an
d

th
u

s
cau

sin
g

b
o

th
eu

clid
ean

an
d

su
rface

d
istan

ces
b

etw
een

th
ese

p
o

in
ts

to
ch

an
g

e.
In

o
n

e
case,

th
ese

d
istan

ces
d

ecrease
(fro

m
113

to
103

m
m

fo
r

th
e

eu
clid

ean
d

istan
ce

an
d

fro
m

115
to

106
m

m
fo

r
th

e
su

rface
d

istan
ce),

w
h

ile
in

th
e

o
th

er
tw

o
cases

th
ey

in
crease.

T
h

is
clearly

sh
o

w
s

th
at

larg
e

ex
p

ressio
n

s
can

cau
se

stretch
in

g
an

d
sh

rin
k

in
g

o
f

facial
su

rfaces,
i.e.,

th
e

facial
d

efo
rm

atio
n

is
elastic

in
n

atu
re.

H
en

ce,
th

e
assu

m
p

tio
n

o
f

an
iso

m
etric

d
efo

rm
atio

n
o

f
th

e
sh

ap
e

o
f

th
e

face
is

n
o

t
strictly

v
alid

,
esp

ecially
fo

r
larg

e
ex

p
ressio

n
s.

T
h

is
also

m
o

tiv
ates

th
e

u
se

o
f

elastic
sh

ap
e

an
aly

sis
in

3D
face

reco
g

n
itio

n
.

1
.2

O
v
e
rv

ie
w

o
f

O
u

r
A

p
p

ro
a
c
h

T
h

is
p

ap
er

p
resen

ts
a

R
iem

an
n

ian
fram

ew
o

rk
fo

r
3D

facial
sh

ap
e

an
aly

sis.
T

h
is

fram
ew

o
rk

is
b

ased
o

n
elastically

m
atch

in
g

an
d

co
m

p
arin

g
rad

ial
cu

rv
es

em
an

atin
g

fro
m

th
e

tip
o

f
th

e
n

o
se

an
d

it
h

an
d

les
sev

eral
o

f
th

e
p

ro
b

lem
s

d
escrib

ed
ab

o
v

e.
T

h
e

m
ain

co
n

trib
u

tio
n

s
o

f
th

is
p

ap
er

are
as

fo
llo

w
s:

.
It

ex
tracts,

an
aly

zes,
an

d
co

m
p

ares
th

e
sh

ap
es

o
f

rad
ial

cu
rv

es
o

f
facial

su
rfaces.

.
It

d
ev

elo
p

s
an

elastic
sh

ap
e

an
aly

sis
o

f
3D

faces
b

y
ex

ten
d

in
g

th
e

elastic
sh

ap
e

an
aly

sis
o

f
cu

rv
es

[30]
to

3D
facial

su
rfaces.

.
T

o
h

an
d

le
o

cclu
sio

n
s,

it
in

tro
d

u
ces

an
o

cclu
sio

n
d

e
te

ctio
n

a
n

d
re

m
o

v
a

l
ste

p
th

a
t

is
b

a
se

d
o

n
recu

rsiv
e-IC

P
.

.
T

o
h

an
d

le
th

e
m

issin
g

d
ata,

it
in

tro
d

u
ces

a
resto

ra-
tio

n
step

th
at

u
ses

statistical
estim

atio
n

o
n

sh
ap

e
m

an
ifo

ld
s

o
f

cu
rv

es.
S

p
ecifically

,
it

u
ses

P
C

A
o

n
tan

g
en

t
sp

aces
o

f
th

e
sh

ap
e

m
an

ifo
ld

to
m

o
d

el
th

e
n

o
rm

al
cu

rv
es

an
d

u
ses

th
at

m
o

d
el

to
co

m
p

lete
th

e
p

artially
o

b
serv

ed
cu

rv
es.

T
h

e
d

ifferen
t

stag
es

an
d

co
m

p
o

n
en

ts
o

f
o

u
r

m
eth

o
d

are
laid

o
u

t
in

F
ig

.
3.

W
h

ile
so

m
e

b
asic

step
s

are
co

m
m

o
n

to
all

ap
p

licatio
n

scen
ario

s,
th

ere
are

also
so

m
e

sp
ecialized

to
o

ls
su

itab
le

o
n

ly
fo

r
sp

ecific
situ

atio
n

s.
T

h
e

b
asic

step
s

th
at

are
co

m
m

o
n

to
all

situ
atio

n
s

in
clu

d
e

3D
scan

p
rep

ro
cessin

g
(n

o
se

tip
lo

calizatio
n

,
fillin

g
h

o
les,

sm
o

o
th

in
g

,
face

cro
p

-
p

in
g

),
co

arse
an

d
fin

e
alig

n
m

en
t,

rad
ial

cu
rv

e
ex

tractio
n

,
q

u
a

lity
filterin

g
,

a
n

d
elastic

sh
ap

e
a

n
a

ly
sis

o
f

cu
rv

es
(C

o
m

p
o

n
en

t
III

an
d

q
u

ality
m

o
d

u
le

in
C

o
m

p
o

n
en

t
II).

T
h

is
b

asic
setu

p
is

ev
alu

ated
o

n
th

e
F

R
G

C
v
2

d
ataset

fo
llo

w
in

g
th

e
stan

d
ard

p
ro

to
co

l
(see

S
ectio

n
4.2).

It
is

also
tested

o
n

th
e

G
A

V
A

B
d

a
ta

set
w

h
ere,

fo
r

ea
ch

su
b

ject,
fo

u
r

p
ro

b
e

im
ag

es
o

u
t

o
f

n
in

e
h

av
e

larg
e

p
o

se
v

ariatio
n

s
(see

S
ectio

n
4

.3
).

S
o

m
e

step
s

a
re

o
n

ly
u

sefu
l

w
h

ere
o

n
e

an
ticip

ates
so

m
e

d
ata

o
cclu

sio
n

an
d

m
issin

g
d

ata.
T

h
ese

step
s

in
clu

d
e

o
cclu

sio
n

d
etectio

n
(C

o
m

p
o

n
en

t
I)

a
n

d

2
2
7
2

IE
E

E
T

R
A

N
S

A
C

T
IO

N
S

O
N

P
A

T
T

E
R

N
A

N
A

L
Y

S
IS

A
N

D
M

A
C

H
IN

E
IN

T
E

L
L
IG

E
N

C
E

,
V

O
L
.

3
5
,

N
O

.
9
,

S
E

P
T

E
M

B
E

R
2
0
1
3

F
ig

.
2
.

S
ig

n
ific

a
n
t

c
h
a
n
g
e
s

in
b
o
th

e
u
c
lid

e
a
n

a
n
d

s
u
rfa

c
e

d
is

ta
n
c
e
s

u
n
d
e
r

la
rg

e
fa

c
ia

l
e
x
p
re

s
s
io

n
s
.

F
ig

.
3
.

O
v
e
rv

ie
w

o
f

th
e

p
ro

p
o
s
e
d

m
e
th

o
d
.

m
issin

g
d

ata
resto

ratio
n

(C
o

m
p

o
n

en
t

II).In
th

ese
situ

atio
n

s,
th

e
fu

ll
p

ro
cessin

g
in

clu
d

es
C

o
m

p
o

n
en

ts
I+

II+
III

to
p

ro
cess

th
e

g
iv

en
p

ro
b

es.
T

h
is

ap
p

ro
ach

h
as

b
een

ev
alu

ated
o

n
a

su
b

set
o

f
th

e
B

osp
h
oru

s
d

ataset
th

at
in

v
o

lv
es

o
cclu

sio
n

s
(see

S
ectio

n
4.4).

In
th

e
last

tw
o

ex
p

erim
en

ts,
ex

cep
t

fo
r

th
e

m
a

n
u

a
l

d
etectio

n
o

f
n

o
se

co
o

rd
in

a
tes,

th
e

rem
a

in
in

g
p

ro
cessin

g
is

au
to

m
atic.

2
R

A
D

IA
L,

E
L

A
S

T
IC

C
U

R
V

E
S
:

M
O

T
IV

A
T

IO
N

A
n

im
p

o
rtan

t
co

n
trib

u
tio

n
o

f
th

is
p

ap
er

is
its

n
o

v
el

u
se

o
f

rad
ial

facial
cu

rv
es

stu
d

ied
u

sin
g

elastic
sh

ap
e

an
aly

sis.

2
.1

M
o

tiv
a

tio
n

fo
r

R
a
d

ia
l

C
u

rv
e
s

W
h

y
sh

o
u

ld
o

n
e

u
se

th
e

rad
ial

cu
rv

es
em

an
atin

g
fro

m
th

e
tip

o
f

th
e

n
o

se
fo

r
rep

resen
tin

g
facial

sh
ap

es?
F

irst,
w

h
y

cu
rv

es
an

d
n

o
t

o
th

er
k

in
d

s
o

f
facial

featu
res?

R
ecen

tly
,th

ere
h

as
b

een
sig

n
ifican

t
p

ro
g

ress
in

th
e

an
aly

sis
o

f
cu

rv
es

sh
ap

es
an

d
th

e
resu

ltin
g

alg
o

rith
m

s
are

v
ery

so
p

h
isticated

an
d

efficien
t

[30],
[33].

T
h

e
ch

an
g

es
in

facial
ex

p
ressio

n
s

affect
d

ifferen
t

reg
io

n
s

o
f

a
facial

su
rface

d
ifferen

tly
.

F
o

r
ex

am
p

le,
d

u
rin

g
a

sm
ile,

th
e

to
p

h
alf

o
f

th
e

face
is

relativ
ely

u
n

ch
an

g
ed

w
h

ile
th

e
lip

area
ch

an
g

es
a

lo
t,

an
d

w
h

en
a

p
erso

n
is

su
rp

rised
th

e
effect

is
o

ften
th

e
o

p
p

o
site.

If
ch

o
sen

ap
p

ro
p

riately
,

cu
rv

es
h

av
e

th
e

p
o

ten
tial

to
cap

tu
re

reg
io

n
al

sh
ap

es
an

d
th

at
is

w
h

y
th

eir
ro

le
b

eco
m

es
im

p
o

rtan
t.

T
h

e
lo

ca
lity

o
f

sh
a

p
es

rep
resen

ted
b

y
fa

cia
l

cu
rv

es
is

a
n

im
p

o
rtan

t
reaso

n
fo

r
th

eir
selectio

n
.

T
h

e
n

ex
t

q
u

estio
n

is:
W

h
ich

facial
cu

rv
es

are
su

itab
le

fo
r

reco
g

n
izin

g
p

eo
p

le?
C

u
rv

es
o

n
a

su
rface

can
,

in
g

en
eral,

b
e

d
efin

ed
eith

er
as

th
e

lev
el

cu
rv

es
o

f
a

fu
n

ctio
n

o
r

as
th

e
stream

lin
es

o
f

a
g

rad
ien

t
field

.
Id

ea
lly

,
o

n
e

w
o

u
ld

lik
e

cu
rv

es
th

a
t

m
a

x
im

a
lly

sep
arate

in
terclass

v
ariab

ility
fro

m
th

e
in

traclass
v

ariab
ility

(ty
p

ically
d

u
e

to
ex

p
ressio

n
ch

an
g

es).
T

h
e

p
ast

u
sag

e
o

f
th

e
lev

el
cu

rv
es

(o
f

th
e

su
rface

d
istan

ce
fu

n
ctio

n
)

h
as

th
e

lim
itatio

n
th

at
each

cu
rv

e
g

o
es

th
ro

u
g

h
d

ifferen
t

facial
reg

io
n

s
an

d
th

at
m

ak
es

it
d

ifficu
lt

to
iso

late
lo

cal
v

ariab
ility

.
A

ctu
ally

,
th

e
p

rev
io

u
s

w
o

rk
o

n
sh

ap
e

an
aly

sis
o

f
facial

cu
rv

es
fo

r
3D

face
reco

g
n

itio
n

w
as

m
o

stly
b

ased
o

n
lev

el
cu

rv
es

[27],
[28].

In
co

n
trast,

th
e

rad
ial

cu
rv

es
w

ith
th

e
n

o
se

tip
as

o
rig

in
h

av
e

trem
en

d
o

u
s

p
o

ten
tial.

T
h

is
is

b
ecau

se:

1
.

T
h

e
n

o
se

is
in

m
an

y
w

ay
s

th
e

fo
calp

o
in

t
o

f
a

face.It
is

relativ
ely

easy
an

d
efficien

t
to

d
etect

th
e

n
o

se
tip

(co
m

p
ared

to
o

th
er

facial
p

arts)
an

d
to

ex
tract

rad
ial

cu
rv

es,w
ith

th
e

n
o

se
tip

as
th

e
cen

ter,in
a

co
m

p
letely

au
to

m
ated

fash
io

n
.

It
is

m
u

ch
m

o
re

d
ifficu

lt
to

a
u

to
m

a
tica

lly
ex

tra
ct

o
th

er
ty

p
es

o
f

cu
rv

es,
fo

r
ex

am
p

le,
th

o
se

u
sed

b
y

sk
etch

artists
(ch

eek
co

n
-

to
u

rs,
fo

reh
ead

p
ro

files,
ey

e
b

o
u

n
d

aries,
etc.).

2
.

D
ifferen

t
rad

ial
cu

rv
es

p
ass

th
ro

u
g

h
d

ifferen
t

re-
g

io
n

s
an

d
,

h
en

ce,
can

b
e

asso
ciated

w
ith

d
ifferen

t
facial

ex
p

ressio
n

s.
F

o
r

in
stan

ce,
d

ifferen
ces

in
th

e
sh

ap
es

o
f

rad
ial

cu
rv

es
in

th
e

u
p

p
er

h
alf

o
f

th
e

face
can

b
e

lo
o

sely
attrib

u
ted

to
th

e
in

terclass
v

ariab
ility

,
w

h
ile

th
o

se
fo

r
cu

rv
es

p
assin

g
th

ro
u

g
h

th
e

lip
s

an
d

ch
eek

s
can

larg
ely

b
e

d
u

e
to

ch
an

g
es

in
ex

p
ressio

n
s.

T
h

is
is

illu
strated

in
F

ig
.

4,
w

h
ich

sh
o

w
s

a
n

eu
tral

face
(left),

a
sm

ilin
g

face
(m

id
d

le),
an

d
a

su
rp

rised
face

(rig
h

t).
T

h
e

m
ain

d
ifferen

ce
in

th
e

m
id

d
le

face,
relativ

e
to

th
e

left
face,

lies
in

th
e

lo
w

er
p

art
o

f
th

e
face,

w
h

ile
fo

r
th

e
rig

h
t

face
th

e
m

ain
d

ifferen
ces

lie
in

th
e

to
p

h
alf.

3
.

R
ad

ial
cu

rv
es

h
av

e
a

m
o

re
u

n
iv

ersal
ap

p
licab

ility
.

T
h

e
cu

rv
es

u
sed

in
th

e
p

ast
h

av
e

w
o

rk
ed

w
ell

fo
r

so
m

e
sp

ecific
task

s,
fo

r
ex

am
p

le,
lip

co
n

to
u

rs
in

d
etectin

g
certain

ex
p

ressio
n

s,b
u

t
th

ey
h

av
e

n
o

t
b

een
a

s
efficien

t
fo

r
so

m
e

o
th

er
ta

sk
s,

su
ch

a
s

fa
ce

reco
g

n
itio

n
.

In
co

n
trast,

rad
ial

cu
rv

es
cap

tu
re

th
e

fu
ll

g
eo

m
etry

an
d

are
ap

p
licab

le
to

a
v

ariety
o

f
ap

p
licatio

n
s,

in
clu

d
in

g
facial

ex
p

ressio
n

reco
g

n
itio

n
.

4
.

In
th

e
case

o
f

th
e

m
issin

g
p

arts
an

d
p

artial
o

cclu
sio

n
,

at
least

so
m

e
p

art
o

f
ev

ery
rad

ial
cu

rv
e

is
u

su
ally

av
ailab

le.
It

is
rare

to
m

iss
a

fu
ll

rad
ial

cu
rv

e.
In

co
n

trast,
it

is
m

o
re

co
m

m
o

n
to

m
iss

an
ey

e
d

u
e

to
o

cclu
sio

n
b

y
g

lasses,
th

e
fo

reh
ead

d
u

e
to

h
air,

o
r

p
a

rts
o

f
ch

eek
s

d
u

e
to

a
b

a
d

a
n

g
le

fo
r

la
ser

reflectio
n

.
T

h
is

issu
e

is
im

p
o

rtan
t

in
h

an
d

lin
g

th
e

m
issin

g
d

ata
v

ia
reco

n
stru

ctio
n

,
as

w
ill

b
e

d
escrib

ed
later

in
th

is
p

ap
er.

5
.

N
atu

ral
face

d
efo

rm
atio

n
s

are
larg

ely
(alth

o
u

g
h

n
o

t
ex

actly
)

sy
m

m
etric

an
d

,
to

a
lim

ited
ex

ten
t,

are
rad

ial
aro

u
n

d
th

e
n

o
se.

B
ased

o
n

th
ese

arg
u

m
en

ts,
w

e
ch

o
o

se
a

n
o

v
el

g
eo

m
etrical

rep
resen

tatio
n

o
f

facial
su

rfaces
u

sin
g

rad
ial

cu
rv

es
th

at
start

fro
m

th
e

n
o

se
tip

.

2
.2

M
o

tiv
a
tio

n
fo

r
E

la
s
tic

ity

C
o

n
sid

er
th

e
tw

o
p

aram
eterized

cu
rv

es
sh

o
w

n
in

F
ig

.
5;

call
th

em
�

1
an

d
�

2 .
O

u
r

task
is

to
au

to
m

atically
m

atch
p

o
in

ts
o

n
th

ese
rad

ial
cu

rv
es

asso
ciated

w
ith

tw
o

d
ifferen

t
facial

ex
p

ressio
n

s.
T

h
e

ex
p

ressio
n

o
n

th
e

left
h

as
th

e
m

o
u

th
o

p
en

,
w

h
ereas

th
e

ex
p

ressio
n

o
n

th
e

rig
h

t
h

as
th

e
m

o
u

th
clo

sed
.

T
o

co
m

p
are

th
eir

sh
ap

es,
w

e
n

eed
to

reg
ister

p
o

in
ts

acro
ss

th
o

se
cu

rv
es.

O
n

e
w

o
u

ld
lik

e
th

e
co

rresp
o

n
d

en
ce

to

D
R

IR
A

E
T

A
L
.:

3
D

F
A

C
E

R
E

C
O

G
N

IT
IO

N
U

N
D

E
R

E
X

P
R

E
S

S
IO

N
S

,
O

C
C

L
U

S
IO

N
S

,
A

N
D

P
O

S
E

V
A

R
IA

T
IO

N
S

2
2
7
3

F
ig

.
4
.

A
s
m

ile
(s

e
e

m
id

d
le

)
c
h
a
n
g
e
s

th
e

s
h
a
p
e
s

o
f

th
e

c
u
rv

e
s

in
th

e
lo

w
e
r

p
a
rt

o
f

a
th

e
fa

c
e

w
h
ile

th
e

a
c
t

o
f

s
u
rp

ris
e

c
h
a
n
g
e
s

s
h
a
p
e
s

o
f

c
u
rv

e
s

in
th

e
u
p
p
e
r

p
a
rt

o
f

th
e

fa
c
e

(s
e
e

rig
h
t).

F
ig

.
5
.

A
n

e
x
a
m

p
le

o
f

m
a
tc

h
in

g
ra

d
ia

l
c
u
rv

e
s

e
x
tra

c
te

d
fro

m
tw

o
fa

c
e
s

b
e
lo

n
g
in

g
to

th
e

s
a
m

e
p
e
rs

o
n
:

a
c
u
rv

e
w

ith
a
n

o
p
e
n

m
o
u
th

(o
n

th
e

le
ft)

a
n
d

a
c
u
rv

e
w

ith
a

c
lo

s
e
d

m
o
u
th

(o
n

th
e

rig
h
t).

O
n
e

n
e
e
d
s

a
c
o
m

b
in

a
tio

n
o
f

s
tre

tc
h
in

g
a
n
d

s
h
rin

k
in

g
to

m
a
tc

h
s
im

ila
r

p
o
in

ts
(u

p
p
e
r

lip
s
,

lo
w

e
r

lip
s
,

e
tc

.).



b
e

su
ch

th
at

g
eo

m
etric

featu
res

m
atch

acro
ss

th
e

cu
rv

es
as

w
ell

as
p

o
ssib

le.
In

o
th

er
w

o
rd

s,
th

e
lip

s
sh

o
u

ld
m

atch
th

e
lip

s
an

d
th

e
ch

in
sh

o
u

ld
m

atch
th

e
ch

in
.

C
learly

,
if

w
e

fo
rce

an
arc-len

g
th

p
aram

eterizatio
n

an
d

m
atch

p
o

in
ts

th
at

are
at

th
e

sam
e

d
istan

ce
fro

m
th

e
startin

g
p

o
in

t,
th

en
th

e
resu

ltin
g

m
atch

in
g

w
ill

n
o

t
b

e
o

p
tim

al.
T

h
e

p
o

in
ts

A
an

d
B

o
n
�

1
w

ill
n

o
t

m
atch

th
e

p
o

in
ts

A
’

an
d

B
’

o
n
�

2
as

th
ey

are
n

o
t

p
laced

at
th

e
sam

e
d

istan
ces

alo
n

g
th

e
cu

rv
es.

F
o

r
cu

rv
es,

th
e

p
ro

b
lem

o
f

o
p

tim
al

reg
istratio

n
is

actu
ally

th
e

sam
e

as
th

at
o

f
o

p
tim

al
rep

aram
eterizatio

n
.

T
h

is
m

ean
s

th
at

w
e

n
eed

to
fin

d
a

rep
aram

eterizatio
n

fu
n

ctio
n
�ðtÞ

su
ch

th
at

th
e

p
o

in
t
�

1 ðtÞ
is

reg
istered

w
ith

th
e

p
o

in
t

�
2 ð�ðtÞÞ,

fo
r

all
t.

T
h

e
q

u
estio

n
is

h
o

w
to

fin
d

an
o

p
tim

al
�

fo
r

an
arb

itrary
�

1
an

d
�

2 ?
K

eep
in

m
in

d
th

at
th

e
sp

ace
o

f
all

su
ch

�
s

is
in

fin
ite

d
im

en
sio

n
al

b
ecau

se
it

is
a

sp
ace

o
f

fu
n

ctio
n

s.
A

s
d

escrib
ed

in
[30],

th
is

reg
istratio

n
is

acco
m

p
lish

ed
b

y
so

lv
in

g
an

o
p

tim
izin

g
p

ro
b

lem
u

sin
g

th
e

d
y

n
am

ic
p

ro
-

g
ram

m
in

g
alg

o
rith

m
,

b
u

t
w

ith
an

o
b

jectiv
e

fu
n

ctio
n

th
at

is
d

ev
elo

p
ed

fro
m

a
R

iem
an

n
ian

m
etric.

T
h

e
ch

o
sen

m
etric,

term
ed

an
elastic

m
etric,

h
as

a
sp

ecial
p

ro
p

erty
th

at
th

e
sam

e
rep

aram
eterizatio

n
o

f
tw

o
cu

rv
es

d
o

es
n

o
t

ch
an

g
e

th
e

d
istan

ce
b

etw
een

th
em

.
T

h
is

in
tu

rn
en

ab
les

u
s

to
fix

th
e

p
a

ra
m

eteriz
a

tio
n

o
f

o
n

e
cu

rv
e

a
rb

itra
rily

a
n

d
to

o
p

tim
ize

o
v

er
th

e
p

aram
eterizatio

n
o

f
th

e
o

th
er.

T
h

is
o

p
tim

izatio
n

lead
s

to
a

p
ro

p
er

d
istan

ce
(g

eo
d

esic
d

istan
ce)

an
d

an
o

p
tim

al
d

efo
rm

atio
n

(g
eo

d
esic)

b
etw

een
th

e
sh

ap
es

o
f

cu
rv

es.
In

o
th

er
w

o
rd

s,
it

resu
lts

in
th

eir
ela

stic
co

m
p

ariso
n

s.
P

lease
refer

to
[30]

fo
r

d
etails.

2
.3

A
u

to
m

a
te

d
E

x
tra

c
tio

n
o

f
R

a
d

ia
l

C
u

rv
e
s

E
ach

facial
su

rface
is

rep
resen

ted
b

y
an

in
d

ex
ed

co
llectio

n
o

f
rad

ial
cu

rv
es

th
at

are
d

efin
ed

an
d

ex
tracted

as
fo

llo
w

s:
L

et
S

b
e

a
facial

su
rface

o
b

tain
ed

as
an

o
u

tp
u

t
o

f
th

e
p

rep
ro

cessin
g

step
.

T
h

e
referen

ce
cu

rv
e

o
n
S

is
ch

o
sen

to
b

e
th

e
v

ertical
cu

rv
e

after
th

e
face

h
as

b
een

ro
tated

to
th

e
u

p
rig

h
t

p
o

sitio
n

.
T

h
en

,
a

rad
ial

cu
rv

e
�
�

is
o

b
tain

ed
b

y
slicin

g
th

e
facial

su
rface

b
y

a
p

lan
e
P
�

th
at

h
as

th
e

n
o

se
tip

as
its

o
rig

in
an

d
m

ak
es

an
an

g
le
�

w
ith

th
e

p
lan

e
co

n
tain

in
g

th
e

referen
ce

cu
rv

e.
T

h
at

is,
th

e
in

tersectio
n

o
f
P
�

w
ith

S
g

iv
es

th
e

rad
ial

cu
rv

e
�
� .

W
e

rep
eat

th
is

step
to

ex
tract

rad
ial

cu
rv

es
fro

m
S

at
eq

u
ally

sep
arated

an
g

les,
resu

ltin
g

in
a

set
o

f
cu

rv
es

th
at

are
in

d
ex

ed
b

y
th

e
an

g
le
�

.
F

ig
.

6
sh

o
w

s
an

ex
am

p
le

o
f

th
is

p
ro

cess.
If

n
eed

ed
,

w
e

can
ap

p
ro

x
im

ately
reco

n
stru

ct
S

fro
m

th
ese

rad
ial

cu
rv

es
acco

rd
in

g
to

S
�
[
�
�
�
¼
[
� f
S
\
P
� g.

In
th

e
later

ex
p

erim
en

ts,
w

e
h

av
e

u
sed

40
cu

rv
es

to
rep

resen
t

a
su

rface.
U

sin
g

th
ese

cu
rv

es,
w

e
w

ill
d

em
o

n
-

strate
th

at
th

e
elastic

fram
ew

o
rk

is
w

ell
su

ited
to

m
o

d
elin

g

o
f

d
efo

rm
atio

n
s

asso
ciated

w
ith

ch
an

g
es

in
facial

ex
p

res-
sio

n
s

an
d

fo
r

h
an

d
lin

g
m

issin
g

d
ata.

In
o

u
r

ex
p

erim
en

ts,
th

e
p

ro
b

e
face

is
first

rig
id

ly
alig

n
ed

to
th

e
g

allery
face

u
sin

g
th

e
IC

P
alg

o
rith

m
.

In
th

is
step

,
it

is
u

sefu
l

b
u

t
n

o
t

critical
to

accu
rately

fin
d

th
e

n
o

se
tip

o
n

th
e

p
ro

b
e

face.A
s

lo
n

g
as

th
ere

is
a

su
fficien

t
n

u
m

b
er

o
f

d
istin

ct
reg

io
n

s
av

ailab
le

o
n

th
e

p
ro

b
e

face,
th

is
alig

n
m

en
t

can
b

e
p

erfo
rm

ed
.

N
ex

t,
after

th
e

alig
n

m
en

t,
th

e
rad

ial
cu

rv
es

o
n

th
e

p
ro

b
e

m
o

d
el

are
ex

tracted
u

sin
g

th
e

p
lan

e
P
�

p
assin

g
th

ro
u

g
h

th
e

n
o

se
tip

o
f

th
e

g
allery

m
o

d
el

at
an

an
g

le
�

w
ith

th
e

v
ertical.

T
h

is
is

an
im

p
o

rtan
t

p
o

in
t

in
th

at
o

n
ly

th
e

n
o

se
tip

o
f

th
e

g
allery

an
d

a
g

o
o

d
alig

n
m

en
t

b
etw

een
th

e
g

allery
p

ro
b

e
is

n
eed

ed
to

ex
tract

g
o

o
d

-q
u

ality
cu

rv
es.E

v
en

if
so

m
e

p
arts

o
f

th
e

p
ro

b
e

face
are

m
issin

g
,

in
clu

d
in

g
its

n
o

se
reg

io
n

,
th

is
p

ro
cess

ca
n

still
b

e
p

erfo
rm

ed
.

T
o

d
em

o
n

strate
th

is
p

o
in

t,
w

e
tak

e
sessio

n
#0405d

222,
fro

m
th

e
F

R
G

C
v

2
d

ataset,
in

w
h

ich
so

m
e

p
arts

o
f

th
e

n
o

se
are

m
issin

g
an

d
are

filled
u

sin
g

a
lin

ear
in

terp
o

latio
n

filter
(to

p
ro

w
o

f
F

ig
.

7).
T

h
e

leftm
o

st
p

an
el

sh
o

w
s

th
e

h
o

le-
filled

p
ro

b
e

face,
th

e
n

ex
t

p
an

el
sh

o
w

s
th

e
g

allery
face,

th
e

th
ird

p
an

el
sh

o
w

s
its

reg
istratio

n
w

ith
th

e
g

allery
face

an
d

ex
tracted

cu
rv

es
o

n
th

e
g

allery
face.

T
h

e
last

p
an

el
sh

o
w

s
th

e
ex

tracted
cu

rv
es

fo
r

th
e

p
ro

b
e

face.
A

s
sh

o
w

n
th

ere,
th

e
alig

n
m

en
t

o
f

th
e

g
allery

face
w

ith
th

e
p

ro
b

e
face

is
g

o
o

d
d

esp
ite

a
lin

ear
in

terp
o

latio
n

o
f

th
e

m
issin

g
p

o
in

ts.T
h

en
,w

e
u

se
th

e
g

allery
n

o
se

co
o

rd
in

ates
to

ex
tract

rad
ial

cu
rv

es
o

n
th

e
p

ro
b

e
su

rface.
T

h
e

g
allery

face
in

th
is

ex
am

p
le

b
elo

n
g

s
to

th
e

sam
e

p
erso

n
u

n
d

er
th

e
sam

e
ex

p
ressio

n
.In

th
e

seco
n

d
ro

w
,w

e
sh

o
w

an
ex

am
p

le
w

h
ere

th
e

tw
o

faces
b

elo
n

g
to

th
e

sam
e

p
erso

n
b

u
t

rep
resen

t
d

ifferen
t

ex
p

ressio
n

s/
p

o
ses.

F
in

ally
,

in
th

e
last

ro
w

w
e

sh
o

w
a

case
w

h
ere

th
e

p
ro

b
e

an
d

th
e

g
allery

faces
b

elo
n

g
to

d
ifferen

t
p

eo
p

le.
S

in
ce

th
e

cu
rv

e
ex

tractio
n

o
n

th
e

p
ro

b
e

face
is

b
ased

o
n

th
e

g
allery

n
o

se
co

o
rd

in
ates,

w
h

ich
b

elo
n

g
to

an
o

th
er

p
erso

n
,

th
e

cu
rv

es
m

ay
b

e
sh

ifted
in

th
is

n
o

se
reg

io
n

.
H

o
w

ev
er,

th
is

sm
all

in
accu

racy
in

cu
rv

e
ex

tractio
n

is
actu

ally
h

elp
fu

l
sin

ce
it

in
creases

th
e

in
terclass

d
istan

ces
an

d
im

p
ro

v
es

th
e

b
io

-
m

etric
p

erfo
rm

an
ce.

2
2
7
4

IE
E

E
T

R
A

N
S

A
C

T
IO

N
S

O
N

P
A

T
T

E
R

N
A

N
A

L
Y

S
IS

A
N

D
M

A
C

H
IN

E
IN

T
E

L
L
IG

E
N

C
E

,
V

O
L
.

3
5
,

N
O

.
9
,

S
E

P
T

E
M

B
E

R
2
0
1
3

F
ig

.
6
.

E
x
tra

c
tio

n
o
f

ra
d
ia

l
c
u
rv

e
s
:

Im
a
g
e
s

in
th

e
m

id
d
le

illu
s
tra

te
th

e
in

te
rs

e
c
tio

n
b
e
tw

e
e
n

th
e

fa
c
e

s
u
rfa

c
e

a
n
d

p
la

n
e
s

to
fo

rm
tw

o
ra

d
ia

l
c
u
rv

e
s
.T

h
e

c
o
lle

c
tio

n
o
fra

d
ia

lc
u
rv

e
s

is
illu

s
tra

te
d

in
th

e
rig

h
tm

o
s
tim

a
g
e
.

F
ig

.
7
.

C
u
rv

e
s

e
x
tra

c
tio

n
o
n

a
p
ro

b
e

fa
c
e

a
fte

r
its

rig
id

a
lig

n
m

e
n
t

w
ith

a
g
a
lle

ry
fa

c
e
.

In
(a

),
th

e
n
o
s
e

re
g
io

n
o
f

th
e

p
ro

b
e

is
m

is
s
in

g
a
n
d

fille
d

u
s
in

g
lin

e
a
r
in

te
rp

o
la

tio
n
.
T

h
e

p
ro

b
e

a
n
d

g
a
lle

ry
fa

c
e
s

a
re

fro
m

th
e

s
a
m

e
c
la

s
s

fo
r

(a
)

a
n
d

(b
),

w
h
ile

th
e
y

a
re

fro
m

d
iffe

re
n
t

c
la

s
s
e
s

fo
r

(c
).

2
.4

C
u

rv
e

Q
u

a
lity

F
ilte

r

In
situ

atio
n

s
in

v
o

lv
in

g
n

o
n

fro
n

tal
3D

scan
s,

so
m

e
cu

rv
es

m
ay

b
e

p
artially

h
id

d
en

d
u

e
to

self-o
cclu

sio
n

.
T

h
e

u
se

o
f

th
ese

cu
rv

es
in

face
reco

g
n

itio
n

can
sev

erely
d

eg
rad
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S

In
th

e
fo

llo
w

in
g

,
w

e
p

ro
v

id
e

a
co

m
p

arativ
e

p
erfo

rm
an

ce
an

aly
sis

o
f

o
u

r
m

eth
o

d
w

ith
o

th
er

state-o
f-th

e-art
so

lu
tio

n
s,

u
sin

g
th

ree
d

atasets:
th

e
F

R
G

C
v

2.0
d

ataset,
th

e
G

av
ab

D
B

,
an

d
th

e
B

o
sp

h
o

ru
s

d
ataset.

4
.1

D
a
ta

P
re

p
ro

c
e
s
s
in

g

S
in

ce
th

e
raw

d
ata

co
n

tain
s

a
n

u
m

b
er

o
f

im
p

erfectio
n

s,su
ch

as
h

o
les,sp

ik
es,an

d
in

clu
d

es
so

m
e

u
n

d
esired

p
arts,su

ch
as

clo
th

es,
n

eck
,

ears,
an

d
h

air,
th

e
d

ata
p

rep
ro

cessin
g

step
is

v
ery

im
p

o
rtan

t
an

d
n

o
n

triv
ial.

A
s

illu
strated

in
F

ig
.

14,
th

is
step

in
clu

d
es

th
e

fo
llo

w
in

g
item

s:

.
T

h
e

h
ole-fillin

g
filter

id
en

tifies
an

d
fills

h
o

les
in

in
p

u
t

m
esh

es.
T

h
e

h
o

les
are

created
eith

er
b

ecau
se

o
f

th
e

ab
so

rp
tio

n
o

f
th

e
laser

in
d

ark
areas,

su
ch

as
ey

eb
ro

w
s

a
n

d
m

u
sta

ch
es,

o
r

self-o
cclu

sio
n

o
r

o
p

en
m

o
u

th
s.

T
h

ey
are

id
en

tified
in

th
e

in
p

u
t

m
esh

b
y

lo
catin

g
b

o
u

n
d

ary
ed

g
es,

lin
k

in
g

th
em

to
g

eth
er

in
to

lo
o

p
s,

an
d

th
en

trian
g

u
latin

g
th

e
resu

ltin
g

lo
o

p
s.

.
A

crop
p
in

g
filter

cu
ts

an
d

retu
rn

s
p

arts
o

f
th

e
m

esh
in

sid
e

a
eu

clid
ean

sp
h

ere
o

f
rad

iu
s

75
m

m
cen

tered
at

th
e

n
o

se
tip

to
d

iscard
as

m
u

ch
h

air
as

p
o

ssib
le.

T
h

e
n

o
se

tip
is

au
to

m
atically

d
etected

fo
r

fro
n

tal
sca

n
s

a
n

d
m

a
n

u
a

lly
a

n
n

o
ta

ted
fo

r
sca

n
s

w
ith

o
cclu

sio
n

s
an

d
larg

e
p

o
se

v
ariatio

n
.

.
A

sm
ooth

in
g

filter
red

u
ces

h
ig

h
-freq

u
en

cy
co

m
p

o
-

n
en

ts
(sp

ik
es)

in
th

e
m

esh
,

im
p

ro
v

es
th

e
sh

ap
es

o
f

cells,
an

d
ev

en
ly

d
istrib

u
tes

th
e

v
ertices

o
n

a
facial

m
esh

.

W
e

h
a

v
e

u
se

d
fu

n
ctio

n
s

p
ro

v
id

e
d

in
th

e
V

T
K

(w
w

w
.v

tk
.o

rg
)

lib
rary

to
d

ev
elo

p
th

ese
filters.

4
.2

C
o

m
p

a
ra

tiv
e

E
v
a
lu

a
tio

n
o

n
th

e
F

R
G

C
v
2

D
a
ta

s
e
t

F
o

r
th

e
first

ev
alu

atio
n

,
w

e
u

se
th

e
F

R
G

C
v

2
d

ataset
in

w
h

ich
th

e
scan

s
h

av
e

b
een

m
an

u
ally

clu
stered

in
to

th
ree

categ
o

ries:
n

eu
tral

ex
p

ressio
n

,
sm

all
ex

p
ressio

n
,

an
d

larg
e

ex
p

ressio
n

.
T

h
e

g
allery

co
n

sists
o

f
th

e
first

scan
s

fo
r

each
su

b
ject

in
th

e
d

atab
ase,

an
d

th
e

rem
ain

in
g

scan
s

m
ak

e
u

p
th

e
p

ro
b

e
faces.

T
h

is
d

ataset
w

as
au

to
m

atically
p

rep
ro

-
cessed

as
d

escrib
ed

in
th

e
S

ectio
n

4.1.
F

ig
.

15
sh

o
w

s
cu

m
u

lativ
e

m
atch

in
g

cu
rv

es
(C

M
C

s)
o

f
o

u
r

m
eth

o
d

u
n

d
er

th
is

p
ro

to
co

l
fo

r
th

e
th

ree
cases:

n
eu

tral
v

ersu
s

n
eu

tral,
n

eu
tral

v
ersu

s
n

o
n

n
eu

tral,
an

d
n

eu
tral

v
ersu

s
all.

N
o

te
th

at
th

is
m

eth
o

d
resu

lts
in

97.7
p

ercen
t

ran
k

-1
reco

g
n

itio
n

rate
in

th
e

case
o

f
n

eu
tral

v
ersu

s
all.

In
th

e
d

ifficu
lt

scen
ario

o
f

n
eu

tral
v

ersu
s

ex
p

ressio
n

s,
th

e
ran

k
-1

reco
g

n
i-

tio
n

ra
te

is
9

6
.8

p
e

rce
n

t,
w

h
ich

re
p

re
se

n
ts

a
h

ig
h

p
erfo

rm
an

ce,
w

h
ile

in
th

e
sim

p
ler

case
o

f
n

eu
tral

v
ersu

s
n

eu
tral

th
e

rate
is

99.2
p

ercen
t.

A
co

m
p

ariso
n

o
f

reco
g

n
itio

n
p

erfo
rm

an
ce

o
f

o
u

r
m

eth
o

d
w

ith
sev

eral
state-o

f-th
e-art

resu
lts

is
p

resen
ted

in
T

ab
le

1.
T

h
is

tim
e,

to
k

eep
th

e
co

m
p

a
riso

n
s

fair,
w

e
k

ep
t

all
466

scan
s

in
th

e
g

allery
.

N
o

tice
th

at
o

u
r

m
eth

o
d

ach
iev

ed
a

97
p

ercen
t

ran
k

-1
reco

g
n

itio
n

,w
h

ich
is

clo
se

to
th

e
h

ig
h

est
p

u
b

lish
ed

resu
lts

o
n

th
is

d
ataset

[29],
[26],

[9].
S

in
ce

th
e

scan
s

in
F

R
G

C
v

2
are

all
fro

n
tal,

th
e

ab
ility

o
f

reg
io

n
-b

ased
alg

o
rith

m
s

su
ch

as
[9],

[26]
to

d
eal

w
ith

th
e

m
issin

g
p

arts
is

n
o

t
tested

in
th

is
d

ataset.
F

o
r

th
at

en
d

,
o

n
e

w
o

u
ld

n
eed

a
sy

stem
atic

ev
alu

atio
n

o
n

a
d

ataset
w

ith
th

e
m

issin
g

d
ata

issu
es,

fo
r

ex
am

p
le,

th
e

G
av

ab
D

B
.

T
h

e
b

est
reco

g
n

itio
n

sco
re

o
n

F
R

G
C

v
2

is
rep

o
rted

b
y

S
p

reeu
w

ers
[29],

w
h

o
u

se
a

n
in

trin
sic

co
o

rd
in

a
te

sy
stem

b
a

sed
o

n
th

e
v

ertica
l

2
2
7
8

IE
E

E
T

R
A

N
S

A
C

T
IO

N
S

O
N

P
A

T
T

E
R

N
A

N
A

L
Y

S
IS

A
N

D
M

A
C

H
IN

E
IN

T
E

L
L
IG

E
N

C
E

,
V

O
L
.

3
5
,

N
O

.
9
,

S
E

P
T

E
M

B
E

R
2
0
1
3

F
ig

.
1
4
.

T
h
e

d
iffe

re
n
t

s
te

p
s

o
f

p
re

p
ro

c
e
s
s
in

g
:

a
c
q
u
is

itio
n
,

fillin
g

h
o
le

s
,

c
ro

p
p
in

g
,

a
n
d

s
m

o
o
th

in
g
.

F
ig

.
1
5
.

T
h
e

C
M

C
c
u
rv

e
s

o
f

o
u
r

a
p
p
ro

a
c
h

fo
r

th
e

fo
llo

w
in

g
s
c
e
n
a
rio

:
n
e
u
tra

lv
e
rs

u
s

n
e
u
tra

l,n
e
u
tra

lv
e
rs

u
s

e
x
p
re

s
s
io

n
s
,a

n
d

n
e
u
tra

lv
e
rs

u
s

a
ll.

F
ig

.
1
3
.

Illu
s
tra

tio
n

o
f

a
fa

c
e

w
ith

m
is

s
in

g
d
a
ta

(a
fte

r
o
c
c
lu

s
io

n
re

m
o
v
a
l)

a
n
d

its
re

s
to

ra
tio

n
.

T
h
e

d
e
v
ia

tio
n

b
e
tw

e
e
n

th
e

re
s
to

re
d

fa
c
e

a
n
d

th
e

c
o
rre

s
p
o
n
d
in

g
n
e
u
tra

l
fa

c
e

is
a
ls

o
illu

s
tra

te
d
.

T
A

B
L
E

1
C

o
m

p
a
ris

o
n

o
f

R
a
n
k
-1

S
c
o
re

s
o
n

th
e

F
R

G
C

v
2

D
a
ta

s
e
t

w
ith

S
ta

te
-o

f-th
e
-A

rt
R

e
s
u
lts

sy
m

m
etry

p
lan

e
th

ro
u

g
h

th
e

n
o

se.
T

h
e

m
issin

g
d

ata
d

u
e

to
p

o
se

v
ariatio

n
an

d
o

cclu
sio

n
ch

allen
g

es
w

ill
b

e
a

ch
allen

g
e

th
ere

as
w

ell.
T

o
ev

alu
ate

th
e

p
erfo

rm
an

ce
o

f
th

e
p

ro
p

o
sed

ap
p

ro
ach

in
th

e
v

erificatio
n

scen
ario

,
th

e
receiv

er
o

p
eratin

g
ch

ar-
acteristic

(R
O

C
)

cu
rv

es
fo

r
th

e
R

O
C

III
m

ask
o

f
F

R
G

C
v

2
an

d
“all-v

ersu
s-all”

are
p

lo
tted

in
F

ig
.

16.
F

o
r

co
m

p
ariso

n
,

T
ab

le
2

sh
o

w
s

th
e

v
erificatio

n
resu

lts
at

false
accep

tan
ce

rate
(F

A
R

)
o

f
0.1

p
ercen

t
fo

r
sev

eral
m

eth
o

d
s.

F
o

r
th

e
stan

d
ard

p
ro

to
co

l
testin

g
s,

th
e

R
O

C
III

m
ask

o
f

F
R

G
C

v
2,

w
e

o
b

tain
th

e
v

erificatio
n

rates
o

f
aro

u
n

d
97

p
ercen

t,
w

h
ich

is
co

m
p

arab
le

to
th

e
b

est
p

u
b

lish
ed

resu
lts.

In
th

e
a

ll-v
e

rsu
s-a

ll
e

x
p

e
rim

e
n

t,
o

u
r

m
e

th
o

d
p

ro
v

id
e

s
93.96

p
ercen

t
V

R
at

0.1
p

ercen
t

F
A

R
,

w
h

ich
is

am
o

n
g

th
e

b
est

rates
in

th
e

tab
le

[26],
[29],

[32].
N

o
te

th
at

th
ese

ap
p

ro
ach

es
are

ap
p

lied
to

F
R

G
C

v
2

o
n

ly
.

S
in

ce
scan

s
in

F
R

G
C

v
2

are
m

o
stly

fro
n

tal
an

d
h

av
e

h
ig

h
q

u
ality

,
m

an
y

m
eth

o
d

s
are

ab
le

to
p

ro
v

id
e

g
o

o
d

p
erfo

rm
an

ce.
It

is
th

u
s

im
p

o
rtan

t
to

ev
alu

ate
a

m
eth

o
d

in
o

th
er

situ
atio

n
s

w
h

ere
th

e
d

ata
q

u
ality

is
n

o
t

as
g

o
o

d
.

In
th

e
n

ex
t

tw
o

sectio
n

s,
w

e
w

ill
co

n
sid

er
th

o
se

situ
atio

n
s

w
ith

th
e

G
av

a
b

D
B

in
v

o
lv

in
g

th
e

p
o

se
v

ariatio
n

an
d

th
e

B
o

sp
h

o
ru

s
d

ataset
in

v
o

lv
in

g
th

e
o

cclu
sio

n
ch

allen
g

e.

4
.3

E
v
a
lu

a
tio

n
o

n
th

e
G

a
v
a
b

D
B

D
a
ta

s
e
t

S
in

ce
G

av
ab

D
B

[21]
h

as
m

an
y

n
o

isy
3D

face
scan

s
u

n
d

er
larg

e
facial

ex
p

ressio
n

s,
w

e
w

ill
u

se
th

at
d

atab
ase

to
h

elp

ev
alu

ate
o

u
r

fram
ew

o
rk

.
T

h
is

d
atab

ase
co

n
sists

o
f

th
e

M
in

o
lta

V
i-700

laser
ran

g
e

scan
s

fro
m

61
su

b
jects—

45
m

ales
an

d
16

fem
ales—

all
o

f
th

em
C

au
casian

.
E

ach
su

b
ject

w
as

sca
n

n
ed

n
in

e
tim

es
fro

m
d

ifferen
t

a
n

g
les

a
n

d
u

n
d

er
d

ifferen
t

facial
ex

p
ressio

n
s

(six
w

ith
a

n
eu

tral
ex

p
ressio

n
an

d
th

ree
w

ith
n

o
n

n
eu

tral
ex

p
ressio

n
s).

T
h

e
n

eu
tral

scan
s

in
clu

d
e

sev
eral

fro
n

tal
scan

s—
o

n
e

scan
w

h
ile

lo
o

k
in

g
u

p
(þ

35
d

eg
rees),

o
n

e
scan

w
h

ile
lo

o
k

in
g

d
o

w
n

(�
35

d
eg

rees),
o

n
e

scan
fro

m
th

e
rig

h
t

sid
e

(þ
9
0

d
eg

rees),
an

d
o

n
e

fro
m

th
e

left
sid

e
(�

0
d

eg
rees).

T
h

e
n

o
n

n
eu

tral
scan

s
in

clu
d

e
cases

o
f

a
sm

ile,a
lau

g
h

,an
d

an
arb

itrary
ex

p
ressio

n
ch

o
sen

freely
b

y
th

e
su

b
ject.W

e
p

o
in

t
o

u
t

th
at

in
th

ese
ex

p
erim

en
ts

th
e

n
o

se
tip

s
in

p
ro

file
faces

h
av

e
b

een
an

n
o

tated
m

an
u

ally
.

O
n

e
o

f
th

e
tw

o
fro

n
tal

scan
s

w
ith

th
e

n
eu

tral
ex

p
ressio

n
fo

r
each

p
erso

n
is

tak
en

as
a

g
allery

m
o

d
el,

an
d

th
e

rem
ain

d
er

are
u

sed
as

p
ro

b
es.

T
ab

le
3

co
m

p
ares

th
e

resu
lts

o
f

o
u

r
m

eth
o

d
w

ith
th

e
p

rev
io

u
sly

p
u

b
lish

ed
resu

lts
fo

llo
w

in
g

th
e

sa
m

e
p

ro
to

co
l.

A
s

n
o

ted
,

o
u

r
a

p
p

ro
a

ch
p

ro
v

id
es

th
e

h
ig

h
est

reco
g

n
itio

n
rate

fo
r

faces
w

ith
n

o
n

-
n

eu
tral

ex
p

ressio
n

s
(94.54

p
ercen

t).
T

h
is

ro
b

u
stn

ess
co

m
es

fro
m

th
e

u
se

o
f

rad
ial,

elastic
cu

rv
es

sin
ce:

1)
E

ach
cu

rv
e

rep
resen

ts
a

featu
re

th
at

ch
aracterizes

lo
cal

g
eo

m
etry

an
d

2)
th

e
elastic

m
atch

in
g

is
ab

le
to

estab
lish

a
co

rresp
o

n
d

en
ce

w
ith

th
e

co
rrect

alig
n

m
en

t
o

f
an

ato
m

ical
facial

featu
res

acro
ss

cu
rv

es.
F

ig
.

17
illu

strates
ex

am
p

les
o

f
co

rrect
an

d
in

co
rrect

m
atch

es
fo

r
so

m
e

p
ro

b
e

faces.
In

each
case

w
e

sh
o

w
a

p
air

o
f

faces
w

ith
th

e
p

ro
b

e
sh

o
w

n
o

n
th

e
left

an
d

th
e

to
p

ran
k

ed
g

allery
face

sh
o

w
n

o
n

th
e

rig
h

t.
T

h
ese

p
ictu

res
also

ex
h

ib
it

ex
am

p
les

o
f

th
e

v
ariab

ility
in

facial
ex

p
ressio

n
s

o
f

th
e

scan
s

D
R

IR
A

E
T

A
L
.:

3
D

F
A

C
E

R
E

C
O

G
N

IT
IO

N
U

N
D

E
R

E
X

P
R

E
S

S
IO

N
S

,
O

C
C

L
U

S
IO

N
S

,
A

N
D

P
O

S
E

V
A

R
IA

T
IO

N
S

2
2
7
9

F
ig

.
1
6
.

T
h
e

R
O

C
c
u
rv

e
s

o
f

o
u
r

a
p
p
ro

a
ch

fo
r

th
e

fo
llo

w
in

g
s
c
e
n
a
rio

:
A

ll
v
e
rs

u
s

A
ll

a
n
d

th
e

R
O

C
III

m
a
s
k
.

T
A

B
L
E

2
C

o
m

p
a
ris

o
n

o
f

V
e
rific

a
tio

n
R

a
te

s
a
t

F
A

R
¼

0
:1

P
e
rc

e
n
t

o
n

th
e

F
R

G
C

v
2

D
a
ta

s
e
t

w
ith

S
ta

te
-o

f-th
e
-A

rt
R

e
s
u
lts

(th
e

R
O

C
III

M
a
s
k

a
n
d

th
e

A
ll

v
e
rs

u
s

A
ll

S
c
e
n
a
rio

)

T
A

B
L
E

3
R

e
c
o
g
n
itio

n
R

e
s
u
lts

C
o
m

p
a
ris

o
n

o
f

th
e

D
iffe

re
n
t

M
e
th

o
d
s

o
n

th
e

G
a
v
a
b
D

B

F
ig

.
1
7
.

E
x
a
m

p
le

s
o
f

c
o
rre

c
t

(to
p

ro
w

)
a
n
d

in
c
o
rre

c
t

m
a
tc

h
e
s

(b
o
tto

m
ro

w
).

F
o
r

e
a
c
h

p
a
ir,

th
e

p
ro

b
e

(o
n

th
e

le
ft)

a
n
d

th
e

ra
n
k
e
d
-firs

t
fa

c
e

fro
m

th
e

g
a
lle

ry
(o

n
th

e
rig

h
t)

a
re

re
p
o
rte

d
.



in
clu

d
ed

in
th

e
p

ro
b

e
d

ataset.
A

s
far

as
faces

w
ith

th
e

n
eu

tral
ex

p
ressio

n
s

are
co

n
cern

ed
,

th
e

reco
g

n
itio

n
accu

racy
n

atu
rally

d
ep

en
d

s
o

n
th

eir
p

o
se.

T
h

e
p

erfo
rm

an
ce

d
e-

creases
fo

r
scan

s
fro

m
th

e
left

o
r

rig
h

t
sid

es
b

ecau
se

m
o

re
p

arts
are

o
cclu

d
ed

in
th

o
se

scan
s.

H
o

w
ev

er,
fo

r
p

o
se

v
ariatio

n
s

u
p

to
35

d
eg

rees,
th

e
p

erfo
rm

an
ce

is
still

h
ig

h
(100

p
ercen

t
fo

r
lo

o
k

in
g

u
p

an
d

98.36
p

ercen
t

fo
r

lo
o

k
in

g
d

o
w

n
).

F
ig

.
17

(to
p

ro
w

)
sh

o
w

s
ex

am
p

les
o

f
su

ccessfu
l

m
atch

es
fo

r
u

p
an

d
d

o
w

n
lo

o
k

in
g

faces
an

d
u

n
su

ccessfu
l

m
atch

es
fo

r
sid

ew
ay

s
scan

s.
T

ab
le

3
p

ro
v

id
es

an
ex

h
au

stiv
e

su
m

m
ary

o
f

resu
lts

o
b

tain
ed

u
sin

g
G

av
ab

D
B

;
o

u
r

m
eth

o
d

o
u

tp
erfo

rm
s

th
e

m
ajo

rity
o

f
o

th
er

ap
p

ro
ach

es
in

term
s

o
f

th
e

reco
g

n
itio

n
rate.

N
o

te
th

at
th

ere
is

n
o

p
rio

r
resu

lt
in

th
e

literatu
re

o
n

3D
face

reco
g

n
itio

n
u

sin
g

sid
ew

ay
-scan

s
fro

m
th

is
d

atab
ase.

A
lth

o
u

g
h

o
u

r
m

eth
o

d
w

o
rk

s
w

ell
o

n
co

m
m

o
n

faces
w

ith
a

ran
g

e
o

f
p

o
se

v
ariatio

n
s

w
ith

in
35

d
eg

rees,
it

can
p

o
ten

-
tially

fail
w

h
en

a
larg

e
p

art
o

f
th

e
n

o
se

is
m

issin
g

as
it

can
cau

se
an

in
co

rrect
alig

n
m

en
t

b
etw

een
th

e
p

ro
b

e
an

d
th

e
g

a
llery

.
T

h
is

situ
a

tio
n

o
ccu

rs
if

th
e

fa
ce

is
p

a
rtia

lly
o

cclu
d

ed
b

y
ex

tern
al

o
b

jects
su

ch
as

g
lasses,

h
air,

an
d

so
o

n
.

T
o

so
lv

e
th

is
p

ro
b

lem
,

w
e

first
resto

re
th

e
d

ata
m

issin
g

d
u

e
to

o
cclu

sio
n

.

4
.4

3
D

F
a
c
e

R
e
c
o

g
n

itio
n

o
n

th
e

B
o

s
p

h
o

ru
s

D
a
ta

s
e
t:

R
e
c
o

g
n

itio
n

U
n

d
e

r
E

x
te

rn
a
l

O
c
c
lu

s
io

n

In
th

is
sectio

n
,

w
e

w
ill

u
se

co
m

p
o

n
en

ts
I

(o
cclu

sio
n

d
etectio

n
an

d
rem

o
v

al)
an

d
II

(m
issin

g
d

ata
resto

ratio
n

)
in

th
e

a
lg

o
rith

m
.

T
h

e
first

p
ro

b
lem

w
e

en
co

u
n

ter
in

ex
tern

ally
o

cclu
d

ed
faces

is
th

e
d

etectio
n

o
f

th
e

ex
tern

al
o

b
ject

p
arts.

W
e

acco
m

p
lish

th
is

b
y

co
m

p
arin

g
th

e
g

iv
en

scan
w

ith
a

tem
p

late
scan

,
w

h
ere

a
tem

p
late

scan
is

d
ev

elo
p

ed
u

sin
g

an
av

erag
e

o
f

train
in

g
scan

s
th

at
are

co
m

p
lete,

fro
n

tal,
an

d
h

av
e

n
eu

tral
ex

p
ressio

n
s.

T
h

e
b

asic
m

atch
in

g
p

ro
ced

u
re

b
etw

een
a

tem
p

late
an

d
a

g
iv

en
scan

is
recu

rsiv
e

IC
P

,
w

h
ich

is
im

p
lem

en
ted

as
fo

llo
w

s:
In

each
iteratio

n
,

w
e

m
atch

th
e

cu
rren

t
face

scan
w

ith
th

e
tem

p
late

u
sin

g
IC

P
an

d
rem

o
v

e
th

o
se

p
o

in
ts

o
n

th
e

scan
th

at
are

m
o

re
th

an
a

certain
th

resh
o

ld
aw

ay
fro

m
th

e
co

rresp
o

n
d

in
g

p
o

in
ts

o
n

th
e

tem
p

late.
T

h
is

th
resh

o
ld

h
as

b
een

d
eterm

in
ed

u
sin

g
ex

p
erim

en
tatio

n
an

d
is

fix
ed

fo
r

all
faces.

In
each

iteratio
n

,
ad

d
itio

n
al

p
o

in
ts

th
at

are
co

n
sid

ered
ex

tran
eo

u
s

are
in

crem
en

tally
rem

o
v

ed
an

d
th

e
alig

n
m

en
t

(w
ith

th
e

tem
p

late)
b

ased
o

n
th

e
rem

ain
in

g
p

o
in

ts
is

fu
rth

er
refin

ed
.

F
ig

.
18

sh
o

w
s

an
ex

am
p

le
o

f
th

is
im

p
lem

en
tatio

n
.

F
ro

m
left

to
rig

h
t,

each
face

sh
o

w
s

an
in

creasin
g

alig
n

m
en

t
o

f
th

e
test

face
w

ith
th

e
tem

p
late,

w
ith

th
e

alig
n

ed
p

arts
sh

o
w

n
in

m
ag

en
ta,

an
d

also
an

in
creasin

g
set

o
f

p
o

in
ts

lab
eled

as
ex

tran
eo

u
s,

d
raw

n
in

p
in

k
.

T
h

e
fin

al
resu

lt,
th

e
o

rig
in

al
scan

m
in

u
s

th
e

ex
tran

eo
u

s
p

arts,
is

sh
o

w
n

in
g

reen
at

th
e

en
d

.
In

th
e

case
o

f
faces

w
ith

ex
tern

al
o

cclu
sio

n
,

w
e

first
resto

re
th

em
an

d
th

en
ap

p
ly

th
e

reco
g

n
itio

n
p

ro
ced

u
re.

T
h

at
is,

w
e

d
etect

an
d

rem
o

v
e

th
e

o
cclu

d
ed

p
art

an
d

reco
v

er
th

e
m

issin
g

p
art,

resu
ltin

g
in

a
fu

ll
face

th
at

can
b

e
co

m
p

ared
w

ith
a

g
allery

face
u

sin
g

th
e

m
etric

d
S .

T
h

e
reco

v
ery

is
p

erfo
rm

ed
u

sin
g

th
e

tan
g

en
t

P
C

A
an

aly
sis

an
d

G
au

ssian
m

o
d

els,
as

d
escrib

ed
in

S
ectio

n
3.4.

T
o

ev
alu

ate
o

u
r

ap
p

ro
ach

,
w

e
p

erfo
rm

th
is

au
to

m
atic

p
ro

ced
u

re
o

n
th

e
B

o
sp

h
o

ru
s

d
atab

ase
[1].

W
e

p
o

in
t

o
u

t
th

at
fo

r
th

is
d

ataset
th

e
n

o
se

tip
co

o
rd

in
ates

are
alread

y
p

ro
v

id
ed

.
T

h
e

B
o

sp
h

o
ru

s
d

atab
ase

is
su

itab
le

fo
r

th
is

ev
alu

atio
n

as
it

co
n

tain
s

scan
s

o
f

60
m

en
an

d
45

w
o

m
en

,
105

su
b

jects
in

to
tal,

in
v

ario
u

s
p

o
ses,

ex
p

ressio
n

s,
an

d
in

th
e

p
resen

ce
o

f
ex

tern
al

o
cclu

sio
n

s
(ey

eg
lasses,

h
an

d
,

h
air).

T
h

e
m

ajo
rity

o
f

th
e

su
b

jects
are

ag
ed

b
etw

een
25

an
d

35.
T

h
e

n
u

m
b

er
o

f
to

tal
face

scan
s

is
4,652;

at
least

54
scan

s
each

are
av

ailab
le

fo
r

m
o

st
o

f
th

e
su

b
jects,

w
h

ile
th

ere
are

o
n

ly
31

scan
s

each
fo

r
34

o
f

th
em

.
T

h
e

in
terestin

g
p

art
is

th
at

fo
r

each
su

b
ject

th
ere

are
fo

u
r

scan
s

w
ith

o
cclu

d
ed

p
arts.

T
h

ese
o

cclu
sio

n
s

refer
to

1
.

m
o

u
th

o
cclu

sio
n

b
y

h
an

d
,

2
.

ey
eg

lasses,
3
.

o
cclu

sio
n

o
f

th
e

face
w

ith
h

air,
an

d
4
.

o
cclu

sio
n

o
f

th
e

left
ey

e
an

d
fo

reh
ead

reg
io

n
s

b
y

h
an

d
s.

F
ig

.
19

sh
o

w
s

sam
p

le
im

ag
es

fro
m

th
e

B
o

sp
h

o
ru

s
3D

d
a

ta
b

a
se

illu
stra

tin
g

a
fu

ll
sca

n
o

n
th

e
left

a
n

d
th

e
rem

ain
in

g
scan

s
w

ith
ty

p
ical

o
cclu

sio
n

s.
W

e
p

u
rsu

ed
th

e
sam

e
ev

alu
atio

n
p

ro
to

co
l

u
sed

in
th

e
p

rev
io

u
sly

p
u

b
lish

ed
p

ap
ers:

A
n

eu
tral

sca
n

fo
r

each
p

erso
n

is
tak

en
to

fo
rm

a
g

allery
d

ataset
o

f
size

105
an

d
th

e
p

ro
b

e
set

co
n

tain
s

381
scan

s
th

at
h

av
e

o
cclu

sio
n

s.
T

h
e

train
in

g
is

p
erfo

rm
ed

u
sin

g
o

th
er

sessio
n

s
so

th
at

th
e

train
in

g
an

d
test

d
ata

are
d

isjo
in

t.
T

h
e

ran
k

-1
reco

g
n

itio
n

ra
te

is
rep

o
rted

in
F

ig
.

2
0

fo
r

d
ifferen

t
a

p
p

ro
a

ch
es

d
ep

en
d

in
g

u
p

o
n

th
e

ty
p

e
o

f
o

cclu
sio

n
.

A
s

th
ese

resu
lts

sh
o

w
,

th
e

p
ro

cess
o

f
resto

rin
g

o
cclu

d
ed

p
arts

sig
n

ifican
tly

in
creases

th
e

accu
racy

o
f

reco
g

n
itio

n
.

T
h

e
ran

k
-1

reco
g

n
i-

tio
n

rate
is

78.63
p

ercen
t

w
h

en
w

e
rem

o
v

e
th

e
o

cclu
d

ed
p

a
rts

a
n

d
a

p
p

ly
th

e
reco

g
n

itio
n

a
lg

o
rith

m
u

sin
g

th
e

rem
ain

in
g

p
arts,

as
d

escrib
ed

in
S

ectio
n

2.4.
H

o
w

ev
er,

if
w

e
p

erfo
rm

resto
ratio

n
,

th
e

reco
g

n
itio

n
rate

is
im

p
ro

v
ed

to
87.06

p
ercen

t.
C

learly
,

th
is

im
p

ro
v

em
en

t
in

p
erfo

rm
an

ce
is

d
u

e
to

th
e

estim
atio

n
o

f
m

issin
g

p
arts

o
n

cu
rv

es.
T

h
ese

2
2
8
0

IE
E

E
T

R
A

N
S

A
C

T
IO

N
S

O
N

P
A

T
T

E
R

N
A

N
A

L
Y

S
IS

A
N

D
M

A
C

H
IN

E
IN

T
E

L
L
IG

E
N

C
E

,
V

O
L
.

3
5
,

N
O

.
9
,

S
E

P
T

E
M

B
E

R
2
0
1
3

F
ig

.
1
8
.

G
ra

d
u
a
l

re
m

o
v
a
l

o
f

o
c
c
lu

d
in

g
p
a
rts

in
a

fa
c
e

s
c
a
n

u
s
in

g
re

c
u
rs

iv
e
-IC

P
.

F
ig

.
1

9
.

E
x
a

m
p

le
s

o
f

fa
c
e

s
fro

m
th

e
B

o
s
p

h
o

ru
s

d
a

ta
b

a
s
e

.
T

h
e

u
n
o
c
c
lu

d
e
d

fa
c
e

o
n

th
e

le
ft

a
n
d

th
e

d
iffe

re
n
t

ty
p
e
s

o
f

o
c
c
lu

s
io

n
s

a
re

illu
s
tra

te
d
.

p
a

rts,
w

h
ich

in
clu

d
e

im
p

o
rtan

t
sh

a
p

e
d

a
ta

,
w

ere
n

o
t

co
n

sid
ered

b
y

th
e

alg
o

rith
m

d
escrib

ed
earlier.

E
v

en
if

th
e

p
art

ad
d

ed
w

ith
resto

ratio
n

in
tro

d
u

ces
so

m
e

erro
r,

it
still

allo
w

s
u

s
to

u
se

th
e

sh
ap

es
o

f
th

e
p

artially
o

b
serv

ed
cu

rv
es.

F
u

rth
erm

o
re,

d
u

rin
g

resto
ratio

n
,

th
e

sh
ap

e
o

f
th

e
p

artially

o
b

serv
ed

cu
rv

e
is

co
n

serv
ed

as
m

u
ch

as
p

o
ssib

le.
E

x
am

p
les

o
f

3D
faces

reco
g

n
ized

b
y

o
u

r
ap

p
ro

ach
are

sh
o

w
n

in
F

ig
.

1
2

,
a

lo
n

g
w

ith
d

ifferen
t

step
s

o
f

th
e

alg
o

rith
m

.
T

h
e

faces
in

th
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p
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c
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c
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p
e
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p
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c
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c
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b
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c
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b
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c
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p
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c
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b
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c
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c
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H
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b
lis

h
e
d

m
o
re

th
a
n

1
0
0

p
a
p
e
rs

in
s
o
m

e
o
f

th
e

m
o
s
t

d
is

tin
g
u
is

h
e
d

s
c
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c
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c
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b
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re
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p
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c
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c
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b
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B
oosting

3-D
-G
eom

etric
F
eatures

for
E
ffi
cientF

ace
R
ecognition

and
G
ender

C
lassifi

cation
L
ahoucine

B
allihi,

B
oulbaba

B
en
A
m
or,

M
oham

ed
D
aoudi,

Senior
M
em
ber,

IE
E
E
,

A
nujS

rivastava,Senior
M
em
ber,IE

E
E
,and

D
riss

A
boutajdine,Senior

M
em
ber,IE

E
E

A
bstract—

W
e
u
tilize

id
eas
from

tw
o
grow

in
g
b
u
td
isp
arate

id
eas

in
com

p
u
ter

vision
—
sh
ap
e
an
alysis

u
sin
g
tools

from
d
ifferen

tial
geom

etry
an
d
featu

re
selection

u
sin
g
m
ach
in
e
learn

in
g—
to
select

an
d
h
igh
ligh

t
salien

t
geom

etrical
facial

f eatu
res

th
at
con
trib

u
te

m
ostin

3-D
face

recogn
ition

an
d
gen
d
er
classifi

cation
.F
irst,a

large
set
of
geom

etries
cu
rve

featu
res
are

extracted
u
sin
g
levelsets

(cir-
cu
lar
cu
rves)

an
d
stream

lin
es
(rad

ialcu
rves)

of
th
e
E
u
clid

ean
d
is-

tan
ce
fu
n
ction

s
ofth

e
facialsu

rface;togeth
er
th
ey
ap
p
roxim

ate
fa-

cialsu
rfaces

w
ith
arb
itrarily

h
igh

accu
racy.T

h
en
,w
e
u
se
th
e
w
ell-

k
n
ow
n
A
d
ab
oostalgorith

m
for
featu

re
selection

from
th
is
large

set
an
d
d
erive

a
com

p
osite

classifi
er
th
at
ach
ieves

h
igh

p
erform

an
ce

w
ith
a
m
in
im
alset

of
featu

res.T
h
is
greatly

red
u
ced

set,con
sistin

g
of
som

e
level

cu
rves

on
th
e
n
ose

a n
d
som

e
rad
ial
cu
rves

in
th
e

foreh
ead

an
d
ch
eek
s
region

s,
p
rovid

es
a
very

com
p
act

sign
atu
re

of
a
3-D

face
an
d
a
fast

classifi
cation

algorith
m
for

face
recogn

i-
tion

an
d
gen
d
er
selection

.It is
also

effi
cien

tin
term

s
ofd

ata
storage

an
d
tran

sm
ission

costs.E
xp
erim

en
talresu

lts,carried
ou
tu
sin
g
th
e

F
R
G
C
v2
d
ataset,yield

a
ran
k
-1
face

recogn
ition

rate
of
98%

an
d

a
gen
d
er
classifi

cation
r ate

of
86%

rate.

In
dex

Term
s—
F
ace

recogn
ition

,
gen
d
er
classifi

cation
,
geod

esic
p
ath
,facialcu

rves,m
ach
in
e
learn

in
g,featu

re
selection

.

I.
IN
T
R
O
D
U
C
T
IO
N

S
IN
C
E
facial

biom
etrics

is
natural,

contact
free,

nonintru-
sive,

and
psychologically

supported,
it
has

em
erged

as
a

popular
m
odality

in
the
biom

etrics
com

m
unity.U

nfortunately,
the
technology

for
2-D

im
age-based

face
recognition

stillfaces
diffi

cultchallenges,such
as
pose

variations,changes
in
lighting

conditions,
occlusions,

and
facial

expressions.
D
ue
to
the

ro-
bustness

of
3-D

observations
to
lighting

conditions
and

pose
variations,face

recognition
using

shapes
of
facial

surfaces
has

becom
e
a
m
ajor

research
area

in
the
lastfew

years.M
any

of
the

M
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state-of-the-artm
ethods

have
focused

on
the
varia bility

caused
by
facialdeform

ations,e.g.,those
due

to
face

exp ressions,and
have

proposed
m
ethods

thatare
robustto

suc h
shape

variations.
A
tthe

sam
e
tim
e,gender

classifi
cation

is
e m
erging

as
an
inter-

esting
problem

that
can

be
a
useful

preproc essing
step

for
face

recognition.G
enderis

sim
ilarto

others oftbiom
etric

traits,such
as
skin

color,
age,

eyes
colors,

and
so
on ,

used
by
hum

ans
to

distinguish
their

peers.
M
ost
existin g

w
ork

on
gender

classifi
-

cation
uses

2-D
-im
ages

to
extract distinctive

facialfeatures
like

hairdensity
and

innerm
orpholog y

ofthe
face,but3-D

shape
has

notyetbeen
used

extensively
fo r
gender

classifi
cation.S

everal
w
orks

in
psychology

have
show

n
thatgenderhas

close
relation-

ships
both

w
ith
2-D

inform
atio n

and
3-D

shape
[1],[2],and

it
m
otivates

the
use

of
3-D

shape s
for
gender

classifi
cation.

T
he
developm

entofa
practical ,high-perform

ance
system

for
autom

atic
face

recognitio n
and

gender
classifi

cation
is
an
im
-

portantissue
in
intellig entsystem

s.In
this

w
ork,w

e
focus

on
a

feature
selection

techn ique
from

m
achine-learning

that
is
fully

autom
atic

and
versatil e

enough
for
different

applications
like

face
recognition

and
ge nder

classifi
cation.T

he
features

com
es

from
different

types
o f
facial

curves
extracted

from
facial

sur-
faces

in
an
intrinsi c

fashion,
and

com
parisons

of
these

curve
features

is
based

o n
latestadvances

in
shape

analysis
of
param

-
eterized

curves
u sing

tools
from

differential
geom

etry.
In
the

process
w
e
also

de velop
an
effective

approach
for
tackling

fa-
cialexpression s

variation,an
im
portantfocus

of
the
face

recog-
nition

grand
ch allenge.

O
ur
approach

offers
the

advantage
of

classifying
ei ther

facial
identity

and/or
gender,

both
indepen-

dentof
the
et hnicity.S

pecifi
cally,the

m
ain
contributions

of
this

paper
includ e:

•
A
new

geom
etr ic

feature-selection
approach

for
effi
cient

3-D
face

reco gnition
that

seeks
m
ost
relevant

characteris-
tics

for
rec ognition

w
hile

handling
the
challenge

of
facial

expressio ns.In
particular,w

e
are
interested

in
fi
nding

those
facial

cu rves
that

are
m
ost
suitable

for
3-D

face
recogni-

tion.
•
A
new

gend er
classifi

cation
approach

using
the

3-D
face

shape
rep resented

by
collections

of
curves.

In
particular,

w
e
are
in terested

in
fi
nding

those
facialcurves

thatare
m
ost

suitab le
for
gender

discrim
ination.

T
he
rest

of
the

paper
is
organized

as
follow

s.
S
ection

II
sum

m
ar izes

existing
approaches

on
3-D

face
recognition

w
ith

an
em
ph asis

on
facial

curve-based
and

facial
feature-based

m
etho ds.It

also
presents

som
e
progress

in
3-D

im
aging-based

gend er
classifi

cation.
S
ection

III
overview

s
the

proposed
appr oach

for
both

the
target

applications.
In
S
ection

IV
,
w
e

pre sent
procedures

for
extracting

facial
curves.

S
ection

V
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recalls
the

m
ain

ideas
of
the

R
iem
annian

geom
etric

shape
analysis

fram
ew
ork

to
com

pare
and

m
atch

facial
curves.

In
S
ection

V
I,w

e
give

form
ulations

to
the
classifi

cation
problem

and
describes

the
use

of
the

boosting
procedure

to
achieve

the
feature

selection
step,

for
each

of
the

tw
o
applications.

E
xperim

ental
evaluations

and
com

parative
studies

to
previous

approaches
are
given

in
S
ection

V
II.W

e
conclude

in
the
paper

w
ith
a
discussion

and
sum

m
ary

in
S
ection

V
III. 1

II.
R
E
L
A
T
E
D
W
O
R
K

A
s
the
proposed

approach
com

bines
curve-based

face
com

-
parison

w
ith
feature

selection
techniques,

w
e
m
ainly

focus
on

previous
m
ethods

that
prim

arily
use

local
facial

feature-selec-
tion

and
holistic

facial
curves.

A
.
F
eature

Selection-B
ased

3-D
F
ace

R
ecognition

S
everalm

ethods
have

been
proposed

to
analyze

the
discrim

-
inative

pow
er
of
different

facial
regions

or
features

for
face

recognition.D
aniyal

et
al.[4]

proposed
an
algorithm

in
w
hich

a
face

is
represented

as
a
vector

of
distances

betw
een

pairs
of

facial
landm

arks.
T
hey

selected
the

landm
arks

by
exhaustive

search
over

possible
com

binations
of
used/unused

landm
arks,

com
paring

the
recognition

rates,and
concluded

thatthe
bestse-

lection
corresponded

to
the
landm

arks
located

around
the
eyes

and
the
nose.In

the
3-D

face
recognition

approach
used

by
F
al-

tem
ier
etal.[5],the

nose
tip
and

28
sm
allregions

w
ere
selected

autom
atically

for
im
proving

recognition.M
ore

recently,W
ang

et
al.
[6]

com
puted

a
signed

shape
difference

m
ap
(S
S
D
M
)

betw
een

tw
o
aligned

3-D
faces

as
a
interm

ediate
representa-

tion
for
the
shape

com
parison.B

ased
on
the
S
S
D
M
s,H

aar-like,
G
abor,

and
L
ocal

B
inary

P
attern

(L
B
P
)
w
ere

used
to
encode

both
the
localsim

ilarity
and

the
change

characteristics
betw

een
facial

shapes.
T
he
m
ost
discrim

inative
local

features
w
ere

se-
lected

optim
ally

by
boosting.

U
sing

sim
ilar

features,
L
i
et
al.

[7]
proposed

to
design

a
feature

pooling
and

ranking
schem

e
in
order

to
collect

various
types

of
low
-level

geom
etric

fea-
tures,

such
as
curvatures,

and
ranked

them
according

to
their

sensitivities
to
facialexpressions.T

hey
applied

sparse
represen-

tations
to
the

collected
low
-level

features
and

achieved
good

results
on
the

G
A
V
A
B
database.

In
[8]

O
cegueda

et
al.
pro-

posed
a
M
arkov

R
andom

F
ield

m
odel

for
the

analysis
of
lat-

tices
(e.g.,

im
age

or
3-D

m
eshes)

in
term

s
of
the

discrim
ina-

tive
inform

ation
of
their

vertices.
T
hey

observed
that

the
nose

and
the
eyes

are
consistently

m
arked

as
discrim

inative
regions

of
the
face

in
a
face

recognition
system

.L
i
et
al.[9]

proposed
an
expression-robust3-D

face
recognition

approach
by
learning

w
eighted

sparse
representation

of
encoded

norm
alinform

ation,
w
hich

they
called

m
ultiscale

localnorm
alpatterns

(M
S
-L
N
P
s)

facial
surface

shape
descriptor.

T
hey

utilized
the

learned
av-

erage
quantitative

w
eights

related
to
different

facial
physical

com
ponents

to
enhancing

the
robustness

of
their

system
to
ex-

pression
variations.

B
.
C
urve-B

ased
F
ace

R
epresentation

T
he
basic

idea
of
these

approaches
is
to
represent

a
sur-

face
using

an
indexed

fam
ily

of
curves

w
hich

provide
an

1T
his
w
ork

w
as
presented

in
part

in
the
4th

E
urographics

W
orkshop

on
3-D

O
bject

R
etrieval,2011

[3].

approxim
ate

representation
of
the

surface.
S
am
ir
et
al.
[10],

for
instance,

used
the

level
curves

of
the

height
function

to
defi
ne
facial

curves.
S
ince

these
curves

are
planar,

they
used

shape
analysis

of
planar

curves,
taken

from
[11],

to
com

pare
and

deform
faces;nonlinear

m
atching

problem
w
as
notstudied

here
(that

is,
the
m
apping

w
as
fi
xed

to
be
linear).

T
he
authors

proposed
to
com

pare
facial

surface
by
using

tw
o
m
etrics:

E
uclidean

m
ean

and
geom

etric
m
ean.H

ow
ever,there

w
ere
no

discussion
on
how

to
obtain

optim
al
curves.

L
ater

in
[12],

the
sam

e
authors

used
the

level
curves

of
the

geodesic
distance

function
that

resulted
in
3-D

curves.
T
hey

used
a
nonelastic

m
etric

and
a
path-straightening

m
ethod

to
com

pute
geodesics

betw
een

these
curves.H

ere
also,the

m
atching

w
as
not

studied
and

the
correspondence

of
curves

and
points

across
faces

w
as

sim
ply
linear.In

[13],M
piperis

etal.proposed
a
geodesic

polar
param

etrization
of
the

facial
surface.

W
ith
this

param
etriza-

tion,
the

intrinsics
attributes

do
not

change
under

isom
etric

deform
ation

w
hen

the
m
outh

is
closed.

O
therw

ise,
it
violates

the
isom

etry
assum

ption
and

thus
they

adapt
their

geodesic
polar

param
etrization

by
disconnecting

the
lips.

T
hrough

this
representation,

they
proposed

an
elastically

deform
able

m
odel

algorithm
thatestablishes

correspondence
am
ong

a
setof

faces.
T
hen,they

constructbilinear
m
odels

that
decouple

the
identity

and
facial

expression
factors.

T
he
invariance

to
facial

expres-
sions

is
obtained

by
fi
tting

these
m
odels

to
unknow

n
faces.T

he
m
ain
lim
itation

ofthis
approach

is
the
need

fora
large

setw
hich

should
also

be
annotated

w
ith
respect

to
facial

expressions.
In
[14],

D
rira

et
al.
explored

the
use

of
shapes

of
noses

for
perform

ing
partial

hum
an
biom

etrics.
M
ore

recently,
in
[15],

the
sam

e
authors

proposed
sim
ilar

shape
analysis

approach
this

tim
e
using

radial
curves.

T
hey

m
odel

elastic
deform

ations
of

facial
surfaces

(including
opening

the
m
outh)

as
an
optim

al
reparam

etrization
(or
m
atching)

problem
that

they
solve

using
the

dynam
ic
program

m
ing

algorithm
.
T
his
approach

provided
prom

ising
results

on
G
A
V
A
B
database

even
w
here

the
probe

pose
is
nonfrontal.

In
[16],

B
erretti

et
al.
used

the
geodesic

distance
on
the
face

to
extractiso-geodesic

facialstripes.E
qual

w
idth

iso-geodesic
facial

stripes
w
ere

used
as
nodes

of
the

graph
and

edges
betw

een
nodes

w
ere
labeled

w
ith
descriptors,

referred
to
as
3-D

W
eighted

W
alkthroughs

(3D
W
W
s),
that

captured
m
utual

relative
spatial

displacem
ent

betw
een

all
the

pairs
of
points

of
the

corresponding
stripes.

F
ace

partitioning
into

iso-geodesic
stripes

and
3D
W
W
s
together

provided
an

approxim
ate
representation

of
local

m
orphology

of
faces

that
exhibits

sm
ooth

variations
for

changes
induced

by
facial

ex-
pressions.M

ore
recently

B
allihiet

al.[3]
propose

a
new

curve
selection

approach
for
effi
cient3-D

face
recognition.

C
.
G
ender

C
lassification

T
he
hum

an
face

presents
a
clear

sexual
dim

orphism
that

m
akes

face
gender

classifi
cation

an
extrem

ely
effi
cient

and
fast

cognitive
process

[17].
A
lthough

a
signifi

cant
progress

has
been

m
ade,

the
task

of
autom

ated,
robust

face
gender

classifi
cation

is
still

a
distant

goal.
2-D

Im
age-based

m
ethods

are
inherently

lim
ited

by
variability

in
im
aging

factors
such

as
illum

ination
and

pose.
A
n
em
erging

solution
is
to
use

laser
scanners

for
capturing

three-dim
ensional(3-D

)
observations

of
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hum
an
faces,and

use
this

data
in
perform

ing
face

gender
clas-

sifi
cation.B

ruce
etal.[1]

perform
ed
an
interesting

experim
ent

in
w
hich

they
tested

the
hum

an
visual

system
that

is
accurate

at
deciding

w
hether

faces
are
m
ale
or
fem

ale,even
w
hen

cues
from

hairstyle,
m
akeup,

and
facial

hair
are

m
inim

ized.
T
he

authors
found

that
subjects

w
ere

considerably
less

accurate
w
hen

asked
to
judge

the
sex

of
3-D

representations
of
faces

obtained
by
laser-scanning,

com
pared

photographs
that

w
ere

taken
w
ith
hair

concealed
and

eyes
closed.

T
hey

proved
that

the
average

m
ale

face
differs

from
the

average
fem

ale
face

by
having

a
m
ore

protuberant
nose/brow

and
m
ore

prom
inent

chin/jaw
.
T
he
effects

of
m
anipulating

the
shapes

of
the

noses
and

chins
of
the
laser-scanned

heads
w
ere
assessed

and
signifi

-
cant

effects
of
such

m
anipulations

on
the
apparent

m
asculinity

or
fem

ininity
of
the
heads

w
ere
revealed.In

O
’Toole

et
al.[2],

the
authors

assum
ed
that

the
sex

of
a
face

is
perhaps

its
m
ost

salient
feature.

T
hey

applied
principal

com
ponents

analysis
(P
C
A
)
separately

to
the

three-dim
ensional

structure
and

gray
level

im
age

data
from

laser-scanned
hum

an
heads.T

he
results

show
ed
that

the
three-dim

ensional
head

data
supported

m
ore

accurate
sex

classifi
cation

than
the

gray
level

im
age

data,
across

a
range

of
P
C
A
-com

pressed
(dim

ensionality-reduced)
representations

ofthe
heads.Jing

etal.[18]investigated
gender

classifi
cation

based
on

2.5D
facial

surface
norm

als
(facial

needle-m
aps)

w
hich

can
be
recovered

from
2-D

intensity
im
ages

using
a
non-L

am
bertian

S
hape-from

-shading
(S
F
S
)

m
ethod.

T
hey

described
a
w
eighted

principal
geodesic

anal-
ysis

(W
P
G
A
)
m
ethod

to
extract

features
from

facial
surface

norm
als

to
increase

the
gender

discrim
inating

pow
er
in
the

leading
eigenvectors.

T
hey

adopted
a
B
ayesian

m
ethod

for
gender

classifi
cation.X

iaoguang
etal.[19]

exploited
the
range

inform
ation

of
hum

an
faces

for
ethnicity

identifi
cation

using
a

S
upportV

ector
M
achine

(S
V
M
).A

n
integration

schem
e
is
also

proposed
for
ethnicity

and
gender

identifi
cations

by
com

bining
the

registered
range

and
intensity

im
ages.

Y
uan

et
al.
[20]

proposed
a
fusion-based

gender
classifi

cation
m
ethod,

based
on
S
V
M
,
for
3-D

frontal
neutral

expression
facial.

A
m
ethod

for
fusion

of
inform

ation
from

four
regions

(upper
region

of
the
face,the

low
er
region

of
the
face,the

nose
and

the
lefteye)

w
as
proposed.

F
rom

the
above

discussion
itis

clearthata
m
ajority

ofcurrent
m
ethods

on
curve-based

3-D
face

recognition
used

a
holistic

representation/param
etrization

of
facial

surfaces.In
this

paper,
w
e
consider

curves
as
geom

etric
features

that
capture

local
fa-

cial
shape

and
w
e
propose

to
learn

the
m
ost

relevant
curves

using
adaptive

boosting.
T
hus,

w
e
propose

to
represent

a
fa-

cial
surface

by
tw
o
types

of
facial

curves,
radials

and
levels,

for3-D
face

recognition
and

genderclassifi
cation.T

his
strategy

raises
a
few

issues
:(i)H

ow
to
defi
ne
curves

on
facialsurfaces?,

(ii)
H
ow

to
com

pare
shapes

of
facial

curves?,
and

(iii)
H
ow

to
select

the
m
ost
relevant

curves
for
3-D

face
recognition

and
gender

classifi
cation?

To
address

these
issues,

our
strategy

in-
cludes

the
follow

ing
steps:

1)
A
facial

surface
representation

by
collection

of
curves

of
levelsets

(circular
curves)

and
stream

lines
(radialcurves)

of
a
distance

function;
2)
A
geom

etric
shape

analysis
fram

ew
ork

based
on
R
ie-

m
annian

geom
etry

to
com

pare
pairw

ise
facialcurves;

3)
A
boosting

m
ethod

to
highlight

geom
etric

features
ac-

cording
to
the
target

application;
4)
A
through

experim
entalevaluation

thatcom
pares

the
pro-

posed
solution

w
ith
latest

m
ethods

on
a
com

m
on
data

set
and

com
m
on
experim

ental
settings.

A
s
dem

onstrated
later,

the
proposed

approach
achieves

highest
perform

ance
for
the
face

recognition
task,w

ith
the
ad-

ditionalcom
putationaladvantage

of
using

a
com

pactsignature.
F
urtherm

ore,
it
is
one

of
the

fi
rst
approaches

to
address

the
gender

classifi
cation

problem
using

3-D
face

im
ages.

To
the

bestof
our

know
ledge

no
previous

w
ork

has
proposed

a
unique

fram
ew
ork

for
3-D

face
recognition

and
gender

classifi
cation.

III.
O
V
E
R
V
IE
W
O
F
T
H
E
P
R
O
P
O
S
E
D
A
P
P
R
O
A
C
H

In
this

w
ork,

w
e
com

bine
ideas

from
shape

analysis
using

tools
from

differential
geom

etry
and

feature
selection

derived
from

m
achine

learning
to
select

and
highlight

salient
3-D

geo-
m
etrical

facial
features.

A
fter

preprocessing
of
3-D

scans,
w
e

represent
resulting

facial
surfaces

by
a
fi
nite

indexed
collec-

tions
of
circular

and
radialcurves.T

he
com

parison
of
pairw

ise
curves,extracted

from
faces,is

based
on
shape

analysis
of
pa-

ram
eterized

curves
using

differentialgeom
etry

tools.A
ccording

to
the

target
application,

the
extracted

features
are

trained
as

w
eak

classifi
ers

and
the

m
ost

discrim
inative

features
are

se-
lected

optim
ally

by
adaptive

boosting.
F
or
the

case
of
gender

recognition,the
classifi

cation
is
form

ulated
as
a
binary

problem
(M
ale/F

em
ale
classes)

and
w
e
propose

to
use

the
inter-

and
in-

trapersonal
com

parisons
form

ulation
to
achieve

feature
selec-

tion
for
face

identifi
cation,w

hich
is
basically

a
M
ulticlass

clas-
sifi
cation

problem
.F
ig.1

overview
s
the
proposed

approach
w
ith

the
target

applications,
face

recognition
and

gender
classifi

ca-
tion.A

ccordingly,itconsists
on
the
follow

ing
steps:

•
T
he
O
ffl
in
e
train

in
g
step,learns

the
m
ost
salient

circular
and

radialcurves
from

the
sets

ofextracted
ones,according

to
each

application
in
a
supervised

fashion.In
face

recog-
nition,forinstance,constructfeature

vectors
by
com

paring
pairw

ise
curves

extracted
from

facial
surfaces.N

ext,feed
these

exam
ples,together

w
ith
labels

indicating
if
they

are
interclass

or
not.

T
hus,

the
adaptive

boosting
selects

and
learns

iteratively
the
w
eak

classifi
ers
and

adding
them

to
a

fi
nalstrong

classifi
er,w

ith
suitable

w
eights.A

s
a
resultof

this
step,

w
e
keep

the
-earliest

selected
features

for
the

testing
step.

•
T
he
O
n
lin
e
teststep,perform

s
classifi

cation
ofa

given
test

face.
In
the

identity
recognition

problem
,
a
probe

face
is

com
pared

to
the
gallery

faces
using

only
individualscores

com
puted

based
on
selected

features
w
hich

are
fused

using
the
arithm

etic
m
ean.In

the
gender

recognition
problem

,a
test

face
is
com

pared
to
com

puted
tem
plates

of
M
ale
and

F
em
ale
classes

using
curves

selected
for
thatpurpose.T

he
tem
plates

are
com

puted,
once

for
all,

w
ithin

the
training

stage.

IV
.
3-D

F
A
C
IA
L
C
U
R
V
E
S
E
X
T
R
A
C
T
IO
N

L
et

be
a
facial

surface
denoting

the
output

of
a
prepro-

cessing
step

thatcrops
the
m
esh,fi

lls
holes,rem

oves
noise,and

prepares
the
m
esh

forcurve
extraction.W

e
extractradialcurves

em
anating

from
a
reference

anchor
point

(the
tip
of
the

nose)

B
A
L
L
IH
I
etal.:B

O
O
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F
ig.1.

O
verview

ofthe
proposed

approach,including
both

stages
oftraining

and
testing

and
both

targetapplications:identity
recognition

and
genderclassifi

cation.

and
circularcurves

having
w
ith
the
sam

e
pointas

the
pole,using

sim
ple
procedures

detailed
in
the
follow

ing
paragraphs.

A
.
R
adial

C
urves

L
et

denote
the
radialcurve

on
w
hich

m
akes

an
angle

w
ith
a
reference

radialcurve;the
superscript

denotes
thatitis

a
radial

curve.T
he
reference

curve
is
chosen

to
be
the
vertical

curve
once

the
face

has
been

rotated
to
the
upright

position.In
practice,

each
radial

curve
is
obtained

by
slicing

the
facial

surface
by
a
plane

that
has

the
nose

tip
as
its
origin

and
m
akes

an
angle

w
ith
the
plane

containing
the
reference

curve,
as
show

n
in
F
ig.3.T

hatis,a
curve

is
obtained

by
slicing

the
facial

surface
by

defi
ned

by
the

angle
w
ith
the

vertical
plane

and
having

as
origin

the
nose

tip.
W
e
repeat

this
step

to
extract

radial
curves

from
the

facial
surface

at
equal

angular
separation.E

ach
curve

is
indexed

by
the
angle

.
To
avoid

pose
variations

problem
,allprobe

faces
are
aligned

w
ith
the
fi
rstface

m
odel(generic

m
odel)

of
F
R
G
C
v2
database.

T
his
step

is
achieved

by
perform

ing
a
coarse

alignm
entby

trans-
lating

the
probe

face
to
a
reference

face,using
their

noses
tips.

T
his
coarse

alignm
entstep

is
follow

ed
by
a
fi
ne
alignm

entusing
the
IC
P
algorithm

,as
illustrated

in
F
ig.2.T

he
process

of
curve

extraction
then

follow
s.

Ifneeded,w
e
can

approxim
ately

reconstruct
from

these
ra-

dialcurves
according

to
as
illustrated

in
F
ig.3.T

his
indexed

collection
of
radial

curves
captures

the
shape

of
a
facialsurface

and
form

s
the
fi
rstm

athem
aticalrepre-

sentation
of
that

surface.

B
.
C
ircular

C
urves

L
et

denote
the

circular
curve

on
w
hich

m
akes

a
dis-

tance
from

the
reference

point(nose
tip).A

sim
ilar

procedure

F
ig.
2.
P
robe

m
odel

pose
norm

alization
by
registration

w
ith
the

fi
rst
gallery

face
of

,
a
coarse

alignm
ent

is
perform

ed
by
translating

the
probe

face
according

to
the
translation

vector
form

ed
by
the
tips

of
the
noses.A

fi
ne

registration
is
then

achieved
by
the
IC
P
algorithm

.

is
em
ployed

to
extract

these
curves.T

he
only

difference
is
the

slicing
function

w
hich

is
now

a
sphere

having
the
reference

pointas
centerand

variable
radius

.T
he
intersection

ofa
given

sphere
and

the
facialsurface

defi
nes

equidistantpoints
from

the
reference

point,in
the
surface.F

ig.4
illustrates

results
of
such

extraction
procedure.W

e
note

thatany
points

ordering
is
needed

for
both

kind
of
curves

since
the
slicing

procedure
kept

edges
betw

een
points.H

ow
ever,a

curve
subsam

pling
procedure

is
in-

troduced
to
achieve

the
sam

e
num

ber
of
points

for
all
curves

(100
points

per
curve

here).
S
im
ilarly

to
radialcurves,w

e
can

also
approxim

ately
recon-

struct
from

these
circular

curves
according

to
as
illustrated

in
F
ig.4,w

e
describe

the
geom

etric
fram

ew
ork

w
hich

allow
m
atching

and
com

parison
of
curves.

F
ig.5

gives
som

e
results

of
facial

curves
extraction

on
several

3-D
faces.
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F
ig.
3.
P
rocedure

for
extraction

of
radial

curves,
a
curve

is
obtained

by
slicing

the
facial

surface
by

defi
ned

by
the
angle

w
ith
the
vertical

plane
and

having
as
origin

the
nose

tip.

F
ig.4.

P
rocedure

for
extraction

of
circular

curves,a
curve

is
obtained

by
slicing

the
facialsurface

by
defi
ned

by
the
radius

and
having

as
center

the
nose

tip.

F
ig.
5.
E
xam

ples
of
facial

representation
by
circular

and
radial

curves.
T
he

fi
rst
row

illustrates
preprocessed

faces
of
m
ale
subjects,

the
second

row
gives

preprocessed
faces

of
fem

ales.

V
.
G
E
O
M
E
T
R
IC
S
H
A
P
E
A
N
A
LY
S
IS
O
F
F
A
C
IA
L
C
U
R
V
E
S

In
the
lastfew

years,m
any

approaches
have

been
developed

to
analyze

shapes
of
2-D

curves.W
e
can

cite
approaches

based
on
F
ourier

descriptors,
m
om
ents

or
the
m
edian

axis.
M
ore

re-
cent

w
orks

in
this

area
consider

a
form

al
defi
nition

of
shape

spaces
as
a
R
iem
annian

m
anifold

ofinfi
nite

dim
ension

on
w
hich

they
can

use
the
classic

tools
for
statisticalanalysis.T

he
recent

results
of
M
ichor

and
M
um
ford

[21],
K
lassen

et
al.
[11],

and
Y
ezzi

and
M
ennucci

[22]
show

the
effi
ciency

of
this

approach
for
2-D

curves.Joshiet
al.[23],[24]

have
recently

proposed
a

generalization
of
this

w
ork

to
the
case

of
curves

defi
ned

in
.

W
e
w
illadoptthis

w
ork
to
ourproblem

since
our3-D

curves
are

defi
ned

in
.

W
e
start

by
considering

a
curve

in
.
W
hile

there
are

several
w
ays

to
analyze

shapes
of
curves,

an
elastic

analysis

F
ig.6.

Illustration
of
elastic

m
etric.In

order
to
com

pare
the
tw
o
curves

in
(a),

som
e
com

bination
ofstretching

and
bending

are
needed.T

he
elastic

m
etric

m
ea-

sures
the
am
ounts

ofthese
deform

ations.T
he
optim

alm
atching

betw
een

the
tw
o

curves
is
illustrated

in
(b).

of
the

param
etrized

curves
is
particularly

appropriate
in
our

application—
face

analysis
under

facial
expression

variations.
T
his
is
because

(1)
such

analysis
uses

the
square-root

velocity
function

representation
w
hich

allow
s
us
to
com

pare
localfacial

shapes
in
presence

of
elastic

deform
ations,(2)

this
m
ethod

uses
a
square-root

representation
under

w
hich

the
elastic

m
etric

re-
duces

to
the
standard

m
etric

and
thus

sim
plifi

es
the
analysis,

(3)underthis
m
etric

the
R
iem
annian

distance
betw

een
curves

is
invariantto

the
reparam

etrization.To
analyze

the
shape

of
,w
e

shallrepresentitm
athem

atically
using

a
square-rootrepresenta-

tion
of

as
follow

s;for
an
interval

,let
be
a
curve

and
defi
ne

to
be
its
square-rootvelocity

function
(S
R
V
F
),given

by:

(1)

H
ere

is
a
param

eter
and

is
the
E
uclidean

norm
in

.
W
e
note

that
is
a
special

function
that

captures
the
shape

of
and

is
particularly

convenient
for

shape
analysis,

as
w
e

describe
next.T

he
classicalelastic

m
etric

for
com

paring
shapes

ofcurves
becom

es
the

-m
etric

underthe
S
R
V
F
representation

[24].T
his
pointis

very
im
portantas

itsim
plifi

es
the
calculus

of
elastic

m
etric

to
the
w
ell-know

n
calculus

of
functionalanalysis

under
the

-m
etric.A

lso,the
squared

-norm
of

,given
by:

,
is
the

length
of

.
If

w
e
set

,im
plying

allcurves
are
rescaled

to
unitlength,

then
translation

and
scaling

variability
have

been
rem

oved
by

this
m
athem

aticalrepresentation
of
curves.

C
onsider

the
tw
o
curves

in
F
ig.

6(a),
let

us
fi
x
the

param
etrization

of
the

top
curve

to
be
arc-length,

i.e.,
tra-

verse
thatcurve

w
ith
a
constantspeed

equalto
one.In

order
to

better
m
atch

that
curve

w
ith
the
bottom

one,one
should

know
at
w
hat

rate
w
e
are

going
to
m
ove

along
the

bottom
curve

so
thatpoints

reached
atthe

sam
e
tim
e
on
tw
o
curves

are
as
close

as
possible

under
som

e
geom

etric
criterion.

In
other

w
ords,

peaks
and

valleys
should

be
reached

atthe
sam

e
tim
e.F
ig.6(b)

illustrates
the
m
atching

w
here

point1
on
the
top
curve

m
atches

to
point

11
on
the
bottom

curve.
T
he
part

betw
een

the
point

1
and

2
on
the

top
curve

shrinks
on
the

curve
2.
T
herefore,

the
point

2
m
atches

the
point

22
on
the

second
curve.

A
n
elastic

m
etric

is
the
m
easure

of
that

shrinking.
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F
ig.
7.
(a)
Intraclass

geodesics
betw

een
facial

surfaces
and

their
associated

radial
curves.

(b)
Interclass

geodesics
betw

een
facial

surfaces
and

their
associated

radial
curves.

A
.
R
adial

O
pen

C
urves

T
he
set
of
all
unit-length

curves
in

is
given

by
.
W
ith
the

-m
etric

on
its

tangent
spaces,

becom
es
a
R
iem
annian

m
anifold.

S
ince

the
elem

ents
of

have
a
unit

norm
,
is
a
hypersphere

in
the

H
ilbertspace

.In
order

to
com

pare
the
shapes

of
tw
o

radial
curves,w

e
can

com
pute

the
distance

betw
een

them
in

under
the
chosen

m
etric.T

his
distance

is
found

to
be
the
length

of
the
m
inor

arc
connecting

the
tw
o
elem

ents
in

.
S
ince

is
a
hypersphere,

the
form

ulas
for
the
geodesic

and
the
geodesic

length
are

already
w
ell
know

n.
T
he
geodesic

length
betw

een
any

tw
o
points

is
given

by:

(2)

and
the
geodesic

path
,is
given

by:

(3)

w
here

.
Itis

easy
to
see
thatseveralelem

ents
of

can
representcurves

w
ith
the
sam

e
shape.F

or
exam

ple,if
w
e
rotate

a
face

in
,and

thus
its
facialcurves,w

e
getdifferentS

R
V
F
s
for
the
curves

but
their

shapes
rem

ain
unchanged.A

nother
sim
ilar

situation
arises

w
hen

a
curve

is
reparam

etrized;
a
reparam

eterization
changes

the
S
R
V
F
ofcurve

butnotits
shape.In

orderto
handle

this
vari-

ability,
w
e
defi
ne
orbits

of
the

rotation
group

and
the

reparam
eterization

group
as
equivalence

classes
in

.H
ere,

is
the
setof

allorientation-preserving
diffeom

orphism
s
of

(to
itself)

and
the
elem

ents
of

are
view

ed
as
reparam

eterization
functions.F

or
exam

ple,for
a
curve

and
a
function

,the
curve

is
a
reparam

eterization
of

.T
he
cor-

responding
S
R
V
F
changes

according
to

.
W
e
defi
ne
the
equivalentclass

containing
as:

T
he
set
of
such

equivalence
class

is
called

the
shape

space
of
elastic

curves
[23].

To
obtain

geodesics
and

geodesic
dis-

tances
betw

een
elem

ents
of

,one
needs

to
solve

the
optim

iza-
tion

problem
.T
he
resulting

shape
space

is
the
setofsuch

equiv-
alence

classes:

(4)

W
e
denote

by
the
geodesic

distance
betw

een
the

corresponding
equivalence

classes
and

in
shape

space

.In
F
ig.7

w
e
show

geodesic
paths

betw
een

radialcurves
and

the
facial

surfaces
obtained

by
D
elaunay

triangulation
of
the

set
of
points

of
radial

curves.In
7(a)

w
e
show

a
geodesic

path
betw

een
tw
o
facial

surfaces
of
the

sam
e
person,

w
hile

in
7(b)

w
e
show

the
sam

e
for
faces

belonging
to
differentpersons.

B
.
C
ircular

C
losed

C
urves

W
e
w
ill
use

to
denote

the
circular

closed
curves.

U
sing

S
R
V
F
representation

as
earlier,w

e
can

defi
ne
the
set
of
closed

curves
in

by
.T
he
quantity

is
the
totaldis-

placem
entin

w
hile

m
oving

from
the
origin

ofthe
curve

until
the

end.
If
it
is
zero,

the
corresponding

curve
is
closed.

T
hus,

the
set

represents
the
setof

allclosed
curves

in
.Itis

called
a
preshape

space
since

curves
w
ith
sam

e
shapes

but
different

orientations
and

reparam
eterizations

can
be
represented

by
dif-

ferentelem
ents

of
.To

defi
ne
a
shape,its

representation
should

be
independentofits

rotation
and

reparam
eterization.T

his
is
ob-

tained
m
athem

atically
by
a
rem

oving
the
rotation

group
and

the
reparam

eterization
group

from
.
A
s
described

in
[23],[24],w

e
defi
ne
the
orbits

of
the
rotation

group
and

the
reparam

eterization
group

as
equivalence

classes
in

.T
he

resulting
shape

space
is:

(5)

To
defi
ne

geodesics
on

preshape
and

shape
spaces

w
e

need
a
R
iem
annian

m
etric.

F
or
this

purpose
w
e
inherit

the
standard

-m
etric

of
the

large
space

.
F
or
any

,the
standard

inner-productis
given

by:(6)

T
he
com

putation
ofgeodesics

and
geodesic

distances
utilize

the
intrinsic

geom
etries

of
these

spaces.W
hile

the
detailed

descrip-
tion

of
the

geom
etries

of
and

are
given

in
[23],

[24],
w
e

briefl
y
m
ention

the
tangent

and
norm

al
spaces

of
.
It
can

be
show

n
that

the
set
of
all
functions

norm
al
to

at
a
point

are
given

by:

(7)

w
here

form
an
orthonorm

albasis
of

.T
hus,the

tangentspace
atany

point
is
given

by:

(8)
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F
ig.8.

(a)
Intraclass

geodesics
betw

een
facialsurfaces

and
their

associated
circular

curves.(b)
Interclass

geodesics
betw

een
facialsurfaces

and
their

associated
circular

curves.

N
ow
,
an
im
portant

tool
in
our

fram
ew
ork

is
the

construction
of
a
geodesic

path
betw

een
tw
o
elem

ents
of

,
under

the
R
ie-

m
annian

m
etric

given
by
(6).

G
iven

tw
o
curves

and
,

represented
by
their

S
R
V
F
respectively

and
,
w
e
need

to
fi
nd
a
geodesic

path
betw

een
the
orbits

and
in
the
space

.W
e
use

in
this

context,a
num

erical
m
ethod

called
the
path-

straightening
m
ethod

[25]
w
hich

connects
the

tw
o
points

and
an
arbitrary

path
and

then
updates

this
path

repeat-
edly

in
the
negative

direction
ofthe

gradientofenergy
given

by:

(9)

It
has

been
proven

in
[25]

that
the

critical
points

of
de-

fi
ned

by
(9)
are
geodesic

paths
in

.W
e
denote

by
the

geodesic
distance

betw
een

the
corresponding

equivalence
classes

and
in

.In
F
ig.8

w
e
show

geodesic
paths

be-
tw
een

circular
curves

and
the

facial
surfaces

obtained
by
D
e-

launay
triangulation

of
the

set
of
points

of
circular

curves.
In

8(a)
w
e
show

a
geodesic

path
betw

een
tw
o
facial

surfaces
of

the
sam

e
person,w

hile
in
8(b)

w
e
show

the
sam

e
for
faces

be-
longing

to
different

persons.

C
.
E
xtension

to
F
acialSurfaces

Shape
A
nalysis

In
this

section
w
e
extend

our
study

from
shapes

of
curves

to
shapes

of
facialsurfaces.W

e
representthe

surface
of
the
facial

surface
by
a
collection

of
3-D

circular
and

radialcurves,(10)

w
here

represents
the

circular
curves,

is
the

cardinality
of
the
setof

circular
curves,

represents
the
radialcurve

and
is
the
cardinality

of
the
set
of
radialcurves.Tw

o
shapes

of
facialsurfaces

are
com

pared
by
com

paring
their

corresponding
facialcurves.T

he
distance

betw
een

tw
o
facialsurfaces

and
could

be
defi
ned

by:

(11)

V
I.
B
O
O
S
T
IN
G
F
O
R
G
E
O
M
E
T
R
IC
F
E
A
T
U
R
E
S
E
L
E
C
T
IO
N

R
adial

and
circular

curves
capture

locally
the

shape
of
the

faces.
H
ow
ever,

their
com

parison
under

different
expressions

runs
into

trouble.
In
fact,

their
shapes

are
affected

by
changes

in
facialexpressions.F

or
that

purposes,w
e
introduce

a
feature

selection
step

to
identify

(or
localize)

the
m
oststable

and
m
ost

discrim
inative

curves.
W
e
propose

to
use

the
w
ell
know

n
m
a-

chine
learning

algorithm
A
daB

oost
introduced

by
F
reund

and
S
chapire

in
[26].R

ecall
that,boosting

is
based

on
iterative

se-
lection

of
w
eak

classifi
ers

by
using

a
distribution

of
training

sam
ples.A

t
each

iteration,the
best

w
eak

classifi
er
is
provided

and
w
eighted

by
the
quality

of
its
classifi

cation.In
practice,the

individual
circular

curves
and

radial
curves

are
used

as
w
eak

classifi
ers.

A
fter

iterations,
the

m
ost
relevant

facialcurves
are
returned

by
the
algorithm

.

A
.
F
ace

R
ecognition

To
train

and
test

A
daboost

classifi
er
for
this

application,w
e

use
the

3-D
face

m
odels

of
F
R
G
C
v2
dataset.

F
or
each

radial
and

circularcurve,w
e
com

pute
the
A
llversus

A
ll(4007

4007)
sim
ilarity

m
atrix.

W
e
then

split
the

m
atrices

as
w
e
keep

the
G
allery

versus
P
robe

ofsize
466

3541
forthe

testing
and

uses
the

rem
aining

P
robe

versus
P
robe

subm
atrices,

of
the

size
of

3541
3541,forthe

training.T
hus,w

e
separate

the
training

and
the
testing

sam
ples

(the
setof

individualdistances
related

to
fa-

cialcurves)
and

these
disjointsets

serve
as
inputs

to
A
daboost,

as
illustrated

in
F
ig.9.

F
rom

these
areas

of
the

m
atrices,

w
e
extract

tw
o
kinds

of
scores

(i)
the
m
atch

scores
(intrapersonalcom

parisons)
and

(ii)
the
nonm

atch
scores

(interpersonalcom
parison).Togetherthese

scores
form

an
inputto

the
boosting

algorithm
.M
ore

form
ally,

w
e
considera

setofpairs
corresponding

to
sim
-

ilarity
scores

betw
een

radialorcircularcurves
atthe

sam
e
level,

w
ith

or
.

can
take

tw
o
values:

0
in
the
case

of
non-m

atch
score

and
1
in
the
case

of
m
atch

score.F
or
each

cir-
cular

or
radialcurve,the

w
eak

classifi
er
determ

ines
the
optim

al
threshold

classifi
cation

function
such

thatthe
m
inim

um
num

ber
of
sam

ples
are
m
isclassifi

ed.E
ach

w
eak

classifi
er

w
ill

take
a
value

of
distance

com
puted

based
on
a
radialor

circular
curve,threshold

it,and
classify

the
com

parison
as
positive

(intr-
aclass)

or
negative

(interclass),depending
on
the
distance

value
being

under
or
over

the
threshold

.

(12)

w
here,

denotes
forthe

w
eak

hypothesis
given

by
.T
he
fi
nal
strong

classifi
er
is
defi
ned

by
a
set
of
a
w
eak

classifi
ers
w
eighted

by
a
set
of
w
eights

.
T
he
pseudocode

of
A
daB

oostalgorithm
is
sum

m
arized

in
algo-

rithm
1.
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F
ig.9.

A
ll
versus

P
robe

distance
m
atrices

splitting;
the
G
allery

versus
P
robe

distance
m
atrix

is
keptfortesting,as

suggested
in
the
F
R
G
C
evaluation

protocol
and

the
rem

aining
subm

atrices
P
robe

versus
P
robe

are
used

for
training.

A
lgorith

m
1
A
d
aB
oost

A
lgorith

m

•
Input:A

setof
sam

ples
w
here

is
the
score

of
sim
ilarity

of
the
circular

or
radial

curves
and

.
•
L
et

be
the
num

ber
of
nonm

atch
score

and
be
the

num
ber

of
m
atch

score.
Initialization

of
w
eights

it
depends

on
the
value

of
w
here

.

•
F
or

:
1-
N
orm

alize
the

w
eights

such
that

.
2-
F
or
each

curve
(feature),train

a
w
eak

classifi
er

thatuses
a
single

curve.T
he
error

ofclassifi
er

is
determ

ined
w
ith
the
corresponding

w
eight

:

3-
C
hoose

the
classifi

er
w
ith
the
low
esterror.

4-
U
pdate

the
w
eights

,w
here

and
,if
the
sam

ple
is

correctly
classifi

ed
by

and
1
else.

•
T
he
fi
nalhypothesis

is
a
w
eighted

linear
com

binations
of
the

hypotheses
w
here

the
w
eights

are
inversely

proportionalto
the
training

errors.T
he
strong

classifi
er

is
given

by:

T
he
set
of
selected

curves
returned

by
A
daboost

is
show

n
in
F
ig.
10.

T
he
fi
rst
row

show
s
the

locations
of
the

selected
curves

on
different

sessions
of
the

sam
e
person

w
ith
different

expressions,w
hereas,the

second
row

gives
curves

location
on

different
subjects.

W
e
note

that
the
boosting

algorithm
selects

F
ig.

10.
T
he
m
ost

discrim
inative

radial
and

circular
curves

selected
by

B
oosting

for
face

recognition,given
on
differentfaces.

iso-curves
located

on
the
nasalregion,w

hich
is
stable

underex-
pressions

and
radial

curves
avoiding

tw
o
parts.T

he
fi
rst
one

is
the
low
er
part

of
the
face

since
its
shape

is
affected

by
expres-

sions,particularly
w
hen

the
m
outh

is
open.T

he
second

area
cor-

responds
to
the

eye/eyebrow
regions.

S
hapes

of
radial

curves
passing

throw
these

regions
change

w
hen

conveying
expres-

sions.In
contrast,the

m
oststable

area
cover

the
nasal/forehead

regions.
To
dem

onstrate
the
usefulness

ofthe
curve

selection
step,dif-

ferentgraphs
in
F
ig.11

plotthe
rate

of
F
alse

A
cceptance

versus
the

rate
of
F
alse

R
ejection

for
different

confi
gurations.

T
hese

curves
are
produced

from
the
P
robe

versus
P
robe

m
atrices

(i.e.,
using

the
training

set).
A
s
show

n
in
F
ig.
11(b),

m
inim

um
er-

rors
are

given
by
fusing

scores
of
selected

radial
and

selected
circular

curves.
W
e
note

also
that

the
selection

perform
ed
on

radial
curves

only
or
circular

curves
only

m
inim

izes
the
errors

com
pared

to
the
use

of
all
radial

curves
or
circular

curves,
re-

spectively.
T
he
online

testing
step

consists
on
com

paring
faces

and
by
the
fusion

of
scores

related
to
selected

curves
as
follow

ing:

(13)

w
here

is
the
cardinality

ofthe
setofselected

circularcurves
and

the
cardinality

of
the
setof

selected
radialcurves.

B
.
G
ender

C
lassification

F
or
3-D

face-based
gender

classifi
cation

task,
w
e
fi
rst
com

-
pute

M
ale
and

F
em
ale
representative

tem
plates

using
the
geo-

m
etric

shape
analysis

fram
ew
ork

for
open

and
closed

curves.
In
fact,

this
fram

ew
ork

allow
s
us
to
com

pute
intrinsic

m
eans

(K
archer

m
ean)

of
curves

that
w
e
extend

to
facial

surfaces.
T
hen,

w
ithin

the
training

step,
w
e
com

pute
intraclass

(sam
e

gender)
and

interclass
(differentgender)

pairw
ise
distances

(for
each

curve
index)

betw
een

sam
ple
faces

and
the
tem
plates.F

i-
nally,

the
m
ost
discrim

inative
geom

etric
features

are
selected

optim
ally

by
boosting

as
done

in
face

recognition
application.

F
or
the

testing
step,

distances
to
m
ale

and
fem

ale
tem
plates

are
com

puted
(based

only
on
selected

features),and
the
nearest

neighbor
algorithm

denotes
the

class
(M
ale/F

em
ale)

m
em
ber-

ship.D
ifferentsteps

are
detailed

in
the
follow

ing:
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F
ig.11.

R
O
C
curves

produced
from

the
training

set(a)allradialand
circularcurves,(b)

selected
radialand

selected
levelcurves,(c)

allradialcurves,(d)selected
circular

curves,(e)
selected

radial
curves,and

(f)
all
circular

curves.

M
ale/F

em
ale

G
eom

etric
Tem

plates
C
om
putation:

O
ne
ad-

vantage
of
the
proposed

geom
etricalfram

ew
ork

for
shape

anal-
ysis

of
curves

is
to
calculate

som
e
statistics

as
the

“m
ean”

of
facial

curves
and

to
extend

itto
facialsurfaces,called

K
archer

m
ean

[24].T
he
R
iem
annian

structure
defi
ned

on
a
R
iem
annian

m
anifold

enables
us
to
perform

such
statisticalanalysis

forcom
-

puting
faces

m
ean

and
variance.T

here
are
atleasttw

o
w
ays

of
defi
ning

a
m
ean

value
fora

random
variable

thattakes
values

on
a
nonlinearm

anifold.T
he
fi
rstdefi

nition,called
extrinsic

m
ean,

involves
em
bedding

the
m
anifold

in
a
larger

vector
space,com

-
puting

the
E
uclidean

m
ean

in
thatspace,and

then
projecting

it
dow

n
to
the
m
anifold.T

he
other

defi
nition,called

the
intrinsic

m
ean

or
the
K
archer

m
ean

utilizes
the
intrinsic

geom
etry

of
the

m
anifold

to
defi
ne
and

com
pute

a
m
ean

on
that

m
anifold.It

is
defi
ned

as
follow

s:
L
et

denotes
the

length
of
the

geodesic
path

from
curves

in
.To

calculate
the
K
archer

m
ean

offacialcurves
in

,w
e
defi
ne
the
variance

func-
tion:

(14)

T
he
K
archer

m
ean

is
then

defi
ned

by:

(15)

T
he
intrinsic

m
ean

m
ay
not

be
unique,

i.e.,
there

m
ay
be
a
set

of
points

in
for
w
hich

the
m
inim

izer
of

is
obtained.

is
an
elem

ent
of

that
can

be
seen

as
the
sm
allest

geodesic
path

length
from

all
given

facial
surfaces.

W
e
present

a
com

m
only

used
algorithm

for
fi
nding

K
archer

m
ean

for
a
given

set
of
fa-

cial
surfaces

(by
using

their
curves).

T
his
approach,

presented
in
algorithm

2
uses

the
gradientof

,in
the
space

,to
iter-

atively
update

the
currentm

ean
.T
he
sam

e
pseudo-algorithm

w
illbe

obtained
for
radialcurves

defi
ned

in
the
shape

space
.

A
lgorith

m
2
K
arch

er
M
ean

A
lgorith

m

S
et

.C
hoose

som
e
tim
e
increm

ent
.

C
hoose

a
point

as
an
initialguess

of
the
m
ean.(F

or
exam

ple,one
could

just
take

.)
1-
F
or
each

choose
the
tangent

vector
w
hich

is
tangentto

the
geodesic

from
to

.T
he
vector

is
proportionalto

the
gradient

at
of
the
function

.
2-
F
low

for
tim
e
along

the
geodesic

w
hich

starts
at

and
has

velocity
vector

.C
all
the
point

w
here

you
end

up
.

3-
S
et

and
go
to
step

1.

M
ale
tem
plate

facial
surface

is
com

puted
by
averaging

ten
m
ales

facial
surfaces

of
different

person
as
show

n
in
F
ig.
12.

F
em
ale
tem
plate

facial
surface

is
com

puted
by
averaging

ten
fem

ales
facialsurfaces

of
differentperson

as
show

n
in
F
ig.13.

G
eom

etric
F
eature

Selection:
To
train

and
test

the
boosting

algorithm
for
this

application,w
e
use

20
previous

3-D
faces

of
the
F
R
G
C
v1
dataset

for
training

and
466

subjects
of
F
R
G
C
v2

for
testing.

F
irstly,

w
e
selected

a
subset

of
faces

of
m
en
and

w
om
en
(ten

from
each

class)
from

F
R
G
C
v1,

to
calculate

B
A
L
L
IH
I
etal.:B

O
O
S
T
IN
G
3-D

-G
E
O
M
E
T
R
IC
F
E
A
T
U
R
E
S
F
O
R
E
F
F
IC
IE
N
T
FA
C
E
R
E
C
O
G
N
IT
IO
N
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F
ig.12.

D
ifferentfacialsurfaces

ofdifferentm
ale
persons

taken
from

F
R
G
C
v1

and
their

K
archer

m
ean.(a)

S
am
ple
faces

(from
F
R
G
C
v1)

used
to
com

pute
the

tem
plate

face.(b)
F
em
ale
tem
plate

face
(K
archer

m
ean).

F
ig.

13.
D
ifferent

facial
surfaces

of
different

fem
ale

persons
taken

from
F
R
G
C
v1
and

their
K
archer

m
ean.

(a)
S
am
ple

faces
(from

F
R
G
C
v1)

used
to

com
pute

the
tem
plate

face.(b)
F
em
ale
tem
plate

face
(K
archer

m
ean).

TA
B
L
E
I

I N
P
U
T
F
E
A
T
U
R
E
V
E
C
T
O
R
S
O
F
B
O
O
S
T
IN
G
A
L
G
O
R
IT
H
M
F
O
R
G
E
N
D
E
R

C
L
A
S
S
IF
IC
A
T
IO
N

the
tem
plates

for
both

m
ale

and
fem

ale
classes

denoted
re-

spectively
and

.
T
hen,

w
e
com

puted
pairw

ise
distances

(based
on
curves)

betw
een

test
im
ages

and
both

of
tem
plates.

T
hus,

w
e
obtained

a
m
atrix

containing
feature

vectors
(distance

based
on
curves)

w
hich

w
ill
be
used

to
train

A
baboostalgorithm

,as
illustrated

in
Table

I.F
rom

this
m
atrix,

w
e
extracttw

o
kinds

of
scores

(i)
the
m
atch

scores
(intragender

com
parisons)

and
(ii)

the
nonm

atch
scores

(intergender
com

-
parison).
B
oth
score

lists
representthe

inputofthe
boosting

algorithm
.

M
ore

form
ally,

w
e
consider

a
set

of
pairs

w
here

is
a
sim
ilarity

score
betw

een
tw
o
curves

at
the

sam
e
level

and
can

take
tw
o
values:

0
in
the

case
of

non-m
atch

score
and

1
in
the

case
of
m
atch

score.
F
or
each

curve
,
the

w
eak

learner
determ

ines
the

optim
al
threshold

classifi
cation

function,such
thatthe

m
inim

um
num

ber
of
sam

-
ples

are
m
isclassifi

ed.
A
w
eak

classifi
er

thus
consists

of
a
geom

etric
feature

and
a
threshold

,such
that:

(16)

F
ig.15

show
s
the
location

ofselected
curves

on
differentses-

sions
ofsom

e
m
ale
faces

w
hereas,F

ig.14
show

s
the
location

of
selected

curves
on
differentsessions

of
som

e
fem

ale
faces.

F
ig.

14.
T
he
m
ost

discrim
inative

radial
and

circular
curves

selected
by

B
oosting

for
gender

classifi
cation,given

on
differentfem

ale
faces.

F
ig.

15.
T
he
m
ost

discrim
inative

radial
and

circular
curves

selected
by

B
oosting

for
gender

classifi
cation,given

on
differentm

ale
faces.

W
e
note

that
the

boosting
algorithm

selects
circular

curves
on
the
cheeks

region,w
hich

is
discrim

inative
shape

of
3-D

face
for
gender

classifi
cation

and
radial

curves
avoiding

tw
o
parts.

T
he
m
oststable

areas
forgenderclassifi

cation
coverthe

cheeks/
sellion

regions.
C
lassification:

A
s
described

in
Table

I,this
tim
e
round,

w
e

calculated
differentm

atrices
ofdistances

of
allselected

circular
and

radialcurves
betw

een
tem
plate

faces
and

the
466

testfaces
of
F
R
G
C
v2.T

he
pseudocode

of
the
proposed

gender
classifi

ca-
tion

algorithm
is
given

in
algorithm

3.

A
lgorith

m
3
G
en
d
er
C
lassifi

cation
A
lgorith

m

•
Input:

A
set
of
curves

w
here

is
either

circular
curves

or
radial

curves.
is
the
total

num
ber

of
selected

circular
and

R
adialcurves.

•
F
or
each

face
request

:
1-
C
alculate

the
geodesic

distances:

•
T
he
fi
naldecision

for
classifi

cation
is
given

by:
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F
ig.
16.

C
um
ulative

M
atch

C
haracteristic

curve
for
selected

radial
and

level
curves.

V
II.
E
X
P
E
R
IM
E
N
TA
L
R
E
S
U
LT
S

In
the
follow

ing,w
e
present

conducted
experim

ents
and

the
obtained

results
w
ith
the

proposed
m
ethods.

In
particular,

w
e

report3-D
face

recognition
perform

ances
on
F
R
G
C
v2
[27]

and
provide

a
com

parative
study

w
ith

state-of-the-art.
F
R
G
C
v2

datasetcontains
4
007

3-D
scans

of
466

people,in
w
hich

m
ore

than
40%

of
the
m
odels

are
nonneutral.

A
standard

evaluation
protocol

for
identifi

cation
and

verifi
cation

biom
etric

scenarios
supports

this
data

set.
F
urtherm

ore,
w
e
give

gender
classifi

ca-
tion

perform
ances

achieved
by
our

approach,
using

the
sam

e
dataset.W

e
note

that
the
subjects

in
F
R
G
C
v2
dataset

are
57%

m
ale
and

43%
fem

ale.

A
.
3-D

F
ace

R
ecognition

R
esults

1)
Identification:

F
or
testing

on
F
R
G
C
v2
dataset,

only
the

identifi
cation

evaluation
w
as
carried

out.In
fact,as

m
entioned

in
S
ection

V
Isince

ourapproach
requires

a
training

stage,itw
as

tested
on
a
subsetofthis

datasetfollow
ing
the
F
R
G
C
evaluation

protocol
for
the
identifi

cation
scenario,as

follow
ing.W

e
kept,

for
the
test,the

G
allery

versus
P
robe

(of
size

466
3541)

sim
-

ilarity
m
atrices.T

he
rem

aining
subm

atrices
(i.e.,P

robe
versus

P
robe

sim
ilarity

scores)
w
ere
used

to
train

the
feature

selection
step

by
boosting

algorithm
.T
his
m
eans

thatdisjointly
sim
ilarity

vectors
are

used
for
the

training
and

the
test.

F
ollow

ing
these

settings,
our

approach
achieved

98.02%
as
rank-1

recognition
rate

and
reached

99%
in
rank-5

as
illustrated

in
the
C
M
C
plot

(C
um
ulative

M
atch

C
haracteristic)

given
is
F
ig.
16.

W
e
recall

thatthe
approach

used
here

is
based

on
both

radialand
circular

facial
curves

selection.
A
s
show

n
in
Table

II,
the

selected
curves

provides
better

recognition
rate

that
using

radial
or
circular

individually.
W
e

point
out

that
the

m
ost
relevant

circular
curves

are
located

on
the
nasalregion,w

hich
m
eans

thatthe
nasalshape

signifi
cantly

contribute
to
face

recognition.
T
his
is
due

to
the

fact
that

its
shape

is
stable

to
facial

expressions.
W
e
note

also
that

the
use

com
bining

allthe
curves

by
using

(13)
provides

the
bestrecog-

nition
rate.

TA
B
L
E
II

R
A
N
K
-1/C

O
M
P
U
TA
T
IO
N
C
O
S
T
(IN
S
E
C
O
N
D
S)
F
O
R
D
IF
F
E
R
E
N
T
C
O
N
F
IG
U
R
A
T
IO
N
S

In
addition

to
perform

ance
im
provem

ent,the
curve

selection
results

on
a
m
ore
com

pactbiom
etric

signature
w
hich

reduce
the

tim
e-processing

of
one-to-one

face
m
atching.

2)
C
om
parative

Study
W
ith
State-of-the-A

rt:
F
ollow

ing
the

F
R
G
C
standard

protocol
for

the
identifi

cation
scenario,

the
Table

III
show

s
identifi

cation
results

of
previous

approaches
(curve-based,

feature
selection-based,

and
others)

by
keeping

the
earliest

scan
of
the

466
subjects

in
the

gallery
and

the
rem

aining
for

testing.
W
e
note

that
experim

ents
reported

in
[28]

and
[16]

follow
a
m
odifi

ed
protocolby

keeping
the
earliest

neutral
scan

in
the
gallery

and
the
rem

aining
as
test

im
ages.It

is
clear

that
the
proposed

m
ethod

outperform
s
the
m
ajority

of
state-of-the-art

m
ethods.

O
nly

the
approach

proposed
recently

by
W
ang

etal.[6],based
on
boosting

of
descriptors

(H
aar-like,

G
abor,

and
L
ocal

B
inary

P
attern

(L
B
P
))
com

puted
on
the

Shape
D
ifference

M
ap
betw

een
faces,

achieved
a
better

result
98.3%

w
hich

m
eans

that
ten
m
ore

faces
are
recognized

by
this

approach.
A
s
show

n
in
Table

III,
the

proposed
approach

outperform
s

the
state-of-the-artexceptthe

w
ork

of
[6].

B
.
G
ender

C
lassification

T
he
proposed

gender
classifi

cation
of
3-D

face
scans

has
been

experim
ented

using
the

F
R
G
C
v2

database.
T
his

w
as

m
otivated

by
the

fact
that

this
dataset

contains
the

largest
num

ber
of
subjects

com
pared

to
existing

3-D
face

datasets
as

B
osphorus,B

U
-3D

F
E
,etc.To

evaluate
the
proposed

approach,
w
e
have

considered
466

3-D
im
ages

related
to
the

466
sub-

jects
of
F
R
G
C
v2
data

set.
T
hus,

if
several

sessions
exist

in
the

dataset,
w
e
select

the
earliest

(neutral
or
nonneutral)

one
for
our

experim
ent.

W
e
use

also
few

3-D
im
ages

taken
from

F
R
G
C
v1
to
com

pute
m
ale
and

fem
ale
tem
plates,

as
described

in
S
ection

V
I.
T
he
diffi

culty
encountered

to
com

pare
our

approach
to
related

w
ork,

is
there

is
no
standard

protocol
to

com
pare

gender
classifi

cation
results,

unlike
F
R
G
C
standard

protocolfor
3-D

face
recognition.M

ostof
previous

approaches
[34],[18],[20]

reported
classifi

cation
results

on
a
subsettaken

from
F
R
G
C
v1
dataset.

1)
C
lassification

R
esults:

W
e
conducted

experim
ents

by
fi
rstcom

puting
M
ale

and
F
em
ale

tem
plates

using
sam

ple
3-D

scans
taken

from
F
R
G
C
v1.

T
hen,

com
par-

isons
betw

een
those

tem
plates

and
the

466
test

im
ages

(of
F
R
G
C
v2)

based
on
their

circular
and

radial
curves

w
ere
com

puted
to
build

the
feature

vectors.F
inally,tw

o
experim

ents,detailed
below

,w
ere
carried

out:
•
E
xp
erim

en
t
1.C

u
rve

selection
-based.To

select
the
m
ost

relevantcom
bination

of
curves

using
A
daboostalgorithm

,
w
e
fi
rstuse

10
m
ale
3-D

face
m
odels

and
10
fem

ale
m
odels

from
F
R
G
C
v1
to
com

pute
the
m
ale
and

fem
ale
tem
plates.

T
hen,

w
e
com

pute
pairw

ise
curve

distances
betw

een
the

B
A
L
L
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O
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G
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P
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sam
e
sam

ple
m
odels

and
the

tem
plates,

in
order

to
build

feature
vectors,used

for
the
training

step.N
ow
,given

new
test

face
from

the
466

3-D
m
odels

of
F
R
G
C
v2,

w
e
com

-
pute

the
pairw

ise
distances

to
the
tem
plates

then
m
ake

the
decision

as
result

of
the

nearest
neighbor

algorithm
.
F
ol-

low
ing

this
setting,our

approach
achieved

84.12%
as
av-

erage
genderclassifi

cation
rate.W

e
note

that,in
this

exper-
im
ent,

after
feature

selection
step,

accum
ulated

distances
from

selected
curves

only
are

used
and

classifi
cation

is
achieved

by
nearestneighbor

classifi
cation.A

s
reported

in
Table

IV
,
w
e
note

also
that

using
the

com
bination

of
se-

lected
circular

curves
and

selected
radial

curves
achieved

better
perform

ances
com

pared
to
selected

circular
curves

or
selected

radialcurves,taken
individually.

•
E
xp
erim

en
t2.C

lassifi
er
decision

-based.In
orderto

eval-
uate

the
boosting

classifi
erresults,w

e
have

conducted,fol-
low
ing

the
sam

e
setting,

experim
ents

using
tw
o
m
achine

learning
m
ethods,

S
V
M
and

N
eural

N
etw
ork.

Instead
of

feature
selection

step,
w
e
consider

the
fi
nal

classifi
er
de-

cision.
F
or
exam

ple,
w
e
consider

the
binary

decision
of

the
strong

classifi
er
of
A
daboost.Table

V
sum

m
arizes

the
obtained

results.T
raining

and
testing

steps
are
carried

out
using

a
10-fold

cross-validation
experim

ent.A
ccording

to
this,

the
466

subjects
are

split
into

disjoint
subsets

for
training

and
test.U

sing
10-fold

cross
validation,training

is
repeated

10
tim
es,w

ith
each

ofthe
10
subsets

used
exactly

once
as
the
testdata.F

inally,the
results

from
the
ten
steps

are
averaged

to
produce

a
single

estim
ation

of
the
perfor-

m
ance

of
the
classifi

er
for
the
experim

ent.In
this

w
ay,all

observations
are
used

for
both

training
and

test,
and

each
observation

is
used

for
testexactly

once.

F
ig.
17.

D
ifferent

fem
ale
3-D

faces
m
isclassifi

ed
by
our

approach.
T
he
fi
rst

row
gives

3-D
data,the

second
gives

the
corresponding

texture
of
3-D

data.

F
ig.
18.

D
ifferent

fem
ale
3-D

faces
m
isclassifi

ed
by
our

approach.
T
he
fi
rst

row
show

s
3-D

data;
the
second

row
show

s
the
corresponding

texture
of
3-D

data2)
C
om
parative

Study
W
ith
State-of-the-A

rt:
Table

V
Ishow

s
gender

classifi
cation

results
com

pared
to
previous

approaches
tested

on
different

subsets.In
[35]

the
authors

used
a
subset

of
F
R
G
C
v1,

six
fem

ale
subjects

and
four

m
ale
subjects,

w
hile

in
[19]

a
subset

of
F
R
G
C
v1
is
used

w
ith
only

28
fem

ale
subjects

and
80
m
ale
subjects.

H
ow
ever

they
used

m
ore

than
one

ses-
sion

of
each

subject.
N
ote

that
this

ad-hoc
division

does
not

guarantee
thatallsubjects

w
illhave

a
neutralexpression,som

e
F
R
G
C
v2
subjects

are
scanned

w
ith
arbitrary

facialexpression.
T
he

analysis
of
som

e
m
isclassifi

ed
exam

ples
given

by
F
igs.17

and
18
show

s
that

there
are
tw
o
m
ajor

reasons
of
this

m
isclassifi

cation.T
he
fi
rst
one

is
the
bad

quality
of
3-D

scans,
such

as
som

e
occlusions

in
relevantregions

w
hich

affected
the

shape
of
curves.

T
he
second

reason
lies

in
the

fact
that

only
based

on
the
shape

inform
ation,there

is
som

e
confusion

(even
for
a
person),

to
recognize

correctly
the

gender
of
the

person.
O
ne
solution

of
this

problem
and

for
im
proving

the
proposed

approach
is
to
introduce

the
texture

inform
ation,w

hich
contains

com
plem

entary
(as

hair
density,

etc.)
in
order

to
consolidate

the
classifi

er
decision.

F
ig.
19
show

s
som

e
faces

w
ith
selected

iso-level
and

radial
curves

for
both

applications
face

recognition
and

gender
classi-

fi
cation,the

blue
curves

are
selected

for
3-D

face
gender

clas-
sifi
cation,

the
red

curves
are
selected

for
3-D

face
recognition

w
hile

the
black

curves
are
the
com

m
on
selected

curves
for
both

classifi
cations.
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F
ig.
19.

E
xam

ples
of
selected

circular
and

radial
curves

for
different

appli-
cations.

T
he
fi
rst
row

show
s
different

sessions
for
different

m
ale
persons;

the
second

show
s
differentsessions

for
differentfem

ale
persons.

V
III.

C
O
N
C
L
U
S
IO
N

In
this

paper,by
com

bining
tools

from
R
iem
annian

geom
etry

and
the

w
ell-know

n
A
daboost

algorithm
,
w
e
have

proposed
to
select

the
m
ost
discrim

inative
curves

for
facial

recognition
and

gender
classifi

cation.
T
he
experim

ents,
carried

out
on

F
R
G
C
v2
including

neutraland
nonneutralim

ages,dem
onstrate

the
effectiveness

of
the

proposed
approach.

B
ased

only
on
17

curves,
including

12
radial

curves
and

5
circular

curves,
our

fully
autom

atic
approach

achieved
rank-1

recognition
rate

of
98.02%

.F
or
gender

classifi
cation,19

curves
w
ith
12
radialand

7
circular,

w
ere

selected
and

achieved
a
classifi

cation
rate

of
86.05%

.
T
he
algorithm

com
putation

tim
e
w
as
on
the

order
of

0.68
second

(for
recognition

rate)
and

0.76
second

(for
gender

classifi
cation)

to
com

pare
tw
o
faces

w
ith
selected

curves
in-

stead
of
2.64

second
w
ith
allcurves.T

he
boosting

selects
those

curves
passing

through
stable

regions
on
the
face

for
different

applications.T
his
approach

is
effi
cientin

term
s
of
com

putation
tim
e,data

storage
and

transm
ission

costs.
T
he
proposed

approach
can

be
extended

in
differentdirections

in
order

to
im
prove

the
perform

ances
and

to
address

other
im
-

portantclassifi
cation

tasks.F
orexam

ple,the
texture

inform
ation

could
be
associated

to
shape

inform
ation

to
consolidate

the
clas-

sifi
erdecision.In

fact,texture
channelprovides

additionalinfor-
m
ations

w
hich

could
be
com

plem
entary

to
the
shape.A

ddition-
ally,m

ore
facialattributes

recognition,such
as
ethnicity

and
age

estim
ation

could
be
addressed

using
the
sam

e
fram

ew
ork.

R
E
F
E
R
E
N
C
E
S

[1]
V
.B
ruce,A

.M
.B
urton,E

.H
anna,P

.H
ealey,O

.M
ason,A

.C
oom

bes,
R
.F
right,and

A
.L
inney,“S

ex
discrim

ination:H
ow
do
w
e
tellthe

dif-
ference

betw
een

m
ale
and

fem
ale
faces?,”

P
erception,

vol.
22,

no.
2,

pp.131–152,1993.
[2]

A
.J.O

’toole,T
.V
etter,N

.F
.T
roje,and

H
.H
.B
ülthoff,“S

ex
classifi

-
cation

is
better

w
ith
three-dim

ensionalhead
structure

than
w
ith
im
age

intensity
inform

ation,”
P
erception,vol.26,no.1,pp.75–84,1997.

[3]
L
.B
allihi,B

.B
.A
m
or,M

.D
aoudi,A

.S
rivastava,and

D
.A
boutajdine,

“S
electing

3D
curves

on
the

nasal
surface

using
adaboost

for
person

authentication,”
in
P
roc.3D

O
R
,2011,pp.101–104.

[4]
F
.D
aniyal,P

.N
air,and

A
.C
avallaro,“C

om
pactsignatures

for3D
face

recognition
under

varying
expressions,”

in
P
roc.

6th
IE
E
E
Int.

C
onf.

A
dvanced

Video
and

SignalB
ased

Surveillance,2009
(A
V
SS’09),S

ep.
2009,pp.302–307.

[5]
T
.
C
.F
altem

ier,
K
.
W
.B
ow
yer,

and
P
.
J.
F
lynn,

“A
region

ensem
ble

for
3-d

face
recognition,”

IE
E
E
Trans.Inf.F

orensics
Security,vol.3,

no.1,pp.62–73,Jan.2008.
[6]

Y
.
W
ang,

J.
L
iu,
and

X
.
Tang,

“R
obust

3D
face

recognition
by
local

shape
difference

boosting,”
IE
E
E
Trans.

P
attern

A
nal.

M
ach.

Intell.,
vol.32,no.10,pp.1858–1870,O

ct.2010.
[7]

X
.
L
i,
T
.
Jia,

and
H
.
Z
.
0002,

“E
xpression-insensitive

3D
face

recognition
using

sparse
representation,”

in
P
roc.

C
V
P
R
,
2009,

pp.
2575–2582.

[8]
O
.
O
cegueda,

S
.
K
.
S
hah,

and
I.
A
.
K
akadiaris,

“W
hich

parts
of
the

face
give

outyour
identity?,”

in
P
roc.C

V
P
R
,2011,pp.641–648.

[9]
H
.
L
i,
D
.
H
uang,

J.-M
.
M
orvan,

and
L
.
C
hen,

“L
earning

w
eighted

sparse
representation

of
encoded

facialnorm
alinform

ation
for
expres-

sion-robust3D
face

recognition,”
in
P
roc.Int.JointC

onf.B
iom
etrics,

2011,vol.0,pp.1–7.
[10]

C
.
S
am
ir,
A
.
S
rivastava,

and
M
.
D
aoudi,

“T
hree-dim

ensional
face

recognition
using

shapes
of
facialcurves,”

IE
E
E
Trans.P

attern
A
nal.

M
ach.Intell.,vol.28,no.11,pp.1847–1857,N

ov.2006.
[11]

E
.
K
lassen,

A
.
S
rivastava,

W
.
M
io,
and

S
.
Joshi,

“A
nalysis

of
planar

shapes
using

geodesic
paths

on
shape

spaces,”
IE
E
E
P
attern

A
nal.

M
ach.Intell.,vol.26,no.3,pp.372–383,M

ar.2004.
[12]

C
.
S
am
ir,
A
.
S
rivastava,

M
.
D
aoudi,

and
E
.
K
lassen,

“A
n
intrinsic

fram
ew
ork

for
analysis

of
facial

surfaces,”
Int.

J.
C
om
put.

Vis.,
vol.

82,no.1,pp.80–95,2009.
[13]

I.M
piperis,S

.M
alassiotis,and

M
.G
.S
trintzis,“3-D

face
recognition

w
ith
the
geodesic

polarrepresentation,”
IE
E
E
Trans.Inf.F

orensics
Se-

curity,vol.2,no.3,pt.2,pp.537–547,S
ep.2007.

[14]
H
.D
rira,B

.B
.A
m
or,A

.S
rivastava,and

M
.D
aoudi,“A

R
iem
annian

analysis
of
3D

nose
shapes

for
partial

hum
an
biom

etrics,”
in
P
roc.

IE
E
E
Int.C

onf.C
om
puter

Vision,2009,pp.2050–2057.
[15]

H
.
D
rira,

B
.
B
.
A
m
or,
M
.
D
aoudi,

and
A
.
S
rivastava,

“P
ose

and
ex-

pression-invariant
3D
face

recognition
using

elastic
radial

curves,”
in

P
roc.B

M
V
C
,2010,pp.1–11.

[16]
S
.B
erretti,A

.D
.B
im
bo,and

P
.P
ala,“3D

face
recognition

using
iso-

geodesic
stripes,”

IE
E
E
Trans.P

attern
A
nal.M

ach.Intell.,vol.32,no.
12,pp.2162–2177,D

ec.2010.
[17]

A
.M
.B
urton,V

.B
ruce,and

N
.D
ench,W

hat’s
the
D
ifference

B
etw
een

M
en
and

W
om
en?

E
vidence

F
rom

F
acial

M
easurem

ent.
L
ondon:

P
erception,1993,vol.22,pp.153–176,(P

rint),no.2.
[18]

J.W
u,W

.A
.P
.S
m
ith,and

E
.R
.H
ancock,“F

acialgenderclassifi
cation

using
shape

from
shading

and
w
eighted

principal
geodesic

analysis,”
in
P
roc.IC

IA
R
,2008,pp.925–934.

[19]
X
.L
u,H

.C
hen,and

A
.K
.Jain,“M

ultim
odalfacialgenderand

ethnicity
identifi

cation,”
in
P
roc.IC

B
,2006,pp.554–561.

[20]
Y
.H
u,J.Y

an,and
P
.S
hi,“A

fusion-based
m
ethod

for3D
facialgender

classifi
cation,”

in
P
roc.

2010
T
he
2nd

Int.
C
onf.

C
om
puter

and
A
u-

tom
ation

E
ngineering

(IC
C
A
E
),F
eb.2010,vol.5,pp.369–372.

[21]
P
.W
.M
ichor

and
D
.M
um
ford,“R

iem
annian

geom
etries

on
spaces

of
plane

curves,”
J.E

ur.M
ath.Soc.,vol.8,pp.1–48,2006.

[22]
A
.-J.Y

ezzi
and

A
.
M
ennucci,

“C
onform

al
m
etrics

and
true

“gradient
fl
ow
s”
for
curves,”

in
P
roc.IC

C
V
,2005,vol.1,pp.913–919.

[23]
S
.
H
.
Joshi,

E
.
K
lassen,

A
.
S
rivastava,

and
I.
Jerm

yn,
“A
novel

rep-
resentation

for
R
iem
annian

analysis
of
elastic

curves
in

,”
in
P
roc.

C
V
P
R
,2007,pp.1–7.

[24]
A
.S
rivastava,E

.K
lassen,S

.H
.Joshi,and

I.H
.Jerm

yn,“S
hape

anal-
ysis

of
elastic

curves
in
euclidean

spaces,”
IE
E
E
Trans.P

attern
A
nal.

M
ach.Intell.,vol.33,no.7,pp.1415–1428,Jul.2011.

B
A
L
L
IH
I
etal.:B

O
O
S
T
IN
G
3-D

-G
E
O
M
E
T
R
IC
F
E
A
T
U
R
E
S
F
O
R
E
F
F
IC
IE
N
T
FA
C
E
R
E
C
O
G
N
IT
IO
N

1779

[25]
E
.
K
lassen

and
A
.
S
rivastava,

“G
eodesics

betw
een

3D
closed

curves
using

path-straightening,”
in
P
roc.E

C
C
V,L

ecture
N
otes

in
C
om
puter

Science,2006,pp.I:
95–I:

106.
[26]

Y
.
F
reund

and
R
.
E
.
S
chapire,

“A
decision-theoretic

generalization
of
on-line

learning
and

an
application

to
boosting,”

in
P
roc.2nd

E
ur.

C
onf.

C
om
putational

L
earning

T
heory

(E
uroC

O
LT
’95),

1995,
pp.

23–37,L
ondon

U
.K
.:
S
pringer-V

erlag.
[27]

P
.
J.
P
hillips,

P
.
J.
F
lynn,

W
.
T
.
S
cruggs,

K
.
W
.
B
ow
yer,

J.
C
hang,

K
.
H
offm

an,J.
M
arques,J.

M
in,
and

W
.
J.
W
orek,

“O
verview

of
the

face
recognition

grand
challenge,”

in
P
roc.IE

E
E
C
om
puter

Vision
and

P
attern

R
ecognition,2005,pp.947–954.

[28]
A
.
S
.
M
ian,

M
.
B
ennam

oun,
and

R
.
A
.
O
w
ens,

“A
n
effi
cient

m
ulti-

m
odal

2D
-3D

hybrid
approach

to
autom

atic
face

recognition,”
IE
E
E

Trans.P
attern

A
nal.M

ach.Intell.,vol.29,no.11,pp.1927–1943,N
ov.

2007.
[29]

F
.
B
.
ter
H
aar
and

R
.
C
.
V
eltkam

p,
“A
3D
face

m
atching

fram
ew
ork

for
facialcurves,”

G
raph.M

odels,vol.71,no.2,pp.77–91,2009.
[30]

H
.drira,“S

tatisticalC
om
puting

on
M
anifolds

for3D
F
ace
A
nalysis

and
R
ecognition”

P
h.D
.dissertation,U

niversity
L
ille
1,L

ille,F
rance,2011

[O
nline].

A
vailable:

http://w
w
w
.telecom

lille1.eu/people/drira/disser-
tation.pdf

[31]
I.
A
.
K
akadiaris,

G
.
P
assalis,

G
.
Toderici,

M
.
N
.
M
urtuza,

Y
.
L
u,
N
.

K
aram

patziakis,
and

T
.
T
heoharis,

“T
hree-dim

ensional
face

recogni-
tion

in
the

presence
of
facial

expressions:
A
n
annotated

deform
able

m
odelapproach,”

IE
E
E
Trans.P

attern
A
nal.M

ach.Intell.,vol.29,no.
4,pp.640–649,A

pr.2007.
[32]

D
.H
uang,M

.A
rdabilian,Y

.W
ang,and

L
.C
hen,“A

novelgeom
etric

facial
representation

based
on
m
ulti-scale

extended
local

binary
pat-

terns,”
in
P
roc.2011

IE
E
E
Int.C

onf.A
utom

atic
F
ace

G
esture

R
ecog-

nition
and

W
orkshops

(F
G
2011),M

ar.2011,pp.1–7.
[33]

J.A
.C
ook,V

.C
handran,and

C
.B
.F
ookes,“3D

face
recognition

using
log-gabor

tem
plates,”

in
P
roc.

B
ritish

M
achine

Vision
C
onf.,

E
din-

borugh,S
cotland,2006.

[34]
L
.
L
u
and

P
.
S
hi,
“A

novel
fusion-based

m
ethod

for
expression-in-

variantgender
classifi

cation,”
in
P
roc.IC

A
SSP

,2009,pp.1065–1068.
[35]

J.W
u,W

.A
.P
.S
m
ith,and

E
.R
.H
ancock,“G

enderclassifi
cation

using
shape

from
shading,”

in
P
roc.

B
M
V
C
,
U
.K
.,
2007,

pp.
499–508J.

A
.

C
ook,

V
.
C
handran,

and
C
.
B
.
F
ookes,

“3D
face

recognition
using

L
og-G

abortem
plates,”

in
P
roc.B

M
V
C
,E
dinburgh,S

cotland,2006,pp.
769–778.

L
ah
ou
cin
e
B
allih

ireceived
the
M
aster

o f
A
dvanced

S
tudies

(M
.A
.S
.)
degree

in
com

puter
sci ence

and
telecom

m
unications

from
M
oham

m
ed

V
-A
gdal

U
niversity,

F
aculty

of
S
ciences-R

aba t
(F
S
R
),
M
o-

rocco,
in
2007

and
the

P
h.D
.
degree

in
c om

puter
science

from
the

U
niversity

of
L
ille

1
(U
S
T
L
),

F
rance

and
the

M
oham

m
ed
V
-A
gdal

U
niv ersity,

R
abat,M

orocco,in
2012.

H
e
is
also

a
m
em
ber

of
the

C
om
puter

S
cie nce

L
aboratory

in
U
niversity

L
ille

1
( L
IF
L
U
M
R
C
N
R
S

8022)
and

the
C
om
puter

S
cience

an d
Telecom

m
u-

nications
R
esearch

L
aboratory

o f
M
oham

m
ed
V
-A
gdal

U
niversity,F

aculty
of

S
ciences-R

abat
(L
R
IT,
unit

ass ociated
to
C
N
R
S
T
(U
R
A
C
29)).

H
is
research

interests
are
m
ainly

focused
on
statistical

three-dim
ensional

face
analysis

and
recognition

and
gender

classifi
cation

using
3-D

im
ages.

H
e
is
also

a
teaching

assistantin
(Telecom

L
ille1) ,S

choolof
E
ngineering.C

urrently,he
is
a
P
ostdoc

w
ithin

the
C
om
puter

S
cience

L
a boratory

of
the
U
niversity

L
ille
1
(L
IF
L
).

B
ou
lb
ab
a
B
en
A
m
or
receive d

the
M
.S
c.
degree

in
2003

and
the

P
h.D
.
degree

i n
com

puter
science

in
2006,both

from
E
cole

C
en trale

de
L
yon,F

rance.
C
urrently,

he
is
an
associ ate-professor

in
Institut

M
ines-Telecom

/Telecom
L
ille1.H

e
is
also

a
m
em
ber

of
the

C
om
puter

S
cience

L
aboratory

in
U
niversity

L
ille

1
(L
IF
L
U
M
R
C
N
R
S
8 022).

H
is
research

interests
are

m
ainly

f ocused
on
statistical

three-di-
m
ensional

face
analy sis

and
recognition

and
facial

expression
recognit ion

using
3-D

.H
e
is
coauthor

of
several

papers
in
ref ereed

journals
and

proceedings
of
internationalco nferences.H

e
has

been
involved

in
F
rench

and
International

projects
and

has
ser ved

as
program

com
m
ittee

m
em
ber

and
review

er
for

international
jou rnals

and
conferences.

M
oh
am
ed

D
aou

d
i
(M
’96–S

M
’08)

received
the

thèse
de
doctorat

degree
in
com

puter
engineering

from
the

U
niversity

of
L
ille

1
(U
S
T
L
),
F
rance,

in
1993

and
H
abilitation

à
D
iriger

des
R
echerches

from
the
U
niversity

of
L
ittoral,F

rance,in
2000.

H
e
is
F
ull

P
rofessor

of
C
om
puter

S
cience

at
T
E
L
E
C
O
M
L
ille

1
and

L
IF
L
(U
M
R
C
N
R
S
8022).

H
e
is
the
head

of
the
C
om
puter

S
cience

D
epartm

ent,
Telecom

L
ille1.

H
e
w
as
the

founder
and

the
leader

of
M
IIR
E
R
esearch

G
roup.

H
is
research

interests
include

pattern
recognition,

im
age

processing,
three-dim

ensionalanalysis
and

retrieval,and
3-D

face
analysis

and
recognition.

H
e
has

published
over

100
papers

in
som

e
of
the
m
ost
distinguished

scientifi
c

journals
and

international
conferences.

H
e
is
the

coauthor
of
the

book
3D

P
rocessing:

C
om
pression,Indexing

and
W
aterm

arking
(W
iley,2008).H

e
w
as

a
co-organizer

and
cochair

of
E
urographics

3-D
O
bject

R
etrieval

(2009)
and

A
C
M
W
orkkshops

on
3-D

O
bject

R
etrieval

(2010)
and

M
ultim

edia
access

to
3-D

H
um
an
O
bjects

M
A
3H
O
(2011).

A
n
u
j
S
rivastava

(S
’87–M

’96–S
M
’09)

received
the

M
.S
.and

P
h.D
.degrees

in
electricalengineering

from
W
ashington

U
niversity,

S
t.
L
ouis,

M
O
,
in
1993

and
1996,respectively.
A
fter

spending
the

year
1996–1997

at
B
row

n
U
niversity

as
a
visiting

researcher,
he
joined

F
S
U

as
an
assistant

professor
in
1997.

H
e
is
currently

a
professor

in
D
epartm

ent
of
S
tatistics

at
F
lorida

S
tate

U
niversity

(F
S
U
),Tallahassee.H

is
research

is
focused

on
pattern

theoretic
approaches

to
problem

s
in
im
age

analysis,
com

puter
vision,

and
signal

processing.In
particular,he

has
developed

com
putationaltools

for
perform

ing
statisticalinferences

on
certain

nonlinear
m
anifolds,including

shape
m
anifolds

of
curves

and
surfaces.H

e
has

published
m
ore
than

150
peer-review

ed
journal

and
conference

articles
in
these

areas.

D
riss

A
b
ou
tajd

in
e

(M
’89–S

M
’99)

received
the

D
octorat

de
3èm

e
C
ycle

and
the

D
octorat

d’E
tat-es-S

ciences
degrees

in
signal

processing
from

the
M
oham

m
ed
V
—
A
gdal

U
niversity,

R
abat,

M
orocco,in

1980
and

1985,respectively.
H
e
joined

M
oham

m
ed

V
—
A
gdal

U
niversity,

R
abat,

M
orocco,

in
1978,

fi
rst
as
an
assistant

pro-
fessor,

then
as
an
associate

professor
in
1985,

and
full

P
rofessor

since
1990,

w
here

he
is
teaching

S
ignal/Im

age
P
rocessing

and
C
om
m
unications.

F
or

over
35
years,

he
developed

teaching
and

research
activities

covering
various

topics
of
signal

and
im
age

processing,
w
ireless

com
m
unication

and
pattern

recognition
w
hich

allow
him

to
advise

m
ore

than
50
P
h.D
.theses

and
publish

over
200

journalpapers
and

conference
com

m
uni-

cations.H
e
succeeded

to
found

and
m
anage

since
1993

and
2001,respectively,

the
L
R
IT
L
aboratory

and
the
C
entre

of
E
xcellence

of
Inform

ation
and

C
om
m
u-

nication
Technology

(pole
de
com

petences
S
T
IC
)
w
hich

gathers
m
ore

than
30

research
laboratories

from
all
M
oroccan

universities
and

including
industrial

partners
as
w
ell.H

e
has
organized

and
chaired

severalinternationalconferences
and

w
orkshops.H

e
w
as
elected

m
em
ber

of
the
M
oroccan

H
assan

II
A
cadem

y
of
S
cience

and
Technology

in
2006

and
fellow

of
the

T
W
A
S
A
cadem

y
of

S
ciences

in
2007.H

e
cofounded

the
IE
E
E
M
orocco

S
ection

in
2005

and
he
is

chairing
the
S
ignalP

rocessing
chapter

he
founded

in
D
ecem

ber
2010.





S
h

a
p

e
a

n
a

ly
sis

o
f

lo
ca

l
fa

cia
l

p
a

tch
e

s
fo

r
3

D
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

A
h

m
e

d
M

a
a

le
j

a
,b,

B
o

u
lb

a
b

a
B

e
n

A
m

o
r

a
,b

,�
,

M
o

h
a

m
e

d
D

a
o

u
d

i
a

,b,
A

n
u

j
S

riv
a

sta
v

a
c,

S
te

fa
n

o
B

e
rre

tti
d

a
LIFL

(U
M

R
C

N
R

S
8

0
2

2
),

U
n

iv
ersity

o
f

Lille
1

,
Fra

n
ce

b
In

stitu
t

T
E

LE
C

O
M

;
T

E
LE

C
O

M
Lille

1
,

Fra
n

ce
c

D
ep

a
rtm

en
t

o
f

Sta
tistics,

Flo
rid

a
Sta

te
U

n
iv

ersity
,

U
SA

d
D

ip
a

rtim
en

to
d

i
Sistem

i
e

In
fo

rm
a

tica
,

U
n

iv
ersity

o
f

Firen
ze,

Ita
ly

a
r

t
i

c
l

e
i

n
f

o

A
rticle

h
isto

ry
:

R
e

ce
iv

e
d

6
Ju

ly
2

0
1

0

R
e

ce
iv

e
d

in
re

v
ise

d
fo

rm

1
0

Fe
b

ru
a

ry
2

0
1

1

A
cce

p
te

d
1

4
Fe

b
ru

a
ry

2
0

1
1

A
v

a
ila

b
le

o
n

lin
e

1
9

Fe
b

ru
a

ry
2

0
1

1

K
ey

w
o

rd
s:

3
D

fa
cia

l
e

x
p

re
ssio

n
cla

ssifi
ca

tio
n

S
h

a
p

e
a

n
a

ly
sis

G
e

o
d

e
sic

p
a

th

M
u

ltib
o

o
stin

g

S
V

M

a
b

s
t

r
a

c
t

In
th

is
p

a
p

e
r

w
e

a
d

d
re

ss
th

e
p

ro
b

le
m

o
f

3
D

fa
cia

l
e

x
p

re
ssio

n
re

co
g

n
itio

n
.

W
e

p
ro

p
o

se
a

lo
ca

l
g

e
o

m
e

tric

sh
a

p
e

a
n

a
ly

sis
o

f
fa

cia
l

su
rfa

ce
s

co
u

p
le

d
w

ith
m

a
ch

in
e

le
a

rn
in

g
te

ch
n

iq
u

e
s

fo
r

e
x

p
re

ssio
n

cla
ssifi

ca
tio

n
.

A
co

m
p

u
ta

tio
n

o
f

th
e

le
n

g
th

o
f

th
e

g
e

o
d

e
sic

p
a

th
b

e
tw

e
e

n
co

rre
sp

o
n

d
in

g
p

a
tch

e
s,

u
sin

g
a

R
ie

m
a

n
n

ia
n

fram
ew

o
rk

,
in

a
sh

ap
e

sp
ace

p
ro

v
id

es
a

q
u

a
n

titativ
e

in
fo

rm
atio

n
ab

o
u

t
th

eir
sim

ilarities.
T

h
ese

m
easu

res

are
th

en
u

sed
as

in
p

u
ts

to
sev

eral
classifi

catio
n

m
eth

o
d

s.
T

h
e

ex
p

erim
en

tal
resu

lts
d

em
o

n
strate

th
e

effectiven
ess

o
f

th
e

p
ro

p
o

sed
ap

p
ro

ach
.U

sin
g

m
u

ltib
o

o
stin

g
a

n
d

su
p

p
o

rt
v

ecto
r

m
ach

in
es

(SV
M

)
classifi

ers,

w
e

ach
iev

ed
9

8
.8

1
%

an
d

9
7

.7
5

%
reco

g
n

itio
n

av
erag

e
rates,

resp
ectiv

ely
,

fo
r

reco
g

n
itio

n
o

f
th

e
six

p
ro

to
ty

p
ical

facial
ex

p
re

ssio
n

s
o

n
B

U
-3

D
FE

d
atab

ase.
A

co
m

p
arativ

e
stu

d
y

u
sin

g
th

e
sam

e
ex

p
erim

en
tal

se
ttin

g
sh

o
w

s
th

at
th

e
su

gg
ested

ap
p

ro
ach

o
u

tp
erfo

rm
s

p
rev

io
u

s
w

o
rk

.

&
2

0
1

1
E

lsev
ie

r
Ltd

.
A

ll
rig

h
ts

reserv
ed

.

1
.

In
tro

d
u

ctio
n

In
re

ce
n

t
y

e
a

rs,
3

D
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

h
a

s
re

ce
iv

e
d

g
ro

w
in

g
a

tte
n

tio
n

.
It

h
a

s
b

e
co

m
e

a
n

a
ctiv

e
re

se
a

rch
to

p
ic

in
co

m
p

u
te

r
v

isio
n

a
n

d
p

a
tte

rn
re

co
g

n
itio

n
co

m
m

u
n

ity
,

im
p

a
ctin

g
im

p
o

rta
n

t
a

p
p

lica
tio

n
s

in
fi

e
ld

s
re

la
te

d
to

h
u

m
a

n
–

m
a

ch
in

e
in

te
r-

a
ctio

n
(e

.g
.,

in
te

ra
ctiv

e
co

m
p

u
te

r
g

a
m

e
s)

a
n

d
p

sy
ch

o
lo

g
ica

l
re

se
a

rch
.

In
cre

a
sin

g
a

tte
n

tio
n

h
a

s
b

e
e

n
g

iv
e

n
to

3
D

a
cq

u
isitio

n
sy

ste
m

s
d

u
e

to
th

e
n

a
tu

ra
l

fa
scin

a
tio

n
in

d
u

ce
d

b
y

3
D

o
b

je
cts

v
isu

a
liza

tio
n

a
n

d
re

n
d

e
rin

g
.

In
a

d
d

itio
n

3
D

d
a

ta
h

a
v

e
a

d
v

a
n

ta
g

e
s

o
v

e
r

th
e

2
D

d
a

ta
,

in
th

a
t

3
D

fa
cia

l
d

a
ta

h
a

v
e

h
ig

h
re

so
lu

tio
n

a
n

d
co

n
v

e
y

v
a

lu
a

b
le

in
fo

rm
a

tio
n

th
a

t
o

v
e

rco
m

e
s

th
e

p
ro

b
le

m
o

f
p

o
se

/
lig

h
tin

g
v

a
ria

tio
n

s
a

n
d

th
e

d
e

ta
il

co
n

ce
a

lm
e

n
t

o
f

lo
w

re
so

lu
tio

n
a

cq
u

isitio
n

.
In

th
is

p
a

p
e

r
w

e
p

re
se

n
t

a
n

o
v

e
l

a
p

p
ro

a
ch

fo
r

3
D

id
e

n
tity

-
in

d
e

p
e

n
d

e
n

t
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

b
a

se
d

o
n

a
lo

ca
l

sh
a

p
e

a
n

a
ly

sis.
U

n
lik

e
th

e
id

e
n

tity
re

co
g

n
itio

n
ta

sk
th

a
t

h
a

s
b

e
e

n
th

e
su

b
je

ct
o

f
m

a
n

y
p

a
p

e
rs,

o
n

ly
fe

w
w

o
rk

s
h

a
v

e
a

d
d

re
sse

d
3

D
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

.
T

h
is

co
u

ld
b

e
e

x
p

la
in

e
d

th
ro

u
g

h
th

e
ch

a
lle

n
g

e
im

p
o

se
d

b
y

th
e

d
e

m
a

n
d

in
g

se
cu

rity
a

n
d

su
rv

e
illa

n
ce

re
q

u
ire

m
e

n
ts.

B
e

sid
e

s,
th

e
re

h
a

s
lo

n
g

b
e

e
n

a
sh

o
rta

g
e

o
f

p
u

b
licly

a
v

a
ila

b
le

3
D

fa
cia

l
e

x
p

re
ssio

n
d

a
ta

b
a

se
s

th
a

t
se

rv
e

th
e

re
se

a
rch

-
e

rs
e

x
p

lo
rin

g
3

D
in

fo
rm

a
tio

n
to

u
n

d
e

rsta
n

d
h

u
m

a
n

b
e

h
a

v
io

rs
a

n
d

e
m

o
tio

n
s.

T
h

e
m

a
in

ta
sk

is
to

cla
ssify

th
e

fa
cia

l
e

x
p

re
ssio

n
o

f

a
g

iv
e

n
3

D
m

o
d

e
l,

in
to

o
n

e
o

f
th

e
six

p
ro

to
ty

p
ica

l
e

x
p

re
ssio

n
s,

n
a

m
e

ly
H

a
p

p
in

ess,
A

n
g

er,
Fea

r,
D

isg
u

st,
Sa

d
n

ess
a

n
d

Su
rp

rise.
It

is
sta

te
d

th
a

t
th

e
se

e
x

p
re

ssio
n

s
a

re
u

n
iv

e
rsa

l
a

m
o

n
g

h
u

m
a

n
e

th
n

i-
city

a
s

d
e

scrib
e

d
in

[1
,2

].
T

h
e

re
m

a
in

d
e

r
o

f
th

is
p

a
p

e
r

is
o

rg
a

n
ize

d
a

s
fo

llo
w

s.
First,

a
b

rie
f

o
v

e
rv

ie
w

o
f

re
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te
d

w
o

rk
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p
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se
n

te
d

in
S

e
ctio

n
2

.In
S

e
ctio

n
3

w
e

d
e

scrib
e

th
e

B
U

-3
D

FE
d

a
ta

b
a

se
d

e
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n
e

d
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e
x

p
lo
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3

D
in

fo
rm

a
tio

n
a

n
d

im
p

ro
v

e
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

.
In

S
e

ctio
n

4
,

w
e

su
m

m
a

rize
th

e
sh

a
p

e
a

n
a

ly
sis

fra
m

e
w

o
rk

a
p

p
lie

d
e

a
rlie

r
fo

r
3

D
cu

rv
e

s
m

a
tch

in
g

b
y

Jo
sh

i
e

t
a

l.
[3

],
a

n
d

d
iscu

ss
its

u
se

to
p

e
rfo

rm
3

D
p

a
tch

e
s

a
n

a
ly

sis.
T

h
is

fra
m

e
w

o
rk

is
fu

rth
e

r
e

x
p

o
u

n
d

e
d

in
S

e
ctio

n
5

,
so

a
s

to
d

e
fi

n
e

m
e

th
o

d
s

fo
r

sh
a

p
e

s
a

n
a

ly
sis

a
n

d
m

a
tch

in
g

.
In

S
e

ctio
n

6
a

d
e

scrip
tio

n
o

f
th

e
fe

a
tu

re
v

e
cto

r
a

n
d

u
se

d
cla

ssifi
e

rs
is

g
iv

e
n

.
In

S
e

ctio
n

7
,

e
x

p
e

rim
e

n
ts

a
n

d
re

su
lts

o
f

o
u

r
a

p
p

ro
a

ch
a

re
re

p
o

rte
d

,
a

n
d

th
e

a
v

e
ra

g
e

re
co

g
n

itio
n

ra
te

o
v

e
r

9
7

%
is

a
ch

ie
v

e
d

u
sin

g
m

a
ch

in
e

-le
a

rn
in

g
a

lg
o

rith
m

s
fo

r
th

e
re

co
g

n
itio

n
o

f
fa

cia
l

e
x

p
re

ssio
n

s
su

ch
a

s
m

u
ltib

o
o

stin
g

a
n

d
S

V
M

.
Fin

a
lly

,
d

iscu
ssio

n
a

n
d

co
n

clu
sio

n
a

re
g

iv
e

n
in

S
e

ctio
n

8
.

2
.

R
e

la
te

d
w

o
rk

Fa
cia

l
e

x
p

re
ssio

n
re

co
g

n
itio

n
h

a
s

b
e

e
n

e
x

te
n

siv
e

ly
stu

d
ie

d
o

v
e

r
th

e
p

a
st

d
e

ca
d

e
s

e
sp

e
cia

lly
in

2
D

d
o

m
a

in
(e

.g
.,

im
a

g
e

s
a

n
d

v
id

e
o

s)
re

su
ltin

g
in

a
v

a
lu

a
b

le
e

n
h

a
n

ce
m

e
n

t.
E

x
istin

g
a

p
p

ro
a

ch
e

s
th

a
t

a
d

d
re

ss
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

ca
n

b
e

d
iv

id
e

d
in

to
th

re
e

ca
te

g
o

rie
s:

(1
)

sta
tic

v
e

rsu
s

d
y

n
a

m
ic;

(2
)

g
lo

b
a

l
v

e
rsu

s
lo

ca
l;

(3
)

2
D

v
e

rsu
s

3
D

.
M

o
st

o
f

th
e

a
p

p
ro

a
ch

e
s

a
re

b
a

se
d

o
n

fe
a

tu
re

C
o

n
te

n
ts

lis
ts

a
v
a
ila

b
le

a
t

S
c
ie

n
c
e
D

ire
c
t

jo
u

rn
a

l
h

o
m

e
p

a
g

e
:

w
w

w
.e

ls
e

v
ie

r.c
o

m
/lo

c
a

te
/p

r

P
a

tte
rn

R
e

co
g

n
itio

n

0
0

3
1

-3
2

0
3

/$
-

se
e

fro
n

t
m

a
tte

r
&

2
0

1
1

E
lse

v
ie

r
Ltd

.
A

ll
rig

h
ts

re
se

rv
e

d
.

d
o

i:1
0

.1
0

1
6

/j.p
a

tco
g

.2
0

1
1

.0
2

.0
1

2

�
C

o
rre

sp
o

n
d

in
g

a
u

th
o

r
a

t:
LIFL

(U
M

R
C

N
R

S
8

0
2

2
),

U
n

iv
e

rsity
o

f
Lille

1
,

Fra
n

ce
.

E
-m

a
il

a
d

d
ress:

b
o

u
lb

a
b

a
.b

e
n

a
m

o
r@

te
le

co
m

-lille
1

.e
u

(B
.B

.
A

m
o

r).

P
a

tte
rn

R
e

co
g

n
itio

n
4

4
(2

0
1

1
)

1
5

8
1

–
1

5
8

9

e
x

tra
ctio

n
/d

e
te

ctio
n

a
s

a
m

e
a

n
to

re
p

re
se

n
t

a
n

d
u

n
d

e
rsta

n
d

fa
cia

l
e

x
p

re
ssio

n
s.

P
a

n
tic

a
n

d
R

o
th

k
ra

n
tz

[4
]

a
n

d
S

a
m

a
l

a
n

d
Iy

e
n

g
a

r
[5

]
p

re
se

n
te

d
a

su
rv

e
y

w
h

e
re

th
e

y
e

x
p

lo
re

d
a

n
d

co
m

p
a

re
d

d
iffe

re
n

t
a

p
p

ro
a

ch
e

s
th

a
t

w
e

re
p

ro
p

o
se

d
,

sin
ce

th
e

m
id

1
9

7
0

s,fo
r

fa
cia

l
e

x
p

re
ssio

n
a

n
a

ly
sis

fro
m

e
ith

e
r

sta
tic

fa
cia

l
im

a
g

e
s

o
r

im
a

g
e

se
q

u
e

n
ce

s.
W

h
ite

h
ill

a
n

d
O

m
lin

[6
]

in
v

e
stig

a
te

d
o

n
th

e
Lo

ca
l

v
e

rsu
s

G
lo

b
a

l
se

g
m

e
n

ta
tio

n
fo

r
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

.
In

p
a

rticu
la

r,th
e

ir
stu

d
y

is
b

a
se

d
o

n
th

e
cla

ssifi
ca

tio
n

o
f

a
ctio

n
u

n
its

(A
U

s),
d

e
fi

n
e

d
in

th
e

w
e

ll-k
n

o
w

n
Fa

cia
l

A
ctio

n
C

o
d

in
g

S
y

ste
m

(FA
C

S
)

m
a

n
u

a
l

b
y

E
k

m
a

n
a

n
d

Frie
se

n
[7

],
a

n
d

d
e

sig
n

a
tin

g
th

e
e

le
m

e
n

ta
ry

m
u

scle
m

o
v

e
m

e
n

ts
in

v
o

lv
e

d
in

th
e

b
io

-m
e

ch
a

n
ica

l
o

f
fa

cia
l

e
x

p
re

ssio
n

s.
T

h
e

y
re

p
o

rte
d

,
in

th
e

ir
stu

d
y

o
n

fa
ce

im
a

g
e

s,
th

a
t

th
e

lo
ca

l
e

x
p

re
ssio

n
a

n
a

ly
sis

sh
o

w
e

d
n

o
co

n
siste

n
t

im
p

ro
v

e
-

m
e

n
t

in
re

co
g

n
itio

n
a

ccu
ra

cy
co

m
p

a
re

d
to

th
e

g
lo

b
a

l
a

n
a

ly
sis.

A
s

fo
r

3
D

fa
cia

l
e

x
p

re
ssio

n
re

co
g

n
itio

n
,

th
e

fi
rst

w
o

rk
re

la
te

d
to

th
is

issu
e

w
a

s
p

re
se

n
te

d
b

y
W

a
n

g
e

t
a

l.
[8

].
T

h
e

y
p

ro
p

o
se

d
a

n
o

v
e

l
g

e
o

m
e

tric
fe

a
tu

re
b

a
se

d
fa

cia
l

e
x

p
re

ssio
n

d
e

scrip
to

r,d
e

riv
e

d
fro

m
a

n
e

stim
a

tio
n

o
f

p
rim

itiv
e

su
rfa

ce
fe

a
tu

re
d

istrib
u

tio
n

.
A

la
b

e
lin

g
sch

e
m

e
w

a
s

a
sso

cia
te

d
w

ith
th

e
ir

e
x

tra
cte

d
fe

a
-

tu
re

s,
a

n
d

th
e

y
co

n
stru

cte
d

sa
m

p
le

s
th

a
t

h
a

v
e

b
e

e
n

u
se

d
to

tra
in

a
n

d
te

st
se

v
e

ra
l

cla
ssifi

e
rs.T

h
e

y
re

p
o

rte
d

th
a

t
th

e
h

ig
h

e
st

a
v

e
ra

g
e

re
co

g
n

itio
n

ra
te

th
e

y
o

b
ta

in
e

d
w

a
s

8
3

%
.

T
h

e
y

e
v

a
lu

a
te

d
th

e
ir

a
p

p
ro

a
ch

n
o

t
o

n
ly

o
n

fro
n

ta
l

v
ie

w
fa

cia
l

e
x

p
re

ssio
n

s
o

f
th

e
B

U
-3

D
FE

d
a

ta
b

a
se

,
b

u
t

th
e

y
a

lso
te

ste
d

its
ro

b
u

stn
e

ss
to

n
o

n
-

fro
n

ta
l

v
ie

w
s.

A
se

co
n

d
w

o
rk

w
a

s
re

p
o

rte
d

b
y

S
o

y
e

l
a

n
d

D
e

m
ire

l
[9

]
o

n
th

e
sa

m
e

d
a

ta
b

a
se

.
T

h
e

y
e

x
tra

cte
d

six
ch

a
ra

cte
r-

istic
d

ista
n

ce
s

b
e

tw
e

e
n

1
1

fa
cia

l
la

n
d

m
a

rk
s,

u
sin

g
N

e
u

ra
l

N
e

t-
w

o
rk

a
rch

ite
ctu

re
th

a
t

a
n

a
ly

sis
th

e
ca

lcu
la

te
d

d
ista

n
ce

s,
th

e
y

cla
ssifi

e
d

th
e

B
U

-3
D

FE
fa

cia
l

sca
n

s
in

to
se

v
e

n
fa

cia
l

e
x

p
re

ssio
n

s
in

clu
d

in
g

n
e

u
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l
e

x
p

re
ssio

n
.

T
h

e
a

v
e

ra
g

e
re

co
g

n
itio

n
ra

te
th

e
y

a
ch

ie
v

e
d

w
a

s
9

1
.3

%
.

M
p

ip
e

ris
e

t
a

l.
[1

0
]

p
ro

p
o

se
d

a
jo

in
t

3
D

fa
ce

a
n

d
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

u
sin

g
b

ilin
e

a
r

m
o

d
e

l.T
h

e
y

fi
tte

d
b

o
th

fo
rm

u
la

tio
n

s,
u

sin
g

sy
m

m
e

tric
a

n
d

a
sy

m
m

e
tric

b
ilin

e
a

r
m

o
d

e
ls

to
e

n
co

d
e

b
o

th
id

e
n

tity
a

n
d

e
x

p
re

ssio
n

.
T

h
e

y
re

p
o

rte
d

a
n

a
v

e
ra

g
e

re
co

g
n

itio
n

ra
te

o
f

9
0

.5
%

.
T

h
e

y
a

lso
re

p
o

rte
d

th
a

t
th

e
fa

cia
l

e
x

p
re

ssio
n

s
o

f
d

isg
u

st
a

n
d

su
rp

rise
w

e
re

w
e

ll
id

e
n

tifi
e

d
w

ith
a

n
a

ccu
ra

cy
o

f
1

0
0

%
.

T
a

n
g

a
n

d
H

u
a

n
g

[1
1

]
p

ro
p

o
se

d
a

n
a

u
to

m
a

tic
fe

a
tu

re
se

le
ctio

n
co

m
p

u
te

d
fro

m
th

e
n

o
rm

a
lize

d
E

u
cli-

d
e

a
n

d
ista

n
ce

s
b

e
tw

e
e

n
tw

o
p

ick
e

d
la

n
d

m
a

rk
s

fro
m

8
3

p
o

ssib
le

o
n

e
s.

U
sin

g
re

g
u

la
rize

d
m

u
lti-cla

ss
A

d
a

b
o

o
st

cla
ssifi

ca
tio

n
a

lg
o

-
rith

m
,

th
e

y
re

p
o

rte
d

a
n

a
v

e
ra

g
e

re
co

g
n

itio
n

ra
te

o
f

9
5

.1
%

,
a

n
d

th
e

y
m

e
n

tio
n

e
d

th
a

t
th

e
su

rp
rise

e
x

p
re

ssio
n

w
a

s
re

co
g

n
ize

d
w

ith
a

n
a

ccu
ra

cy
o

f
9

9
.2

%
.

In
th

is
p

a
p

e
r,

w
e

fu
rth

e
r

in
v

e
stig

a
te

th
e

p
ro

b
le

m
o

f
3

D
id

e
n

tity
-in

d
e

p
e

n
d

e
n

t
fa

cia
l

e
x

p
re

ssio
n

re
co

g
n

itio
n

.
T

h
e

m
a

in
co

n
trib

u
tio

n
s

o
f

o
u

r
a

p
p

ro
a

ch
a

re
th

e
fo

llo
w

in
g

:
(1

)
W

e
p

ro
p

o
se

a
n

e
w

p
ro

ce
ss

fo
r

re
p

re
se

n
tin

g
a

n
d

e
x

tra
ctin

g
p

a
tch

e
s

o
n

th
e

fa
cia

l
su

rfa
ce

sca
n

th
a

t
co

v
e

r
m

u
ltip

le
re

g
io

n
s

o
f

th
e

fa
ce

a
n

d
(2

)
w

e
a

p
p

ly
a

fra
m

e
w

o
rk

to
d

e
riv

e
3

D
sh

a
p

e
a

n
a

ly
sis

to
q

u
a

n
tify

sim
ila

rity
m

e
a

su
re

b
e

tw
e

e
n

co
rre

sp
o

n
d

in
g

p
a

tch
e

s
o

n
d

iffe
re

n
t

3
D

fa
cia

l
sca

n
s.

T
h

u
s,

w
e

co
m

b
in

e
a

lo
ca

l
g

e
o

m
e

tric-b
a

se
d

sh
a

p
e

a
n

a
ly

sis
a

p
p

ro
a

ch
o

f
3

D
fa

ce
s

a
n

d
se

v
e

ra
l

m
a

ch
in

e
-le

a
rn

in
g

te
ch

n
iq

u
e

s
to

p
e

rfo
rm

su
ch

cla
ssifi

ca
tio

n
.

3
.

D
a

ta
b

a
se

d
e

scrip
tio

n

B
U

-3
D

FE
is

o
n

e
o

f
th

e
v

e
ry

fe
w

p
u

b
licly

a
v

a
ila

b
le

d
a

ta
b

a
se

s
o

f
a

n
n

o
ta

te
d

3
D

fa
cia

l
e

x
p

re
ssio

n
s,
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lle

cte
d

b
y

Y
in

e
t

a
l.

[1
2

]
a

t
B

in
g

h
a

m
to

n
U

n
iv

e
rsity

.
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w
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A
bstract

In
this

paper
w

e
explore

the
use

of
shapes

of
noses

for
perform

ing
partialhum

an
biom

etrics.The
basic

idea
is

to
represent

nasal
surfaces

using
indexed

collections
of

iso-
curves,and

to
analyze

shapes
ofnoses

by
com

paring
their

corresponding
curves.W

e
extend

pastw
ork

in
R

iem
annian

analysis
ofshapes

ofclosed
curves

in
R

3
to

obtain
a

sim
i-

lar
R

iem
annian

analysis
for

nasal
surfaces.

In
particular,

w
e

obtain
algorithm

s
for

com
puting

geodesics,com
puting

statisticalm
eans,and

stochastic
clustering.W

e
dem

onstrate
these

ideas
in

tw
o

application
contexts

:authentication
and

identification.
W

e
evaluate

perform
ances

on
a

large
data-

base
involving

2000
scans

from
F

R
G

C
v2

database,
and

presenta
hierarchicalorganization

ofnose
databases

to
al-

low
for

efficientsearches.

1.Introduction

H
um

an
biom

etrics
has

becom
e

an
area

of
trem

endous
im

portance
and

potential.
A

lthough
its

grow
th

in
recent

years
have

been
m

otivated
by

security
applications,one

can
safely

expectan
exponentialgrow

th
in

a
generaluse

ofbio-
m

etrics
in

our
increasingly

digital
society.B

y
hum

an
bio-

m
etrics

w
e

m
ean

the
use

ofphysiologicalcharacteristics,of
hum

an
body

parts
and

their
appearances,

to
identify

indi-
vidualhum

an
beings

in
the

course
of

their
daily

activities.
T

he
appearances

of
body

parts,especially
in

im
aged

data,
have

a
large

variability
and

are
influenced

by
their

shapes,
colors,

illum
ination

environm
ent,

presence
of

other
parts,

and
so

on.
T

herefore,
the

biom
etrics

researchers
have

fo-
cused

on
body

parts
and

im
ages

that
try

to
m

inim
ize

this
variability

w
ithin

class
(subjects)

and
m

axim
ize

it
across

classes.
A

lthough
several

m
odalities,

such
as

fingerprints,

face
im

ages,iris,and
gait,have

been
tried,none

ofthem
by

itself
m

ay
lead

to
a

generic
solution

for
a

large
population.

Instead,
an

em
erging

consensus
to

develop
a

suite
of

dif-
ferentfeatures

(characteristics)
and

m
odalities,w

here
each

feature
providescertain

a
partialinform

ation,such
thattheir

jointanalysis
m

ay
succeed

for
large

populations.T
his

has
led

to
the

notion
ofpartialbiom

etrics
–

the
contribution

of
an

individualfeature/m
odality

in
identifying

hum
an

beings.

T
he

use
ofshapes

offacialparts
is

an
im

portantexam
ple

of
this

idea.
Since

2D
(visible

light)
im

ages
of

faces
are

greatly
susceptible

to
variations

in
the

im
aging

environ-
m

ents
(cam

era
pose,illum

ination
patterns,etc.),the

resear-
chers

have
argued

forthe
need

to
use

3D
face

data,typically
collected

by
laserscanners,forstudying

shapes
ofpeoples’

faces
and

using
this

data
forbiom

etrics.T
he

outputfrom
la-

ser
scanners

are
m

inim
ally

dependenton
externalenviron-

m
entalfactors

and
provide

faithfulm
easurem

ents
ofshapes

of
facial

parts.
Perhaps

the
only

m
ajor

rem
aining

variabi-
lity

thatis
m

anifested
w

ithin
the

sam
e

class,i.e.w
ithin

the
m

easurem
ents

ofthe
sam

e
person,is

the
one

introduced
by

changes
in

facial
expressions.

Facial
expressions,

such
as

sm
ile,fear,and

anger,etc,are
prim

e
indicators

ofthe
em

o-
tional

state
of

a
person.

W
hile

they
are

im
portant

in
esti-

m
ating

the
m

ood
of

a
person,

for
exam

ple
in

developing
intelligentam

bientsystem
s,they

have
a

lesser
role

in
bio-

m
etric

applications.
In

fact,
changes

in
facial

expressions
change

the
shapes

of
facialparts

to
som

e
extent.W

e
argue

thatthis
variability

has
becom

e
one

of
the

m
ostim

portant
issue

in
3D

face
recognition

as
described

in
[2]and

[9].T
he

otherim
portantchallenge

relates
to

data
collection

and
im

-
perfectionsintroduced

in
thatprocess.Itisdifficultto

obtain
pristine,continuous

facialsurfaces,or
m

eshes
representing

such
surfaces,w

ith
the

currentlaser
technology.O

ne
typi-

cally
gets

holes
in

the
scanned

data
in

locations
of

eyes,
lips,and

outside
regions.T

hese
factors

lead
to

a
decrease
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in
biom

etric
perform

ance.
To

handle
these

issues
–

shape
variability

due
to

facial
expressions

and
presence

of
holes

(m
issing

data),w
e

advocate
the

use
offacialparts

indivi-
dually,

especially
for

partial
biom

etrics.
T

he
use

of
facial

parts
for

biom
etrics

is
not

new
.For

exam
ple,[16]

and
[3]

have
studied

the
use

ofhum
an

earforrecognition.T
he

m
ain

advantage
of

using
the

ear,justlike
the

nose
[4],is

thatits
shape

does
not

change
w

ith
facial

expressions.
Sim

ilarly,
Faltem

ieretal.[5]have
studied

severaldifferentregions
on

a
facialsurface

and
have

com
pared

their
contributions.W

e
are

notaw
are

of
any

pastw
ork

in
an

elastic
(R

iem
annian)

analysis
offacialparts.

A
t

the
outset,

the
shape

of
the

nose
seem

s
like

a
bad

choice
of

feature
for

biom
etrics.T

he
shapes

of
noses

seem
very

sim
ilar

to
a

hum
an

observer
but

w
e

w
ill

support
this

choice
using

realdata
and

autom
ated

techniques
for

shape
analysis.W

e
reiterate

thatthis
fram

ew
ork

m
ay

notbe
suf-

ficientforidentifying
hum

an
subjects

across
a

vastpopula-
tion,

but
w

e
argue

for
its

role
in

shortlisting
possible

hy-
potheses

so
that

a
reduced

hypothesis
set

can
be

evalua-
ted

using
a

m
ore

elaborate,m
ulti-m

odalbiom
etric

system
.

T
he

stability
ofnose

data
collection,the

efficiency
ofnasal

shape
analysis,and

the
invariance

ofnasalshape
to

changes
in

facialexpressions
m

ake
itan

im
portantpartialbiom

etric.

O
ur

approach
for

analyzing
shapes

of
nasal

surfaces
is

R
iem

annian.
T

hat
is,

w
e

define
a

differentiable
m

ani-
fold,

w
ith

a
suitable

R
iem

annian
m

etric,
w

hose
elem

ents
representindividualnoses.O

ur
choice

of
representation

is
based

on
sim

ilar
ideas

follow
ed

previously
for

fullfaces
–

use
a

collection
of

iso-curves
to

representa
surface

and
to

com
pare

surfaces
by

com
paring

theircorresponding
curves

[1,14].O
ur

goals
here

are
several:(i)

Firstly,w
e

w
antto

evaluate
the

choice
of(shape

of)nose
as

a
partialm

etric
on

a
reasonably

large
database

(involving
2000

scans),(ii)Se-
condly,w

e
w

ant
to

use
R

iem
annian

geom
etry

to
organize

the
database

containing
noses

of
a

large
population

into
a

hierarchical
(tree)

so
that

efficient
searches

can
be

perfor-
m

ed.Tow
ards

this
end,w

e
w

illexplore
the

use
ofgeodesic

distances
and

K
archer

m
eans

for
clustering

and
averaging

nasalsurfaces.

T
he

restofthis
paperis

organized
as

follow
s.In

Section
2

w
e

sum
m

arize
som

e
past

w
ork

on
com

paring
shapes

of
closed

curves
in

R
3

using
an

elastic
m

etric,and
apply

this
idea

to
analyze

shapes
ofnasalsurfaces.A

lso,w
e

apply
the

classicalK
archerm

ean
com

putation
to

com
pute

average
of

nasal
surfaces.In

Section
3,w

e
study

the
use

of
geodesic

distances
in

tw
o

biom
etric

scenarios
–

identification
and

au-
thentification.

T
hese

experim
ents

are
based

on
com

paring
each

query
shape

to
each

gallery
shape.In

the
Section

4,w
e

seek
to

m
ake

the
database

search
m

ore
efficient,O

(lo
g
(n
))

ratherthan
n,by

deriving
a

hierarchicaldatabase
ofgallery

shapes.

2.R
iem

annian
Fram

ew
ork

O
urapproach

isto
analyze

shapesofnasalsurfacesusing
shapes

ofiso-curves.In
otherw

ords,w
e

divide
each

surface
into

an
indexed

collection
of

sim
ple,

closed
curves

in
R

3

and
the

geom
etry

ofa
surface

is
then

studied
using

the
geo-

m
etries

of
the

associated
curves.Since

these
curves,called

nasalcurves,have
been

defined
as

levelcurves
ofan

intrin-
sic

distance
function

on
the

surface,theirgeom
etries

in
turn

are
invariantto

the
rigid

transform
ation

(rotation
and

trans-
lation)

of
the

original
surface.A

t
least

theoretically,these
curves

jointly
contain

allthe
inform

ation
aboutthe

surface
and

one
can

go
back-and-forth

betw
een

the
surface

and
the

curves
w

ithout
any

am
biguity.In

practice,how
ever,som

e
inform

ation
is

lostw
hen

one
w

orks
w

ith
a

finite
subsetof

these
curves

ratherthan
the

fullcontinum
.

In
recent

years,there
have

been
several

papers
for

stu-
dying

shapes
of

continuous
curves,the

earlier
papers

w
ere

m
ainly

concerned
w

ith
curves

in
R

2
[11,12].In

this
paper,

w
e

w
illfollow

the
theory

laid
outby

Joshietal.[7,8]
for

elastic
shape

analysis
ofcontinuous,closed

curves
in

R
n.

2.1.N
asalC

urves

L
et

N
be

a
nasal

surface,
output

of
our

preprocessing
step

(rem
oving

spikes,filling
holes,and

cropping
nasalre-

gion)
illustrated

in
Figure

1.A
lthough,in

practice,
N

is
a

triangulated
m

esh,w
e

startthe
discussion

by
assum

ing
that

itis
a

continuous
surface.L

et
D

:
N
−→

R
+

be
a

conti-
nuous

geodesic
m

ap
on

N
.

L
et

c
λ

denote
the

level
set

of
D

,also
called

a
nasalcurve,for

the
value

λ
∈

D
(N

),i.e.
c
λ
=
{
p
∈

N
|D
(p
)
=

G
D
(r,p

)
=

λ}
⊂

N
w

here
r

de-
notes

the
reference

point
(in

our
case

the
tip

of
the

nose)
and

G
D
(r,p

)
is

the
length

of
the

shortestpath
from

r
to

p
on

the
m

esh.W
e

can
reconstruct

N
from

these
levelcurves

according
to

N
=
∪
λ
c
λ

(see
figure

1).

F
IG

U
R

E
1.A

utom
atic

data
preprocessing

and
nasalcurves

extrac-
tionW

e
start

by
considering

a
closed

curve
β

in
R

3.
Since

it
is

a
closed

curve,
it

is
natural

to
param

etrize
it

using
β
:
S
1
→

R
3.

N
ote

that
the

param
etrization

is
not

assu-
m

ed
to

be
arc-length

;
w

e
allow

a
larger

class
of

param
e-

trizations
for

im
proved

analysis.
To

analyze
the

shape
of

β
,w

e
shallrepresentitm

athem
atically

using
a

square-root

2051



velocity
function

(SRV
F),

denoted
by

q(t),
according

to
:

q(t)
.=

β̇
(t)

√
‖
β̇
(t)‖ .T

he
classicalelastic

m
etric

for
com

paring

shapes
of

curves
becom

es
the

L
2-m

etric
under

this
repre-

sentation
[7].

T
his

point
is

very
im

portant
as

it
sim

plifies
calculus

of
elastic

m
etric

to
the

w
ell-know

n
oneunder

the
L
2-m

etric.In
order

to
restrictour

shape
analysis

to
closed

curves,w
e

define
the

set:

C
=
{q

:S
1→

R
3| ∫

S
1

q(t)‖
q(t)‖d

t
=
0}
⊂

L
2(S

1,R
3)

.

(1)
H

ere
L
2(S

1,R
3)

denotes
the

setofallfunctions
from

S
1

to
R

3
thatare

square
integrable.T

he
quantity ∫S

1
q(t)‖q(t)‖d

t
denotes

the
totaldisplacem

entin
R

3
as

one
traverses

along
the

curve
from

startto
end.Setting

itequalto
zero

is
equi-

valentto
having

a
closed

curve.T
herefore,C

is
the

setofall
closed

curves
in

R
3,each

represented
by

its
SRV

F.N
otice

thatthe
elem

ents
ofC

are
allow

ed
to

have
differentlengths.

D
ue

to
a

non-linear(closure)constrainton
its

elem
ents,C

is
a

non-linearm
anifold.W

e
can

m
ake

ita
R

iem
annian

m
ani-

fold
by

using
the

m
etric

:forany
u
,v
∈
T
q (C

),w
e

define
:

〈u
,v〉

=

∫

S
1 〈u

(t),v
(t)〉

d
t
.

(2)

W
e

have
used

the
sam

e
notation

forthe
R

iem
annian

m
etric

on
C

and
the

E
uclidean

m
etric

in
R

3
hoping

thatthe
diffe-

rence
is

m
ade

clearby
the

context.
So

farw
e

have
described

a
setofclosed

curves
and

have
endow

ed
itw

ith
a

R
iem

annian
structure.N

extw
e

consider
the

issue
of

representing
the

shapes
of

these
curves.

It
is

easy
to

see
thatseveralelem

ents
ofC

can
representcurves

w
ith

the
sam

e
shape.For

exam
ple,if

w
e

rotate
a

curve
in

R
3,w

e
geta

differentSRV
F

butits
shape

rem
ains

unchan-
ged.

A
nother

sim
ilar

situation
arises

w
hen

a
curve

is
re-

param
etrized

;
a

re-param
eterization

changes
the

SRV
F

of
curve

but
not

its
shape.In

order
to

handle
this

variability,
w

e
define

orbits
of

the
rotation

group
S
O
(3)

and
the

re-
param

eterization
group

Γ
as

the
equivalence

classes
in
C.

H
ere,

Γ
is

the
set

of
all

orientation-preserving
diffeom

or-
phism

s
of

S
1

(to
itself)

and
the

elem
ents

of
Γ

are
view

ed
as

re-param
eterization

functions.For
exam

ple,for
a

curve
β
:
S
1
→

R
3

and
a

function
γ
:
S
1
→

S
1,

γ
∈
Γ

,
the

curve
β
(γ
)isa

re-param
eterization

of
β

.T
he

corresponding
SRV

F
changes

according
to

q(t)
→
√
γ̇
(t)q(γ

(t)).W
e

set
the

elem
ents

ofthe
set:

[q]
=
{ √

γ̇
(t)O

q(γ
(t))|O

∈
S
O
(3),

γ
∈
Γ}

,

to
be

equivalent
from

the
perspective

of
shape

analysis.
T

he
set

of
such

equivalence
classes,

denoted
by
S

.=
C
/
(S

O
(3
)×

Γ
)

is
called

the
shape

space
of

closed
curves

in
R

3.S
inherits

a
R

iem
annian

m
etric

from
the

largerspace
C

due
to

the
quotientstructure.

F
IG

U
R

E
2.E

xam
ples

ofgeodesics
betw

een
curves

T
he

m
ain

ingredientin
com

paring
and

analysing
shapes

ofcurves
is

the
construction

ofa
geodesic

betw
een

any
tw

o
elem

ents
ofS

,under
the

R
iem

annian
m

etric
given

in
E

qn.
2.

G
iven

any
tw

o
curves

β
1

and
β
2 ,

represented
by

their
SRV

Fs
q
1

and
q
2 ,w

e
w

antto
com

pute
a

geodesic
path

bet-
w

een
the

orbits
[q

1 ]and
[q

2 ]in
the

shape
spaceS

.T
his

task
is

accom
plished

using
a

path
straightening

approach
w

hich
w

as
introduced

in
[10].

T
he

basic
idea

here
is

to
connect

the
tw

o
points

[q
1 ]

and
[q

2 ]
by

an
arbitrary

initial
path

α
and

to
iteratively

update
this

path
using

the
negative

gra-
dient

of
an

energy
function

E
[α
]
=

12 ∫
s 〈α̇

(s),α̇
(s)〉

d
s.

T
he

interesting
partis

thatthe
gradientof

E
has

been
deri-

ved
analytically

and
can

be
used

directly
forupdating

α
.A

s
show

n
in

[10],the
criticalpoints

of
E

are
actually

geodesic
paths

inS
.T

hus,this
gradient-based

update
leads

to
a

criti-
calpointof

E
w

hich,in
turn,is

a
geodesic

path
betw

een
the

given
points.Figure

2
show

s
tw

o
differentsurfaces

of
tw

o
differentsubjects

and
som

e
exam

ples
ofgeodesic

paths
bet-

w
een

levelcurves.T
he

firstand
the

lastcurves
are

the
ones

extracted
from

the
tw

o
surfaces,and

the
interm

ediate
curves

denote
equally-spaced

points
on

the
corresponding

geode-
sic

α
.

T
hese

curves
have

been
scaled

to
the

sam
e

length
to

im
prove

display
of

geodesics.W
e

w
ill

use
the

notation
d
([q

1 ],[q
2 ])

to
denote

the
geodesic

distance,orthe
length

of
the

geodesic
inS

,betw
een

representationsofthe
tw

o
curves

β
1

and
β
2 .

2.2.N
asalSurfaces

N
ow

w
e

extend
the

fram
ew

ork
from

curves
to

surfaces.
A

s
m

entioned
earlier,w

e
are

going
to

representa
nose

re-
gion

surface
S

w
ith

an
indexed

collection
ofthe

levelcurves
of

the
D

function.T
hatis,

N
↔
{c

λ
,λ
∈
[0,λ

0 ]},w
here

c
λ

is
the

levelsetassociated
w

ith
the

distance
D

equalto
λ.

T
hrough

this
relation,each

nasalsurface
has

been
represen-

ted
as

an
elem

entof
the

setC
[0
,λ

0
].In

our
fram

ew
ork,the

shapes
of

any
tw

o
noses

are
com

pared
by

com
paring

their
corresponding

nasal
curves.G

iven
any

tw
o

nasal
surfaces

N
1

and
N

2,and
their

associated
curves{c

1λ
,λ
∈
[0,λ

0 ]}
and

{
c
2λ
,λ
∈
[0,λ

0 ]},respectively,our
idea

is
to

com
pare

the
curves

c
1λ

and
c
2λ ,and

to
accum

ulate
these

distancesover
all

λ.Forthat,w
e

define
tw

o
possible

m
etrics

:
–

A
rithm

etic
m

ean
:
d
a
:
C
[0
,λ

0
]×

C
[0
,λ

0
]
→

R
≥
0 ,

given
by

d
a (N

1,N
2)
=

1λ
0 ∑

λ
0

λ
=
1
d
(c

1λ
,c

2λ
).

–
G

eom
etricm

ean
:d

g
:C

[0
,λ

0
]×
C
[0
,λ

0
]→

R
≥
0 ,given

by
d
g (N

1,N
2)
=
( ∏

Lλ
=
1
d
(c

1λ
,c

2λ
))

(1
/
λ
0
).
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O
ne

advantage
of

a
deform

ation-based
com

parisons
of

shapes
of

surfaces
is

that
one

has
the

actual
deform

ations
in

addition
to

distances.(A
lso,the

distances
have

im
portant

physicalinterpretationsassociated
w

ith
them

.)In
particular,

w
e

have
a

geodesic
path

inC
[0
,λ

0
]betw

een
the

tw
o

surfaces
N

1
and

N
2.T

his
geodesic

corresponds
to

the
optim

alelas-
tic

deform
ations

of
nasal

curves
and,

thus,
nasal

surfaces
from

one
to

other.Show
n

in
Figure

3
are

exam
ples

of
such

geodesic
paths–

T
he

firstrow
involvesnose

regionsofsam
e

subjectbutdifferentscans,w
hile

the
other

row
s

show
geo-

desics
betw

een
nose

regions
thatbelong

to
differentpeople.

F
IG

U
R

E
3.G

eodesic
paths

betw
een

source
and

targetnoses.First
tw

o
row

s
:

intra-class
paths,source

and
target

w
ith

different
ex-

pressions.L
astthree

row
s

:inter-class
paths.

2.3.M
ean

N
asalShape

W
e

can
now

to
use

ourfram
ew

ork
to

calculate
som

e
sta-

tictics
as

the
”m

ean”
of

surfaces.
T

he
R

iem
annian

struc-
ture

defined
on

the
m

anifold
ofnose

surfacesC
[0
,λ

0
]enables

us
to

perform
such

statisticalanalysis
for

com
puting

noses
m

ean
and

variance.T
he

K
archer

m
ean

utilizes
the

intrinsic
geom

etry
ofthe

m
anifold

to
define

and
com

pute
a

m
ean

on
thatm

anifold.Itis
defined

as
follow

s
:L

et
d
s (N

i,N
j)

de-
note

the
length

of
the

geodesic
from

N
i

to
N

j
in
C
[0
,λ

0
].

In
this

particular
case

d
s

cam
e

from
d
a .

To
calculate

the
K

archerm
ean

ofnose
surfaces{N

1,...,N
n}

inC
[0
,λ

0
],w

e
define

the
variance

function
:

V
:C

[0
,λ

0
]→

R
,V
(N

)
=

n
∑i=

1

d
s (N

,N
i)

2
(3)

T
he

K
archerm

ean
is

then
defined

by
:

N
=
arg

m
in

N
∈C

[0
,λ

0
] V
(N

)
(4)

T
he

intrinsic
m

ean
m

ay
notbe

unique,i.e.there
m

ay
be

a
setofpointsinC

[0
,λ

0
]forw

hich
the

m
inim

izerofV
isobtai-

ned.To
interpretgeom

etrically,
N

is
an

elem
entofC

[0
,λ

0
],

thathas
the

sm
allesttotaldeform

ation
from

allgiven
nose

surfaces.
W

e
presenta

com
m

only
used

algorithm
forfinding

K
ar-

cher
m

ean
for

a
given

setof
nose

surfaces.T
his

approach,
presented

in
A

lgorithm
1,uses

the
gradientofV

to
iterati-

vely
update

the
currentm

ean
μ

.

A
lgorithm

1
K

archerM
ean

A
lgorithm

Set
k

=
0.C

hoose
som

e
tim

e
increm

ent
ε
≤

1n
.C

hoose
a

point
N

0
∈

C
[0
,λ

0
]

as
an

initialguess
of

the
m

ean.(For
exam

ple,one
could

justtake
N

0
=

S
1.)

1-
For

each
i
=

1
,...,n

choose
the

tangentvector
f
i ∈

T
N

k
(C

[0
,λ

0
])

w
hich

is
tangent

to
the

geodesic
from

N
k

to
N

i.
T

he
vector

g
=

∑
i=

n
i=

1
f
i

is
proportionalto

the
gradientat

N
k

ofthe
functionV

.
2-Flow

fortim
e
ε

along
the

geodesic
w

hich
startsatN

k
and

hasvelocity
vector

g.C
allthe

pointw
here

you
end

up
N

k
+
1 .

3-Set
k
=

k
+

1
and

go
to

step
1.

Since
this

is
a

gradientapproach,itonly
ensures

a
local

m
inim

izer
of

the
variance

function
V

.Severalexam
ples

of
using

the
K

archerm
ean

to
com

pute
average

facesare
show

n
in

Figures
4.

F
IG

U
R

E
4.E

xam
ples

ofshapes
and

theirkarcherm
eans.

W
hat

is
the

m
otivation

for
using

statistical
m

eans
of

shapes
in

a
biom

etric
application

?
T

here
are

m
any

possi-
bilities.For

exam
ple,one

can
develop

a
hierarchicalorga-

nization
ofa

population,w
here

people
(orobservations)are

first
clustered

into
sm

all
groups

and
these

clusters
are

re-
placed

by
theirrepresentatives,in

this
case

K
archerm

eans.
T

hen,atthe
nexthigher

level,one
can

cluster
these

m
eans

again
and

find
theirrepresentative,and

so
on.

3.A
pplication

to
H

um
an

B
iom

etrics
In

this
section

w
e

present
som

e
experim

ental
results

in
tw

o
different

biom
etric

scenario.T
hese

experim
ents

use
a
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F
IG

U
R

E
5.V

erification
R

ate
atFA

R
=0.1%

using
(1

to
k)curves

large
subset,the

first2000
scans,ofFR

G
C

v2
dataset[13].

In
order

to
produce

results
for

both
identification

and
au-

thentication
scenarios

and
to

explore
effectof

the
presence

offacialexpressions
on

perform
ance,a

distance
m

atrix
bet-

w
een

a
gallery

and
a

query
datasets

is
com

puted.T
he

gal-
lery

contains
2000

sessions
for

209
differentsubjects.T

he
query

setis
identicalto

the
gallery.T

he
effectiveness

of
d
a

and
d
g

in
biom

etric
applications

generally
increases

w
ith

the
num

ber
of

curves
used.

B
ut

the
question

is
how

to
choose

the
curves

w
hich

can
give

best
results?

Indeed,in
the

nasal
region,

there
are

som
e

areas
like

nasal
cavities

w
hich

exhibitundesired
variability.T

herefore,curves
pas-

sing
through

these
cavities

could
be

elim
inated

from
the

ex-
perim

ent.
T

his
hypothesis

w
ill

be
tested

and
discussed

in
the

follow
ing

experim
ents.T

he
results

ofidentification
and

authentication
scenarios

w
illbe

presented
separately.

A
uthentication

Scenario
:

T
he

first
experim

ent
involves

authentication
w

here
the

perform
ance

is
m

easured
using

the
verification

rate
(V

R
)

for
a

given
false

acceptance
rate

(FA
R

)
and

w
ith

a
receiver

operating
characteristic

(R
O

C
)

curve
thatshow

s
the

trade-off
betw

een
the

verification
and

the
false

acceptrates.
Figure

5
(right)show

s
a

plotofV
R

atFA
R

=
0.1

%
,com

-
puted

using
both

the
geom

etric
and

arithm
etic

m
eans.T

he
location

ofthese
curves

on
a

nose
are

show
n

in
the

left.T
he

bestverification
rate

is
obtained

using
the

firstseven
curves

and
the

geom
etric

m
ean

m
etric

;itisapproxim
ately

65
.34%

.
A

sshow
n

in
the

Figure
5,the

verification
rate

increasesw
ith

the
num

ber
of

used
curves

until
k
=
7

curves
are

used
and

then
itdecreases.T

he
curvesw

hich
decrease

the
recognition

rates
pass

through
the

nasal
cavities.M

oreover,w
e

notice
thatthe

verification
rates

using
the

geom
etric

m
ean

d
g

are
m

uch
betterthan

those
using

the
arithm

etic
m

ean
d
a .So

w
e

choose
this

m
etric

for
further

experim
ents.Figure

6
show

s
the

R
O

C
curves

forexperim
ents

involving
differentnum

ber
k

ofcurves.For
k
<
7,the

R
O

C
curves

using
1−

k
curves

are
higherforlarger

k.For
k
>
7,this

trend
is

reversed.So,
using

a
largernum

berofcurves
im

proves
the

authentication

perform
ance

untilthe
seventh

curve
and

,after
that,results

getw
orse.F

IG
U

R
E

6.R
O

C
curves

using
1

to
k

curves

Identification
Scenario

:
T

he
second

type
of

experim
ent

is
for

identification
for

w
hich

the
perform

ance
is

quoted
as

a
rank-one

recognition
rate.In

this
experim

ent
the

gallery
setconsists

ofneutralfaces
of
209

subjects.Figure
7

show
s

F
IG

U
R

E
7.R

ank
one

recognition
rates

using
1

to
k

curves

the
rank-one

recognition
rates

obtained
using

both
geom

e-
tric

and
arithm

etic
m

ean
in

the
right

and
the

locations
of

these
curves

on
a

nose
in

the
left.W

e
m

ake
the

follow
ing

rem
arks.First,w

e
notice

thatthe
bestrecognition

rate
is

ob-
tained

w
hen

using
the

arithm
etic

m
ean

m
etric

d
a .A

ctually,
w

e
obtain

76.1%
using

this
m

etric
using

only
seven

curves.
Second,w

e
see

thatthe
recognition

rate
initially

increases
w

ith
the

num
ber

of
curves,reaches

a
peak

and
then

starts
decreasing,forboth

the
m

etrics.T
he

latercurves
w

hich
de-

crease
the

recognition
rates

are
curves8,9

and
10

and,as
w

e
see

in
the

Figure
7

(left),these
curvespassthrough

the
nasal

cavities.C
learly,shapes

ofthis
region

(m
ade

up
ofcavities)

are
notreliable

and
can

be
excluded

from
the

analysis.
To

sum
m

arize,
our

m
ethod

allow
s

us
to

com
pare

the
shapes

of
nose

regions.
B

y
carefully

selecting
the

set
of

stable
curves,w

e
are

able
to

increase
identification

and
ve-

rification
rates.H

ow
ever,the

identification
scenario

costs
a
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lotin
term

s
of

tim
e

com
putation.In

our
case,to

retrieve
a

shape
in

a
dataset

of
209

nasal
surfaces,w

e
need

about
4

m
inutes.

A
hierarchical

database
organization

can
be

per-
form

ed
in

orderto
accelerate

the
identification

process.W
e

study
an

approach
to

cluster
the

gallery
dataset

using
our

fram
ew

ork.

4.H
ierarchicalG

allery
O

rganization
O

ne
of

the
m

ain
goals

for
studying

shapes
of

nose
re-

gion
is

to
conductbiom

etric
searches

w
here

query
is

often
com

pared
to

a
setofgallery

shapes.T
his

com
parison

can
be

m
ade

m
ore

efficientifw
e

can
organize

the
gallery

elem
ents

in
form

ofa
hierarchicaldatabase,i.e.a

tree,w
here

the
com

-
parisons

are
perform

ed
only

atthe
nodes.To

constructsuch
a

shape
tree

w
e

need
to

be
able

to
cluster

sim
ilar

shapes,
and

thatis
the

problem
w

e
study

next.

4.1.C
lustering

A
lgorithm

C
onsider

the
problem

of
clustering

n
noses

(in
C
[0
,λ

0
])

into
k

clusters.
A

general
approach

is
to

form
clusters

in
such

a
w

ay
that

they
m

inim
ize

total
“w

ithin-cluster”
va-

riance
[15].L

et
a

configuration
C

consists
of

clusters
de-

noted
by

C
1 ,C

2 ,...,C
k ,

and
let

μ
i s

be
the

m
ean

shapes
in

C
i s

and
n
i s

be
the

sizes
of

C
i s.T

here
are

several
cost

functions
used

forclustering,e.g
the

sum
oftraces

ofcova-
riances

w
ithin

clusters.H
ow

ever,the
com

putation
ofm

eans
μ
i s

of
large

shape
clusters,and

therefore
their

variances,is
com

putationally
expensive,especially

w
hen

they
are

upda-
ted

atevery
iteration.A

s
a

solution,one
often

uses
a

varia-
tion,called

pairw
ise

clustering
[6],w

here
the

variance
ofa

cluster
is

replaced
by

a
scaled

sum
of

distances
(squared)

betw
een

its
elem

ents
:

Q
(C
)
=

k
∑i=

1

2n
i ⎛⎝

∑N
a∈

C
i

∑

b
<
a
,N

b∈
C

i d
(N

a,N
b)

2 ⎞⎠
.

(5)

W
e

seek
configurations

that
m

inim
ize

Q
,

i.e.,
C
∗

=
argm

in
Q
(C
).N

otice
thatthe

m
etric

used
is

the
arithm

etic
m

ean
d
a .W

e
w

illm
inim

ize
the

clustering
costusing

a
M

ar-
kov

chain
search

process
on

the
configuration

space.
T

he
basic

idea
is

to
startw

ith
a

configuration
of

k
clusters

and
reduce

Q
by

re-arranging
shapes

am
ongstthe

clusters.T
he

re-arrangem
ent

is
perform

ed
in

a
stochastic

fashion
using

tw
o

kinds
of

m
oves.T

hese
m

oves
are

perform
ed

w
ith

pro-
bability

proportionalto
the

negative
exponentialof

the
Q

-
value

ofthe
resulting

configuration.T
he

tw
o

typesofm
oves

are
follow

ing.(1)
M

ove
a

shape
:H

ere
w

e
selecta

shape
random

ly
and

re-assign
it

to
another

cluster.
L

et
Q

(i)
j

be
the

clustering
cost

w
hen

a
shape

N
j

is
re-assigned

to
the

cluster
C

i
keeping

all
other

clusters
fixed.

If
N

j
is

not
a

singleton,
i.e.

not
the

only
elem

ent
in

its
cluster,

then
the

transfer
of

N
j

to
cluster

C
i

is
perform

ed
w

ith
probability

:

P
M
(j,i;T

)
=

e
x
p
(−

Q
(
i
)

j
/
T
)

∑
ki
=

1
e
x
p
(−

Q
(
i
)

j
/
T
)
i
=
1,2,...,k.H

ere
T

plays
a

role
sim

ilar
to

tem
perature

in
sim

ulated
annealing.

If
N

j
isa

singleton,then
m

oving
itisnotallow

ed
in

orderto
fix

the
num

berofclusters
at
k.(2)Sw

ap
tw

o
shapes

:H
ere

w
e

selecttw
o

shapes
random

ly
from

tw
o

differentclusters
and

sw
ap

them
.L

et
Q

(1
)

and
Q

(2
)

be
the

Q
-values

of
the

originalconfiguration
(before

sw
apping)and

the
new

confi-
guration

(after
sw

apping),respectively.T
hen,sw

apping
is

perform
ed

w
ith

probability
:
P
S
(T
)
=

e
x
p
(−

Q
(
2
)/

T
)

∑
2i
=

1
e
x
p
(−

Q
(
i
)/

T
) .

In
order

to
seek

globaloptim
ization,w

e
have

adopted
a

sim
ulated

annealing
approach.A

lthough
sim

ulated
annea-

ling
and

the
random

nature
of

the
search

help
in

avoiding
localm

inim
a,the

convergence
to

a
globalm

inim
um

is
dif-

ficultto
establish.T

he
m

ain
steps

of
the

algorithm
is

given
by

A
lgorithm

2.

A
lgorithm

2
Stochastic

C
lustering

A
lgorithm

For
n

shapes
and

k
clusters,initialize

by
random

ly
distributing

n
shapes

am
ong

k
clusters.Seta

high
initialtem

perature
T

.
1-

C
om

pute
pairw

ise
geodesic

distances
betw

een
all

n
shapes.T

his
re-

quires
n
(n
−

1
)/
2

geodesic
com

putations.
2-W

ith
equalprobabilities

pick
one

ofthe
tw

o
m

oves
:

–
M

ove
a

shape
:Pick

a
shape

N
j

random
ly.If

itis
nota

singleton
in

its
cluster,then

com
pute

Q
(i)
j

for
all

i
=

1
,2

,...,k.C
om

pute
the

probability
P
M

(j,i;T
)

for
all

i
=

1
,...,k

and
re-assign

N
j

to
a

clusterchosen
according

to
the

probability
P
M

.
–

Sw
ap

tw
o

shapes
:Selecttw

o
clusters

random
ly,and

selecta
shape

from
each.C

om
pute

the
probability

P
S
(T

)
and

sw
ap

the
tw

o
shapes

according
to

thatprobability.
3-U

pdate
the

tem
perature

using
T

=
T
/
β

and
return

to
Step

2.
4-W

e
have

used
β
=

1
.0
0
0
1.

It
is

im
portant

to
note

that
once

the
pairw

ise
distances

are
com

puted,they
are

notcom
puted

again
in

the
iterations.

Secondly,
unlike

k-m
ean

clustering,
the

m
ean

shapes
are

nevercalculated
in

this
clustering.

T
he

algorithm
s

forcom
puting

K
archerm

ean
and

cluste-
ring

can
be

applied
repeatedly

for
organizing

a
large

data-
base

of
hum

an
noses

into
a

hierarchy
that

allow
s

efficient
searches

during
identification

process.A
s

an
illustration

of
this

idea,w
e

consider
500

nose
scans

corresponding
to

50
distinctsubjects.T

hese
noses

form
the

bottom
layer

of
the

hierarchy,called
levelE

in
Figure

8.T
hen,w

e
com

pute
K

ar-
cherm

ean
shapes

(representative
shapes)foreach

person
to

obtain
shapes

atlevelD
.T

hese
shapes

are
furtherclustered

together
and

a
K

archer
m

ean
is

com
puted

for
each

cluster.
T

hese
m

ean
shapes

form
the

level
C

of
the

hierarchy.R
e-

peating
this

idea
a

few
tim

es,w
e

reach
the

top
of

the
tree

w
hith

only
one

shape.W
e

obtain
so

the
finaltree

show
n

in
Figure

8.Ifw
e

follow
a

path
from

top
to

bottom
ofthe

tree,
w

e
see

the
shapes

getting
m

ore
particularized

to
groups

and
then

to
individuals

as
illustrated

in
Figure

8.
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F
IG

U
R

E
8.Paths

from
top

to
buttom

in
the

tree
show

increasing
shape

resolutions

4.2.H
ierarchicalShape

R
etrieval

O
nce

the
tree

is
form

ed,one
can

use
this

representation
ofdata

to
conductbiom

etric
search

in
orderto

reduce
com

-
putation

tim
e,

especially
in

identification
scenario,

w
hich

needs
a

com
parison

ofthe
query

shape
to

the
w

hole
gallery

dataset.In
view

of
this

structure,a
natural

w
ay

is
to

start
atthe

top,com
pare

the
query

w
ith

the
shapes

ateach
level,

and
proceed

dow
n

the
branch

thatleads
to

the
closestshape.

A
t

any
level

of
the

tree,there
is

a
num

ber,say
h,of

pos-
sible

shapes
and

our
goalis

to
find

the
shape

thatm
atches

the
query

best.Figure
9

illustrates
2

exam
ples

of
retrieval

using
the

hirarchicalorganization
ofthe

dataset.ForQ
1

for
exam

ple,the
query

nasalshape
(atthe

top)
is

firstcom
pa-

red
to

the
shapes

oflevel
B

.A
s

itis
closerto

shape
B

1 ,w
e

proceed
dow

n
the

corresponding
branch.T

here,the
query

proceeds
dow

n
the

branch
of

the
shape

C
2

as
this

shape
is

the
closest

one
in

this
level

to
the

query.
T

he
decision

of
the

retrievalis
given

after
com

parison
w

ith
shapes

atlevel
D

.In
this

case
the

query
is

m
atched

to
the

shape
D

2 .A
c-

tually,the
shape

D
2

isthe
m

ean
shape

ofnasalshapesofthe
sam

e
person

of
the

query.N
otice

thatnasalshapes
of

each
person

atlevel
E

are
represented

by
their

m
ean

atlevel
D

.
T

he
lastm

atch
decides

in
w

hich
cluster

the
query

belongs.
A

ccording
to

ourtree,tim
e

com
putation

forshape
retrieval

is
approxim

ately
3-10

tim
es

fasterthan
exhaustive

com
pari-

son
as

given
by

table
1

for
11

exam
ples

of
queries.R

esults
on

a
larger

experim
ental

set
w

ill
be

presented
in

the
final

versions.

5.C
onclusions

In
this

paper,w
e

have
proposed

a
geom

etric
analysis

of
3D

nasal
shapes

for
the

use
in

partial
hum

an
biom

etrics.

T
A

B
L

E
1.A

verage
tim

e
com

putation
and

retrievalresults
Q

uery
E

xhaustive
H

ierarchical
R

esult
Q

i ,i∈
[1..9]

75
s

16.05
s

correct
Q

1
0 ,Q

1
1

75
s

16.5
s

incorrect

T
he

m
ain

tool
presented

in
this

paper
is

the
construction

ofgeodesic
paths

betw
een

arbitrary
tw

o
nasalsurfaces.T

he
length

ofa
geodesic

betw
een

any
tw

o
nasalsurfaces

is
com

-
puted

as
the

geodesic
length

betw
een

a
set

of
their

nasal
curves.In

particular,w
e

have
presented

results
for

com
pu-

ting
geodesics,com

puting
statistical

m
eans

and
stochastic

clustering
to

perform
hierarchical

clustering.W
e

have
de-

m
onstrated

these
ideas

in
tw

o
application

contexts
:the

au-
thentication

and
the

identifiation
biom

etric
scenarios

using
nasal

shapes
on

a
large

dataset
involving

2000
scans,and

hierarchicalorganization
of

noses
gallery

to
allow

efficient
searches.
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