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Abstract

By 2020, there will be 50 to 100 billion devices connected to the Internet. Two domains of hot research
to address these high demands of data processing are the Internet of Things (IoT) and Big Data. The
demands of these new applications are increasing faster than the development of new hardware
particularly because of the slowdown of Moore’s law. The main reason of the ineffectiveness of
the processing speed is the memory wall or Von Neumann bottleneck which is comming from speed
differences between the processor and the memory. Therefore, a new fast and power-efficient hardware
architecture is needed to respond to those huge demands of data processing.

In this thesis, we introduce novel high performance architectures for next generation computing
using emerging nanotechnologies such as memristors. We have studied unconventional computing
methods both in the digital and the analog domains. However, the main focus and contribution is in
Spiking Neural Network (SNN) or neuromorphic analog computing. In the first part of this dissertation,
we review the memristive devices proposed in the literature and study their applicability in a hardware
crossbar digital architecture. At the end of part I, we review the Neuromorphic and SNN architecture.
The second part of the thesis contains the main contribution which is the development of a Neural
Network Scalable Spiking Simulator (N2S3) suitable for the hardware implementation of neuromorphic
computation, the introduction of a novel synapse box which aims at better learning in SNN platforms,
a parameter exploration to improve performance of memristor-based SNN, and finally a study of the
application of deep learning in SNN.
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Résumé

On estime que le nombre d’objets connectés a I'Internet atteindra 50 a 100 milliards en 2020. La
recherche s’organise en deux champs principaux pour répondre a ce défi : I'internet des objets et
les grandes masses de données. La demande en puissance de calcul augmente plus vite que le
développement de nouvelles architectures matérielles en particulier a cause du ralentissement de
la loi de Moore. La raison principale en est est le mur de la mémoire, autrement appelé le goulet
d’étranglement de Von Neumann, qui vient des différences de vitesse croissantes entre le processeur
et la mémoire. En conséquence, il y a besoin d'une nouvelle architecture matérielle rapide et économe
en énergie pour répondre aux besoins énormes de puissance de calcul.

Dans cette these, nous proposons de nouvelles architectures pour les processeurs de prochaine
génération utilisant des nanotechnologies émergentes telles que les memristors. Nous étudions des
meéthodes de calcul non conventionnelles aussi bien numériques qu’analogiques. Notre contribution
principale concerne les réseaux de neurones a impulsion (RNI) ou architectures neuromorphiques.
Dans la premieére partie de la theése, nous passons en revue les memristors existants, étudions leur
utilisation dans une architecture numérique a base de crossbars, puis introduisons les architectures
neuromorphiques. La deuxieme partie contient la contribution principale : le développement d'une
simulateur d’architectures neuromorphiques (N2S3), I'introduction d’'un nouveau type de synapse
pour améliorer 'apprentissage, une exploration des parametres en vue d’améliorer les RNI, et enfin
une étude de la faisabilité des réseaux profonds dans les RNI.
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Chapter 1

Introduction

1.1 Introduction

The two most important demands of humans using ICT devices and technologies are becoming two
hottest topic of research in computer science and engineering namely Big Data and Internet of Things
(IoT). In both domains, the way of processing data is quite important. In Big Data the clustering,
classification, and prediction are not avoidable to use and process the data efficiently. In IoT, the
smart devices are connected to other smart devices using different sensors. Machine learning recently
proposed promising solution for processing data in these two domains. By 2020, there will be 50 to
100 billion devices connected to the Internet, ranging from smartphones, PCs, and ATMs (Automated
Teller Machine) to manufacturing equipment in factories and products in shipping containers [1]. For
the Big Data or sensory data not only an efficient processing algorithm is necessary but also finding a
new fast, parallel and power-efficient hardware architecture is unavoidable.

Machine learning algorithms are widely used for data classification in software domain and using
conventional hardware platform. These algorithms on nowadays computers consume a remarkable
time and energy. The reason is that in conventional computing, the way of communicating between
memory and central processing unit (CPU) is not efficient. The memory wall or Von Neumann memory
bottelneck is the growing disharmony of communication speed between the CPU and memory outside
the CPU chip. An important reason for this disharmony is the restricted communication bandwidth
beyond chip boundaries, which is referred to as bandwidth wall as well. The CPUs access both data
and program in memory using the same shared resources. Finally, CPUs spend most of their time idle.

Using emerging technologies such as memristors [2], there is possibility of performing both infor-
mation processing and storing the computational results on the same physical platform [3]. Memristors
have the potential to be a promising device for novel paradigms of computation as well as new genera-
tion of memory. The characteristics of memristor are promising to design a processing unit with local
access memory rather than non-local and shared memory. The new high performance architecture
for next generation of computation regarding to emerging technologies could be in logic or analog
domain. Memristors have potential for both digital and analog paradigms of computations.

Another novel alternative architecture suitable for neural network and machine learning algorithms
is proposed as Spiking Neural Network (SNN) system which is known as Neuromorphic architecture
too. SNN is the known way to realize the neural network software abilities on a hardware architec-
ture. The mammalian nervous system is a network of extreme complexity which is able to perform
cognitive computation in a parallel and power-efficient manner. Understanding the principles of
brain processing for computational modeling is one of the biggest challenges of the 21st century
that led to the new branch of research e.g., neuromorphic computing. Neuromorphic engineering
represents one of the promising fields for developing new computing paradigms complementing or
even replacing current Von Neumann architecture [4]. The requirements for implementing a SNN
architecture (neuromorphic) are providing electronic devices that can mimic the biological neural
network components such as neurons and synapses. The Spiking neural model is an electrical model of



CH1. INTRODUCTION

10

physiological neuron that has been implemented on the circuit using state-of-the-art technologies e.g.,
CMOS transistors or on low-power CMOS design using subthreshold regime transistor [5]. The synapse
in biological neural network reacts as a plastic connection controller between two neurons. Recently,
emerging devices in nano-scale have demonstrated novel properties for making new memories and
Artificial synapse. One of those is the memristor that was hypothetically presented by Leon Chua in
1971 [6] and after a few decades, HP was the first to announce the successful memristor fabrication [2].
The unique properties in memristor nano-devices such as, extreme scalability, flexibility because of
analog behavior, and ability to remember the last state make the memristor a very promising candidate
to apply it as a synapse in Spiking Neural Network (SNN) [7].

1.2 Part l:Motivation, state-of-the-art and application of using
emerging nanodevices for unconventional computing

The first part of this dissertation contains the mathematic and physical model of memristor, memristive
nanodevice technologies, as well as different applications of this emerging technology. Memristor
can remember its last state after the last power plugging and has a simple physical structure, high-
density integration, and low-power consumption. These features make the memristor an attractive
candidate for building the next generation of memories [8-10], an artificial synapse in Spiking Neural
Network architectures [7,11], and as a switch in crossbar array configurations [12]. Different device
structures are still being developed to determine which memristor device can be presented as the
best choice for commercial use in memory/flash manufacturing or in neuromorphic platforms. This
is based on different factors such as size, switching speed, power consumption, switching longevity,
and CMOS compatibility. A comprehensive survey particularly on recent research results and recent
development of memristive devices seems be quite useful for future research work and developments.
To better understanding how memristor can restore the data and how it could be flexible to modify the
conductances to be replaced as a synapse, we have modeled the behavior of this device. In addition, we
perform a classification of the devices based on the manufacturing technology. In this classification, we
discuss different characteristics of various devices. We study the potential applications of a memristor
built using specific technology. The advantages and disadvantages of each class of memristor with
various type of device materials are discussed. Furthermore, we discuss potential applications of
memristor nanodevice in nonvolatile memories such as RRAM, PCM, CBRAM, FeRAM and MRAM,
digital computation, analog and neuromorphic domains.

In the second chapter, we discuss two methods for unconventional digital computing by memristive
two-terminal devices [13]. Two main digital computation approaches, namely material implication
(IMP) or stateful logic [14, 15] and programmable crossbar architecture [16, 17] are studied in this
chapter. By applying memristor as a digital switch, a high memristance (memristor resistance) is
considered as logic ‘0’ and a low memristance is considered as logic ‘1’. First and foremost, based on
the previous research works on IMP, we establish a functionally complete Boolean operation to be able
to build all standard logic gates. Subsequently, building the digital gates has been performed using
programmable crossbar architectures. Programmable crossbar architectures have been proposed as a
promising approach for future computing architectures because of their simplicity of fabrication and
high density, which support defect tolerance. At the end of Chapter 3, the comparison of two methods
in digital computation is presented.

In the last chapter of part I, the basic definition of neuromorphic or Spiking Neural Network
(SNN) architecture have been introduced. Neuromorphic computing has the potential to bring very
low power computation to future computer architectures and embedded systems [18]. The main
remarkable difference between conventional Von Neumann architecture and neuromorphic systems
is in their use of memory structures. The way of communication between memory and central
processing unit (CPU) in conventional computing is not very efficient which is known as Von Neumann
memory bottelneck. CPUs spend most of their time idle because the speed difference between the
CPU and memory. The solution that has been applied in Von Neumann architecture is memory
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hierarchy. In other words, a limited amount of fast but costly memory sit closer to the processing
unit, while most of the data is stored in a cheaper but larger memory. By proposing computing unit
next to the local memory, neuromorphic brain-inspired computing paradigms offer an attractive
solution for implementing alternative non von Neumann architectures, using advanced and emerging
technologies [4,19]. Artificial neural network (ANN) is a mathematical model of the network of neurons
in mammalian brain though SNN is an electronic hardware neuromorphic model of biological brain.
SNNs provide powerful tools to emulate data processing in the brain, including neural information
processing, plasticity and learning. Consequently, spiking networks offer solutions to a broad range
of specific problems in applied engineering image detection, event detection, classification, speech
recognition and many cognitive computation domain applications.

Neurons communicate together using spikes. In Chapter 4, we review different ways of coding
data to spikes known as spike information coding methods. Furthermore, we study the network
topologies and configurations. The interconnection among units can be structured in numerous
ways resulting in numerous possible topologies. Two basic classes are defined: Feed-Forward Neural
Networks (FFNN) and Recurrent (or feedback) Neural Networks (RNN) depicted in Figure 4.3. We add
a discussion in more modern neural networks such as Convolutional Neural Networks (CNN) [20], and
Deep Belief Networks (DBNs) [21]. Moreover, various spiking model of neurons as dynamic elements
and processing units are reviewed. We discuss which model we have used in our platform and why
we choose this model. Thanks to the plasticity property of synapse, in neural network system, we
can basically say the synapse is where the learning happens. Therefore, in this chapter both synapse
and learning are studied. Additionally, we discussed various classes of learning algorithms as well
as a comprehensive study of Spike-Timing Dependent Plasticity (STDP) [22, 23] is presented. This
comprehensive study includes presenting different models for STDP learning based on single or
multiple pre- or postsynaptic spikes occurring across a synapse in an interval of time. Finally in
Chapter 4, we applied lateral inhibition which is winner-take-all (WTA) [24,25] in our platform as well
as homeostasis as a method of neuron adaptation of learning.

1.3 Part 11:Our contribution in spiking neural network architecture:
Simulator, New synapse box, Parameter exploration and
Spiking deep learning

The second part of the thesis consists of our contributions to neuromorphic computing and SNN archi-
tecture. In Chapter 5, we present and develop N2S3 (for Neural Network Scalable Spiking Simulator), an
open-source event-driven simulator that is built to help design spiking neuromorphic circuits based on
nanoelectronics. It is dedicated to intermediate modeling level, between low-level hardware descrip-
tion languages and high-level neural network simulators used primarily in neurosciences as well as the
integration of synaptic memristive device modeling, hardware constraints and any custom features
required for the target application. N2S3 has been developed from the ground up for extensibility,
allowing to model various kinds of neurons and synapses, network topologies, learning procedures,
reporting facilities, and to be user-friendly, with a domain specific language to easily express and
run new experiments. For experimental set up, N2S3 is distributed with the implementation of two
“classical” experiments: handwritten digit recognition on the MNIST dataset [20, 26] and the highway
vehicle counting experiment [27].

In Chapter 6, with the combination of a volatile and a nonvolatile memristor we introduce and
design a new artificial synapse box that can improve learning in spiking neural networks architectures
[28]. This novel synapse box is able to forget and remember by inspiration from biological synapses.
The nonvolatility is a unique property in memristor nanodevice to introduce it as a promising candidate
in building next generation of non-volatile memory. However, by inspiring of physiological synapse,
a synapse that can forget unimportant data (non-frequent spikes) and remember significant data
(frequent spike trains) can support network to improve learning process.

11
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Thanks to close collaboration with the nano-electronics research center in the University of Lille
(IEMN), we have had the opportunity of studying the suitability of different types of memristors (TiO> ,
NOMEFET, magnetoresistive, magnetoelectric) to build a spiking neural network hardware platform. To
add the forgetting property to the synapse box, we have used a volatile memristor named NOMFET
(Nanoparticle Organic Memory Field-Effect Transistor). We have merged NOMFET with a nonvolatile
solid-state meristor nanodevice. At the end of this chapter, we evaluate the synapse box proposal by
comparing it with a single non-volatile memory synapse by simulation on the MNIST handwritten
digit recognition benchmark.

Specific application domains such as Big Data classification, visual processing, pattern recognition
and in general sensory input data, require information processing systems which are able to classify
the data and to learn from the patterns in the data. Such systems should be power-efficient. Thus
researchers have developed brain- inspired architectures such as spiking neural networks. In Chap-
ter 7, we surveyed brain- inspired architectures approaches with studying well-known project and
architecture in this neuromorphic domain. For large scale brain-like computing on neuromorphic
hardware we have recognized four approaches:

* Microprocessor based approaches where the system can read the codes to execute and model
the behavior of neural systems and cognitive computation such as the SpiNNaker machine [29].

e Fully digital custom circuits where the neural system components are modeled in circuit using
sate-of-the-art CMOS technology e.g., IBM TrueNorth machine [18].

* Analog/digital mixed-signal systems that model the behavior of biological neural systems, e.g.
the NeuroGrid [30] and BrainScales [31] projects.

* Memristor crossbar array based systems where the analog behavior of the memristors emulate
the synapses of a spiking neural network [32].

We have studied large scale brain-like architectures such as SpiNNaker, IBM TrueNorth, NeuroGrid,
and BrainScales to recognize the cons and pros of these projects to have our optimized evaluation and
exploration of required items and parameters for neuromorphic and brain-like computation platforms.

Spiking neural networks are widely used in the community of computational neuroscience and
neuromorphic computation, there is still a need for research on the methods to choose the opti-
mum parameters for better recognition efficiency. Our main contribution in Chapter 7 is to evaluate
and explore the impact of several parameters on the learning performance of SNNs for the MNIST
benchmark: the number of neurons in the output layer, the duration of the STDP window, various
thresholds for adaptive threshold neurons, different distributions of spikes to code the input images
and the memristive synapse fitting parameter. This evaluation has shown that a careful choice of a few
parameters can significantly improve the recognition rate on this benchmark.

Deep learning is currently a very active research area in machine learning and pattern recognition
society due to its potential to classify and predict as a result of processing Big data and Internet of Things
(IoT) related data. Deep Learning is a set of powerful machine learning methods for training deep
architectures. Considering the inherent inefficiency of learning methods from traditional Artificial
Neural Networks in deep architectures, Contrastive Divergence (CD) has been proposed to train
Restricted Boltzmann Machines (RBM) as the main building blocks of deep networks [33].

In Chapter 8 deep learning architectures are introduced in SNN systems. In SNN, neurons com-
municate using spikes [34]. Therefore, we have to design an architecture of neurons that are able to
implement spiking data. Consequently, we present a framework for using Contrastive Divergence to
train an SNN using RBM and spiking neurons. The obtained recognition rate or network accuracy of
the architecture using CD algorithms for learning was 92.4%. This framework can open a new window
toward the neruromorphic architecture designer to apply the state-of-the-art of machine learning
learning algorithm in SNN architecture.
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Figure 1.1: General overview of the manuscript.

1.4 Manuscript outline

This manuscript presents a spiking neural network platform suitable to hardware implementation
with a focus on learning in SNN. Therefore in the first two chapters, we review cons and pros of
memristor and memristive-based computation. The different models and technologies of memristor
beside the applications is presented in chapter 2. The third chapter consists of using memristors in
the unconventional digital manner. In the chapter 4, the principals of neuromorphic and spiking
neural network architecture is described. Our contribution in designing and presenting spiking neural
network architecture is presented in the second part of this manuscript. First of all, in the contribution
part we present our neuromorphic hardware simulator. Second, we propose an artificial synapse box
to improve learning by combining volatile and nonvolatile types of memristor devices. Furthermore,
in Chapter 7, we discuss different parameters in SNN architecture and evaluate the effect of each
parameters in learning. In Chapter 8, deep learning in spiking neural network is presented. Finally the
conclusion and potential future work are explained. A general overview of this dissertation is shown in
Figure 1.1.
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Chapter 2

Memristor nanodevice for
unconventional computing: review and
applications

Abstract

A memristor is a two-terminal nanodevice. Its properties attract a wide community of re-
searchers from various domains such as physics, chemistry, electronics, computer and neuro-
science. The simple structure for manufacturing, small scalability, nonvolatility and potential
of using in low power platforms are outstanding characteristics of this emerging technology. In
this chapter, we review a brief literature of memristor from mathematic model to the physical
realization and different applications. We discuss different classes of memristors based on the
material used for its manufacturing. The potential applications of memristor are presented and a
wide domain of applications are classified.

2.1 Introduction

Memristor has recently drawn the wide attention of scientists and researchers due to non-volatility,
better alignment, and excellent scalability properties [35]. Memristor has initiated a novel research
direction for the advancement of neuromorphic and neuro-inspired computing. Memristor remembers
its last state after the last power plugging and has a simple physical structure, high-density integration,
and low-power consumption. These features make the memristor an attractive candidate for building
the next generation of memories [8]. In addition, from high-performance computing point of view,
the memristor has the potential capability to conquer the memory bottleneck issue, by utilizing
computational unit next to the memory [3]. Due to these unique properties and potentials of the
memristor, neuroscientists and neuromorphic researchers apply it as an artificial synapse in Spiking
Neural Network (SNN) architectures [7].

Memristor was predicted in 1971 by Leon Chua, a professor of electrical engineering at the Uni-
versity of California, Berkeley, as the fourth fundamental device [6]. Publishing a paper in the Nature
journal by Hewlett Packard (HP) [2] in May 2008, announced the first ever experimental realization
of the memristor, caused an extraordinary increased interest in this passive element. Based on the
symmetry of the equations that govern the resistor, capacitor, and inductor, Chua hypothesized that
fourth device should exist that holds a relationship between magnetic flux and charge. After the physi-
cal discovery of the memristor, several institutions have published the memristor device fabrications
using a variety of different materials and device structures [2,36-39].

In 2009, Biolek et al. modeled nonlinear dopant drift memristor by SPICE [40]. One year later, Wei
Lu, professor at the University of Michigan proposed a nanoscale memristor device which can mimic

17
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the synapse behavior in neuromorphic systems [41]. Later on, in 2011 a team of multidisciplinary
researchers from Harvard University published an interesting paper on programmable nanowire
circuits for using in nanoprocessors [42]. Until June 2016, based on the Scopus bibliographic database,
2466 papers have been published in peer-reviewed journals and ISI articles which are related to
memristor fabrication or applications of the memristor in different science and technology domains.

Memristors are promising devices for a wide range of potential applications from digital memory,
logic/analog circuits, and bio-inspired applications [11]. Especially because the nonvolatility property
in many types of memristors,they could be a suitable candidate for making non-volatile memories with
ultra large capacity [9]. In addition to non-volatility, the memristor has other attractive features such as
simple physical structure, high-density, low-power, and unlimited endurance which make this device a
proper choice for many applications. Different device structures are still being developed to determine
which memristor device can be presented as the best choice for commercial use in memory/flash
manufacturing or in neuromorphic platforms. This is based on different factors such as size, switching
speed, power consumption, switching longevity, and CMOS compatibility. The rest of the chapter
is organized as follows: In Section 2, a general overview of the memristor is done and the electrical
properties have been investigated. Section 3 presents memristor implementation and fabrication. We
investigate various types of memristors based on the different materials that have been used in the
fabrication. In Section 4, potential applications of Memristor has been studied. Section 5 deals with
streams of research, we have investigated a research classification from the physics level to the system
design. Finally, we describe a brief summary and the future work.

2.2 Memristor device overview and properties

In this section, we discuss the memristor nanodevice which is believed to be the fourth missing
fundamental circuit element, that comes in the form of a passive two-terminal device. We discuss how
it can remember its state, and what is its electrical model and particular properties.

2.2.1 Memristor a missing electrical passive element

Memristor is a contraction of “memory & resistor,” because the basic functionality of the memristor is
to remember its state history. This characteristic proposes a promising component for next generation
memory. Memristor is a thin-film electrical circuit element that changes its resistance depending
on the total amount of charge that flows through the device. Chua proved that memristor behavior
could not be duplicated by any circuit built using only the other three basic electronic elements
(Resistor,Capacitor, Inductor), that is why the memristor is truly fundamental. As it is depicted in
Figure 2.1, the resistor is constant factor between the voltage and current (dv = R.di), the capacitor is
a constant factor between the charge and voltage (dgq = C.dv), and the inductor is a constant factor
between the flux and current (d¢ = L.di). The relation between flux and charge is Obviously missing
(de = M.dq) that can be interpreted by a fourth fundamental element such as memristor [6].
Obviously, in memristive devices, the nonlinear resistance can be changed and memorized by
controlling the flow of the electrical charge or the magnetic flux. This control any two-terminal
black box is called a memristor if, and only if, it exhibits a pinched hysteresis loop for all bipolar
periodic input current signaling is interesting for the computation capability of a device similar to the
controlling of the states of a transistor. For instance in an analog domain, one can control the state of a
transistor to stay in an active area for amplification. Nevertheless, in the digital domain to stay in Off
(cut-off) state for logic '0’ and in On (saturated) state for logic '1’ one can perform with controlling the
gate voltage. The output current in MOSFET (Metal-Oxide semiconductor Field Effect Transistor) is
managed by changing the gate voltage as well as in BJT (Bipolar Junction Transistor) the input current
(base current) can control the output current (collector-emitter current). The main difference between
the memristor and transistor for managing the states is that in transistor there is a third terminal to
control the states however, in contrast a memristor is a two-terminal device and there is no extra
terminal to control the device state. The challenge of using memristor as a computational component



Memristor device overview and properties

> (") <€
g
Resistor M Capacitor
dv = Rdi _a, dg = Cdv

A 4

Y
G:): dg = idt H q :|
A

o—T0—e | o'[lle

Inductor Memristor
dp =Ldi dy = Mdg
v

Memristive systems

Figure 2.1: Relations between the passive devices and the anticipating the place of the fourth funda-
mental element based on the relations between charge (g) and flux (¢) (from [2]).

instead of transistor lies in the ability to control the working states as accurate as possible. Indeed, in
a memristor both potentials for analog and digital computing have been presented. Consequently,
using memristor in digital computing to make gate library or crossbar architecture as well as using
memristor in analog domain (neuro-inspired or traditional) for computation are introduced in several
work [3, 14-16, 43]. In next sections, we discuss different possibilities and our contributions to apply
memristor in both digital and analog platforms.

2.2.2 Menristive device functionality

When you turn off the voltage, the memristor remembers its most recent resistance until the next
time you turn it on, whether that happens a day later or a year later. It is worth mentioning that the
duration to store the data in resistive form is dependent of the nano-device material. In other words,
the volatility is different depending on the device materials in fabrication.

To understand the functionality of a memristor, let us imagine a resistor as a pipe which water
flows through it. The water simulates the electric charge. The resistor obstruction of the flow of charge
is comparable to the diameter of the pipe: the narrower the pipe, the greater the resistance. For the
history of circuit design, resistors have had a fixed pipe diameter. But a memristor is a pipe that its
diameter changes with the amount and direction of the water flows through it. If water flows through
this pipe in one direction, it expands the pipe diameter (more conductive). But if the water flows in the
opposite direction and the pipe shrinks (less conductive). Furthermore, let us imagine while we turn
off the flow, the diameter of the pipe freezes until the water is turned back on. It mimics the memristor
characteristic to remember last state. This freezing property suits memristors brilliantly for the new
generation of memory. The ability to indefinitely store resistance values means that a memristor can
be used as a nonvolatile memory.

Chua demonstrated mathematically that his hypothetical device would provide a relationship
between flux and charge similar to what a resistor provides between voltage and current. There was
no obvious physical interaction between charge and the integral over the voltage before HP discovery.
Stanley Williams in [44] explained how they found the missing memristor and what is the relation
between what they found and Chua mathematic model. In Figure 2.2, the oxygen deficiencies in the
TiO,_, manifest as bubbles of oxygen vacancies scattered throughout the upper layer. A positive voltage
on the switch repels the (positive) oxygen deficiencies in the metallic upper TiO,_ layer, sending them
into the insulating TiO, layer below. That causes the boundary between the two materials to move
down, increasing the percentage of conducting TiO»_, and thus the conductivity of the entire switch.
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Therefore, the more positive voltage causes the more conductivity in the cube. A negative voltage on
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Figure 2.2: A material model of the memristor schematic to demonstrate TiO, memristor functionality,
positive charge makes the device more conductive and negative charge makes it less conductive.

the switch attracts the positively charged oxygen bubbles, pulling them out of the TiO,. The amount of
insulating of resistive TiO, increases, thereby making the switch more resistive. The more negative
voltage causes the less conductivity in the cube. What makes this switch a special device? When the
voltage across the device is turned off—positive or negative-the oxygen bubbles do not migrate. They
will freeze where they have been before, which means that the boundary between the two titanium
dioxide layers is frozen. That is how the Memristor “remembers” the last state of conductivity as well
as it proves the plasticity properties in memristor to be applied as a synapse in an artificial neural
network architecture and neuromorphic platform.

2.2.3 Electrical model

When an electric field is applied to the terminals of the memristor, the shifting in the boundary between
its doped and undoped regions leads to variable total resistance of the device. In Figure 2.3.a, the
electrical behavior of memristor can be modeled as follows [2]:

V(1) = Rmem (1) (2.1)

Room = Ron 2 4 Ropp(1 - 28 2.2)
mem — NNON D OFF D .
where w(?) is the width of the doped region, D is the overall thickness of the TiO» bi-layer, Rpy is the
resistance when the active region is completely doped (w = D) and Rorr is the resistance, when the
TiO; bi-layer is mostly undopped (w— 0).

dw(t)  Ron

= (t 2.3
P, Hy D (1) (2.3)
which yields the following formula for w(¥):
R
w(n) = =2 4q(0) (2.4)

Where p, is the average dopant mobility. By inserting Equation (2.4) into Equation (2.2) and then into
Equation (2.1) we obtain the memristance of the device, which for Ron«Rorr simplifies to:

JR
Riem = M(q) = Ropp(1 - £ () (2.5)
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Figure 2.3: Memristor schematic and behavior: a) the memristor structure, the difference in applied voltage
changes doped and undoped regions, b) current versus voltage diagram, which demonstrates hysteresis charac-
teristic of a memristor, in the simulation we apply the sinusoidal input wave with an amplitude of 1.5v, different
frequencies, Rony = 100Q, Rorr = 15kQ, D = 10nm, 1, = 1070¢cm2s v,

Equation (2.5) shows the dopant drift mobility 1, and semiconductor film thicknesses D are two factors
with crucial contributions to the memristance magnitude. Subsequently, we can write Kirchoff’s voltage
law for memristor given by:

v()=M(q)i(1) (2.6)

By using Verilog-A HDL, we simulate the behavior of memristor, based on its behavioral equations.
To investigate the characteristics of memristor in electrical circuits, the Verilog-A model of memristor
behavior must be applied as a circuit element in the HSPICE netlist. In the HSPICE circuit, we apply a
sinusoidal source to observe the memristor reaction in a simple circuit consisting of the memristor
and the sinusoidal source. Figure 2.3.b depicts i — v plot of memristor terminals that we measured
in our simulation. This i — v plot, which is the most significant feature of memristor [45], is namely
called “pinched hysteresis loop”. The i — v characteristic demonstrates that memristor can “remember”
the last electric charge flowing through it by changing its memristance. Therefore, we can use the
memristor as a latch to save the data and also as a switch for computing. Moreover, in Figure 2.3.b,
it is depicted that the pinched hysteresis loop is shrunk by increasing frequency. In fact, when the
frequency increases toward infinity, memristor behavior is similar to a linear resistor.

2.3 Menrristor classification based on different materials and
applications

A memristor is generally made from a metal-insulator-metal (MIM) sandwich with the insulator usually
consisting of a thin film like TiO, and a metal electrode like Pt. A memristor can be made from any
Metal Insulator Metal (MIM) sandwich which exhibits a bipolar switching characteristic. It means that
TiO, and Pt are not the only materials to fit the criteria for a memristor. For instance, Wan Gee Kim et
al. [46] conducted a systematic approach using the HfO, and ZrO, as substitutes for TiO,, also using
TiN or Ti/TiN electrode instead of Pt. Basically, any two-terminal black box is called a memristor only
if it can present a pinched hysteresis loop for all bipolar periodic input signals. Following we discuss
four most significant materials for memristor fabrication namely:

¢ Resistive memristor

¢ Spintronic memristor
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¢ Organic (Polymeric) memristor

¢ Ferroelectric memristor

2.3.1 Resistive Memristor

Before the memristor getting well-known, resistive materials have already been widely used in the
resistive random access memories (ReRAM/RRAM) [47]. The storage function of ReRAM is realized by
an intrinsic physical behavior in ReRAM, that is called resistive switching. The resistive material can
be switched between a high resistance state (HRS) and a low resistance state (LRS) under an external
electrical input signal. The TiO, memristor is a ReRAM fabricated in nanometre scale (2-3 nm) thin
film that is depicted in Figure 2.3.a, containing a doped region and an undoped region. Strukov et
al. [2] exploit a very thin-film TiO, sandwiched between two platinum (Pt) contacts and one side of
the TiO, is doped with oxygen vacancies, which are positively charged ions. Therefore, there is a TiO»
junction where one side is doped and the other is undoped. Such a doping process results in two
different resistances: one is a high resistance (undoped) and the other is a low resistance (doped).
The application of an external bias v(t) across the device will move the boundary between the two
regions by causing the charged dopants to drift. How TiO» could change and store the state has been
introduced in 2.2.2.

The obvious disadvantage of the first published TiO, memristor was its switching speed (operate
at only 1Hz). The switching speed was not comparable with SRAM, DRAM and even flash memory.
Flash exhibit writing times of the order of a microsecond and volatile memories have writing speeds
of the order of hundreds of picoseconds. Many research groups in different labs published their
fabrication results to demonstrate a faster switching speed device. In October 2011, HP lab developed
a memristor switch using a SET pulse with a duration of 105 ps and a RESET pulse with a duration
of 120 ps. The associated energies for ON and OFF switching were computed to be 1.9 and 5.8 pJ,
respectively which are quite efficient for power-aware computations. The full-length D (Figure 2.3.a)
of the TiO, memristor is 10 nm [48] that proposes high-density devices in a small area in VLSI.

A research team at the University of Michigan led by Wei Lu [41] demonstrated another type of
resistive memristor that can be used to build brain- like computers and known as amorphous silicon
memristor. The Amorphous silicon memristor consists of a layered device structure including a co-
sputtered Ag and Si active layer with a properly designed Ag/Si mixture ratio gradient that leads to
the formation of a Ag-rich (high conductivity) region and a Ag-poor (low conductivity) region. This
demonstration provides the direct experimental support for the recently proposed memristor-based
neuromorphic systems.

Amorphous silicon memristor can be fabricated with a CMOS compatible simple fabrication
process using only common materials which is a great advantage of using amorphous silicon devices.
The endurance test results of two extreme cases with programming current levels 10nA and 10mA are
10% and 10° cycles respectively. We note the larger than 10° cycles of endurance with low programming
currents are already comparable to conventional flash memory devices. Wei Lu team have routinely
observed switching speed faster than 5ns from the devices with a few mA on-current. The switching in
this device is faster than 5 ns with a few mA on-current that make it a promising candidate for high-
speed switching applications. However, before the devices can be used as a switch, they need to go
through a high voltage forming process (typically = 10 V) which significantly reduces the performance
of power efficiency of devices [49]. Moreover, the retention time (data storage period) is still short (a
few months).

2.3.2 Spintronic Memristor

Spintronic memristor changes its resistance by varying the direction of the spin of the electrons.
Magnetic Tunneling Junction (MT]) has been used in commercial recording heads to sense magnetic
flux. It is the core device cell for spin torque magnetic random access memory and has also been
proposed for logic devices. In a spintronic device, the electron spin changes the magnetization state
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Figure 2.4: Spintronic memristor:Physical schematic of the circuit made of an interface between
a semiconductor and a half-metal (ferromagnets with 100% spin-polarization at the Fermi level)
(From [38]).

of the device. The magnetization state of the device is thus dependent upon the cumulative effects
of electron spin excitations [50]. MTJ can be switched between a LRS and an HRS using the spin-
polarized current induced between two ferromagnetic layers. If the resistance of this spintronic device
is determined by its magnetization state, we could have a spintronic memristor with its resistance
depending upon the integral effects of its current profile.

The use of a fundamentally different degree of freedom which allows for the realization of memris-
tive behavior is thus desirabled by Pershin and Di Ventra [38]. They demonstrated that the degree of
freedom is provided by the electron spin and memristive behavior is obtained from the broad class of
semiconductor spintronic devices. This class involves systems whose transport properties depend on
the level of electron spin polarization in a semiconductor which is influenced by an external control
parameter (such as an applied voltage). Pershin and Di Ventra considered a junction with half-metals
shown in Figure 2.4 (ferromagnets with 100% spin-polarization at the Fermi level), because these
junctions react as perfect spin-filters, therefore they are more sensitive to the level of electron spin
polarization. They observed memristor behavior in the i — v curve of these systems. This means the
proposed device is controllable and tunable. Furthermore, the device can be easily integrated on top
of the CMOS. The integration of the spin torque memristor on CMOS is the same as the integration of
magnetic random access memory cell on CMOS [51]. This has been achieved and commercialized in
magnetic random access memory.

The potential applications of spintronic memristor are in multibit data storage and logic, novel
sensing scheme, low power consumption computing, and information security. However, the small
resistance ON/OFF ratio remains a notable concern for spintronic memristor devices.

2.3.3 Organic (Polymeric) Memristor

In 2005 Erokhin ef al. [52] at the university of Parma reported a polymeric electrochemical element for
the adaptive networks. Even though it was not called a memristor, however mainly its characteristics
corresponds to the hypothetical memristor. At the heart of this device, there is a conducting channel,
a thin polyaniline (PANI) layer, deposited onto an insulating support with two electrodes. A narrow
stripe of solid electrolyte doped Poly Ethylene Oxide (PEO) which is formed in the central part of the
channel and used for the redox reactions. The area of PANI under PEO is the active zone (see Figure
2.5). A thin silver wire is inserted into the solid electrolyte to provide the reference potential; such a
wire is connected to one of the electrodes on the solid support, kept at the ground potential level.
Conductivity variations and memory properties of the organic memristor are due to the redox
reactions occurring in the active zone, where PANI is reversibly transferred from the reduced insulating
state into the oxidized conducting one [37]. In analogy with the nomenclature used in Field Effect
Transistors (FETs), the two electrodes that are connected with the PANI film are called the source
and drain electrodes, while the wire immersed in the PEO is called the gate electrode. In the normal
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operation of the device, the source and the gate electrodes are kept at ground potential, and a voltage
is applied to the drain electrode. Therefore, we can consider the organic memristor as a two-terminal
device. The polymeric memristor, compared to the resistive memristor, can better meet the criteria of
the theoretical memristor, as its resistance is generally governed by the charge transfer.

The Polymeric memristor was investigated in pulse mode, mimicking the synaptic behavior of
signal transmission in neural systems. The phenomenon that the PANI conductivity, when connected
to a positive signal excitation which is gradually increased similar to the synapse behavior in real
biological neural systems, described in the Hebbian rule. Simple circuit based on the polymeric
memristor has already been designed to realize both supervised and unsupervised learning in neural
networks [37]. Organic materials present several advantages in terms of functionality, the deposition
technique, costs and above all for the relative ease with which the material properties may be tailored by
a chemical approach [53]. Organic memristor operates with very low power energy. The transformation
to the conducting state occurs at potentials +0.4 - +0.6 V and transformation into the insulating state
take place at potentials lower than +0.1 V [54].

o

Figure 2.5: Organic (polymeric) Memristor: the active channel is formed by PANI on top of a support
and two electrodes. The region between PANI and PEO is called the ‘active zone’, and conductivity
transformation is performed here.

There is another type of organic memristor namely Nanoparticle Organic Memory Field Effect
Transistor (NOMFET). NOMFET is made of conjugated molecules and metal nanoparticles (NPs).
This device is initiated and fabricated by the institute of microelectronics and nanotechnology at
Lille university [39]. NOMFET consists of a bottom-gate and source-drain contact organic transistor
configuration. The gold NPs (5 nm in diameter) were immobilized into the source-drain channel by
applying self-assembled monolayer covered by a thin film of Pentacene as it is shown in Figure 2.6.
The NOMFET has the capability of mimicking synaptic properties as a volatile memory. We have used
NOMEFET in our research to make a new type of synapse which will be presented in next chapters of
this thesis. Consequently, we will discuss it more in details.

Au Nanoparticles
Pentacene ID

Ve

Figure 2.6: Physical structure of the NOMFET. It is composed of a p* doped bottom-gate covered
with silicon oxide. Source and drain electrodes are made of gold and Au NPs are deposed on the
inter-electrode gap before the pentacene deposition.
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2.3.4 Ferroelectric Memristor

Ferroelectricity is a property of certain materials which have a spontaneous electric polarization that
can be reversed by the application of an external electric field. The ferroelectric memristor is based on
a thin ferroelectric barrier sandwiched between two metallic electrodes. Therefore, these two opposite
polarization states can be used to represent binary bits ‘0’ and ‘1’, thus resulting in the advent of the
Ferroelectric Random Access Memory (FeRAM). Due to FeRAM nonvolatility, ferroelectric materials
have been widely used in automobile equipment, ID/smart card, Radio Frequency Identification
(RFID) and other embedded memory applications [55].

Chanthbouala, A. et al. [36], showed voltage-controlled domain configurations in ferroelectric
tunnel barriers yield memristive behavior with resistance variations exceeding two orders of magnitude
and a 10 ns operation speed. They reported Piezoresponse Force Microscopy (PFM) images and
electrical transport measurements as a function of the amplitude, duration and the repetition number
of voltage pulses in the 10-200 ns range. In tunnel junctions with a ferroelectric barrier, switching the
ferroelectric polarization induces variations of the tunnel resistance, with resistance contrasts between
the ON and OFF states of several orders of magnitude. The low-resistance state (Roy) corresponds
to the ferroelectric polarization pointing up (P 1), and the high-resistance state (R, s ) corresponds
to the ferroelectric polarization pointing down (P |). Positive and negative trains of pulses applied
consecutively with +2.9 Vand -2.7 V amplitude. In the analogy with the operation of FeRAM, the large
ON/OFF ratio in ferroelectric tunnel junctions (FTJs) has so far been considered only for binary data
storage, with the key advantage of non-destructive readout and simpler device architecture, however
still non-CMOS compatible. In another study, Y.Kaneko et al. [56] presented a new transistor and
implemented it by all oxide-based ferroelectric thin films, which include StTRuO3; (SRO: bottom gate
electrode), Pb(Zr, Ti)O3 (PZT: ferroelectric), ZnO (semiconductor), and SiON (gate insulator) Figure
2.7. They have demonstrated the conductivity modulation of the interface between two oxides, ZnO

and PZT, in a FeFET, is applicable for a nonvolatile memory which has the same memristive operation.

Ferroelectric-based memristor cell can be expected to be very suitable for the nonvolatile memory
array configuration and the future neuromorphic systems embedded in the intelligent transparent
electronic applications [57].

Source Top gate (Au/Ti) Drain
(PHTi) } (PHTi)

- Insulator (SiON)

— Semiconductor (Zn0)

Chanmel A —
Channel B

Ferroelectric (Pb(Zr,Ti)O,)

Bottom gate (SrRu.,)
SrTi0,-sub. amel :

Figure 2.7: Ferroelectric Memristor, the OxiM transistor has dual channels at the upper and lower sides of the
ZnO film, which are controlled independently by the top gate and the bottom gate, respectively. The bottom
FET has the gate (SRO layer) and insulator (PZT ferroelectric layer) constituting a FeFET that has memory
characteristics (from [56]).

2.3.5 Evaluation of Memristor with different materials

After 2008, there have been many articles related to memristors and memristive devices. Here we
evaluate the four types of memristors using different materials. TiO, memristor is the first fabrication
of memristor device which is considered as one of the most promising ones. There are hundreds of
publications related to TiO, memristor . Recently, Stanley Williams research group enhanced the
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Figure 2.8: Number of publications for each type of memristors.

characteristics of TiO, memristor such as switching speed, programming endurance, and retention
time which made TiO, memristor the best candidate to apply in commercial usages. Chen Yirin [50,51]
assistant professor at the University of Pittsburgh, published 49 articles in memristor technology and
application are working on spintronic memristor, Pershin and Di Ventra [38] are the other researchers
who trying to improve spintronic memristive devices characteristics to use it as a nonvolatile memory.
Organic materials present several advantages, therefore, could be the next proper candidate to fab-
ricate memristive devices. The last material that we have evaluated here is ferroelectric memristor.
After publishing a ferroelectric memristor in Nature materials journal [36] this type of fabrication is
introduced as another option for building Memristor. We sum up specifications and characteristics
of these five classes of memristor material in Table 7.1. Lei Wang et al. [58] discussed another type
of memristors such as manganite memristor and Resonant-Tunneling Diode (RTD) memristor. We
note that the magnetic memristor has the similar behavior to the ferroelectric type of memristive
devices. RTD has more potential to react as a complementary device beside memristor for neural
network applications e.g., Cellular Neural Networks (CNN) [59]. A quantitative comparison respecting
the number of published paper specifically in fabrication and material of different classes of the
memristors is presented in Figure 2.8.

Memristor Advantage Disadvantage Applications University-Lab
Resistive small scale, fast switch- | still non-reliable | memory, logic | HP Lab
ing, simple structure for commercial gates, neuro-
morphic, analog
devices
Spintronic magnetic memory match | the small resis- | Neuro-inspired University of Pitts-
technology tance ON/OFF | systems, memory | burgh, US
ratio
Organic relative ease with chemi- | slow switching artificial synapse Parma/Lille Univer-
cal materials, work with sity
ultra-low power
Ferroelectric | suitable for the non- | slow  switching, | synapse, RRAM Panasonic, Japan &
volatile memory array Non-CMOS Com- Thales, France
patible

Table 2.1: Table of different class of memristors based on different materials and its applications, the
first university/lab announcement of the device is listed too.
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2.4 Potential applications of memristors

In the previous section, we have discussed the different type of memristive materials. In this section,
we study the potential application of memristors. we divided the applications into three main classes:
nonvolatile memories, digital computing, and analog domain applications. The classification in
addition to the practical application examples is depicted in Figure 2.9. This classification may cover
most of the recent applications, however, the memristor is a novel device which new capabilities may
be introduced soon in various areas of research. Therefore, the novel applications are dramatically
anticipated.

Memristor
applications
Nonvolatile Digital Analog domain
memories J computing applications
- RRAM | —»‘ Digital gates | —»‘ Neuromorphic |
Reconfigurable -
—— PCM | o ienriis —— Oscillators |
C b ic cir-
CBRAM | | Cross bar R Ch.aotlc cir
array cuits
——| FeRAM | ——| Amplifiers |
——| MRAM | —— Filters |

Figure 2.9: Different memristor applications in different domains.

2.4.1 Memristor-based nonvolatile memory

Memristor-based nonvolatile memory is the most obvious application of memristors [60]. The non-
volatile, memristor-based memory cell compared to SRAM and DRAM, can exhibit non-volatility, good
scalability, compatible with conventional CMOS electronics, and the last but not the least, it has no
leakage power. Several types of memories are introduced using memristor nanodevice. Resistive
RAM (RRAM) [61], Phase change memory (PCM) [62], Conductive Bridge memory (CBRAM) [63],
ferroelectric memory (FeERAM) [36] and the spintronic memristor that can be a promising replacement
for Magnetic memory (MRAM) [64]. A memory array of Memristors what is called a resistive RAM
or RRAM is another form of memristor memory. RRAM operates faster than phase-change memory
(PCRAM), and it has simpler and smaller cell structure than magnetic memory (MRAM).

2.4.2 Digital computing

Another possible application of memristor is digital design and computation. Memristors can be
applied in hybrid CMOS-memristor circuits, or as a basic component to built the logic gates [65].
One remarkable logic application is using memristor as a reconfigurable switch (FPGA) [66]. The
implication logic synthesis [15] and crossbar array architecture [16] are two alternatives presented a
the new approaches to make efficient digital gate library. In next chapter of this study, we will discuss
and develop these two methods in details.
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2.4.3 Analog domain applications

Another further research area of memristive devices is analog domain application. Simple circuits of
memristors with a single capacitor or inductor are discussed in [67]. There are several research work in
analog domain using memristors such as neuromorphic computing, amplifiers, memristor oscillators,
filters and chaotic circuits (see e.g. [68], [69], [70], [71]).

Most interesting and recent study field in analog domain that we will focus on it more in our
research is neuromorphic or neuro-inspired computation. It is believed this approach is promising for
yielding innovations in future cognitive computing, hence will get probably more attention in the near
future of research. The key to the high efficiency of biological neural systems is the large connectivity
between neurons that offers highly parallel processing power. Another key factor of high efficiency of
biological neural network is the connection plasticity. The synaptic weight between two neurons can
be precisely adjusted by the ionic flow through them and it is widely believed that the adaptation of
synaptic weights enables the biological neural systems to learn. Memristors function similarly to the
biological synapses. This characteristic makes Memristors proper building blocks in neuromorphic
systems, where neurons and synapses are modeled as electronic devices [41]. Memristors can be made
extremely small, therefore, by applying them, mimicking the functions of a brain would be possible in
near future [44]. The brain-like computing capability of the memristor-based complex spike timing-
dependent plasticity (STDP) learning networks is demonstrated by Afifi et al [72].

2.5 Streams of research

The ability to indefinitely store resistance values means that a memristor can be used as a nonvolatile
memory. There are yet more potential applications that we did not mention previously , we point to
the capacity of memristive networks in realizing demanding image processing and more specifically
edge detection and face/object recognition [73]. Pershin and Di Ventra address the capability of
memristors to perform quantum computation in addition to conventional neuromorphic and digital
data processing [74]. Performing arithmetic operations in memristor-based structures is possible in
both analog and digital approaches [75]. Another system level application is memristive Neuro-Fuzzy
System [76].

However, the memristor potential goes far beyond instant-on computers to embrace one of the
biggest technology challenges: mimicking the functionality of the brain. Within a decade, memristors
could let us emulate, instead of merely simulate, networks of neurons and synapses. By replacing
several specific transistors with a crossbar of memristors, circuit could be shrunk by nearly a factor of 10

Memristor
research
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technology

| |

- - .| Signal Traditional
Analo Neuromorphic :
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Figure 2.10: Classification of domain studies using memristive devices
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in area and improved in terms of its speed relative to power consumption performance [44]. Computing
with memristor is another interesting approach which memristor plays a crossbar switch role in
the circuit. Using memristor-based circuit for performing arithmetic operations, signal processing
application, dynamic load, oscillators, amplifiers, sensing application, artificial biological system,
image encryption, and many other approaches are several applications of memristor that recently
appeared in different research publications. In this context, we made a simple classification of a stream
of research as shown in Figure 2.10 that could be useful for those who want to use this flexible device
in their research studies. The hybrid approaches are not in the chart, here we mention that any sort of
utilization can be implemented in hybrid circuit instead of using pure memristive circuit.

2.6 Conclusions and summary

In this chapter, we have done a feasibility study on memristive nanodevice from theoretical model to
practical applications. we studied the cons and pros of using different memristor devices based on
the applied material to manufacture the device. As each material or type of memristor has its own
characteristics, consequently one can analyze and discover the different potential of application of each
type of these memristive devices more conveniently. The better understanding of physics of different
memristive materials leads to discover more sophisticated applications of these devices. Four general
memristive devices are surveyed namely: Resistive, Spintronic, Organic (polymeric) and Ferroelectric
memristive devices. The potential application as well as advantages versus disadvantages of using
each one are presented too. The resistive memristor has been applied more than others in different
research works from memory to artificial synapse. The Spintronic and Ferroelectric devices show
promising properties to make new nonvolatile memories. The organic memristor is more appropriate
to make artificial synapse in Spiking Neural Networks. The mix combination of those materials not
only propose new research studies but also take the advantages of using more useful properties of
each device.

The practical applications of memristive devices are presented subsequently. Three main domains
of potential applications have been classified: a)nonvoaltile memory such as RRAM, PCM, CBRAM,
FeRAM and MRAM,; b)digital computing domain such as logic implication and crossbar array; c)analog
domain of application such as neuro-inspired computing in spiking neural networks, oscillators, filters
and amplifiers. Among these applications, we focus on computation approaches by using two digital
and neuromorphic domains.
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Chapter 3

Unconventional digital computing
approach: memristive nanodevice
platform

Abstract

Memristor is a two-terminal nanodevice that has recently attracted the attention of many
researchers. Its simple structure, non-volatility behavior, high-density integration, and low-power
consumption make the memristor a promising candidate to act as a switch in digital gates for future
high-performance and low-power nanocomputing applications. In this chapter, we model the
behavior of memristor by using Verilog-A tools. To investigate its characteristics in a circuit, we use
the HSPICE simulator. Furthermore, a library of digital gates is provided by using two approaches
to make digital gates: the first one is based on material implication (IMP) and the second one is
based on crossbar arrays. Finally, we compare and evaluate both computation methods.

3.1 Introduction

It is important to be able to control the states of the conductance of memristor in order to use
memristors for computing in general, analog or digital. As the memristor is applied in the different
platform as a two terminal device for state modification new approaches are required. In traditional
CMOS computing, using transistor state we can switch between ‘0’ and ‘1’ to be able to produce
Boolean functions such as NOT, AND, OR and etc. In CMOS-based computing, the switching of the
transistor is controlled by a third terminal, (Base in BJT and Gate in MOSFET). The story of the state
controlling for memristor nanodevice is different as there are only input and output terminals (no
terminal for controlling the states of the switch). Therefore, the new methods and approaches are
studied to be able to use two-terminal devices for computing.

In this chapter, we study and discuss two methods for digital computing by memristive tow-
terminal devices mainly based on our publication [13]. There are two main approaches, namely
material implication (IMP) or stateful logic and programmable crossbar architecture that are discussed
in this chapter. Material implication was studied by Whitehead and Russell in early 1900s in Principia
Mathematica [77]. IMP can be implemented on memristor with couple of sequences of control
voltages. In this study based on previous research works on IMP, we establish a functionally complete
Boolean operation to be able to build other standard logic gates. The second method, combination of
memristor with crossbar interconnect technology, has been demonstrated as offering the potential of
creating configurable electronic devices with applications in digital computation, signal processing
and artificial intelligence [17]. In this chapter, we analyze the application of crossbar array architecture
in constructing logic building blocks. Our contribution is to present a comprehensive library to build
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Figure 3.1: Memristor-based IMP: a) circuit schematic, b) IMP truth table.

a complete set of Boolean gates using both approaches. At the end of this chapter we evaluate and
compare both methods.

The logic computing applications of memristor have been investigated by several researchers
[12,14-17,78-81]. For instance, Borghetti et al. [12] used material implication (IMP) logic operation
to carry out logic computation by using memristors. In IMP approach, A IMP B (A— B) operation
means ‘if A, then B’ and can be read as A implies B. IMP together with a FALSE gate are able to form a
functionally complete set (any Boolean function can be expressed). By applying memristor as a digital
switch, a high memristance (memristor resistance) is considered as logic ‘0’ and a low memristance is
considered as logic ‘1. Another approach to make gates by a two-terminal device as a switch is the
programmable crossbar architecture [16,17]. The crossbar nanowire array architecture can be used to
compute logic functions by using memristor as a switch between two nanowires [78].

3.2 Stateful implication logic

One of the basic potential applications of memristors is to utilize them in building blocks of logic
gates. Therefore, by applying a digital pulse voltage to the memristor terminals, we have a switch
with ON or OFF state. Unlike conventional CMOS, in memristor-based gates, data will be stored as
aresistance rather than a voltage. In this case, the latches are non-volatile. Thus, Rox displays logic
‘1’ which means closed switch and Rorr displays ‘0’ for presenting open switch. In contrast to the
three-terminal CMOS-based transistor as a switch, in a two-terminal switch, there is no terminal to
control ON or OFF states of the switch. Consequently, instead of conventional Boolean logic, we should
find other substitutes to create a logic gate.

IMP (Figure 3.1.a) is a way to use one memristor to control the other one. IMP is recognized as
a promising method for making gates by memristors [12, 15, 80, 82]. In IMP structure, memristors
have different roles in different stages of the computing process: input, output, computational logic
element, and a latch depending upon which write, read, computing and storing processes are taking
place, respectively.

To figure out how IMP operates, imagine A as a question and B as an answer to that question. If the
question is wrong, any answer (wrong or correct) makes a true output (logic 1), as depicted in Figure
3.1.b. The only case for the false (logic 0) output would be a wrong answer to a correct question. So the
implication logic is equivalent to function (= A)v B. Figure 3.1.a shows the basic circuit of memristors
A and B to perform implication logic, which are formed by the vertical nanowire crossing over the
horizontal nanowire connected to a load resistor Rg. After the operation of material implications, the
result is stored as the state of switch B (B’) while A is left unchanged.

To switch between logic ‘1’ to logic ‘0’ (and vice versa), we need a tri-state voltage driver with a
high impedance output state when it is undriven. V., is a negative voltage which should be applied to
its corresponding tri-state driver. Vs, can switch memristor to conductive state with low resistance
Ron. Similarly, the positive voltage V.4 is required to change the memristive switch state to low-
conductance (high-resistance) state Rorr. It is important to mention that the magnitude of Vi,
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and V., must be larger than device threshold voltage for switching ‘ON’ and ‘OFF’. In order to
remain in a specific state (line 3 in truth table 3.1.b), the V,,,,4 is applied as a negative voltage with a
magnitude smaller than V;,.;. Consequently, tri-state drive —since is not in high-impedance state— is
pulsed by one of the Ve, Veear OF Veona. By applying Veong and Vier to A and B simultaneously, the
memristive IMP operates properly. Although the conditional voltage (V,,,4) is not necessary, except
for the case AB=‘10’ (third line in the truth table Figure 3.1.b), it is possible to either apply V4,4 or
use high-impedance (HZ) for all other cases. If Vi, is applied to B alone, it would be unconditionally
logic ‘1’, nevertheless applying V4 by itself to A does not change its state. On the other hand, if both
voltages are applied together, the present state of switch A determines the next state of switch B. If
A=‘0’, it means memristor A is in high resistance state (Rorr). Therefore, there is a small voltage drop
across Rg. In this case, B will be set and A is left unchanged. Alternatively, if present state of A=‘1’,
switch A is in low resistance state and V4 drops across Rg, so both A and B remain unchanged. It
should be noted that the Rg value must be chosen such that Rony<Rg<Rorr, where Ron and Rorpr
are resistance states of ‘ON’ and ‘OFF’ switches, respectively.
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Figure 3.2: NAND configuration with IMP: a) circuit schematic, b) required voltages for controlling the process,
¢) sequential truth table to obtain NAND.

3.2.1 Functionally complete Boolean operations

In Boolean logic algebra, a set of logic operations is called functionally complete if all other logic
functions can be constructed from combining the members of this set. The single-element sets
NAND (AND, NOT) and NOR (OR, NOT) are functionally complete operations. In addition, it has
been demonstrated that all Boolean expressions can then be written in one of the standard normal
forms using only a (IMP) operation and a false (Inverse) operation [12,80]. In fact, to show that the
memristive implication logic is a functionally complete operation; the easiest way is to synthesize the
NAND function with it.

A circuit with three memristors A, B, and C is illustrated schematically in Figure 3.2.a. Assume two
implication operations being performed subsequently, first A IMP C and then B IMP C. Hence A and

B are inputs and C is output. The final output result is represented with variable C" in Figure 3.2.c.

Firstly, V;eqr should be applied to switch C to create the false operation (C' = (C IMP 0)). By applying
Veona and Vg, pulses to A and C respectively, the second step would be performed. Finally, C" = (B
IMP C) is yielded by applying V;y,4 to Vp and V. to V¢ (see Figure 3.2.b and Figure 3.2.c). In other
words, the resulting state of switch C can be written as:

C=BIMP (AIMPC) =-Bv ((nA) v ()
if C = 0 initially then
C =-BVv(nAVO0)=(B)Vv(A
=-1(AAB)
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which is a NAND operation. Similarly, we can produce equal IMP structure of other logic operations.
In Table 6.1 different Boolean logic gates are listed. Obviously, we can demonstrate all logic relations in
Table 6.1, not only by applying Boolean logic rules but also by checking the truth tables of both sides of
relations.

Table 3.1: Different logic operations made by IMP operations and the number of required memristors

Logic Opera- | Equal IMP functions #Device
tion

NOT A AIMPO 3
AAND B {AIMP (B IMP 0)} IMP 0 4
ANAND B AIMP (B IMP 0) 3
AORB (AIMP 0) IMP B 3
ANORB {(AIMP 0) IMP B} IMP 0 4
AXOR B (AIMP B) IMP {(B IMP A) IMP 3

0}

3.3 Crossbar architecture

Programmable crossbar architectures have been proposed as a promising approach for future com-
puting architectures because of their simplicity of fabrication and high density, which support defect
tolerance [17, 83, 84]. In such architectures, assume that each junction within the crossbar can be
utterly configured to activate an electronic device, such as a resistor, diode, transistor, or recently
memristor. In fact, attractive features of memristor, such as simple physical structure, non-volatility,
high-density, and unlimited endurance make this nano-device one of the best choices to play a switch
role in the crossbar junctions. The memristive-based crossbar opens new windows to explore advanced
computer architecture, different from the classical Von Neumann architecture [83]. On the other hand,
in crossbar architecture, memory and logic operators are not separated. The memory can perform
logic implementations on the same devices which store data. This is because during the operation
process, control signals determine which elements act as logic gates and which ones act as memory
cells.

3.3.1 Memristive switches in crossbar architectures

Each junction in a crossbar could be connected or disconnected by replacing a memristor as a switch
in the junction point between two vertical and horizontal nanowires as depicted in Figure 3.3.a. Such a
switch is in high resistance (Rporr) (Figure 3.3.c) for open state or low resistance (Rpy) (Figure 3.3.d) for
close state, similar to the states of memristor in Section 3.2. The memristive switch retains its state as
long as the voltage drop across it, which is not more than the required threshold voltage to change the
memristor state. In Figure 3.3.a the input voltage (v;,) either could be connected to the output voltage
of an external CMOS circuitry or be connected to the output of another latch from the previous stage.
As we have already mentioned, data in our architecture is saved as the resistance of the memristive
latch. However, for data transferring, an input voltage is necessary. Indeed, this input voltage is driven
by the state of the input impedance (R;, in Figure 3.4), which is a memristive switch. This voltage
can be disconnected which means the floating state (for instance, a very high impedance Rorr). The
floating state input happens when the input memristor (R;, in Figure 3.4.a) is OFE Subsequently, the
input voltage can also be a fixed negative voltage (— V) with less magnitude than the threshold, while
the input memristor (R;; in Figure 3.4.b) is ON.

The memristive switches can be configured as an inverting or non-inverting mode as it is depicted
in Figure 3.4.c and Figure 3.4.d, respectively. If the stored data in the receiving switch is the logical
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Figure 3.3: Different states of a switch in a crossbar array.

complement of the input data, the configuration is in the inverting mode. If the stored data is the
same as the input data the configuration is in the non-inverting mode. Different control signals make
different configurations. Inverting configuration requires three steps to perform the appropriate latch
operation:

1) We preset the switch unconditionally open (Figure 3.4.a) by applying a positive voltage (more than
the positive threshold) to the control of the vertical nanowire and also by forcing input to the high
impedance mode. A diode is also required to provide a low-impedance path to the ground to protect
the junction.

2) If the input voltage is logic ‘1’ then R;,=Ron and —Vy drops across Rg, so the voltage across
memristor is not enough to close it and the switch remains OFE On the other hand, when input is logic
‘0’, then R;,=Rorr and the memristor switch turns ON. Thus, the junction has held the inverted state
of the input (see Figure 3.4.b).

3) The input signal must be in the high impedance (disconnected). The state of the switch is read
out onto the horizontal nanowire. This is accomplished by driving the vertical nanowire with a small

voltage whose magnitude is less than the threshold control voltage (can not change the switch state).

We call this voltage vr (Read voltage).

For non-inverting configuration, as depicted in Figure 3.4.d, the pull-down resistor R is not required
when writing the state of the driving switch to the receiving one. The steps for appropriate latch
operation are the same as the ‘inverting configuration” except grounding the vertical nanowire of the
driving switch rather applying a negative voltage in conditionally close step. In this case, by applying
the negative voltage to the vertical control line, the receiving switch will be close if the driving switch is
close (low-impedance path to the ground) and the receiving switch remains open if the driving switch
is open. Thus, the state of the first switch is replicated in the second switch.

3.3.2 Configurable crossbar array logic gates

In this section, we demonstrate how to make a gate by using the crossbar approach. We start using
crossbar to make a 3-input AND gates. Figure 3.5.a shows a crossbar array which consisting of 8

memristors. We need three inputs A, B, and C, each of which is assumed to be impedance encoded.

Basically, various voltages are applied to vertical nanowires to control the memristive switches. The
inputs are connected to the horizontal wires as represented in Figure 3.5.a. The crossbar array functions
as an AND gate by applying the following sequences.

1. Alljunctions are unconditionally opened by applying a positive voltage higher than the threshold
voltage to the vy, Vand, Vour control vertical lines.
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Figure 3.4: Different states and configurations of the memristive switches in a crossbar array.
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Figure 3.5: The crossbar array architecture for AND function with memristor switches: a) by applying the
positive voltages all switches become open (clear), b) capture data in the input latches, c) transfer data to the
wired-AND switches, d) if all inputs are ‘1’ (open) then the X spot is not negative so the output switch has enough
voltage across it to be ON, e) open all wired-AND switches to be prepared to read output, f) read output.

2. Bydriving v;, with a negative voltage, the input data (A, B, C) are latched in the input switches.
The inputs are in the inverting configuration thus ‘0’ and ‘1’ inputs, close and open the switches,
respectively (Figure 3.5.b).

3. In this step, by driving the v;, and K input to the ground, as well as v,;4 to the negative voltage
(Figure 3.5.c) the input data are latched to the wired-AND junctions.

4. In this step, the vertical control lines of the input and output (v;,, vey;) are activated by a
negative voltage to capture the result to the output memristor (S8). The voltage in point X
in Figure 3.5.d can determine output switch state. If there is at least one closed input (also
wired-AND) in the route from v;, to the X point, the negative voltage efficacy causes the output
switch to stay open. The reason is that the potential difference across the output switch is not
enough to close it. It is noteworthy to mention that the voltage at X point is yielded from the
voltages dividing between the resistance of switches in the route and S7 that connected to the
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ground in the last horizontal nanowire line.
5. By driving a positive voltage to v,,4, all junctions in this column will be opened (Figure 3.5.e).
6. The AND of the three inputs is stored in the output switch and is ready to be read out.

If the output switch is at inverse mode (inverting configuration), the crossbar array becomes a 3-
input NAND gate. Moreover, the crossbar array can also become a 3-input NOR gate, if Rg’s are
removed while input data are applied to the circuit (Non-inverting configuration). By inverting the
last output with the recent situation of the inputs, the crossbar architecture becomes a 3-input OR
gate. Consequently, all logic gates are created except XOR and XNOR, which require a little different
structures. First, we create an exclusive-NOR gate, subsequently, by inverting the output, XOR is
obtained. To implement XNOR, two midterms should be OR’ed together. The crossbar array operation
for creating XNOR is similar to AND crossbar array in Figure 3.5. However, three additional steps are
required. To simplify the crossbar array, we apply two variables A and B (Figure 3.6). In the following,
we discuss these sequences step by step.

1. All junctions are unconditionally opened by applying a positive voltage to the v;,, two vanp’s,
and v,y control lines.

2. By driving v;, with a negative voltage, the input data (4, B, A, B) are latched in the input switches.
The inputs are in the inverting configuration, therefore, ‘0’ and ‘1’ inputs close and open the
switches, respectively.

3. In this step, by driving the v;, and K input to the ground, and v4np; to the negative voltage, the
input data are latched to the wired-AND for the first minterm.

4. In this step, the vertical control lines of input and output (v;5, Vo) are activated by a negative
voltage for first minterm to capture the result (AB) to the output.

5. By applying the positive voltage to v4np1 (the wired-AND), junctions become open for the first
minterm.

6. For the second minterm implementation, step 3 should be repeated by applying a negative
voltage to vanp2-

7. In this step, the control lines of input and output (v;,, voy;) are activated by a negative voltage for
the second minterm to capture the result (AB) to the output. It is worth to note that performing
OR of the two minterms is sequential rather than concurrent. It means that if the output switch
is set into the close state by the first minterm, the value of the second minterm has no effect.
Otherwise, changing the state of the output switch is dependent on the second minterm.

8. By applying the positive voltage to the vsnyp2, the wired-AND junctions become open for the
second minterm.

9. The XNOR of two inputs A and B is stored in the output switch and it is ready to be read out.

It is also possible to make other Boolean logic functions by applying NAND combinations. However,
it requires a larger number of memristive switches. Furthermore, it nullifies the most important
capability of memristors, i.e. configurability.
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Figure 3.6: Crossbar array architecture for exclusive-NOR function.

3.4 Evaluation

In this section, we present an evaluation of both the IMP and crossbar array approaches. Both
approaches have significant advantages over the CMOS-based logic gates, such as having computation
and storing using the same physical unit, non-volatility, and small scalability because of the nature
of memristive switches. By applying the IMP method, the number of memristors to make a gate can
be saved. The less number of memristive switches causes less power consumption and cost. Table
3.2 provides the number of memristors required to make various logic gates in both cases. We note

Table 3.2: The number of memristive switches to make logic gates for the imp and crossbar array approaches.

Logic Operation | #IMP | #Crossbar Array
S —NOT A 2 3
S—AANDB 4 6
S — ANAND B 3 6
S—AORB 6 6
S —ANORB 6 6
S — AXORB 7 11

that the number of memristors to make gates in the IMP approach in Table 3.1 is different from Table
3.2. When logic operations listed in Table 3.1 operate on two variables A and B, the original logic
would be lost during the implication process. For instance, in case of NAND, only B is changed and in
case of XOR both A and B will change. Therefore, to store data we require the additional number of
memristive switches. For a more detailed explanation see [75]. Despite the overhead introduced in the
crossbar approach in terms of number of memristors, it can dynamically adapt its logic function by
controlling voltages. Therefore, based on the run-time requirements, the crossbar array approach is
adaptable and reconfigurable.

3.5 Conclusions

In this chapter, based on the electrical model of the memristor is represented in Chapter 2, we show
how physical properties of this device can be utilized for digital circuit applications. Memristor is
a two-terminal device, therefore, we need new approaches to apply it to operate as a switch. IMP
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logic with memristor is studied as the first method to create digital gates. We demonstrated that

by using IMP and the inverse function (NOT), it is possible to produce all digital Boolean functions.

In the IMP approach, the number of memristors to make gates are fewer than the crossbar array
approach. We proposed the crossbar array architecture as the second novel promising technique
for nanocomputing binary paradigm. The crossbar array method with memristive switches has
been investigated comprehensively. Reconfigurability is the most significant advantage of using the
crossbar array architecture. It is interesting to note that in both computing techniques, the storing and
computing units are physically the same. This property has the potential to overcome the memory
bottleneck. For future work, one can organize a Programmable Logic Device (PLA) platform in such a
way that the crossbar array operates as a programmable AND array beside IMP as a fixed connection
for the OR array.
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Chapter 4

Neuromorphic computing in Spiking
Neural Network architecture

4.1 Introduction

The mammalian nervous system is a network of extreme complexity which is able to perform cognitive
computation in a parallel and power-efficient manner. Understanding the principles of the brain
processing for computational modeling is one of the biggest challenges of the 21st century that led to
the new branch of research e.g., neuromorphic computing. Neuromorphic engineering represents one
of the promising fields for developing new computing paradigms complementing or even replacing
current Von Neumann architecture [4].

The main remarkable difference between conventional Von Neumann architecture and neuro-
morphic systems is in their use of memory structures. The way of communication between memory
and central processing unit (CPU) in conventional computing is not efficient. The memory and CPU
communication suffer from what is called Von Neumann memory bottelneck. The CPUs access both
data and program in memory using the same shared resources. CPUs spend most of their time idle
because the speed of CPU is much more than memory due to the quality of materials applied to
manufacturing the transistors in CPU and different memories.

If we want to apply better quality of memory such as SRAM, regarding to the high demands of
memory usages the machine would be costly. To improve the efficiency of nowadays computation
platforms, the applicable solution is what commonly known as the cache hierarchy; in other words, a
limited amount of fast but costly memory sit closer to the processing unit, while most of the data is
stored in the cheaper but larger memory as it is shown in Figure 4.1.a. To execute computational tasks,
instruction codes and data stored in the memory are fetched to the processor, and after execution,
pushed back to the memory unit, via a memory bus. Subsequently, it would be operating system
(OS) duty to manage the data around these different levels of memory to optimize the system speed
by consisting frequently-used data to the closer memory with better quality and speed rate. On the
other hand, the multi-core platforms are commonly used in the new hardwares and the memory
hierarchy management would be more significant and difficult too. By proposing computing unit
next to the local memory, neuromorphic brain-inspired computing paradigms offer an attractive
solution for implementing alternative non von Neumann architectures, using advanced and emerging
technologies [19].

Neuromorphic systems are electronic implementations inspired from neural systems that is known
as neuro-inspired computation system. The idea of creating circuit model for a neuron system
refers back at least to 1907, where a neuron is modeled by a resistor and a capacitor [85]. However,
the first neuromorphic term was coined by Carver Mead [86] using Very Large Scale Integration
(VLSI) technology to propose an implementation of neural system hardware. Mahowald and Mead
implemented the first silicon retina model with considering of adaptivity and energy efficiency by
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Figure 4.1: Computational architecture a) Von Neumman architecture, fast and costly memory are closer
to cores in multiprocessor platforms as cashes and local memory as well as inexpensive and slower memory
are in other layers close to magnetic memory to save the cost of CPU (memory hierarchy). b) Neuromorphic
architecture inspired from neural networks in the biological brain, capable to conquer Von neumann bottelneck
issue, performing parallel and cognitive computing, as well as considering that the synapses are local memories
connected to each neurons as computational cores.

simulating retina functionalities [87]. Tobi Delbruck built on the idea of adaptive photoreceptor circuits
developed in [88] and presented approaches for enhancing retinomorphic sensors consist of 128x128
pixel Dynamic Vision Sensor (DVS). DVS established a benchmark in neuromorphic vision domain
with introducing Address Event Representation (AER) sensory data in which each individual pixel
processed the normalized time derivative of the sensed light and provided an output in the form of
spikes of the pixel addresses. In addition to vision sensory neuromorphic research, there are several
neuromorphic studies using auditory and olfactory sensors [89-91] for review study in neuromorphic
research using different sensory inputs, we refer the readers to [92].

More close to our research, in 2014 two distinguished articles were published that increased
the scientists attentions to the general neuromorphic platforms as novel computing architectures.
Merolla et al. [18] in an IBM research was sponsored by DARPA, have demonstrated a computing
hardware consist of the compact modular core for large-scale neuromorphic system architecture. The
cores combine digital neurons with the large synaptic array. This general purpose neuromorphic
processor was built using thousands of neurosynaptic cores are involved one million neurons and 256
million of reconfigurable synapses. The second notable work published in 2014 was Spiking Neural
Network Architecture (SpiNNaker) project [29]. The SpiNNaker project is a decade old, comprehensive
description of the project is announced in [29]. SpiNNaker project aims to deliver a massively parallel
million core architectures whose interconnections are inspired by the connectivity properties of the
mammalian brain. The hardware platform is suitable to model the large-scale spiking neural networks
in biological real time. Neuromorphic and neuro-inspired computing is now being adapted by an
increasing number of academic and industrial different research teams. In recent few years, there have
been many valuable publications explaining the use of novel materials are able to emulate some of the
properties observed in biological synapses [19, 30,41, 93-95].

Our work focuses on an alternative approach aimed at high performance computation to realize
the compact, parallel, cognitive and energy-efficient architecture structure that emulate the style of
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computation of the biological brain, using the Spiking Neural Network (SNN) structure, modeling
the neurons as computational cores next to memristive artificial synapses as local memories to skip
memory delay bottelneck similar to what is shown in Figure 4.1.b. Therefore, it is necessary to define,
analyze and verify the efficient models of network topology, neuron and synapse models based on
state-of-the-art technologies besides choosing the optimized learning model adapted to our platform
and devices. The structure of Chapter 4 is followed by reviewing SNN and more significantly the func-
tionality of various spike information codings. In the same section, we discuss different neural network
topologies. Furthermore in the Section 4.3, different models of neuron is presented. Synapse and
learning are explained in the Section 4.4 which various methods of spike-timing-dependent plasticity
(STDP) [22,23] are studied comprehensively. The state-of-the-art of the most important neuromorphic
platforms and projects in the world is presented in 4.5. Lateral inhibition and Homeostasis have been
discussed at the discussion part of this chapter.

4.2 Spiking Neural Networks

Artificial neural networks (ANN) can generally be categorized into three generations. The first genera-
tion of neural network consisted of McCulloch and Pitts neurons [96] that the output signals are limited
to discrete 0’ or '1’ binary values. Perceptrons, Hopfield network, Boltzmann machine and multilayer
networks with threshold units are ANN examples that are classified in first generation. The second
generation of neural network, by using a continuous activation function such as sigmoid, polynomial
or exponential functions, the output can take analog values between '0’ and '1’. Due to using analog
output the network requires less neurons than the first generation class. Radial Basis Function (RBF)
networks and Multi-Layer Perceptrons (MLP) are categorized under second generation class. The third
generation of neural network model are networks which employ spiking neurons as computational
units. In this model, the precise firing times of neurons are used for information coding. Spiking neural
networks belong to the third generation of neural networks.

Indeed, artificial neural network in the first and second generation is a mathematical model of
mammalian brain though, SNN is an electronic hardware neuromorphic model of the biological
brain. Networks composed of spiking neurons are able to process significant amount of data using
a relatively small number of spikes [97]. Due to the similarity between the biological neurons and
spiking models functionality, SNNs provide powerful tools to emulate data processing in the brain,
including neural information processing, plasticity and learning. Consequently, spiking networks
offer solutions to a broad range of specific problems in applied engineering image detection, event
detection, classification, speech recognition and many cognitive computation domain applications.

4.2.1 Spike information coding

Spike is the language of neuron communication in SNN architectures. One of the key unresolved
questions in neuroscience is how information processed in the brain. The nature of the neural code is
an unresolved topic of research in neuroscience. However, based on what is known from biology, a
number of neural information encoding have been proposed:

1. Rate coding
The rate of spikes in a time-window is counted for the information transmission. It is also called
as frequency coding (Figure 4.2.a). As the intensity of a stimulus increases more, the firing rate
of spikes increases more too. Rate encoding is motivated by the observation that biological
neurons eager to fire more often for stronger stimuli. There are two types of rate coding namely
spike-count rate and time-dependent firing rate. In spike-count rating by counting the number
of spikes that are generated during a trial and dividing by the duration of the trial, we calculate
the temporal average of rating. In independent firing rate, the average number of spikes over
trial happens during a short interval between times t and t+At, divided by the duration of the
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interval. Brette [98] has compared these two approaches in rate information coding in more
details.

. Latency coding

In this model, information is supposed to be contained in the exact timing of a set of spikes
relative to each other as it is shown in Figure 4.2.b. It is already proved that precisely timed
patterns of spikes have been postulated to play a significant role in the networks of neuron in
different functions [99]. Precise spike timing is one of the important parameters that control
variety forms of synaptic plasticity. Latency coding by using sequences of spikes are mainly
observed in feed-forward networks since noise and dynamics of recurrent networks can disrupt
spike timing precision, some attempts to harvest precise spiking timing in recurrent networks
have been done for example by exploring the idea of reservoir computation [100].

. Phase coding

This model generates the times of emitted spikes based on the time point in a periodic signal.
In this (Figure 4.2.c) method the spike trains can encode information in the phase of a pulse
respecting to the background oscillations. Phase coding method has been used both in models
and experimentally. Phase coding has been suggested for the hippocampus as well [101]. Spiking
networks exploring the phase coding strategy have recently been applied in tasks as olfactory
systems or robot navigation [102].

. Rank-coding (spike-order coding)

In this method of spike coding, information is encoded by the order of spikes in the activity of a
group of neurons as it is depicted in Figure 4.2.d. Rank-coding approach has been suggested
to describe ultra-fast categorization observed in the visual system. This model assumes that
each neuron emits only a single spike during a presentation of the image. This method can
be implemented in a feed-forward network with inhibitory feedback connections. Thorpe and
others [103] developed a spiking neural model that was able to classify static images with a
processing speed comparable to that observed in humans one.

. Population coding

This coding model is a method to introduce stimuli by applying the joint activities of the group
of neurons. In population coding, each neuron has a distribution of responses to the certain
set of inputs, and the responses of group of neurons will be combined to present a value for
the inputs (Figure 4.2.e). During the last two decades, the theory has focused on analyzing the
methods in which different parameters that characterize neuronal responses to external stimuli
affect the information content of these responses. Recent challenge in population coding is to
develop a theory that can generate predictions for specific readout mechanisms for example for
visual target information [104].

. Sparse coding

This model of coding generally refers to a representation where a few number of neurons are
active, with the majority of the neurons inactive or showing low activity see Figure 4.2.f. Sparse
coding has been suggested as a guiding principle in neural representations of sensory input,
specially in the visual sensory system. It is also discussed that sparse coding offers a useful
solution to the problem of representing natural data because such a scheme allows the system to
take advantage of the sparse structure of the sensory environment. It is believed that the natural
environment is inherently sparse and codes that using this structure can be both metabolically
efficient and useful for learning. Sparseness can be defined over a population of neurons at a
specific point in time (population sparseness) or it can be measured for a single neuron over a
certain time-window [105].
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Figure 4.2: Spike information coding strategies a)Rate coding, b) Latency coding, ¢)Phase coding, d)Rank-coding
(spike-order coding), e)Population coding, f) Sparse coding.

4.2.2 Network topology

The interconnection structure of neurons in a network of neurons is called topology, architecture or
graph of an artificial neural network. The manner in which the interconnection is structured intimately
is linked to the learning algorithms applied to train the neural networks. Indeed, the interconnection
can be structured in numerous ways results in numerous possible topologies that are divided into
two basic classes namely: Feed-Forward Neural Networks (FFNN) and Recurrent (or feedback) Neural
Networks (RNN) depicted in Figure 4.3.

- -

N

4 Output layer: q

Input layer:

Hidden layer:

Figure 4.3: two main topologies of artificial neural network architectures a)Feed-Forward Neural Networks
(FFNN), b) Recurrent Neural Networks (RNN).
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Feed-Forward Neural Networks (FFNN)

The FFNN is divided into two different structure called single-layer FFNN and multilayer FFNN. The
single-layer is structured as an input and output layer which is strictly a feed-forward or acyclic graph.
We do not count the input layer because no calculation is performed in input nodes (neurons). The
multilayer FFNN has one or more hidden layers between input and output layers similar to Figure
4.3.a which has one hidden layer. By adding one or more hidden layers, the neural network can extract
the higher-order statistics which is particularly valuable when the size of the input layer is large [106].
Among the known types of neural networks (NN), the feed-forward neural networks are the mostly
used because of their simplicity, flexible structure, good qualities of representation, and their capability
of universal approximation. Respecting to the way of interconnectivity of the nodes (neurons) there
are two kinds of feed-forward architecture:

W fully connected
In this configuration, every node in each layer of the network is connected to every other node in
the next layer. In fact, we can call them globally connected networks. The Restricted Boltzmann
Machine (RBM) could be an example of fully connected FFNN.

W partially connected
In this configuration, some communication links are missing. The convolutional neural networks
is a good example for the partially connected FFNN. Partially connected topologies present a
suitable alternative with a reduced degree of redundancy and thus a potential for increased
efficiency of neural networks.

Recurrent Neural Networks (RNN)

The RNN is distinguished from FFNN in that it has at least one feedback loop connection. Recurrent
neural networks can be single-layer or multilayer as well. Unlike feed-forward neural networks,
recurrent networks retain a state that can represent information from an arbitrarily long context
window. Although recurrent neural networks have traditionally been difficult to train, and often
contain thousands of parameters, recent studies in network architectures, optimization techniques,
and parallel computation have enabled successful large-scale learning to use RNN [107]. Hopfield [108]
network is an example of the recurrent artificial neural network that is used to store one or more
stable vectors. The stable vectors can be considered as memories that the network recalls them when
provided with similar vectors that operate as a queue to the network memory. Other example of RNN is
Elman network [109] that refers as a simple Recurrent Network is the special case of recurrent artificial
neural networks. This type of artificial neural network has the memory that allows it to both detect
and generate time-varying patterns.

Modern Neural networks

Here, we discuss recent feed-forward promising neural network which has been applied in different
sensory computation applications.

B Convolutional Neural Networks (CNN) Convolutional network is a multi-layer feed-forward
network architecture in which neurons in one layer receive inputs from multiple neurons in the
previous layer and produce an output which is a threshold or sigmoidal function of the weighted
sum of its inputs. The connectivity pattern between the nodes of one layer and the node of the
subsequent layer, responsible for the weighted sum operation forms the convolution kernel.
Each layer mainly has one or few number of convolution kernels that link the activity of a set of
neurons from one layer to the target neuron of the next layer [20]. Convolutional neural networks
which have been explored intensively within the neuromorphic community for visual processing
tasks [110]. They are normally implemented on CPUs and GPUs which consume a significant
amount of power. In recent years, System-On-Chip (SOC) solutions and FPGA platforms have
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been used to implement these networks for increasing their performance while decreasing their
power consumption.

B Deep Belief Networks (DBN) Deep learning is currently an extremely active research area in
machine learning and cognitive computing society. It has obtained many successes in a wide
area of applications such as speech recognition, computer vision, and natural language pro-
cessing. Deep Belief Networks (DBNSs), introduced by Hinton and his colleagues as a special
type of deep neural networks with generative model properties [21]. This network is strctured as
interconnected pairs of Restricted Boltzmann Machines. An adaptation of the neural model to
allow transfer of parameters to a 784-500-500-10 layer spiking DBN was described in [94] with
good performance on the MNIST digit database. DBN architecture has been implemented on a
Xilinx Spartan-6 LX150 FPGA [111] with very promising classification performance results (92%)
on the same MNIST database. This FPGA implementation of the DBN (also called Minitaur)
contains 32 parallel cores and 128 MB of DDR2 as main memory

4.3 Spiking neuron model

The neuron is a dynamic element and processing unit that emits output pulses whenever the excitation
exceeds some threshold. The resulting sequence of pulses or “spikes” contains all the information that
is transmitted from one neuron to the other one. In this section, we compare the biological, artificial
and spiking neuron and furthermore, we explain various model of spiking neuron models.

4.3.1 Biological, artificial and spiking neuron

A biological neuron is an electrically excitable cell that processes and transmits information by elec-
trochemical signals. Chemical signaling occurs via synapses, specialized connections with other
cells. A typical physiological neuron can be divided into three anatomical and functional parts, called
dendrites, soma and axon as it is shown in Figure 4.4.a. The soma is the central part of the neuron. It
contains the nucleus of the cell, where most protein synthesis occurs. The soma is considered as a
central processing unit that performs an important nonlinear processing. The dendrites of a neuron
are cellular extensions with many branches. Dendrites typically are considered as inputs of the neuron.
The axon carries nerve signals away from the soma and typically is considered as neuron output.
Neurons have only one axon, but this axon may and will usually undergo extensive branching, enabling
communication with many target cells. Another term which is necessary to know in the physiological
neuron is action potential which is a short-lasting event in which the electrical membrane potential of
a cell rapidly rises and falls. It plays a central role in cell-to-cell communication. Action potentials are
also called “nerve impulses” or spikes, and the temporal sequence of them generated by a neuron is
called spike train. A neuron that emits an action potential is said to fire.

The artificial model of the neuron is a mathematical model of the physiological neuron. The
basic computational element (neuron) is often called a node, unit or perceptron. Each input has an
associated weight w, which can be modified and react like a biological synapse. The unit computes
the f function of the weighted sum of its inputs x;:

1
uj=) Wjix; (4.1)
1

vj=f(u;+bj) (4.2)

It is obvious in Figure 4.4.b that x1, x2, x3,...X; are neuron inputs, wj; is the synaptic weights between
neuron j and neuron i, b; is bias, f is known as activation function or transfer function and y; is
output of the neuron. Based on the model and application of neural networks, there are several types
of activation functions such as threshold or step function, linear function, and Non-linear (Sigmoid)
function. Here to be able to Understand how neural network works we explain the functionality of
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Figure 4.4: The structure of a neuron a)Physiological neuron, b) Artificial neuron model.

neuron using threshold function. Respecting to the input connections in Figure 4.4.b, we can define a
threshold for transfer function f by defining threshold 6. Here, we choose 6 = 0 in the way we could
perform a binary classification.

_ 1 if quO
yf‘{o if ;<0 4.3)

where u; is the induced local field of the neuron; which is,
1
uj:ij,-xi+bj (4.4)
1

Such a model of neuron is referred to McCulloch and Pitts [96].

The Spiking neural model is an electrical model of physiological neuron that can be implemented
on the circuit using traditional devices or state-of-the-art technologies e.g., CMOS transistors or on
hardware platforms e.g., FPGAs. In Spiking model the neurons communicate using spikes and the
input spikes make an action potential firing if inside a neuron reaches to the desired threshold (can be
compared to threshold activation function in the artificial model of the neuron). Different models of
the spiking neuron are proposed that here we study the main models.

Hodgkin-Huxley model

The first electrical model and in other words the first spiking model of neuron is Hodgkin-Huxley
neuron model [112] which got the Nobel Prize in Physiology or Medicine. Hodgkin and Huxley per-
formed experiments on the giant axon of the squid and found three different types of current: sodium,
potassium and leak current. It was demonstrated that the ionic permeability of the membrane can be
highly dependent on the membrane potential. The schematic diagram of the Hodgkin-Huxley model is
shown in Figure 4.5 where E;.; is the membrane potential, C is the membrane capacitance, the leakage
channel is described by an independent R and the conductance of this leakage is calculated g = % the
1

conductance the other ion channels (gng = Yo and gx = RLK ) is voltage and time dependent. The ionic
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current is divided into components carried by sodium and potassium ions. Each element of the ionic
current is determined by a driving force which may easily be measured as an electrical potential, E; .,
as resting membrane potential, Eyn, and Ex sodium and potassium potentials respectively. Current
can be carried through the membrane either by charging the membrane capacitance or by moving
ions through the resistances in parallel with the capacitance.

synaptic
connection
N i||(t)
C:: RK RNa RL :> %: RSYn RL
T EK _|_ENa '|' Erest T Esyn'l' Erest

Figure 4.5: Electrical circuit represents Hodgkin-Haxley model of the neuron. a)Details circuit model of
the neuron with sodium and potassium channels effects and leakage current, b) Equivalent circuit for more
simplicity in solving equations.

The equivalent circuit of Hodgkin-Hulxey model is shown in the left side of Figure 4.5 that by
representing the Krichhoffs law and using this circuit we can write following equations:

Ve(t)-E
I(8) = c(1) rest (4.5)
R
dVC(t) " Ve (t) — Eyest
dt R;
Solving the equation 4.6 leads to an exponential answer (Equation 4.7) that can model the behavior of
membrane potential.

Liyn()=C (4.6)

Ve(t) = veo(1 - eXp(—g) t Eyes: @7

Respecting to the synaptic current charging if there is enough input current to membrane the neuron
will fire. We note that T = RC in Equation 4.7 is the time constant for charging and discharging the
membrane.

Integrate-and-Fire (1&F) neurons

Integrate-and-Fire (I&F) neuron model are derived from the Hodgkin-Huxley neuron model. There
is an important type of I&F neuron model which is named Leaky-Integrate-and-Fire (LIF). There are
other types of I&F models such as Quadratic-Integrate-and-Fire (QIF). The Leaky-Integrate-and-Fire
(LIF) neuron model is a well-studied model of the neuron. There are three reasons for using LIF in our
platform.

B The fabricated model with recent CMOS technology is available [113, 114].
B LIF works effectively in spiking and event-based networks [115].

B LIF models are quite fast to simulate, and particularly attractive for large-scale network simula-
tions [116].

Neurons integrate the spike inputs from other neurons they are connected to. These input spikes
change the internal potential of the neuron, it is known as neuron’s membrane potential or state
variable. When this membrane potential passes a threshold voltage due to integrated inputs, the action
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potential occurs, in other words, the neuron fires. The model is described by the neuron membrane
potential:

dv
Tna =-v(1) +Rlsyn(t) (4.8)
Isyn(t)zzgijza(t_t}m) (4.9)
j n

where, v(f) represents the membrane potential at time t, 7,, = RC is the membrane time constant
and R is the membrane resistance. Equation 4.8 describes a simple parallel resistor-capacitor (RC)
circuit where the leakage term is due to the resistor and the integration of Iy, (f) is due to the capacitor.
The total input current, I5,,(f), is generated by the activity of pre-synaptic neurons. In fact, each pre-
synaptic spike generates a post-synaptic current pulse. The total input current injected to a neuron is
the sum over all current pulses which is calculated in Equation 4.9. Time A represents the time of the
n:y spike of post-synaptic neuron j, and g;; is the conductance of synaptic efficacy between neuron
i and neuron j. Function a(t) = g6(¢), where ¢ is the injected charge to the artificial synapse and
(1) is the Dirac pulse function. If Iy, (f) is big enough where action potential can pass the threshold
voltage, neuron fires. It means there are enough input spikes in a short time window. When there is no
or only a few spikes in a time window, the neuron is in the leaky phase and the state variable decreases
exponentially. The duration of this time window depends on 7,, = RC. The equation is analytically
solvable and thus we use the answer of Equation 4.8 in the network simulation when there is an input
spike to improve the simulation performance. In Figure 6.2, you can see the Matlab model of a single
neuron. When the input voltage passes the threshold, the neuron fires and resets to resting state. The
membrane potential stays for a definite period, which is called the refractory period, below the reset
value.

v(t)

05

time [t]

Figure 4.6: Simulation of a single LIF neuron in Matlab, the input spikes are applied in t=[10, 30, 40,
50] ms. Between 10 and 30 there is more decrease than between 30 and 40.

Izhikevich neuron model

Izhikevich neuron model [117] combines the biological plausibility of Hodgkin-Huxley model and
the computational efficiency of integrate-and-fire neurons. Using this model, we can simulate tens
of thousands of spiking cortical neurons in real time. The model has two main characteristics it is
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computationally simple as well as capable of producing rich firing patterns that physiological neuron
could produce.

av(o ,
= 0.04V(5)2+5V(8) + 140 — u() + I(1) (4.10)
dz(tt) = a.(b.V (D) — u(®) @.11)

V() —c

u(t) —u()+d (4.12)

ifV (1) 230mV,then{

Where V(t) and u(¢) are variables without any dimension, and a, b, ¢, and d are parameters without
dimension. V (f) represents the membrane potential of the neuron and u(#) represents a membrane
recovery variable, which accounts for the activation of K* ionic currents and inactivation of Na*
ionic currents, and it provides negative feedback to V (#). Synaptic currents or injected dc-currents
are delivered via the variable I(#). The parameter a describes the time scale of the recovery variable
u(t). Smaller value results in slower recovery. The parameter b presents the sensitivity of the recovery
variable u(t) to the subthreshold fluctuations of the membrane potential V (¢). Greater values couple
V(t) and u(t) more strongly resulting in possible subthreshold oscillations and low-threshold spiking
dynamics. The parameter c represents the after-spike reset value of the membrane potential V (¢)
caused by the fast high-threshold K conductances. Finally, the parameter d describes after-spike
reset of the recovery variable u(t) caused by slow high-threshold Na* and K* conductance. Different
firing behaviors can occur in biological spiking neurons and Izhikevich model can produce them is
shown in Figure 4.7.

4.4 Synapse and learning

Synapse is a specialized structure with highly plastic characteristics enabling two neurons to exchange
spike signals between themselves in other words, adjusting the connection strength between neurons.
Thanks to the plasticity property of synapse, we can basically say the synapse is where the learning
happens in neural network system. A physiological synapse connects the axon of a presynaptic neuron
(the neuron before the synapse) to the dendrite of a postsynaptic neuron (the neuron after the synapse).
Two behavioral types of biological synapses are defined:chemical and electrical.

The chemical synapse is the primary definition of neurotransmitters between presynaptic and
postsynaptic neurons. A neurotransmitter through a chemical synapse consists of three parts. The axon
potential causes the presynaptic neuron to release a chemical substance into the synaptic cleft which
is an intracellular space between the two neurons. The neurotransmitter then diffuses through the
synaptic cleft. Moreover, the neurotransmitter causes a change in the voltage of the membrane of the
postsynaptic neuron. In biological neural system, a synapse is excitatory if the neurotransmitter causes
an increase in the voltage of the postsynaptic neuron and inhibitory if it causes a reducing voltage
in postsynaptic neuron. An electrical synapse consists of a group of gap junctions occurring close
together. Gap junctions are tiny channels in the cell membrane that directly connect the cytoplasms of
two cells [118]. The basic mechanism of synaptic transmission is well established. A presynaptic spike
depolarizes the synaptic terminal, leading to a calcium flow through presynaptic calcium channels,
causing vesicles of neurotransmitter to be released into the synaptic cleft. The neurotransmitter binds
temporarily to postsynaptic channels, opening them and allowing ionic current to flow across the
membrane. Modeling this complete electrochemical behavior is rather challenging. The purpose of
our study is not to model the exact behavior of synapse suitable for neuroscience study. The purpose
of our study is to design a neuromorphic system appropriate for hardware implementation. Therefore,
the behavior of synapse, neuron and model of neuron are studied to compare with recent techniques
in addition to recent alternative technologies for hardware implementations.
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Figure 4.7: Different Known types of neurons correspond to different values of the parameters a, b, c,
and d could be reproduced by Izhikevich model From [117].

4.4.1 Synaptic learning and plasticity

To be able to model a proper synapse to contribute in learning process in an efficient way in neural
system, we need to analyze how learning happens in synapse. Neurons and synapses are the two basic
computational units in the brain. The human brain consists of 10'! neurons and an extremely large
number of synapses, 10'°, which act as a highly complex interconnection network among the neurons.

Subsequently, each neuron is connected to 1000-10000 synapses [119]. Neuron computation is
performed by integrating the inputs coming from other neurons and producing spikes as based on
variety of the connections. The synapses contribute to the computation by modifying their connection
strength as a result of neuronal activity, which is known as the synaptic plasticity. This synaptic
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plasticity is believed as the basis of adaptation and learning, even in traditional neural network models
where several synaptic weight updating rules are based on Hebb’s law [120, 121].

Classes of learning algorithms

The primary significance of any type of neural networks is the property of learning from the envi-
ronment to improve the performance of neural network. There are several types of learning algo-
rithms.Although interconnection configuration of neural network is important in learning however,
learning algorithms generally differ from each other in the way in which they adjust synapse weights.
Simon Haykin, mentioned five different basic algorithms for learning in his book [106] namely memory-
based, Hebbian, error-correction, competitive, and Boltzmann learning. Memory-based learning
functionality is based on memorizing the training data explicitly. Hebbian and competitive learning
are inspired by neurobiology. Error-correction is working using optimum filtering rule and Boltzmann
learning is based on ideas borrowed from statistical mechanics. In general, learning algorithms can
be divided into supervised or with teacher learning, semi-supervised learning, and unsupervised or
without teacher learning algorithms (see Figure 4.8).

B Supervised algorithms
Teacher has the knowledge of environment and this knowledge will be shared with the network
as some examples of inputs and their corresponding outputs. The supervision is continued
letting a modification rule adjust the synapses until the desired computation emerges as a
consequence of the training process. Then the supervision process is stopped and network
must have the similar outputs with the specific inputs while the supervision was working. Error-
correction algorithms which include the back-propagation using gradient descent is an example
of supervised algorithms, other well-known supervised algorithms are support vector machines
(SVM) and Bayesian type of learning algorithms. In fact, we put label on the data in training and
check those labels in testing. This type of algorithms are used for regression and classifications.

B Semi-supervised algorithms

Semi-supervised learning falls between supervised learning and unsupervised learning. Labeled
data are often difficult, expensive, and time consuming to obtain, as they require the efforts of
experienced human annotators. Meanwhile unlabeled data may be relatively easy to collect.
Semi-supervised uses large amount of unlabeled data, together with the labeled data, to build
better classifiers. Intuitively, in semi-supervised learning we can consider the learning problem
as an exam and labeled data as the few example problems that the teacher solved in the course.
The teacher also provides a set of unsolved problems. Semi-supervised learning requires less
human effort and gives higher accuracy, therefore it is of great interest both in theory and in
practical application.

B Unsupervised algorithms
There is no teacher and environment is unknown for the network too. There is no labeled
data output in unsupervised learning. Unsupervised learning can be thought of as finding
patterns in the data above and beyond what is considered as pure unstructured noise. One very
simple classic example of unsupervised learning is clustering. Hebbian plasticity is a form of
unsupervised learning, which is useful for clustering input data but less appropriate when a
desired outcome for the network is known in advance.

Short-term and Long-term plasticity

Physiological synapses have an inherent dynamics, that controls how the pattern of amplitudes of
postsynaptic responses depends on the temporal pattern of the incoming spike train. Indeed, each
effective spike evokes a spike response in the postsynaptic neuron that is fewer (depression) or bigger
(facilitation or potentiation) than the previous one. The strength of synaptic connections or weights are
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caused by memorizing events, underling the ability of the brain to memorize. In the biological brain,
short-term plasticity refers to a number of phenomena that affect the probability that a presynaptic
action potential opens postsynaptic channels and that takes from milliseconds to tens of seconds.
Short-term plasticity is achieved through the temporal enhancement of a synaptic connection, which
then quickly decays to its initial state. Short-term plasticity depends on the sequence of presynaptic
spikes Figure 4.9.

>
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\/
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Figure 4.9: Implementation of plasticity by local variables which each spike contributes to a trace x(t).
The update of the trace depends on the sequence of presynaptic spikes

In local learning process, iteration of stimulation leads to a more stable change in the connection
to achieve long-term plasticity. Long-term plasticity is sensitive to the presynaptic firing rate over a
time scale of tens or hundreds of seconds [122]. In general, synapses can exhibit potentiation and
depression over a variety of time scales, and multiple components of short- or long-term plasticity.
Thus, four combination are possible from short and long term plasticity: Short-term potentiation (STP),
short-term depression (STD), Long-term potantiation (LTP) and long-term depression (LTD) [123].
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Spike-Timing Dependent Plasticity (STDP)

Most of the plasticity models employed in the neuroscience and neuromorphic approach were inspired
by Hebb’s (1949) postulate that explains the way that synapse connection weight should be modified:
When an axon of cell A is near enough to excite cell B or repeatedly or persistently takes part in firing it,
some growth process or metabolic change takes place in one or both cells such that A’s efficiency, as one
of the cells firing B, is increased.

Local learning rules aim to deal with information encoded by precise spike timing in local synaptic
memory. One of the most commonly studied and used rules is spike-timing-dependent plasticity
(STDP) [22,23] that can be considered as a spike-based producing of Hebbian learning. Based on the
STDP modification rule, the synaptic changing is reinforced while both the pre- and post-synaptic
neurons are active, nothing prevents the synapses from strengthening themselves boundlessly, which
causes the post-synaptic activity to explode [124] . Indeed, the plasticity depends on the time intervals
between pre- and postsynaptic spikes or in the other words, the concept of timing-LTP/LTD. The basic
mechanisms of plasticity in STDP is derived from the long term potentiation (LTP) and the long term
depression (LTD). Pre-synaptic spikes that precede post-synaptic action potentials produce long-term
potentiation (LTP), and pre-synaptic spikes that proceed post-synaptic action potentials generate
long-term depression (LTD).
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Figure 4.10: Basic of spike-timing-dependent plasticity. The STDP function expresses the change of
synaptic weight as a function of the relative timing of pre- and post-synaptic spikes.

The basic configuration of STDP learning is depicted in Figure 4.10. The rate of weight changing
Awj; of a synapse from a presynaptic neuron j to postsynaptic neuron i depends on the relative timing
between presynaptic spike and postsynaptic spikes. Let us name the presynaptic spike arrival times
at synapse j by t]’.J "® where pre =1, 2, 3, ... counts the presynaptic spikes. Similarly, tf >t with post =
1, 2,3, ... labels the firing times of the postsynaptic neuron. The total weight change w;; induced by
Equation 4.13 is then ( [22])

n m
_ post pre
Aw= Y Y W -1 (4.13)
pre=1post=1

where W(x) is called a STDP learning function. Based on Zhang et al. [125] in their experimental work
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presented W(x) as:

Ay e(f) if x=0
AT if x<0
where the parameters A, and A- depend on the current value of the synaptic weight w; ;. The time
constants 7, and 7_ are on the order of 10 ms.

W(x) = { (4.14)

Different models for STDP learning

Multiple pre- or postsynaptic spikes occurring across a synapse in an interval of time, the plasticity
modification depends on their timing in a more complex manner. For instance, pair-based STDP
models present “pre-post-pre” and “post-pre-pos” triplets of spikes with the same pairwise intervals
should induce the same plasticity, however experimental studies demonstrated that these two triplet
patterns have different effects [126, 127].

B Pair-based STDP
In this model of spike counting in the STDP interpret the biological evidence in terms of a
pair-based update rule, i.e. the modification of a synaptic weight depends on the temporal
difference between pairs of pre- and postsynaptic spikes:

181,

{Vvinc(X) :ch(w).e(:_r@) it Ar>0 w1
Wiee(x) =—Fgec(w).e” ==’ if At<O0
i

tic spikes, and F;,(w)/F4..(w) presents the dependence of the update on the current synaptic
weight. A pair-based model is fully specified by defining the form of F;,,.(w)/F4..(w) as well as
determining which pairs are taken into account to perform a new modification. A pair-based
weight modification rule can be implemented using two local variables: one for a low-pass
filtered version of the presynaptic spike train and another one for the postsynaptic spike train as
itis shown in Figure 4.11. Let us suppose that each spike from presynaptic neuron j contributes
to a trace x;(f) at the synapse weight then we can write:

In Equation 4.15, At = 7 ost_ t;.? " is the temporal difference between the post- and the presynap-

dx]'(f) xj(t) re
— =N 5" (4.16)
dt Tpre [;n 1
J

where t7"° represents the history of the firing times of the presynaptic neuron. In particular, the
variable is increased by an amount of one at the arrival time of a presynaptic spike and reduces
exponentially with time constant 7 . afterwards. Similarly, each spike from postsynaptic neuron
i contributes to a trace x;(f):

dxi(t) __xi()
dt Tpost

> 5—tlh (4.17)

tipost

where tlp ost presents the firing times of the postsynaptic neuron. Similar to presynaptic spike, a
decrease of the weight is induced proportionally to the momentary value of the postsynaptic
trace x;(t). The steady-state average for synaptic strength in pair-based STDP has a stable
nontrivial mean if the depression window is larger than the potentiation window [127]. This
fixed point is unique, so the mean of the steady-state distribution of synaptic weights converges
to this value regardless of its initial value. The stability of the mean is not a sufficient condition
for the steady-state distribution of synaptic strengths to be fully stable, each synapse must
also have a stable deviation from the mean. The connection strength of a particular synapse
can be presented as w = w + 6 w, where dw is the deviation of the synapse from the mean. If
the deviation is going to grow over time, the synapses will drift away from the mean and the
distribution will be partially stable. If the deviation tends to decrease, the synapses will cluster
around the mean and the distribution will be stable.
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Figure 4.11: Pair-based STDP using local variables. The spikes of presynaptic neuron j leave a trace
x (1) and the spikes of the postsynaptic neuron i leave a trace x; (). The update of the weight W;; at the
moment of a postsynaptic spike is proportional to the momentary value of the trace x;(z) (filled circles).
This gives the amount of potentiation due to pre-before-post pairings. Analogously, the update of Wj;
on the occurrence of a presynaptic spike is proportional to the momentary value of the trace x;(¢)
(unfilled circles), which gives the amount of depression due to post-before-pre pairings

X

B The triplet model

The standard pair-based STDP models predict that if the repetition frequency is increased, the
strength of the depressing interaction becomes greater, leading to less network potentiation. The
frequency-dependence of STDP experiments can be accounted for if one assumes that the basic
building block of potentiation during STDP experiments is not only a pair-wise interaction but
also could be a triplet interaction between two postsynaptic spikes and one presynaptic spike.
Pfister & Gerstner [128] to propose the triplet model, which takes into account interactions of
spikes beyond pre-post pairings. This model is based on sets of three spikes, one presynaptic and
two postsynaptic. For a pre-post-pre triplet, the first presynaptic spike enforces extra depression
on the synapse, additionally for a post-pre-post triplet the first postsynaptic spike enforces extra
potentiation. The triplet model sums the contributions of all previous pre- and postsynaptic
spikes as well as all pre-post pairings. Pfister & Gerstner [128] also provided a version of the
triplet model based only on nearest neighboring spikes, but the qualitative behavior of both all
to all and nearest neighboring versions is similar.

Similarly to pair-based rules, each spike from presynaptic neuron j contributes to a trace x;(¢) at

the synapse:
dx]-(t) B _x]'(t)

+Y 85(t—1P"% (4.18)
J

where t]l.j "¢ presents the firing times of the presynaptic neuron. In contrast with pair-based STDP,
each spike from postsynaptic neuron i contributes to a fast trace x;(f) and a slow trace x; (¢) at

the synapse:
dx;i(1) x; (1) post
=— + ) 6(t—t ) (4.19)
dt T1post t;[ !
dx' (1) x(1)
L=+ Y - (4.20)
dt TZpost (Post
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where 71 p05¢ < T2post » how the triplet model works is depicted in Figure 4.12. In this model,
LTD is induced as in the standard STDP pair model in Equation 4.15, i.e. the weight change
is proportional to the value of the fast postsynaptic trace x;(¢) evaluated at the arrival of a
presynaptic spike. The new feature of the rule is that LTP is pursued by a triplet effect: the weight
change is proportional to the value of the presynaptic trace x; () evaluated at the arrival time of a
postsynaptic spike as well as to the slow postsynaptic trace x; (#) from previous postsynaptic spike.
The main functional advantage of a triplet STDP rule is that it can be mapped to a Bienenstock-
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Figure 4.12: Triplet STDP model using local variables. The spikes of presynaptic neuron j contribute to
a trace x; (1), the spikes of postsynaptic neuron i contribute to a fast trace x;(#) and a slow trace x;(z).
The update of the weight W;; at the arrival of a presynaptic spike is proportional value of the fast trace
x; (1) (green unfilled circles), as in the pair-based model. The update of the weight W;; at the arrival of
a postsynaptic spike is proportional to the value of the trace x;(¢) (red filled circles) and the value of
the slow trace x;(t) just before the spike (green filled circles).

Cooper-Munro learning rule [129]. It means if we assume that the pre- and postsynaptic spike
trains are managed by Poisson statistics, the triplet rule presents depression for low postsynaptic
firing rates and potentiation for high postsynaptic firing rates.

B Suppression model

Plasticity experiments using triplets of spikes demonstrated different effects than the hippocam-
pal results. In the synapses of the visual cortex of rats, pre-post-pre triplets induce potentiation
while post-pre-post triplets induce depression. These results led Froemke et al. [130] to develop
the suppression model, in which STDP is induced by nearest neighbor pre- and postsynaptic
spikes. In this model of STDBP, the plasticity is computed from the standard pair-based STDP
curve, however the impact of the presynaptic spike in each pair is suppressed by previous presy-
naptic spikes and, similarly, the plasticity induced by the postsynaptic spike in each pair is
suppressed by previous postsynaptic spikes as it is shown in Figure 4.13.

The suppression is maximal after each pre- or postsynaptic spike, and it decreases exponentially
as the interval between consecutive pre- or postsynaptic spike increases. In a post-pre-post
sequence of spikes, the timing of the first post-pre pairing was the best predictor for the synaptic
weight modification. Moreover, in a pre-post-pre sequence of spikes, the first pre-post pair
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Figure 4.13: The suppression STDP model. A) Spike interactions in the suppression model, in which the
impact of the presynaptic spike in a pair is suppressed by a previous presynaptic spike (top), and the
impact of the postsynaptic spike is suppressed by a previous postsynaptic spike (bottom). B) Plasticity
in the suppression model induced by triplets of spikes: pre-post-pre triplets induce potentiation (top
left), and post-pre-post triplets induce depression (bottom right), From [127].

induces potentiation, nevertheless the amount of depression induced by the second post-pre
pair is suppressed by the first presynaptic spike. In the suppression STDP model, synaptic weight
modification is presented by

At

_ipre Jdpost a4 eC T if ALz 0
Aw=(-e e)(l—e Tost)xq " (AL (4.21)
_Adec'e Tdec) if At<0

where Aty is the interval between the presynaptic spike in the pair and its preceding presy-
naptic spike, and Az, is the interval between the postsynaptic spike and its preceding spike.
This model introduces a proper fit to triplet and quadruplet protocols particularly in the visual
cortex, and also represents a much better prediction for synaptic changing due to natural spike
trains [130]. Nonetheless, it does not predict the increase of LTP with the repetition frequency.

B Voltage dependence model
Experimental model of Spike-Timing Dependent Plasticity recommends that synaptic weight
modifications are caused by the tight temporal correlations between pre- and post- synaptic
spikes. However, other experimental protocols where presynaptic spikes are paired with a fixed
depolarization of the postsynaptic neuron (e.g. under voltage clamp) show that postsynaptic
spikes are not necessary to induce long-term potentiation and depression of the synapse [131].

It has been discussed whether the voltage dependence is more fundamental than the depen-
dence on postsynaptic spike. In fact, voltage dependence alone can produce a behavior similar
to STDP learning, as the membrane potential reacts in a particular manner in the vicinity of a
spike it means high shortly before a spike, and low shortly after. Alternatively, a dependence on
the slope of the postsynaptic membrane potential has been shown to regenerate the properties
of STDP weight change curve. The voltage effects caused by back-propagating spikes is implicitly
contained in the mechanistic formulation of STDP models outlined above. In particular, the
fast postsynaptic trace x;(t) in the triplet model can be considered as an approximation of a
backpropagating action potential. In contrast, a standalone STDP rule does not automatically
generate a voltage dependence. Furthermore, synaptic effects caused by subthreshold depo-
larization in the absence of postsynaptic firing cannot be modeled by standard STDP or triplet
models.

B The NMDAR-based model
The NMDAR-based model was proposed for the first time in [132] and “NMDAR-based model”,
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is phenomenologically based on the kinetics of the N-Methyl-D-Aspartate receptoras. It is a
description for the main STDP experiments and resemble both the triplet and suppression
models and and it is sensitive to spike interactions beyond pre-post pairings. The NMDAR-based
model is proposed to have three states, rest, up and down. Every presynaptic spike moves a
portion of the NMDARs in the rest state into the up state, and every postsynaptic spike transitions
a portion of the rest-state into the down state.The NMDAR goes exponentially back to the rest
state while there is no spike.

This model introduce two second messengers called “up” and “down” messengers, which cause
to potentiation and depression, respectively which can be in active or inactive states. The arrival
of presynaptic spike causes to a fraction of the inactive down messengers a transition to the
active state. Similarly, when a postsynaptic spike arrives in the synapse, it shifts a portion of
the inactive up messengers into their active state. The messengers go back to their inative
states when there is no spike. Subsequently, when a presynaptic spike arrives, the synapse is
depressed proportionally to the value of active down messenger, provided that this is greater than
a threshold 89" . Similarly, each postsynaptic spike leads synapse to potentiate proportionally to
the amount of active up messenger provided that it is greater than a threshold §“7. Therefore,
the presynaptic spike has three roles in this model: it transmits resting NMDARs into the up state,
it activates the down messenger, and it induces depression. The postsynaptic spike also plays
three roles: it movement resting NMDARs into the down state, it activates the up messenger,
as well as it induces potentiation see Figure 4.14. Shortly, the specific property of the NMDAR-
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Figure 4.14: The NMDAR-based model. A) Schematic illustration of spike interactions in the NMDAR-
based model. The presynaptic spike up-regulates f rest, activates M dn and depresses the synapse. The
postsynaptic spike down-regulates f;.s, activates M, and potentiates the synapse. B) The effect is
asymmetric, with pre-post-pre triplets inducing potentiation (top left) and post-pre-post depression
(bottom right), From [127].

based learning model compared to the pair-based model is the possibility of a stable synaptic
distribution and anti-Hebbian competition when the maximum depression is significantly larger
than the maximum potentiation.

B Other methods
In addition to the reviewed methods above, there are other types of STDP models for learning
such as supervised [133] and reinforcement learning [134]. However, due to the unsupervised
nature of STDP learning that is interesting for neuro-inspired computation, we do not focus
on them in this study. Pair-based STDP models can be categorized into three classes: weight
dependence, spike-pairing scheme and delay partition. Choosing each category should be
made consciously and take into account the relevant available experimental findings. The
recent available evidences shows that both potentiation and depression are dependent on the
weight. Accordingly it is recommended to begin with very simplified models. Moreover, we
know that STDP models which assume some weight dependence generate different behavior
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from the additive model. The pair-based and triplet models are partially stable and use Hebbian
competition. The Suppression and NMDAR-based have more stability but they use anti-Hebbian
competition. The main challenge in this domain is to perform analytical and simulation studies
that are able to identify and characterize their composite effects, and investigate their functional
consequences.

4.5 Hardware spiking neural network systems

Specific application domains such as Big Data classification, visual processing, pattern recognition
and in general sensory input data, require information processing systems which are able to classify
the data and to learn from the patterns in the data. Such systems should be power-efficient. Thus
researchers have developed brain-inspired architectures such as spiking neural networks. For large
scale brain-like computing on neuromorphic hardware, there are four approaches:

1. Microprocessor based approaches where the system can read the codes to execute and model
the behavior of neural systems and cognitive computation such as the SpiNNaker machine [29].

2. Fully digital custom circuits where the neural system components are modeled in circuit using
state-of-the-art CMOS technology e.g., IBM TrueNorth machine [18].

3. Analog/digital mixed-signal systems that model the behavior of biological neural systems, e.g.
the NeuroGrid [30] and BrainScales [31] projects.

4. Memristor crossbar array based systems where the analog behavior of the memristors emulate
the synapses of a spiking neural network.

In the following, we give some details about these approaches and compare their performance.

SpiNNaker is a massively parallel and processor-based (ARM processor) system with the purpose of
building large scale spiking neural networks simulations. It is highly scalable and capable to simulate
a network from thousands to millions of neurons with varying degree of connectivity. It proposes to
integrate 57,600 custom VLSI chips based on the AER (Address Event Representation) communication
protocol [135]. Each chip contains 18 fixed-point advanced RISC ARM968 processing cores next to the
custom routing infrastructure circuits which is dedicated 96 kB of local memory besides 128 MB of
shared Dynamic Random Access Memory (DRAM) as it is depicted in Figure 4.15.a. The router memory
consists of a three-state 1024 x 32 bits Content Addressable Memory (CAM) and a 1024 x 24 bits Random
Access Memory (RAM). Going more to the details, each ARM core has alocal 32 kB instruction memory
and 64 kB data memory. Regarding to the architecture and design properties, SpiNNaker offers very
fast simulation of large scale neural networks. It has a remarkable flexibility for arbitrary connectivity
for network architecture and various neurons, synapses and learning algorithms. However, the system
still uses von Neumann architecture with a large extent of memory hierarchies found in conventional
computers with memory wall bottleneck issues. Although using low-power ARM processors dedicated
to power-efficient platforms used in training and robotic applications with four to 48 nodes, SpiNNaker
consumes a relatively small amount of power. However, the largest machine with the ability to simulate
of one percent of a human brain and incorporating over a million ARM processor cores, still requires
up to 75 kW of electrical power.

IBM designed a scalable, flexible and non-von Neumann full custom spiking neural network
named “TrueNorth”. Although TrueNorth uses transistors as digital gates, they use event-driven
method to communicate in fully asynchronous manner. The structure of TrueNorth consists of 5.4
billion transistors to build 4096 neurosynaptic cores. Each core includes 256 digital LIF neurons,
256 x 256 binary programmable synapses, and asynchronous encoding/decoding and routing circuits.
Each synapse has a binary behavior that can be individually turned on or off and can be assigned
to model one type of inhibitory and two types of excitatory synapse with different weights. Neuron
dynamics has a global 1 kHz clock and so is discretized into 1 ms time steps. Regarding to the synaptic
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matrix, each neuron can be connected to one up to 256 neurons of a destination core. The routing in
TrueNorth is less flexible than in SpiNNaker, however TrueNorth can distribute the system memory
includes core synaptic matrix and routing table entries (Figure 4.15.b) The architecture thus supports
dynamics of connectivity that includes feed-forward, recurrent, and lateral connections. The power
consumption is 20 mW/ cm?, though the traditional central processing unit (CPU) is 50 to 100 W/ cm?.
In this platform the synapses do not implement any plasticity mechanism, therefore they are not able
to perform on-line learning.

The BrainScales project (Brain-inspired multiscale computation in neuromorphic hybrid systems)
is the successor of FACETS [136] project. This project proposes the design and implementation of
a custom analog/digital mixed-signal simulation engine that is able to implement the differential
equations with an acceptable accuracy. This computational neuroscience model is provided by neuro-
scientists, and reproduces the results obtained from numerical simulations executed on conventional
computers. The Heidelberg University BrainScales project (HICANN chip) aims to produce a wafer-
scale neural simulation platform, in which each 8 inch silicon wafer integrates 50 x 106 plastic synapses
and 200,000 biologically realistic neuron circuits (see Figure 4.15.c). In order to have a scalable size
with maximum number of processors on the wafer, relatively small capacitors have been applied for
modeling the synapses and neurons. Accordingly, using the large currents generated by the above-
threshold circuit and the small capacitors, the BrainScales circuits are not able to achieve the long
time-constants required for interacting with real-time environments. However, the speed of network
components operations compared to biological elements reactions is accelerated by a factor of 10 or
10* which can reduce the simulation time dramatically. Furthermore, it needs large bandwidth and
fast switching and still high-power circuit for propagating spikes across the network [4].

NeuroGrid is another big project developed at Stanford University that emulates neuromorphic
engineering vision, sub-threshold network components circuits and uses analog/digital mixed-signal
to model continuous time for network elements. This meuromorphic platform simulates a million
neurons with billions of synaptic connections in real-time. Such as TrueNorth and BrainScales the
architecture of Neurogrid is non-von Neumann. Neurogrid emulates four network elements: axon,
dendrite, soma and synapse. Only the axon circuit is digital and the other elements are modeled
in the analog circuits due to the better energy efficiency. NeuroGrid consists of 16 standard CMOS
“NeuroCores” (see Figure 4.15.d) integrated on a board that works using 3 W of power energy connected
in a tree network, with each NeuroCore consisting of a 256 x 256 array of two-compartmental neurons.
The synaptic circuits are shared among the neurons while different spikes can be assigned to the
same synapse. The main goal of neuromorphic systems is to interact with real physical environments
and process the natural signals with physiological time-scales, Neurogrid has long time constants in
the range of tens of milliseconds. Consequently, this long time constants limitation causes difficulty
in using typical VLSI for design and implementation. Neurogrid and BrainScales similarly use the
temporal dynamic of memory elements to store the state of the network. Accordingly, these two
projects have the capability of local learning using the STDP learning rule.

An alternative to these architectures, that has been proposed by several authors (7,9, 39,43,137], is
to use memristive devices as synapses in neuromorphic circuits. This has the potential to lower the
energy consumption by a large proportion. It has also been showed that the memristors can emulate
the STDP learning rule, and thus lead to unsupervised learning circuits. We have thus chosen to study
this kind of architecture and, in particular, to check how some parameters of the architecture or of the
devices influence the learning capabilities of the circuit.

4.6 Discussion

Still for a network simulation and implementation of neuromorphic spiking system, we need more
techniques such as homeostasis and lateral inhibition to support learning process for an optimized
system. Homeostasis is used in the SNN to adapt the threshold level of neurons to learning in SNN.
Another consideration is lateral inhibition while we are using unsupervised learning methods such as
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Figure 4.15: Large scale spiking neural network systems, a) Principal architectural parts of a SpiNNaker
processing node, b) In TrueNorth, conceptual blueprint of an architecture like the brain, tightly
integrates memory, computation, and communication in distributed modules that operate in parallel
and communicate via an event-driven platform. ¢) Schematic of HICANN board in BrainScales project,
d) The chip comprises a 256 x 256 array of neuron elements, an asynchronous digital transmitter for
sending the events generated by the neurons, a receiver block for accepting events from other sources,
arouter block for communicating packets among chips, and a memory blocks for supporting different
network configurations.

STDP. Here we discuss Winner Take-All (WTA) method.

Homeostasis

Homeostasis addresses a general principle that safeguards the stability of natural and artificial neu-
ral systems, where stability is understood in its more classical sense of robustness against external
perturbations. Homeostasis is a fundamental concept in neuropsychology, psychophysiology and
neuroscience. Homeostasis will be defined as negative feedback control. In physiological neural
systems, the synaptic input of a neuron is changing over time due to the external neural drive and
learning results of synaptic plasticity. From a perspective of metabolic cost, a restricted activity range
of a neuron is really meaningful.

In STDP learning, the synaptic input of a neuron may strongly increase or decrease for a long time
and as a result the neural activity will be drifting to an extremely high or low level. Homeostasis is a
neuron property that regulates the firing threshold to prevent a neuron to be hyperactive [138]. The
idea is to use an adaptive threshold for the membrane potential. If the neuron is too much active in a
short time window the threshold grows gradually; likewise, when a neuron is not active in a certain
time window the threshold is reduced slightly.

dv,
d;h =Y(fTmean— frtarget) (4.22)
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where frpeaqn is the mean activity (or firing rate) of a neuron, fr;4,ge¢ is the target activity, and y is a
multiplicative positive constant. Consequently, the activity of the neuron is bounded in a homeostatic
range to encode the synaptic input more effectively to improve the STDP learning [139].

Winner-take-all

In a winner-take-all (WTA) network, in output layer or partially output layers, neurons compete
with each other based on their output activities, which leads to an adaptation only of the weights of
the neuron with the highest output activity [140]. In unsupervised learning using spike coding and
plasticity learning. Without competition, all the neurons would behave alike and no specialization
takes place in the neurons. The theoretical analysis shows that winner-take-all is a surprisingly powerful
computational method compared with threshold gate (McCulloch-Pitts neuron) and sigmoidal gate
[141]. There have been many implementations of winner take all (WTA) computations in recurrent
networks in the literature [24, 25]. Also there have been many analog VLSI implementations of these
circuit [25,142]. In WTA, after the competition, only one neuron will be the most active for some inputs
and the rest of the neurons will eventually become inactive for those inputs. Physiologically plausible
learning methods can be mainly classified as dense, local, or sparse. Competitive learning such as
WTA is a local learning rule as it activates only the unit that fits the input pattern best and suppresses
the others through fixed inhibitory connections.

The simplest competitive computational model is a hard WTA that computes a function fyy r4:R" —
{0, 1}"* whose output (b, ..., bp) = fwra(x1,..., X,) satisfies

by = {1 if x;>x; forall j#i 4.23)

0 if x;<x; forsome j#i

Therefore in the case of inputs xy, ..., X,; a single output b; has values 1 that marks the position of
the biggest input x;. Wolfgang Maass [141] introduced two types of WTA namely k-WTA and soft-WTA.
In k-WTA, b; has value 1 if and only if x; is among the k largest inputs. In soft-WTA the i;;, output is an
analog variable r; whose value reflects the rank of x; among the input variables. We use WTA in our
research that will be presented in the next sections.

4.7 Conclusion

Neuromorphic computation using Spiking Neural Networks (SNN) is proposed as an alternative
solution for future of computation to conquer the memory bottelneck issue in recent computer
architecture. Different spike codings have been discussed to improve data transferring and data
processing in neuro-inspired computation paradigms. Choosing the appropriate neural network
topology could result in better performance of computation, recognition and classification. The
model of the neuron is another important factor to design and implement SNN systems. The speed
of simulation and implementation, ability of integration to the other elements of the network, and
suitability for scalable networks are the factors to select a neuron model. The learning algorithms are
significant consideration to train the neural network for weight modification. As the most frequent
used unsupervised method for network training in SNN is STDP, we analyzed and reviewed the various
methods of STDP. Furthermore, in the next chapters, we use STDP as the main learning algorithm to
train the network. The sequential order of pre- or postsynaptic spikes occurring across a synapse in an
interval of time leads to defining different STDP methods. Based on the importance of stability as well
as Hebbian competition or anti-Hebbian competition the method will be used in weight modification.
To step further more confidently in next part of our work, we surveyed the most significant projects
that cause making neuromorphic platform. The advantages and disadvantages of each neuromorphic
platform have been introduced in this chapter.
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Chapter 5

N2S3, an Open-Source Scalable Spiking
Neuromorphic Hardware Simulator

Abstract

One of the most promising approaches to overcome the end of Moore’s law is neuromorphic
computing. Indeed, neural networks already have a great impact on machine learning applications
and offer very nice properties to cope with the problems of nanoelectronics manufacturing, such
as a good tolerance to device variability and circuit defects, and a low activity, leading to low
energy consumption. We present here N2S3 (for Neural Network Scalable Spiking Simulator), an
open-source simulator that is built to help design spiking neuromorphic circuits based on nano-
electronics. N2S3 is an event-based simulator and its main properties are flexibility, extensibility,
and scalability. One of our goals with the release of N2S3 as open-source software is to promote the
reproducibility of research on neuromorphic hardware. We designed N2S3 to be used as a library,
to be easily extended with new models and to provide a user-friendly special purpose language to
describe the simulations.

5.1 Introduction

Neuromorphic computing is a suitable alternative for conventional computation to take the advantages
of low power computing for future computer architectures [18]. In fact, parallel neuro-inspired
computing, by performing computation and storage on the same devices, can overcome the von
Neumann bottleneck. Several large projects are based on neuromorphic systems, such as the EU
Human Brain Project [143], the DARPA/IBM SYNAPSE project [144], and deep learning research led by
Google and Facebook, among others.

Recently, emerging nano-scale devices have demonstrated novel properties for producing new
memories and unconventional processing units. One of those is the memristor, that was hypothetically
presented by Leon Chua in 1971 [6]; after a few decades, HP was the first to announce a successful
memristor fabrication [2]. The unique properties of memristors, such as extreme scalability, flexibility
thanks to their analog behavior, and their ability to remember their last state, make memristors very
promising candidates to be used as synapses in Spiking Neural Networks (SNN) [7].

Given their potential of very low power execution and their capability to handle natural signals,
we focus on SNN. A comprehensive introduction and literature review about SNN was published by
Paugam-Moisy and Bohte in 2012 [145]. The authors explore the computational capabilities of SNN,
their learning capabilities, and their simulation.

Brette et al. [116] surveyed and discussed the existing work on SNN simulation in 2007. All the
simulators discussed in this chapter as well as the more recent Brian [146] target the simulation of bio-
logical SNN. More recently, Bichler ez al. [32] proposed Xnet, a C++ event-driven simulator dedicated to
the simulation of hardware SNN. In our work, we share the goals of Xnet: “intermediate modeling level,
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between low-level hardware description languages and high-level neural networks simulators used
primarily in neurosciences”, and “the integration of synaptic memristive device modeling, hardware
constraints and any custom features required for the targeted application”. In addition to these goals,
we put an emphasis on flexibility and usability to allow the study of various kinds of hardware designs
(possibly by other researchers than us), scalability to simulate large hardware SNNs, and software
engineering best practices (robust and extensible software architecture for maintainability, extensive
test suite, continuous integration, open-source distribution).

In this chapter we present N2S3 (Neural Network Scalable Spiking Simulator,
pronounced “Nessie”, hence its logo), an event-driven simulator dedicated to the
exploration of hardware SNN architectures [147]. The internals of N2S3 are based
on the exchanges of messages between concurrent actors [148], mimicking the
exchange of spikes between neurons. N2S3 has been developed from the ground = gjgyre 5.1:
up for extensibility, allowing to model various kinds of neuron and synapse models, N2g53 Logo
various network topologies (especially, it is not restricted to feed-forward networks),
various learning procedures, various reporting facilities, and to be user-friendly, with
a domain specific language to easily express and run new experiments. It is available as open-source
software at https://sourcesup.renater.fr/wiki/n2s3 so that its users can share their models
and experimental settings to enable others to reproduce their results. In this spirit, N2S3 is distributed
with the implementation of two “classical” experiments: handwritten digit recognition on the MNIST
dataset [20, 26] and the highway vehicle counting experiment [27].

In the remainder of this chapter, we will first detail the fundamental architectural choices of N2S3,
then the models that are already implemented in N2S3, and finally the features that N2S3 provides to
implement and run experiments.

5.2 Event-Driven Simulation Architecture

5.2.1 Event-Driven vs Clock-Driven Simulation

SNN are essentially defined by standard differential equations, but because of the discontinuities
caused by the spikes, designing an efficient simulation of spiking neural networks is a non-trivial
problem. There are two families of simulation algorithms: event-based simulators and clock-based
ones. Synchronous or “clock-driven” simulation simultaneously updates all the neurons at every tick
of a clock, and is easier to code, especially on GPUs, for getting an efficient execution of data-parallel
learning algorithms. Event-driven simulation behaves more like hardware, in which conceptually
concurrent components are activated by incoming signals (or events).

Event-driven execution is particularly suitable for untethered devices such as neurons and synapses,
since the nodes can be put into a sleep mode to preserve energy when no interesting event is hap-
pening. Energy-aware simulation needs information about active hardware units and event counters
to establish the energy usage of each spike and each component of the neural network. Further-
more, as the learning mechanisms of spiking neural networks are based on the timings of spikes, the
choice of the clock period for a clock-based simulation may lead either to imprecision or to a higher
computational cost.

There is also a fundamental gap between this event-driven execution model and the clock-based
one: the first one is independent on the hardware architecture of computers on which it is running. So,
event-driven simulators can naturally run on a grid of computers, with the caveat of synchronization
issues in the management of event timings.

5.2.2 Technological Choices: Scala and Akka

To address our concurrency and distributability requirements (i.e., ability to scale out a simulation
on several computers to handle large networks) we have chosen to use the Scala programming lan-
guage [149] along with the Akka actor library [148].


https://sourcesup.renater.fr/wiki/n2s3

Neuron, Synapse, Network Modeling

5.2.3 Software Architecture

The architecture of N2S3 is organized in Akka actors. Our choice for an actor model aims mainly for
the distribution and scalability of large neural networks. Each entity of the simulation is deployed in a
concrete actor that is assigned to a concrete machine at runtime. The core of a typical neural network
simulation in N2S3 is composed mainly by the following network entities:

Containers Containers are network entities in charge of organizing the network structure. Their
main responsibility is to contain network entities and dispatch messages to their children.

Neurons The basic building blocks of a neural network. In N2S3, a neuron is composed of both its
nucleus (the soma) and its incoming connections (dentrites and associated synapses).

Each N2S3 actor has a network container capable of containing one or multiple entities. This
particularity allows us to control how distribution and parallelism is managed in each simulation.
Figure 5.2 illustrates the architecture with an example network. In this figure, the simulation is made
of one input and a neural network organized in two layers. The input of the simulation resides in one
actor, the hidden layer is split in one actor per neuron, and all neurons of the output layer reside in a
single actor. The reason why one would put several neurons in the same or a different actor is based
on the scalability and the synchronization choices for the experiment. The topology of the network
(discussed in more details in Section 5.3.3) is one of the major influence on these questions.

The communication between simulation entities requires to identify each object by a URI made
of a pair (actor, local_identifier). The component actor is the Akka actor that contains the
entity and local_identifier is a path that identifies each object uniquely within its actor.

Since actors are inherently concurrent, one concern is how the temporal order of messages is
guaranteed during the simulation. To do so, N2S3 allows to configure several levels of synchronization
to be used by the simulation designer. On one end of the spectrum, N2S3 may make use of a unique
synchronizer for the simulation, which will ensure that no causality issues happen but can create a
bottleneck that will affect the performance of the simulation. On the other end of the spectrum, we
can also configure N2S3 to use a synchronization mechanism which is local to each neuron. The latter
policy enables better parallelism, but may cause some temporal consistency problems.

5.3 Neuron, Synapse, Network Modeling

5.3.1 Neuron Modeling

The neuron is a dynamic element and processing unit that emits output pulses whenever the excitation
exceeds some threshold. The resulting sequence of pulses or spikes contains all the information that is
transmitted from one neuron to another one. As we have chosen event-driven simulation, the state of
a neuron is updated only when an event representing a spike is received.

We provide by default a Leaky-Integrate-and-Fire (LIF) neuron model [115]. There are several
reasons for using a LIF model:

B CMOS technology fabrication of this model is available [113,114];

B it is fast enough to simulate, and in particular it is effective for large-scale network simula-
tions [116].

In LIE neurons integrate the spikes coming from other neurons. These spikes can change the
internal potential of the neuron, which is known as the membrane potential or state variable of the
neuron. When the membrane potential reaches a given threshold voltage after integrating enough
input spikes, an action potential occurs; in other words, the neuron fires, generating an output spike.
This is done by updating the membrane potential using the value computed when receiving the last
spike and the analytical solution to the differential equations defining the behavior of the LIF neuron.
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Figure 5.2: N2S3 Architecture. A network is organized in actors that may contain one or more network
entities. Such entities could be for example, neurons, inputs or any other.

In order to improve the learning capabilities of neural networks, we provide two refinements of
the neuron model: homeostasis and a refractory period. Homeostasis [138] dynamically adapts the
threshold of each neuron to the activity of this neuron to prevent a neuron from being over-active or
inactive. To allow more specialization of the neurons, we include a refractory period after the firing of
a neuron during which it ignores incoming spikes.

5.3.2 Synapse modeling and learning

A synapse operates as a plastic controller between two neurons. This plasticity is believed to be the
origin of the learning and memorization capabilities of the brain [150]. Hence, hardware spiking neural
networks usually use some kind of synaptic plasticity to enable learning. In N2S3, we have modeled and
simulated hardware synapses and one standard learning behavior, namely Spike Timing-Dependent
Plasticity (STDP).

STDP is a local weight modification based on the timing difference between presynaptic spikes
and postsynaptic spikes. It increases the connectivity between the neurons when there is a temporal
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causality between the spikes they emitted. This is implemented by locally remembering the past spikes
and updating the synaptic weight according to the chosen STDP rule.

Using a memristor as a nonvolatile synaptic memory has been proposed in previous work [7, 39,43,
151]. The basic artificial synapse model that we provide is taken from [152, 153], which describes a
nonvolatile memristor suitable for event-driven and STDP computation. In addition, we designed a
new model of synapse which is able to forget unimportant events and remember significant events by
combining a nonvolatile memristor and a volatile one [28].

5.3.3 Network Topologies

Another purpose of N2S3 is to allow an easy exploration of different neural network configurations. In
order to facilitate the network construction, neurons are gathered into groups. Those groups, which
usually represent neuron layers, are organized into a specified shape. This information allows the
automation of the builder and of the visualization creation.

Inside a group one can specify the use of lateral inhibition to implement the winner-take-all
rule [141] that states that a spiking neuron inhibits its neighbors during a short time period to allow
the specialization of the neurons and hence to enhance unsupervised learning.

Neuron groups can be connected to each other. Connection patterns are managed by different
connection policies. By default, N2S3 uses unidirectional full connections (each neuron of the input
group is connected to every neuron of the output group). Other policies are also bundled with N2S3,
such as the one-to-one policy, which connects each neuron of the input group to only the corresponding
neuron of the output group, and a random policy, which creates connections according to a given
probability distribution, e.g. to enable Reservoir Computing [154] modeling.

Several builders have the responsibility to create different topologies. They can use the information
of an existing layer (e.g., the shape of the neuron group), if there is one, to construct a new one.
Builders bundled with N2S3 include, for instance, builders for the typical layers of Convolutional
Neural Networks [26].
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5.4 N2S3 Features

5.4.1 Input Processing

The simulator uses a piped stream system to provide stimuli to the network entities. The input process
typically starts by an input reader, which reads data from files or any external source, followed by a
number of streams that filter the input data before feeding it to the network.

Input readers provided with N2S3 allow to read data in a variety of format, including standard
formats such as Address Event Representation (AER), a data format used by spike-based cameras, or
MNIST, used in a standard dataset for handwritten digit recognition (see Section 5.4.5 for details about
the data).

Subsequent filter streams available in N2S3 include coding streams, which convert raw numerical
data into sequences of spike timings, spike presentation streams (e.g., repeating input spike over a
given period, or shuffling spikes), and modifier streams, that alter the input spikes (e.g., by adding
noise). Users are free to use one or multiple input readers and to combine any number of filter streams
in any order; they may also easily create their own readers and filters.

5.4.2 Visualization tools

Users may observe simulation outputs (spikes, weight values...) through network observers. Network
observers follow the observer pattern by subscribing to events in the simulation (e.g., when a spike
happens), perform some calculations on such events, and make them visible to the user. Examples
of such observers range from textual loggers to dynamic visualizations of the spikes of each neuron.
Concretely, N2S3 provides a spike activity map of the network, a synaptic weight evolution visualizer,
and the calculation of evaluation metrics (e.g. recognition rates, confusion matrices...).

5.4.3 Experiment Specification Language

N28S3 includes a dedicated internal Domain Specific Language (DSL) that aims to simplify the creation
of simulations. At a higher level of abstraction, users can design experiments (network topology,
neuron and synapse properties, observation units...) without having to deal with core features such as
synchronization or actor policies. The snippet of code below illustrates (1) the creation of a layer with
18 standard LIF neurons with a 20 mV threshold, (2) its full connection to an existing layer (named
outputLayer), and the addition of two observers: (3) a standard weight observer and (4) a custom
(i.e., defined by the user) spike observer. The DSL also allows the definition of different stages for the
simulation (e.g., splitting the simulation into a training phase and a test phase).

val hiddenLayer =
n2s3.createNeuronGroup() // (1)
.setNumber0fNeurons (18)
.setDefaultNeuronConstructor( () => {
new QBGNeuron()
.setProperty(NeuronThreshold, 20 millivolts)

b
hiddenLayer.connectTo (outputlayer) // (2)
n2s3.createSynapseWeightGraphOn(hiddenLayer, outputlayer) // (3)
n2s3.addNetworkObserver (new SpikeLogger) // (4)

At a lower level, the DSL can specify how neurons are organized within actors (e.g., deploying all
neurons within the same actor or each neuron in a specific actor). Users may use pre-existing policies
or define their own.
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Figure 5.4: Heat map of the synaptic weights after learning the MNIST data base with 30 neurons on
the output layer.

5.4.4 Software Engineering Practices

To ensure the quality of the simulator’s core and its surrounding features, we follow several good
practices of sofware engineering. We use automated tests (unit tests and integration tests) to validate
the basic behavior of the simulator. These unit tests are run both locally and within a continuous
integration environment to detect regressions in the project as soon as possible. N2S3’s codebase is
open-source, and its developers perform periodic code reviews on it.

5.4.5 Standard experiments

N2S3 comes with a set of pre-implemented experiments from the literature. These implementations
both demonstrate the features and simulation accuracy of N2S3 and provide code snippets to allow
users to understand the ESL and help them designing their own simulations. Specifically, experiments
for two standard tasks are provided with N2S3: handwritten digit recognition on the MNIST dataset
and car counting on the Freeway dataset. In both cases N2S3 provide simulation results comparable to
those reported in the literature.

MNIST [20] is a standard dataset for automatic handwritten digit recognition. Since its creation, it
has been extensively used to evaluate algorithms for machine learning, computer vision and document
recognition. The task is to learn to identify which digit is represented on each image. The dataset
includes 60,000 greyscale images of size 28 x 28 pixels, divided into a training set (50,000 images) and
a test set (10,000). The implementation of SNN learning on MNIST provided with N2S3 follows the

experimental settings from [155]: 28 x 28 inputs (1/pixel) and one output layer (10 to 300 neurons).

Figure 5.4 shows the result of learning the MNIST database with 30 neurons on the output layer and
winner-take-all activated to enhance learning. The initial synaptic weights are random.

Freeway [135] is an AER (Address Event Representation) video of a Freeway in Pasadena. Itis a
standard video demonstrating the capabilities of spike-based cameras. The task here is to count the
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Figure 5.5: Input data for the freeway experiment comming from a spike-based camera. The spikes
represent a variation of intensity for a given pixel and are generated asynchronously.

Figure 5.6: Heatmap showing the reconstruction of the contribution of each input pixel to the activity
of the 10 output neurons for the freeway experiment. One can see that some neurons have clearly
specialized to detect vehicles on a particular lane.
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number of vehicles passing over each of the six lanes of the freeway. The input data is the spikes
recorded by a spiking camera of resolution 28 x 28 pixels over a sequence of 78.5 seconds (5.2 millions
spikes). The implementation of the Freeway experiment provided with N2S3 reproduces the experi-
mental architecture and settings described in [27]: 2 x 28 x 28 inputs, one hidden layer (60 neurones),
one output layer (10 neurons), with lateral inhibition on every layer. Figure 5.5 represents the input of
the neural network and figure 5.6 shows the result of the unsupervised learning process.

5.5 Conclusion

We have presented in this chapter a spiking neural network simulator, N2S3. This simulator is dedi-
cated to nanoelectronics-based hardware neural networks. Its simulation strategy is event-based, for
precision and flexibility sakes. As one of the main goals of N2S3 is to promote open research data, i.e.
the open distribution of models and experiments for research result reproducibility;, it is distributed
as open-source software (at https://sourcesup.renater.fr/wiki/n2s3), and a lot of effort has
been put in the software architecture, maintainability and enabling features (I/O, graphical outputs,
logging, domain specific language). N2S3 is distributed with a few neuron and synapse models. It can
simulate not only feed-forward networks but also convolutional or even recurrent networks. Finally, it
is extensively extensible.

We are planning to periodically release new versions in a timeboxed fashion and to perform more
quality measurements in the near future, for example: continuous benchmarking and performance
testing to detect non-functional regressions, adding automated code quality and architectural rules
enforcement to detect potential bugs, ensuring the respect for architectural and programming idioms,
and agilizing the code reviews.

On the functional side, future work include new models of neurons and synapses, new learning
algorithms and procedures, noise modeling, energy modeling, automatic design space exploration,
and new applications.
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Chapter 6

Combining a Volatile and Nonvolatile
Menmristor in Artificial Synapse to
Improve Learning in Spiking Neural

Networks

Abstract

With the end of Moore’s law in sight, we need new computing architectures to satisfy the
increasing demands of big data processing. Neuromorphic architectures are good candidates
to low energy computing for recognition and classification tasks. We propose an event-based
spiking neural network architecture based on artificial synapses. We introduce a novel synapse
box that is able to forget and remember by inspiration from biological synapses. Two different
volatile and nonvolatile memristor devices are combined in the synapse box. To evaluate the
effectiveness of our proposal, we use system-level simulation in our Neural Network Scalable
Spiking Simulator (N2S3) using the MNIST handwritten digit recognition dataset. The first results
show better performance of our novel synapse than the traditional nonvolatile artificial synapses.

6.1 Introduction

Neuromorphic computing has the potential to bring very low power computation to future computer
architectures and embedded systems [18]. Indeed parallel neuromorphic computing, by doing compu-
tation and storage in the same devices can overcome the Von-Neumann bottelneck. Neuromorphic
computing is introduced as an appropriate platform for Big Data analysis and Cloud Computing.
Furthermore, many huge projects are running based-on neuromorphic system such as the EU Human
Brain Project [143], the DARPA/IBM SYNAPSE project [144] and deep learning research by Google and
Facebook among others.

Recently, emerging devices in nano-scale have demonstrated novel properties for making new
memories and unconventional processing units. One of those is the memristor that was hypothetically
presented by Leon Chua in 1971 [6] and after a few decades, HP was the first to announce the suc-
cessful memristor fabrication [2]. The unique properties in memristor nano-devices such as, extreme
scalability, flexibility because of analog behavior, and ability to remember the last state make the
memristor a very promising candidate to apply it as a synapse in Spiking Neural Network (SNN) [7].

In the recent years, there have been several research works using non-volatile resistive nanodevice
as a synapse to build a SNN hardware (7,18, 156]. Forgetting in the biological brain is an important key
of adaptive computation, as without forgetting the biological memory soon becomes overwhelmed by
the details of every piece of information ever experienced. Consequently, some studies have been done
using volatile memory as a synapse in brain-like computing [39, 157, 158]. In this work, we combine
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both volatile and non-volatile types of artificial synapses. It leads to make a synapse which can forget
if the information is not important as well as remember if it is significant data.

Thanks to close collaboration with the nano-electronics research center in the University of Lille
(IEMN), we have the opportunity of studying the suitability of different kinds of memristors (TiO»,
NOMEFET, magnetoresistive, magnetoelectric) to build a spiking neural network hardware platform.
Due to the demonstrated potential of NOMFET (Nanoparticle Organic Memory Field-Effect Transis-
tor) [39, 157] to play the role of a synapse, we use it as a volatile synapse in neuromorphic accelerator.
The non-volatile device could be any solid-state memristor. We have chose here the resistive memory
presented in [152] as non-volatile memory.

We evaluate the synapse box proposal by comparing it with a single non-volatile memory synapse
by simulation on the MNIST handwritten digit recognition benchmark. We use Leaky Integrate and
Fire (LIF) neurons in Restricted Boltzmann Machine (RBM) network topology. To run the simulations,
we introduce the Neural Network Scalable Spiking Simulator (N2S3), a simulation framework for
architecture exploration of neuromorphic circuits.

In the next section we describe the architecture including the neuron and synapse models, as well
as the network topology and the unsupervised training algorithm. Then, in Section 6.3 we present the
experimental evaluation of the two different synapses using the MNIST handwritten digit dataset and
the new spiking neural network simulator we propose, N2S3.

6.2 Circuit Design of Neuron and Synapse in RBM Network

In the biological brain, neurons are computing units. Here we define our computing unit by inspiration
from a biological neuron model. The synapse operates as a plastic controller between two neurons.
The manufacturability is out of scope of this research, however in the synapse box, we have applied the
real parameters of volatile synapse beside the model of nonvolatile Resistive RAM. As there are varieties
of nonvolatile memristor fabrications, finding appropriate one that is compatible with NOMFET seems
not too complicated. It worth mentioning that most of the nanodevices have been reported as Resistive
RAMs (nonvolatile) as well as NOMFET (volatile) are compatible with CMOS circuits [157].

6.2.1 Leaky Integrate-and-Fire neurons

The Leaky-Integrate-and-Fire (LIF) neuron model is a well-studied model of neuron. We discussed it
in this dissertation in 4.3.1. We have applied this model of LIF neurons in our work. If there is enough
spikes in the short period of time which depend on the resistor and capacitor value, the neuron reaches
to the threshold. Vice versa, if there is no or small number of spikes connected to input of neuron the
action potential decrease and neuron is in leaky phase.

6.2.2 New artificial synapse using memristors

Here, we define our computing unit by inspiring from biological neuron model. The synapse operates
as a plastic controller between two neurons. This plasticity is believed as origin of learning and
memory in brain. Figure 6.1 shows a simple circuit of two neurons connected with an adaptive synapse
(memristor).

Before the discovery of a memristor nanodevice, by using state-of-the-art technology, 12 transistors
were combined to mimic the behavior of memristor to perform the STDP learning method [159].
Therefore, using a two-terminal and scalable device such as the memristor could save remarkable
amount of power and cost specially in modeling large scale Spiking Neural Networks. To model
biological synapses, not only do we need a device to be able to store the last activity, but it must
also have enough flexibility to achieve Spike Timing-Dependent Plasticity (STDP) for learning. Using
memristor as a nonvolatile synaptic memory has been proposed in several works [7,39,43,151]. By
using nonvolatile memory, we can guarantee to store the last synaptic weight which is necessary for
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Figure 6.1: a) Schematic of two simple biological neurons connected with synapse, b) Leaky Integrated
& Fire model of neuron connected with artificial synapse (memristor)

network training but the synapse can not forget. To be able to have a synapse which is able to forget,
scientists used a volatile memory cell [157, 158].

6.2.3 New plasticity learning method

Forgetting is a memory mechanism that helps brain having better functionality. In fact, it is believed
that forgetting helps the brain to remember. However, remembering details of many daily activities
and information such as shopping list, novel book details or newspapers not only are unnecessary to
remember but also might interfere with brain functionality for innovative thinking and data analysis.
Basically human brain skips details of insignificant information and remembers the most important,
unique and surprising events and information. In neuroscience, memorization is believed to achieve
as a result of two types of synaptic plasticity: Short-Term Potentiation (STP) and Long-Term Potentia-
tion [150]. STP is achieved through the temporal changing of a synaptic connection and the decrease to
its initial state soon after. In LTP, stimulation iteration causes permanent synaptic weight achievement
as it is depicted in Figure 6.2. Shorter iteration interval leads to more efficient LTP. By inspiring of
this biological theory, we propose a new artificial synapse with the ability to forget insignificant data
while storing significant information. The novel synaptic box includes one organic transistor and one
resistive RAM.
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Figure 6.2: Memorization inspired from biology, the data is stored in Long-Term Memory (LTM) if
the spikes are repeated in a certain time-window, otherwise Short-Term Memory (STM) will store
temporary data.
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6.2.4 Combining a volatile and nonvolatile memristor to make a new artificial
synapse

Resistive RAM is modeled in our previous work [13] and is used here as a nonvolatile memristor in
the synapse box. As it is shown in Figure 6.3.b by changing the doped-undoped regions of device, the
conductance will be changed. Bigger doped region leads to more conductivity. Therefore by controlling
this boundary between two regions, the conductivity is controlled. The behavior of memristor can be
modeled as follows [2]:

(6) = R,,i (D) 6.1)
R, =Ron P 4 R (1_M) 6.2)
m — NLON D OFF D .

where Ry, is the variable resistance of memristor, w(¢) is the width of the doped region, D is the overall
thickness of device, Ron and Rorr are device resistances while the active region is completely doped
(w = D) and mostly undopped (w — 0) respectively (Figure 6.3.b). To model the changing of the
conductance, we use the model extracted from Equation 6.2 and introduced in [153] by considering
gmax = R—})N and gmin = ﬁ as the maximum and minimum device conductance respectively.

Organic synaptic memory is a novel memristive device with capability of mimicking synaptic
properties especially forgetting ability that we discussed it in Section 2. Here, we use a Nano-particle
Organic Memory Field Effect Transistor (NOMFET) as an organic memristive device made of con-
jugated molecules and metal nanoparticles (NPs) which is fabricated by the Institute of Electronics,
Microelectronics and Nanotechnology (IEMN) at Lille university [39]. We use NOMFET as our volatile
device in the synapse box. In the most recent fabrication process [158], NOMFET works at 1 V with a
typical response time in the range 100-200 ms. NOMFET is designed particularly for neuro-inspired
computing architectures [157]. NOMFET uses charge trapping/detrapping in an array of gold nanopar-
ticles (NPs) with the SiO,/pentacene interface designed to mimic dynamic plasticity of a biological
synapse as depicted in Figure 6.3 [157]. The NOMFET is used as a two-terminal device by connecting
drain (D) and gate (G) together and using this terminal as an input. The source (S) is used as output of
the device. Equation 5 shows the behavior of NOMFET as a memristor:

iqs(t) = g(qnp(1), vas(1), Dvgs (6.3)

where g is the conductance of the device, v,4;(f) is the applied voltage and gy, is the charges trapped
in the NP. For more details of physical structure and behavior of NOMFET refer to [157, 158].

Figure 6.3.c is the synapse box schematic that we apply in our simulation platform to take the
advantages of both nonvolatile and volatile artificial synapses. The equivalent circuit of transistor
is depicted in Figure 6.3.d. Actually, weight modification follows the STP rule until reaching the LTP
threshold in NOMFET. The modification of nonvolatile device is based on STDP learning. Indeed
the NOMFET reacts similar to a high-pass filter (HPF). The stimuli spikes with low frequency are not
qualified to pass in forgetting Phase. In LTP stimuli spikes which have more frequency pass to interfere
in learning phase (Figure 6.2).

6.2.5 Network topology and learning

By using unsupervised learning inspired by biological neural networks, we propose a fully connected
network architecture similar to Restricted Boltzmann Machine [160]. To figure out the correlation
between the data, STDP helps to adjust the weight if the sensory input spikes are frequent enough to
pass the STP and remain in LTP phase. In STDB if there is output spike in pre-synaptic neuron and
shortly after in post-synaptic neuron, the conductance of the synapse between two neurons increases.
On the other hand, if the post-synaptic neuron spikes shortly before the pre-synaptic neuron, the
conductance of synapse between two neurons decreases. For more comprehensive explanation for
STDBP we refer you to Chapter 4. To see how plasticity in memristor helps targeting STDP achievement
we refer you to [161].
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Figure 6.3: Artificial synapse: a) Schematic view of the NOMFET as a volatile memory, b) TiO, based
nonvolatile memory, ¢) Synapse box schematic, d) Equivalent circuit with simple elements

The simulator architecture in our work is event-driven, there is no clock to synchronize the inputs
and outputs. Furthermore, by inspiring of biological behavior of brain computing, we apply lateral
inhibition to reduce the activity of the neighbors of winner neurons. This method is known as winner-
take-all (WTA) strategy [162]. The neuron which reaches the threshold first sends an inhibitory signal
to all other neurons in the same layer to reset their states during inhibition time.

6.3 Experimental Validation

In order to check the effectiveness of the synapse, we propose a spiking neural network simulator. Our
requirements for the simulator are: speed (thus event-driven simulation and concurrency), scalability
(thus high-level abstraction and distributability), and adaptability (possibility to model different
synapses, soma, and network topology). After the presentation of the simulator, we describe our
experimental setting and discuss the simulation results that show an improvement in recognition rate
for the synapse box with respect to the simple nonvolatile synapse.

6.3.1 MNIST recognition improvement

We have used the MNIST training dataset of handwritten digits [163] to train and test the performance
of neural networks based on the synapse box. The training set consists of 60000 digits between 0 and 9
and each handwritten number is a 28 x 28 pixel image. In this simulation, we present the full dataset
(60000 images) and full images. Each pixel is connected to one input buffer neuron. Pixel intensity
is between 0 to 255 and is transfered to 0 to 22 Hertz spiking frequency using a Poisson distribution
during a 350 ms presentation window. Based on previous similar work [164], we have chosen a delay of
150 ms between two images. Therefore, there is sufficient time for membrane potentials of all neurons
to reset back to initial values. The network connection weights are between 0 and 1 initialized using a
Gaussian distribution.

The hardware platform is a 4 core i7-3687U CPU (2.10GHz x 4). We have simulated different
network topologies consisting of 2 fully interconnected layers, with a fixed input neuron number
(28 x 28 = 784) and different output neuron number. The neuron model is LIF and we evaluate two
types of synapses: non-volatile (NV) and proposed synapse box (volatile/nonvolatile or VNV).

To measure and evaluate the network classification accuracy after a fully unsupervised learning
period consisting of the presentation of the full MNIST data set, we label the output neurons using
10000 samples of MNIST: After training, we stop all synaptic modification processes such as STDP, STP
and LTP. We assign a number class to the output neuron which has most frequent firing rate during
the presentation of the 10000 labelling samples. Using these labels, we then evaluate the recognition
rate of the network on 10000 different test samples by comparing the known class of the input with
the class of the most firing output neuron. As it was observed in similar works [164] and [152], the
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Figure 6.4: Synaptic weights (conductance of non volatile memristor) learned in simulation using
the synapse box with 100 output neurons. The weights in the corners are random because they were
always filtered out by the volatile memristor and thus are never modified or even read.

recognition rate depends on the number of neurons and synapses, and the number of repetitions of
the presentation of the dataset to the network. In the experiments, we present 60000 digit the dataset
the smallest number of time that is necessary for learning. That is 1 time for less or equal to 50 output
neurons, 2 times for less or equal to 100 output neurons and 3 times for more output neurons. With
these numbers of presentations, we obtain recognition rates that are comparable to the state of the art.
The running time of the simulations are also comparable to those of similar experiments though it is
difficult to make accurate comparisons.

An example of the conductance weights learned in N2S3 on the MNIST dataset is shown in Figure
6.4 for 100 output neurons. As it is obvious in the figure, the border of each digit did not pass the
NOMFET high-pass filter because of low frequency changes. This is the impact of forgetting properties
in synapse box to skip unimportant data or noise. To demonstrate the functionality of the synapse
box, we compare the recognition rate of networks of the same topology but using different synapse
models: a simple nonvolatile synapse (NV) model and the volatile-nonvolatile (VNV) synapse box
model. We have run 10 simulations for each number of output neuron and each synapse. The results
are summerized in Figure 6.5 showing the distribution of the recognition rates for each configuration.
We can conclude that using the synapse box improves the recognition rate in average by a small but
consistent margin.

Although it is not shown in Figure 6.5, we have also made the comparison using 300 output neuron
and the best recognition rate we have obtained is 89.4 %.

6.4 Conclusion

In this study, we have introduced a novel synapse box with the possibility to forget and remember
inspired from biological synapse properties. This synapse box is composed of a volatile memristor
(NOMEFET) followed by a nonvolatile resistive RAM. The volatile memristor acts like a high-pass filter
to enhance short term plasticity and the nonvolatile resistive RAM enables long term potentiation.
Both work together in the spike timing dependant plasticity unsupervized learning process.

In addition, in this work we have also announced and used our event-based simulator, N2S3
(Neural Network Scalable Spiking Simulator). It is specifically designed to simulate hardware spiking
neural networks. N2S3 is quite flexible to explore different network architectures, synapse and neuron
models to help design hardware architectures and VLSI circuits. To evaluate and verify the new synapse
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Table 6.1: Comparing network architecture efficiency for two synapses: nonvolatile (NV) v.s volatile-

nonvolatile (VNV) synapse

#Output | #synapses | Training NV VNV
neurons repetition
2 67,17% | 68,73%
2 1
0 5680 3 68,35% | 70,68%
2 75,05% | 77,29%
30 23520 3 76,50% | 78,91%
2 77,79% | 79,60%
50 39200 3 79,88% | 82,12%
2 82,32% | 84,83%
100 78400 3 85,11% | 86.76%
2 86,23% | 87,59%
300 235200 3 88,23% | 89,46%
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Figure 6.5: Recognition rate as a function of number of output neurons. In the box plot for each
number of neuron, we compare the recognition rate of the two synapse models. The whiskers of the

box plot represent the minimum and maximum recognition rates of the 10 simulations.
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box as well as the functionality of the simulator, we have used the MNIST handwritten digit dataset.
The first results demonstrate an improvement in recognition rate by using the synapse box over a
single nonvolatile memristor synapse. We will continue to explore the various parameters and device
combinations to help design the most efficient hardware neural networks as possible.

For future works, we also propose to study different neural network topologies such as deep belief,
recurrent and convolutional neural networks to evaluate the synapse box benefits and costs (area,
energy, manufacturability, variability) in other contexts.



Chapter 7

Evaluation methodology and parameter

exploration to improve performance of

memristor-based spiking neural network
architecture

Abstract

The brain-inspired spiking neural network neuromorphic architecture offers a promising solu-
tion for a wide set of cognitive computation tasks at a very low power consumption. Due to the
practical feasibility of hardware implementation, we present a memristor-based model of hardware
spiking neural networks which we simulate with N2S3 (Neural Network Scalable Spiking Simulator),
our open source neuromorphic architecture simulator. Although Spiking Neural Networks (SNN)
are widely used in the community of computational neuroscience and neuromorphic computation,
there is still a need for research on the methods to choose the optimum parameters for better recog-
nition efficiency. With the help of our simulator, we analyze and evaluate the impact of different
parameters such as number of neurons, STDP window, neuron threshold, distribution of input
spikes and memristor model parameters on the MNIST hand- written digit recognition problem.
We show that a careful choice of a few parameters can significantly improve the recognition rate on
this benchmark.

7.1 Introduction

Neuroinspired computing has the potential to carry very low power computation to future computer
architectures and embedded systems [18]. Indeed parallel neuromorphic computation, by performing
computation and storage in the same devices can overcome the Von-Neumann bottleneck. There
are two broad types of brain-inspired cognitive computations: abstract artificial neural networks
(ANNSs) and closer to biology spiking neural networks (SNNs) [165]. Machine learning algorithms
such as classical ANNs and more recently deep belief networks [21, 166] are widely used for data
classification and clustering. However, ANNs are a highly abstract mathematical model of neurons
that are designed to be executed on digital traditional von Neumann processing platforms (more and
more using accelerating units such as GPUs). ANNs only use rate coding to represent neuronal activity
and are not capable of taking into account the precise relative timing of spikes that are significant
when dealing with natural signals that are more and more significant in the internet of things. The data
should be coded to spikes to be processed in SNN, which is known as spike coding (versus rate coding
in ANN). SNNs offer online real time unsupervised learning through continuous weight updating which
is performed on local synaptic weights. This temporal and spatial locality is important in hardware
implementations of neural networks because it frees this architecture of the memory bottleneck of Van
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Figure 7.1: Neuromorphic vs SNN, a) The memristive synapse connects the spiking neurons in config-
urable crossbar array suitable for stdp unsupervised learning, the presynaptic neurons are considered
as inputs and postsynaptic neurons play output rolls. b) The spiking neural network two layers of this
three layers could similarly operates as crossbar array.

Neumann architectures. Recent advances in nanotechnology have provided neuromorphic computing
architecture with novel memristive devices which have the capability of mimicking synaptic plasticity,
such as resistive switching memory (RRAM) [61, 95, 137], phase change memory (PCM) [62,167,168],
Conductive Bridge memory (CBRAM) [32,63,169], and ferroelectric memory (FeERAM) [36,170]. The
advantages of using these memristive nanodevices to model the behavior of synapses are their unique
properties, such as scalability, flexibility because of their analog behavior, manufacturability on top of
CMOS technology to make a crossbar array (shown in Figure 7.1) and ability to remember the last state
in a SNN [7]. Fortunately due to close collaboration with the nano-electronics research center in the
University of Lille (IEMN), we have the opportunity to study the appropriateness of various classes
of memristors (e.g., TiO,, NOMFET, Magnetoelectric) to build a SNN hardware platform by using real
parameters. The non-volatile resistive switch could be any solid-state RRAM. We have chosen here
the resistive memory presented in [152] as non-volatile memory because it is representative of such
devices.

It is widely believed that plasticity is the key of learning in the biological brain [171]. Conse-
quently, with the latest proposals to use the memristive nano-devices as synapses, we implement
an efficient and well-studied unsupervised learning rule known as spike timing dependent plasticity
(STDP) [127,172]. In this study, we show that the memristive synapse is adapted to unsupervised STDP
learning in SNNs. We explain the required technology and architecture with system-level simulation.
For implementation and results, we use the MNIST dataset of handwritten digits [163] to test the per-
formance of neural networks. Although, there are various research works using STDP learning in SNN
architecture and neuromorphic VLSI implementations, none of them evaluates and analyzes the key
parameters that improve learning and SNN recognition performance in those architectures. Our main
contribution is to evaluate and explore the impact of several parameters on the learning performance
of SNNs for the MNIST benchmark: the number of neurons in the output layer, the duration of the
STDP window, various thresholds for adaptive threshold LIF neurons, different distributions of spikes
to code the input images and the memristive synapse fitting parameter.



Experimental evaluation of the influence of four parameters on the classification of handwritten digits

N0y
N OMNLN
WWwy QD
helty

CWENNNN0Yy 600 Oy =

QG0 PN YW
WaGNQ NN

NNNSLD
D WUy =

NL GOog
MN—=—cWwilye
~NS~SodLLOo
ANOROQDN—20
=20 LN-D0W0

7
0
g
6
/
é
g
0

0
[

s
7
;

B

-t wLen.0l

28
27
g ¢
| &
41
23
- 6
Ob
o4 9

QU <~OWN PN

254727 /10684

Figure 7.2: Sample heat maps of the synaptic weights after network training with four different numbers
of output neurons (20, 30, 50 and 100).

7.2 Experimental evaluation of the influence of four parameters on
the classification of handwritten digits

In this section, we evaluate and explore the effects of four parameters on the performance of the
network architecture namely the distribution of input spike trains, the STDP window duration, the
neuron thershold, and the synapse § parameter. These parameters will be fully described in the
following. The full MNIST dataset is presented twice to the networks with four different numbers of
output neurons. A sample of output results is shown in Figure 7.2 for 20, 30, 50 and 100 output neurons.

Simulation has been done using our event-based Neural Network Scalable Spiking Simulator
(N2S3). N2S3 has been developed to implement, evaluate and simulate spiking neuromorphic hard-
wares. We vary each parameter independently to asses its influence on the recognition rate. The
default value for these parameters are taken from the values listed in the literature. We call this set of
parameters the baseline.

B Input spike train distribution: Poisson.
B STDP window duration: 25 ms.

B Neuron threshold: 15 mV.

B Synapse  parameter: 1.5.

At the end of this section, in section 7.2.5, we compare the baseline with the best parameters
obtained separately and discuss the results.
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Figure 7.3: The comparison of three different distributions for generating spike train by transfer-
ring MNIST database pixels to spike train. These distributions are tested with different number of
neurons=20, 30, 50, 100.

In all the simulations, as the weight initialization is random, each simulation has been repeated 10
times and the results are shown in box plots with the default parameters of the box plot function of the
R statistical tool.

7.2.1 Effect of spike distribution

As the platform is working using spikes for processing the data, we need to generate spikes train of
the images of MNIST dataset to extract a spike-based dataset from a frame-based dataset respecting
to intensity of each pixel of images. The pixel intensity is between 0 to 255 and should be transfer to
the spike train to be readable by SNN. For instance, Diehl and Cook [164] use a method which the
maximum pixel intensity of 255 is divided by 4, resulting in input firing rates between 0 and 63.75
Hz. Yet there is a question that with which interval time between two spikes we generate the spikes?
Therefore, statistical distribution rules can help to generate appropriate spike train when encode the
pixels.



Experimental evaluation of the influence of four parameters on the classification of handwritten digits

Poisson input spike train distribution

Here we explain a particular class of random process called a Poisson spike train process. Define p(?)
response function to the input stimuli:

k
p(=) 6(t—1t) (7.1)
i=1

where £k is the total number of spikes in the spike train, and t; defines the time each spikes occurs. The
unit impulse signal is defined as:

1 if t=0

0 otherwise (7.2)

5(t)={

The instantaneous firing rate (e.g., of a sensory neuron) can now be formally defined to be the expecta-
tion of the sensory input response function which is r(¢) = (p(#)). The average spike count between
times #; and f, can then be defined from the instantaneous firing rate:

[2)
(n) =f r(n)dt, (7.3)

h

the probability of a spike occurring during a given brief time interval is equal to the value of the
instantaneous firing rate during that time interval times the length of the interval:

P(one spike in (t-At,t+At) = r(nAt. (7.4)

We assume the instantaneous firing rate r is constant over time. This is called a homogeneous
Poisson process. From Equation 7.3 it is derived (n) = rAt for any interval At = f, — t;. Equation
7.4 can be used to generate a Poisson spike train by first subdividing time into a bunch of short
intervals, each of duration At. Then generate a sequence of random numbers x[i] uniformly distributed
between 0 and 1. For each interval, if x[i] < rAt, we generate a spike otherwise no spike. This
procedure is appropriate only when At is small enough for e.g., millisecond range. Using Poisson
distribution, we made an event-based version of MNIST [173] and it is available open-source online
(https://github.com/MazdakFatahi/evt-MNIST). We refer to intensity of pixels as the probability that a
spike occurs within an interval.

Other distributions of the input spike trains

In our simulation, the pixel intensity between 0 and 255 is transferred to 0 to 22 Hz spiking frequency
using different probability distributions during a 350 ms presentation window. Based on previous
similar work [164], we have chosen a delay of 150 ms between two images. Therefore, there is enough
time for membrane potentials of all neurons to reset back to their initial value. The network connection
weights are between 0 and 1 initialized using a Gaussian distribution. We compare uniform, Gaussian
and Poisson distribution using different numbers of output neurons in Figure 7.3. This figure shows
that the choice of the input distribution does not have a significant impact on the recognition rate of
the network. That means that the classification of the inputs is done mainly on the frequency of the
inputs regardless of the precise timing of the spikes.

Figure 7.4 depicts recognition rate for different number of neurons using three various spike train
distribution. This figure demonstrate that increasing the number of neuron increase the recognition
rate. We expected such a behavior because increasing the number of neurons will increase the number
of synapse in the network therefore the chance of learning is increased due to more precise coding. It
is worth to note that in general the relation between the number of neuron and learning performance
is not always increasing ratio while we increase the number of neurons. The reason is that the random
selection of number of neurons might cause either overfitting or underfitting problems.

89



CH7. EVALUATION METHODOLOGY AND PARAMETER EXPLORATION TO IMPROVE PERFORMANCE OF
MEMRISTOR-BASED SPIKING NEURAL NETWORK ARCHITECTURE

90

@ 80 |

e

s

§ 75

=] —e— Poisson

§° —=— Gaussian

é 70 —e— Uniform

65 - - - - >
0 20 40 60 80 100

Number of output neuron

Figure 7.4: The recognition rate of the network using different number of neurons and three spike train
distributions.

7.2.2 Effect of STDP window duration

Activity-dependent modification of synaptic weights because of STDP depends on the correlations
between pre- and postsynaptic firing over timescales of tens of milliseconds [174]. Contrarily to a
biological simulation, as we simulate hardware SNNs, we can choose some parameters. The way
STDP is implemented in hardware is a very important parameter. We use a simplified form of STDP
(from [175]) where the weights of the synapses are always slightly decreased except when there is a
temporal correlation between a presynaptic firing and a postsynaptic firing during a time window of
duration STDP window. We look here at the influence of this STDP window duration on the learnig
capabilities of our networks.

The duration of the STDP window is related to the frequency of the input spike trains. As the
maximum frequency is 63.75 Hz, the STDP window duration should be of approximately the same
duration as the corresponding period, 15.7 ms, or higher. To be able to evaluate the optimum STDP
window duration, we have started using a 15 ms duration and increasing to 65 ms by increments of
10 ms as it is depicted in Figure 7.5.

The results show a low performance using 15 ms regarding to other STDP window durations. We
have a remarkable improvement from 15 ms to 25 ms and the best results are obtained using the range
between 35 ms and 55 ms. At 65 ms, the recognition rate starts to decrease. Our interpretation is that a
too short duration does not allow to capture all the high intensity pixels in the input, and a too long
duration is not specific enough as it captures too many mid range pixels and thus is not specific enough.
One would need to do additional experiments to check how the STDP window influences the learning
speed of the network. Indeed, here we just check the final network state after two presentations of the
60000 images of the MNIST dataset, but the convergence speed of the SNN may well depend also on
the STDP window duration. Figure 7.6 illustrates the average recognition rate of neural networks using
various number of neurons.

7.2.3 Effect of neuron threshold

In our hardware simulation, we use the Leaky-Integrate-and-Fire (LIF) neuron model. This type of
neuron model is fit for SNN architectures [115] due to several properties such as avalablility of low-
power CMOS design using subthreshold regime transistor [5], fast to simulate, and particularly efficient
for large-scale network simulations [116].

The LIF model is described in Chapter 4, Equations 4.8 and 4.9. If injected currents from synapses
are large enough, they cause the action potential to pass the threshold voltage, and the neuron fires.
It means there are enough input spikes in a short time-window. When there is no or only a small
number of spikes in a time-window, the neuron is in the leaky phase and the state variable decreases
exponentially. The duration of this time window depends on 7, = RC.
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Figure 7.5: The comparison of different STDP-window duration for using different number of neu-
rons=20, 30, 50, 100. The MNIST digits dataset after converting to the corresponding spikes to the
pixels densities, are presenting to the network for 350 ms for (each frame). The 150 ms pause between
each digit presenting are considered. This figure illustrates the performance of neural network using
four various number of neurons and different STDP-windows.

To simulate the LIF neuron, we have to define a threshold for the neuron. Furthermore, we used
the homeostasis technique to improve the network stability and performance. It means that if one or a
group of neurons are too active when reading the input data, we slightly increase the threshold and
vice versa if one or some neurons are inactive during the training process the threshold is decreased
slightly. In this section, we verify and analyze the spiking neural network performance while using
different thresholds for the same neurons to reach the best threshold value. To be able to trace only
the impact of different thresholds on the system performance, we use the same homeostasis for all
neurons with the same rate of increasing and reduction. The range of threshold values have been
chosen to cover the minimum and maximum action potential in the network. Figures 7.7 and 7.8
shows the effect of the different thresholds on the recognition rate. The results show that the neuron
thresholds between 25 and 35 mV lead to the best recognition rates. However, for the larger numbers
of neurons choosing a threshold of 45 mV also leads to an acceptable performance. In contrast, for the
networks with the smaller numbers of neurons the lower thresholds lead to a good recognition rate in
the network. One could think that it is easily explained because in the networks with more neurons,
each neuron is connected to a larger number of other neurons and thus receives more incoming spikes
and thus reach its threshold sooner. But here, the number of inputs of the neurons is constant and
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Figure 7.6: The recognition rate of the network using different number of neuron and six different
STDP-wnidows.

equal to 28 x 28 = 784, the number of pixels in the image. Actually, the winner-takes-all rule increases
the connectivity of the neurons inside the layer, but for inhibitory purposes. In general, the optimal
value of the neuron threshold depends on the network architecture, and more generally on the activity
of the network. In our case, the differences are not large enough to conclude and we would need to
run a much larger number of simulations to check if this shift on the optimal value is real or just a
random effect. In Figure 7.8, we compared all four threshold values for having a better comparison.
The mean of the ten times running values is considered for this figure. As it is obvious from Figure
7.7 small threshold value has better performance with small number of neurons and larger threshold
value has better performance with only the larger number of neurons. However if we want to choose
one threshold for neurons in network, definitely the average values (35 and 25 mV) demonstrate better
performance as it is more obvious in Figure 7.8.

7.2.4 Effect of synapse  parameter

The quality of the synapse and the rate of conductance change of synapses causes influence on the
learning capabilitiesof SNNs. For instance using binary synapses which switch from zero to one will
cause much lower performance in learning than using an analog synapse. Therefore the amount of
change after updating the weights is important. The conductance change does not only depend on the
STDP rule for modification but also on the characteristics of the synapse itself. Here, we evaluate the
network learning performance when changing parameters in the synapse to modulate the synaptic
weight change rate.

For the model of memristor as an artificial synapse, we use the model introduced in [152, 153]
which is inspired from experimental memristive devices measurements [41]. The increasing and
decreasing of conductance is presented by Equation 7.5 and Equation 7.6 respectively.

_ 8~ 8min
Aglnc — aince 8max—8min (75)

8max—§

AZdec = adece_ §max=&min (7.6)

Zmax and gpin are the maximum and minimum of conductances of the memristor. &;, and a g¢¢
characterize the conductance step and  is a fitting parameter. To evaluate the impact of synaptic
conductance on learning in the neural network, we vary the g fitting parameter because it directly
affects the amplitude of the weight modifications. The other parameters in the simulation are fixed
to gmax =1, &min = 0.0001, &;,. = 0.01 and a 4., = 0.005. The initial conductance of the nanodevices
before starting to train the network are chosen randomly around the mid-range. We observed no
remarkable effective impact on the network performance, which is a proof of neural network robustness
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neurons=20, 30, 50, 100. The threshold between 25 and 35 mV demonstrate better performance in the
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R 807
Q
[
g
£ 75|
g
&
g —e— Threshold=15 mV
e —=— Threshold=25 mV
07 —e— Threshold=35 mV
—+— Threshold=45 mV

0 20 40 60 80 100
Number of output neuron

Figure 7.8: comparing network performance using various number of neuron with different threshold

93



CH7. EVALUATION METHODOLOGY AND PARAMETER EXPLORATION TO IMPROVE PERFORMANCE OF
MEMRISTOR-BASED SPIKING NEURAL NETWORK ARCHITECTURE

94

Neuron=20 Neuron=30

—_

B
[
|
|

|

|

%
|

6600
1

7200
1

Rate Recognition X %
Rate Recognition X %

6400
7100
1

6200
1
o
7000
1

T T T T T T T T
15 18 2 25 15 18 2 25

Different Beta factors of artificial synapse Different Beta factors of artificial synapse

Neuron=50 Neuron=100

8550
1

8000
1

8500
1

7900

8450
1

7800
8400

Rate Recognition X %
Rate Recognition X %

8350
1

7700

_

8300
1

T T T T T T T T
15 18 2 25 15 18 2 25

Different Beta factors of artificial synapse Different Beta factors of artificial synapse
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30, 50, 100. The results demonstrate better performance using § between 1.8 and 2. However, the
differences are not distinguishable which is a prove of memristor devices robustness to the variations.

Synapse Distrib. STDPw. Thres. S

Best VNV Poisson 55 ms 35mV 2
Baseline NV Poisson 25 ms 15mV 15

Table 7.1: Best parameters vs. baseline parameters

to variations as is reported in [175]. The results for four different number of neurons in the output
are presented in Figure 7.9 and 7.10. Although the network performance variation using different

parameters is not remarkable, the results demonstrate slightly better performance using f between 1.8
and 2.

7.2.5 Discussion

As a final experiment we compare the baseline (values inspired by the litterature) with the best values for
all the evaluated parameters, including the volatile/non volatile synapse of Chapter 6. The parameters
are listed in table 7.1. Other network elements and parameters that are not listed in table 7.1 are the
same for both models.

We have evaluated both models using the same number of output neurons that were used in
the parameter evaluation sections with the addition of 300 neurons for the output layer. The results
in Figure 7.11 demonstrate enhanced performance using the best obtained parameters rather than
baseline parameters. These results, as most simulations shown in this study, show that the variation of
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Figure 7.11: Using the best parameters significantly improves the recognition rate.

recognition rate due to the random initialization of the synaptic weights is around 6 to 8 points with
half of the results in a 3 to 4 point range. The ranges of variation of the best version and of the baseline

overlap, so one does not have the guarantee that using theoretically better parameters will lead to a
better performing network, it is just statistically better.

As a summary, we can conclude from this study that:

B The parameters that have a significant influence on the learning rate are the number of neurons

in the SNN, the kind of synapse (volatile or synapse box), the duration of the STDP window and
the neuron threshold value.

B The distribution of the spikes in the input spike trains and the g fitting parameter of the volatile
synapse do not have a significant impact on the recognition rate.

B One can significantly improve the recognition rate of a SNN by choosing better parameters.

B There is a relatively large spread of the recognition rate due to the random initialization of the
synaptic weights in the simulations.

Thus a design space exploration should concentrate on the parameters that influence significantly
the recognition rate, first of all the architecture of the network (number of neurons, topology), and
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then tune the other parameters. This design space exploration should be based on a statistical analysis
of the performance of the network by running several simulations for each combination of parameter
values. Finally, researchers should explain clearly what they mean when they give a single number as
the recognition rate of a given SNN, is it a mean of several rates, the best rate or just a single rate.

7.3 Conclusions

We have presented an empirical study of the influence of several parameters on the recognition rate of
memristor based hardware SNNs on the MNIST benchmark. This study is based on simulations run
with N2S3, an open source simulator we have developped to help design neuromorphic circuits.

This study has shown that not all parameters have a significant influence on the learning rate of
SNNs and thus that a design space exploration should concentrate first on the architecture of the
network; then, the kind of device used as a synapse, the STDP mechanism used and its parameters,
and the threshold of the neuron. This study is only valid on the MNIST benchmark and should
be complemented by similar studies on other test cases to confirm these findings, especially test
cases using natural data in spiking form where the precise relative timings of the input spikes would
necessitate more precise STDP mechanisms than the simplified one used in this study that is only
sensitive to the average frequency of the input spike trains.

In the future, we will explore different models of synapses and neurons, more complex network
topologies and STDP mechanisms, and enhance the N2S3 simulator with automatic design space
exploration facilities that will concentrate on optimizing the most significant parameters discovered in
this study. In addition to the recognition rate (or classification capabilities), we will also evaluate other
performance measures such as the power consumption of the circuit or its convergence speed.



Chapter 8

Deep learning in spiking neural network

Abstract

Deep learning recently is used in several state-of-the-art studies and developments due to its
ability in pattern recognition data classification. Most of the research work and applications are
in machine learning domain. In this chapter, we introduce a framework to use the proposed rate
based version of Contrastive Divergence (CD) updating weight rule. Respecting to the rate aspect
of neural coding, we develop a Spike-Based Deep Belief Network (S-DBN) with Leaky Integrate-
and-Fire (LIF) neurons and the model is evaluated using ORL face detection dataset. The proposed
method provides a suitable framework that can be used in implementing deep architectures in the
neuromorphic hardware systems.

8.1 Introduction

Deep learning is currently very active research area in machine learning and pattern recognition
society due to its potential to classify and predict as a result of processing Big data and Internet of
Things (IoT) related data. The implementation on neuromorphic hardware platforms emulating
large-scale networks of spiking neurons may present important advantages from the perspectives
of scalability, power dissipation and real-time interfacing, and better recognition performance in
neural network learning [176]. Considering brain mechanisms, prerequisite for an intelligent system
is utilizing multi- level architecture such that each level of the model provides extracted features for
the next one. This approach of feature extraction leads the system to implement complex functions
using higher level of abstraction. Deep Learning is a set of powerful machine learning methods for
training deep architectures. Considering the inherent inefficiency of learning methods from traditional
Artificial Neural Networks in deep architectures, Contrastive Divergence (CD) has been proposed to
train Restricted Boltzmann Machines (RBM) as the main building blocks of deep networks [33]. Deep
architectures can be developed by stacking RBMs and training the layers using Contrastive Divergence
(CD) as the most efficient algorithm in deep learning in a greedy layer-wise approach [21].

Despite the proficiency of deep architectures in machine learning tasks, implementing these
models in common platforms can be a very time and resource consuming process. The conventional
digital computers because of using Von Neumann architecture, waste too many energy specifically
through storing results and retrieving data in/from memory elements [177]. The neuro-inspired
computational platform which has memory next to the computation unit, could be an alternative
solution for efficient computation using CD algorithm. Spiking Neural Networks (SNN) are more close
to biological neurons rather than abstract mathematical models. The important aspect of spiking
model of neurons is its potential for hardware implementation as a very specific and power efficient
hardware accelerator. In SNN the neurons communicate using spikes [34]. Therefore, we have to
design an NN architecture that implement spiking data. In this chapter, we present a framework for
using Contrastive Divergence to train an SNN using RBM and spiking LIF neurons. This framework
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Boltzmann Machine Restricted Boltzmann Machine

Figure 8.1: Restricted Boltzmann Machine is a network of neurons which neurons in one layer are
connected to all neurons in the next layer.

can open a new window toward the neruromorphic architecture designer to apply the state-of-the-art
of machine learning learning algorithm in SNN architecture.

To overcome the challenge of using spiking neurons in machine learning domain, one uses the
abstract model of neuron. OConnor et al. [94] applied an abstract model of Leaky Integrate-and-
Fire (LIF) neuron called Siegert neuron [178] to approximate the average of output firing rates of
LIF neurons. Using this abstract model as a unit of a Deep Belief Network (DBN) and exploiting
the standard Conterastive Divergence (CD) algorithm, they have trained an DBN and the adjusted
weights are transferred to a functionally equivalent Spiking platform of LIF neurons. Using such an
offline learning approach, all the weights are fixed and no weight adjustments can be performed in
application platform.

Spike-Timing Dependent Plasticity (STDP) as the main Hebbian-based learning method, is used
for updating the synaptic weights in SNN [34]. This spike-based learning rule in a time-averaged can be
interpreted as anti-Hebbian and Hebbian correlations between input and output spikes [179]. In [176]
utilizing an abstract model based on neural sampling a STDP-based version of CD has been proposed
and a single RBM is trained online successfully.

In this work, regrading the rate aspect of neural coding, we proposed a rate coded contrastive
divergence as an online learning rule for spike-based RBM. Consequently, using the proposed learning
approach, an acceptable accuracy of a Spike Based DBN is demonstrated.

Finally, the remainder of this study is organized as follows. In Section 8.2, we discuss the math-
ematical backgrounds of the CD and compare the spike coding with the rate coding in the neural
architecture. In Section 8.3, after studying the preliminary principles of an online model, a contrastive
divergence adapted to the spike-based RBMs is proposed. The proposed approach is developed and
verified in Section 8.4 for a single spiking RBM and also for the desired Spike-Based Deep Belief Net-
work. The model is evaluated in Section 8.5. Finally, the conclusion as well as future possible works
have been discussed in Section 8.6.

8.2 Restricted Boltzmann Machine and Contrastive Divergence

Restricted Boltzmann machines, as a model of artificial neural networks, have been driven from
Boltzmann machines. RBM consists of binary stochastic units connected to each other using bidirec-
tional edges. It can represent a probabilistic distribution to learn the basic features of an unknown
distribution using observed data, which is considered as the training data. Generally, training in
Boltzmann machine, as fully Recurrent Neural Network (RNN), is involved with a large number of
complex computations. Therefore, applying some restrictions to the Boltzmann machine topology
leads to a less complex structure called Restricted Boltzmann Machine (Figure 8.1). From a structural
point of view, RBM has one visible and one hidden layer, where all the units in the visible and hidden
layers are symmetrically connected, but there is no visible-visible or hidden-hidden connection. The
structure of the Boltzmann machine is related to the proposed structure in 1982 by John Hopfield [108].
The Hopfield model is driven from thermodynamic systems and can be quantified through equilibrium
energy. Each state of the Boltzmann machine can be expressed as a value called energy of the state.
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Equation 8.1 presents the energy function of a given RBM as a restricted type of Boltzmann machine.
E(V,H):—ZZvihjwij—Zaivi—ijhj, (8.1)
i i j

where E is the total energy of the network, v; is the state of visible i th unit, h j is the state of j th hidden
unit, w;; is the weight between v; and hj, a; and b; are the biases. The assigned probability to each
configuration of the network states are:

1
p(V,H) = Ee‘E(V’H), (8.2)

where Z = ¥y eV is a partition function. RBM, as a generative model, tries to generate an internal
representation of its environment. Increasing the log-probability of the generating input data vector
using equation 8.2 leads to contrastive divergence [180] updating weight rules for RBM:

Aw;j=n(< Vvihj>gata — < Vilj >model)- (8.3)

In equation 8.3, < v; hij > 444 represent the expectation under the distribution specified by input data
vector and < v;iij > 04,1 is the expectation under the distribution specified by internal representation
of the RBM model. Also the probability of i2; using a given V as the input data vector, for each j in
hidden layer is 1 with probability p(h; = 1|V):

p(hjzll‘/):o’(bj'f‘zl'l/[wij)y (84)

when o (x) is the logistic sigmoid function and can be defined as:

o(x)= (8.5)

1+e*

In contrastive divergence using Gibbs updating chain (initiated with training data) and iteration
sampling for a limited time, the approximated value for < v;h; > ;0401 can be computed perfectly
[180, 181]. A single step of Gibbs sampling using H as a given hidden vector can be expressed as

pvi=11H)=0(a; +Zjhjw;j). (8.6)

According to [181] only one step of contrastive divergence (CD;), can provide an acceptable approx-
imation of gradient of the log probability of the training data and iterating the process for k times
provides a more precise value:

Aw; ¥ =n(< vih; >° - <v;ih; >5), (8.7)

when < v;h; >0 is equal to < v; hj>g4ara and < v;h; >k means iterating Gibbs sampling for k times.
Also the biased will be updated using these equations:

Aa)* =nw® - v;%), (8.8)
and

(Abj)k:n(hjo—hjk). (8.9)

8.3 Deep learning in artificial neural networks versus spiking neural
networks

Artificial Neural Networks as a tool of artificial intelligence can demonstrate high level of accuracy
in machine learning problems and specifically in face recognition applications [182, 183]. On the
other side the brain inspired models and specifically Spiking Neural Networks are very suitable to
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Figure 8.2: Siegert abstract neuron model [184]

be implemented in VLSI. Therefore, to have a biological model of neural networks in hardware level
SNN is applied. The SNN can be trained using an unsupervised Hebbian-based learning rules such as
Spike-Timing Dependent Plasticity (STDP). However respecting to the deep architecture of the brain
to have a deep SNN, we have to use efficient algorithms for deep architectures.

Spiking model of neuron uses short pulses (spikes) to coding data [34]. Since the shape of spikes
are generally the same, then the rate and the time of spikes are the determinant parameters in data
transferring in biological models. Comparing the biological inspired model to machine learning
algorithms, it is obvious that the time parameter has no role in data coding in machine learning
domain. Consequently, we have to overcome this gap between ANN and SNN if we want to use
machine learning algorithms (e.g., ANN) in SNN platforms.

In this study, we use the Siegert neuron model that can approximate the mean firing rate of Leaky
Integrate-and-Fire neurons with Poisson-process inputs. Siegert abstract model using mathematical
equations can estimate the input-output rate transfer function of Leaky Integrate-and-Fire neurons.
Figure 8.2 shows the equation of the Siegert neuron [178, 184]. SNNs use spike trains with randomly
distribution of spike times. To be able to use Siegert model as a unit in our network, we assume the
spike trains are Poisson-process with specific firing rates (1;,). As itis depicted in Figure 8.2, the Siegert
model receives excitatory and inhibitory inputs where A, is the excitatory and A; is the inhibitory rates
of incoming spike trains from pre-synaptic neurons. w, and w; are the corresponding synaptic weights.
Due to more simplicity, we did not categorize the neurons to excitatory and inhibitory neurons. We
assume A;, as total input spike rates from pre-synaptic neurons as well as w which indicate the both of
w. and w;. By normalizing the values of pixels of an image, we can convert the density of each pixel to
the spike rate of corresponding pixel such that brighter pixel has higher spike rate and darker one has
less firing rate. LIF neuron parameters can be set by adjusting the corresponding variables in Siegert
equation. Table 8.1 shows the given values for the membrane time constant (7 ), the resting potential
(Vrest), the reset potential (Vyeser), the threshold potential (Vy,) and the absolute refractory time (z,, 1)

In the following sections stacking the proposed RBM with Siegert units, we developed a Deep Belief
Network. In this network, after training phase, we transferred the weight matrix to a DBN with LIF units
using Brian simulator [146] to evaluate the proposed model. According to the equality between Siegert
transfer function and LIF transfer function, we can use the LIF neurons with the same parameters
(Table 8.1).
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Table 8.1: LIF parameters

Parameter | Description \ value ‘
Tm Membrane time constant | 5sec
Viest Resting potential 0
Vyeset Reset potential 0
Vin Threshold potential 5mv
lref Absolute refractory time 2ms

k 1
RBM 1
Y i 4 v
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Figure 8.4: Some sample images from ORL dataset

8.4 Developing and Training Deep Belief Network with Siegert
Units

The RBMs with Siegert units can be trained in machine learning domain. In fact in this model the
mean firing rate of input spike trains will be used instead of spike trains.

Hinton et al. introduced an efficient Deep Belief Networks (DBN) for the first time [21]. They
have proposed a greedy layer wised algorithm to train the DBN by training each RBM sequentially.
Figure! 8.3 illustrates the stages of stacking RBMs. In this work, we use the Olivetti Research Laboratory
(ORL) face detection dataset from Cambridge, UK 2. This dataset originally contains 400 grey scale face
images of 40 distinct volunteers. Figure 8.4 shows some images of ORL dataset. In this chapter, we
use a resized version of ORL that has been proposed in [185]. The input images with 32x32 pixels are
used as input vectors with 1024 elements. According to [186], in each step of RBM training process,a

Ihttp:// deeplearning.net/tutorial/
2The source of the Database of Faces: http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
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Figure 8.5: The proposed DBN with Siegert neurons for learning ORL

Figure 8.6: Visualizing the learned features by hidden units

mini-batch of training data consisted of a small subset of all training data is used. The proposed DBN
architecture, respecting to the size of training vectors, is depicted in Figure 8.5. The first RBM has
1024 (32x32) units in visible layer and 500 units in hidden layer. This RBM is trained without any label
(unsupervised learning) to provide abstract features for the second one. After training the first RBM,
the second RBM is trained using the extracted features generated in previous step. In the recent RBM
as a classifier, we use the joint of 500 extracted values and 80 softmax units. The labels of ORL images
have been converted to softmax vectors. For the first class of images the two first bits are one and
others are zero. For the next one, the two first bits are zero, the next two bits are one, and the others are
zero and so on.

We divided the ORL images into two subsets. The first one is the training set and consisted of 8
images from 10 of each class. These images are used to train the model and are not used for testing.
The second one is the test images containing 2 of 10 from each class. Because of the full connections
between each visible unit and each hidden unit, the dimensions of the arriving connections at each
hidden unit are the same as the dimension of input images. Figure 8.6 shows the corresponding
weights of connections between all visible units and 100 randomly selected hidden units. The weight
vectors has been reshaped as 32x32 images. During the learning process the hidden units have learned
some specific features such that they can be triggered only with those specific features. Visualizing
these weight vectors (Figure 8.6), displays the learned features by each hidden unit. Therefore, itis a
appropriate monitoring method to study the network learning process [186]. As we can see in Figure
8.7, the training process needs too many iterations to reach a proper result. For this model which
is implemented in Matlab, after about 800 iterations, the results are close to 90%. The maximum
value, 93.2%, corresponds to iteration 1910°". In this study, we use the free energy function (equation
8.10) to find the predicted label. Using this function, each possible label has been tested to find the
configuration with the lowest energy. The corresponding label to the recent configuration is assumed
as the predicted label [186].

F(V)=-) via;—) log(l+e") (8.10)
i J

where Xj :bj+Z,~v,-w,-j.
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Figure 8.7: Accuracy of the proposed DBN with Siegert neurons in face recognition on ORL dataset

Accuracy evaluation: Effect of mini-batch size
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Figure 8.8: Decreasing the number of epochs and increasing the mini-batch size can reduce the model
accuracy

The accuracy of the model depends on the learning parameters [186, 187]. For example Figure 8.7
shows the results when the mini-batch size is 4. The effect of changing the parameters of model using
less iterations and using various mini-batch sizes is depicted in Figure 8.8 . Obviously, less iteration and
larger mini-batch size lead to less accuracy. Eventually, if one is interested in more precise accuracy, it
can be possible through adjusting the learning parameters and also the Siegert neuron parameters
(Table 8.1).

8.5 Evaluating the model

Thanks to the equality between the Siegert neuron’s transfer function and the LIF transfer function,
without any adjustments, the trained weight matrix in the previous section can be copied to a network
with the same topology consisted of LIF neurons with the same parameters (Tabel 8.1). To develop
such a network with LIF neurons, we use the Brian simulator. Brian is a simulator for Spiking Neural
Networks. This simulator is written in the Python programming language. Because of using develop-
ment tools such as SciPy module, Python provides very fast routines for mathematical operations and
specifically matrix operations [146]. We have developed a Deep Belief Network in Brian simulator with
same topology as the one that has been implemented in Matlab. In this model since we want to test
the accuracy of the model in a more realistic situation, the equation of LIF neuron (Equation 8.11) is
applied besides the described parameters in Table 8.1.

dv
TmE:—(V(t)—Vrest)'FRI(t) (811)
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Figure 8.9: The upper row shows 10 of the training images and the lower one illustrate the correspond-
ing reconstructed images
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Figure 8.10: The upper row shows 10 of the test images and the lower one illustrate the predicted
images

We know the spiking model uses spike trains instead of the real numbers. In Section 8.4, we discussed
the assumption to use the normalized value of the pixels to produce the related firing rate. Conse-
quently in this section to test the proposed spiking model, we have to convert the firing rate to the spike
trains. In [173], we have presented more in details the converting approach for MNIST handwritten
digits. In Brian simulator, using PoissonGroup function, we can generate spike trains with specified
firing rates. Therefore, the network can be tested with spike trains corresponding to the density of
pixels of the test images. Having the trained weights matrix, despite of the Matlab model, the labels
are not used in the second RBM for training however, they are used as the outputs of the model for
classifying the input images [188]. Respecting to the generative characteristic of DBNs, the model not
only can reconstruct the input images as the internal representations of the given images (Figure 8.9),
but also can generate the corresponding learned labels as the predictions of the model. To evaluate
the model in a spiking framework after transferring the weights matrix, the generated spike trains
of test images are passed through the entire of the network. Furthermore, comparing the predicted
labels with the original labels, we compute the model accuracy. Figure 8.10 shows predicted images
respecting to the input test images. In addition, as it was predictable, the results of the model with LIF
neurons have not changed considerably. However because of the difference between floating number
precision in Matlab and Brian simulator reloading the weights matrix in Python can cause a small
decreasing in accuracy. The accuracy of the model in Brian simulator is reduced to 92.4%.

8.6 Conclusion and future works

The ability of brain-like computing has motivated us to evaluate a model with biological structure
in face recognition application. Regarding the brain as a deep neural network, we have proposed a
deep neural network with spiking neurons to understand if the brain-like models are suitable for face
recognition applications. The proposed model is different from a traditional neural network. Indeed
this model is a Spike-Based deep model with biological inspired neurons (Leaky Integrate-and-Fire
neurons). Considering the results of Deep Belief Networks in various tasks in Machine learning domain,
a DBN with two RBMs has been developed in Matlab with Siegert units. Consequently, the trained
weights matrix is transferred to a Spiking DBN with LIF neurons. The recent model is simulated in the
Brian simulator and the results show the capability of the Spiking Deep Belief Networks in a simple
face recognition application.

For future works, we will take into account using other types of deep models such as Deep Autoen-
coders or Convolutional Neural Networks. In this work, we had to train the model in one platform and
using the trained weights in another one. Indeed our model is an offline training model. Using the
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same platform for training and utilizing the model leads us to an online model of training, which can
be considered as the next work. Additionally, we are looking for a way to perform the same work in a
single platform more suitable for hardware implementation by using the emerging nanodevices such
as memristor to realize the synapse model.
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Chapter 9

Conclusion

The growing use of ICT devices and technologies in our daily life increases the demand for high
performance, fast (parallel) and power-efficient computations. In present computing architecture, the
way of communicating between memory and central processing unit (CPU) is not efficient particularly
while we are facing the problem of Big Data processing. The reason of this inefficiency is called the
memory wall issue or Von Neumann memory bottelneck. This memory bottelneck issue is because of
speed disparity between the CPU and memory outside the CPU chip.

As we are reaching to the end of Moore’s law, the possibility of increasing the pulse clock of CPUs
in order to increase the speed of system is facing serious problems. The multi-core processor was a
solution for the power dissipation problem. However, memory hierarchy and memory management
would be more significant and difficult in multi-core processors. Therefore, the memory wall problem
is actually worse in multicores.

New unconventional computing techniques using the emerging nano-devices such as memristors
have been proposed as solutions to Von Neumann architecture problem. Here in this dissertation, we
study the different possibilities of using this nano-device both as a digital logic and analog memristive
switch. Therefore, we began our research with a feasibility study of using memristive devices in
different domains. We briefly review the literature about memristors from mathematic model to the
physical realization and its applications. We discuss different classes of memristors based on the
material used to build the devices. Four general memristive devices are studied in the first chapter:
resistive, spintronic, organic (polymeric) and ferroelectric memristors. The potential application as
well as advantages versus disadvantages of using each one are presented too. The resistive memristor
has been used more than others in different research works from memory to artificial synapse. The
spintronic and ferroelectric devices show promising properties to make new nonvolatile memories.
The organic memristor is more appropriate to make artificial synapse in Spiking Neural Networks.

In the digital domain, using the capability of memristors to have the processor and the memory
in the same unit, we propose two different architectures using non-volatile memristors. The first
approach is based on material implication and the second one is based on crossbar arrays. A library of
logic gates are provided using both methods. We compare both methods and the reconfigurability is
the most significant advantage of using the crossbar array architecture.

Neuromorphic computation using Spiking Neural Networks (SNNs) has been proposed as another
alternative solution for the future of high performance computation. Neurons communicate together
using spikes. Therefore different spike codings have been discussed to improve data transferring
and data processing in neuro-inspired computation paradigms. Choosing the appropriate neural
network topology could result in better performance of computation, recognition and classification.
The model of the neuron is another important factor to design and implement SNN systems. The
speed of simulation and implementation, the ability of integration to the other elements of network,
and the suitability for scalable networks are the factors to select an optimized neuron model. The
sequential order of pre- or postsynaptic spikes occurring across a synapse in an interval of time leads
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to define different learning methods. In chapter 4, we studied the differences among the methods to
help to choose the most adapted STDP method to a given network.

We present N2S3 (for Neural Network Scalable Spiking Simulator), an open-source simulator that is
built to help design spiking neuromorphic circuits based on nanoelectronics. N2S3 is an event-based
simulator and its main properties are flexibility, extensibility, and scalability. N2S3 has been developed
from the ground up to model various kinds of neuron and synapse models, various network topologies,
various learning procedures, various reporting facilities, and to be user-friendly, with a domain specific
language to easily express and run new experiments. Experimental set up for two standard tasks
are provided in N2S3: handwritten digit recognition on the MNIST dataset and car counting on the
Freeway dataset.

Furthermore, we have introduced a novel synapse box with the possibility to forget and remember
inspired from biological synapse properties. This synapse box is composed of a volatile memristor
(NOMEFET) followed by a nonvolatile resistive RAM. The volatile memristor acts like a high-pass filter
to enhance short term plasticity and the nonvolatile resistive RAM enables long term potentiation.
To evaluate and verify the new synapse box as well as the functionality of the N2S3 simulator, we
have used the MNIST handwritten digit dataset. The first results demonstrate an improvement in
recognition rate by using the synapse box over a single nonvolatile memristor synapse.

We reviewed the most important existing platform in neuromorphic computing domain. Addition-
ally We have presented an empirical study of the influence of several parameters on the recognition
rate of memristor based hardware SNNs on the MNIST benchmark. This study has shown that not
all parameters have a significant influence on the learning rate of SNNs and thus that a design space
exploration should concentrate first on the architecture of the network; then, the kind of device used
as a synapse, the STDP mechanism used and its parameters, and the threshold of the neuron. This
study is only valid on the MNIST benchmark and should be complemented by similar studies on other
test cases to confirm these findings, especially test cases using natural data in spiking form where the
precise relative timings of the input spikes would necessitate more precise STDP mechanisms than
the simplified one used in this study that is only sensitive to the average frequency of the input spike
trains.

Deep learning recently is used in several state-of-the-art studies and developments due to its
ability in pattern recognition data classification. Finally, we have proposed a deep neural network
with spiking neurons to verify the functionality of the brain-like models in SNN for face recognition
applications. We introduced a framework to use the rate based version of Contrastive Divergence (CD)
updating weight rule. Indeed this model is a spike-based deep model with biological inspired leaky
integrate-and-fire neurons. Considering the results of Deep Belief Networks (DBNSs) in various tasks
in machine learning domain, a DBN with two restricted boltzmann machines has been developed in
Matlab with Siegert units. Then the trained weights matrix is transferred to a spiking DBN with LIF
neurons. The recent model is simulated in the Brian simulator and the results show the capability of the
Spiking Deep Belief Networks in a simple face recognition application is comparable with traditional
machine learning performance.

To introduce the potential of the future works, there are several possibilities not only in uncon-
ventional computing domain but also in using emerging technologies such as memristor. The mix
combination of memristive devices using different materials propose new research studies on the
capability of both devices such as what we have proposed in Chapter 6.

As a proposition for the next study in digital domain, one can organize a Programmable Logic
Device (PLA) platform in such a way that the crossbar array operates as a programmable AND array
beside material implication as a fixed connection for the OR array. Therefore new generation of FPGA
could be the next target of such a study.

For future work in neuromorphic and SNN field, as they are not well-studied yet, there are plenty
of spaces for research in this domain. Studying different neural network topologies such as deep
belief, recurrent and convolutional neural networks to evaluate the different memristive synapses
considering the costs (area, energy, manufacturability, variability). We can explore different models of
synapse and neurons, more complex network topologies and STDP mechanisms, and enhance the



N2S3 simulator with automatic design space exploration facilities that will concentrate on optimizing
the most significant parameters discovered in this study. In addition to the recognition rate (or
classification capabilities), we can also evaluate other performance measures such as the power
consumption of the circuit or its convergence speed.
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