
HAL Id: tel-01428855
https://hal.science/tel-01428855

Submitted on 11 Jan 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Concerning the linear action of discrete subgroups of
SL(2,R) on the plane. Mémoire d’Habilitation à Diriger

des Recherches
François Maucourant

To cite this version:
François Maucourant. Concerning the linear action of discrete subgroups of SL(2,R) on the plane.
Mémoire d’Habilitation à Diriger des Recherches. Mathematics [math]. Université Rennes 1, 2014.
�tel-01428855�

https://hal.science/tel-01428855
https://hal.archives-ouvertes.fr
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Professeure, Université de Rennes 1 / Examinatrice

Marc Peigné
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4 CONTENTS

Les intellectuels, ne l’oublions pas, ont bien intégré l’idée qu’il faut que les choses
paraissent compliquées. Sinon, à quoi servent-ils ? 1

Noam Chomsky (1928-)

1 Let’s not forget that intellectuals have very well grasped the idea that things have to look
complicated. Otherwise, what are they good for ?
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Ce travail n’aurait bien sûr pas été possible sans mes collaborateurs Barak
Weiss, Barbara Schapira et Yves Guivarc’h; il est beaucoup plus motivant de
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spéciaux à Barbara et Sébastien, qui ont relu quelques passages de ce mémoire
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7





Introduction

This HDR 2 is constructed around three papers, and a work-in-progress. These
four papers represent a large part of my work after the PhD, but not every-

thing; this choice is motivated by the fact that all four can be considered partial
answers to the same question.

My goal here is not to reproduce those articles, but rather to put them into
the same context. I tried to explain the main ideas without diving (too much)
into squalid details. Overall, I tried to write something easy to read but that
gives a precise idea of the actual technical problems and the tools involved to
deal with them. For more precise statements, one can always refer to the original
article, but hopefully that will not be necessary.

Also, this is an HDR and not a review article; it focuses on my own work
together with my coauthors Barak, Barbara and Yves. This means that very
relevant results of others around this topic will often only be alluded to. In some
cases, my results have been later improved by others (in chapter 1) but it’s the
’old’ result that is discussed, also because it is often simpler to state and under-
stand.

The initial (vague) question is:

Take a (discrete) subgroup Γ ⊂ SL(2,R), a nonzero vector u ∈ R2 and choose
an element γ ∈ Γ at random. What is γu, where is it on the plane ?

My belief is that this question is not that interesting, but that the methods
to answer it are.

The typical objective in this memoir (at least in the first three chapters) will
be to find asymptotic formulas for expressions of the form∑

γ∈Γ,‖γ‖≤T

f
(γu

Tα

)
,

2short for ’Habilitation à Diriger des Recherches’, that is, the present text.
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10 INTRODUCTION

where α is a parameter, and f a continuous, compactly supported function on
R2.

Chapter 1. The first chapter, based on [31] - (5) in the publication list -, de-
scribes the ’large scale’ answer for lattices, through the analysis of homogeneous
limits of Haar measure in representations. The link with the initial problem is
the following: assume Γ = SL(2,R) (it’s not discrete, but the question can be
asked anyway) and that ’randomly’ means taken with respect to Haar measure,
restricted to a ball of radius T > 0, and normalized to be a probability. To un-
derstand the limit behavior of this probability measure, first apply an homothety
of ratio 1/T , so the probability is supported in a ball of radius 1 and we can hope
(and prove) some convergence.

Once we have found a limit in the space of matrices, we can use the evaluation
map M 7→Mu (which commutes indeed with homotheties) to compute the limit
distribution of vectors.

One can do exactly same thing for any semisimple, connected, non-compact
linear Lie group. A very practical problem arise in this context: what is the
normalization required on the Haar measure restricted to a ball a radius T , that
is, what is the asymptotic growth of the Haar measure ? I explain the procedure
to find it and illustrate it on the automorphism representation of the split form
of the exceptional Lie group of type G2. I chose G2 because it was (at my knowl-
edge) not done before, the 2-dimensional Cartan subalgebra allows nice pictures,
and, once one admits some facts about the representation theory of G2, it is not
more complicated than, say, the standard representation of SL(3,R).

Having understood the large-scale behaviour of Haar measures of Lie groups,
we then turn our attention on lattices; the result is (under some hypothesis), at
large scale, the lattice and the ambient Lie group look exactly the same (Theorem
I.2). This allows an answer to the initial question at large-scale for lattices -
Theorem I.3. Note that this chapter gives a theoretic description of the limit
measure, it won’t be before Chapter 3 that we will understand how to compute
it in a more explicit way.

Chapter 2. This chapter is based on the article [33] with Barak Weiss, where
we obtain effective remainder terms to Ledrappier’s Theorem in [26]. The hy-
pothesis here is that Γ is a lattice in SL(2,R), and we are interested in the local
distribution. We explain the introduction of a large-deviation parameter α, and
give simplified (and less precise) versions of the results of [33].
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The study of orbit distribution of lattices on R2 was initiated by Ledrap-
pier [26]. Nogueira [34] had a alternate approach, which led him also to remain-
der terms in [35].

This Theorem of Ledrappier received a lot of attention, and was generalized
or strenghtened in a number of cases: on C2 and Clifford algebras (Ledrappier-
Pollicott [25]), on the p-adic plane (Ledrappier-Pollicott) [28], on Rn for n ≥ 3
(Gorodnik [16]), on other homogeneous manifolds (Gorodnik-Weiss [15], Guil-
loux [21], in my thesis [30]), with remainder terms (Nogueira [35], Pollicott [37]
on C2). These are instances of the duality principle : to understand the left-
action of Γ on G/N , one translates properties of the right-action of N on Γ\G.
The most general result of this type was developed recently by Gorodnik and
Nevo in [19], where they treat the general case of a lattice acting on a homoge-
neous case, with a remainder term in Lp mean.

What was new is our work with Barak was the introduction of a scaling
parameter α ∈ (−1, 1) (Ledrappier’s Theorem correspond to α = 0) and the
consideration of remainder terms, which follow after careful analysis from the
remainder terms in the ergodic Theorem for horocycle flow. Remainder terms
were also obtained in [35], but our hypotheses were more general, although in
some (important) particular cases, Nogueira’s remainder term is more precise.

The proof sketched follows Ledrappier’s, and relates the sum considered to a
ergodic sum for the horocycle flow. This part does not assume the group Γ to be
a lattice, only a discrete subgroup, so will be reused in Chapter 3.

We then discuss briefly the problem of handling these ergodic sums in the
case of cocompact lattices, and non-cocompact lattices.

Chapter 3. This chapter is based on the article [32] with Barbara Schapira,
where we leave the realm of lattices and address the case of finitely generated
subgroup Γ ⊂ SL(2,R).

As the group is not a lattice anymore, the ergodic theory used is a bit more
involved; there are not one, but two relevant measures for the horocycle flow
(although they are not unrelated, their weak stable conditionals are the same).
One finite but not invariant, the other one invariant but infinite. We briefly recall
their construction and properties.

We state the main ergodic result of [32], namely Theorem III.1, and explain
ideas of the proof.
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In Section III.2, we use this result to obtain distribution result for the orbits
of Γ on the plane, for a parameter α ∈ (−1, 1); the results are stronger if the
group does not contain parabolics. If it does, we find that the behaviour changes
whether the critical exponent is bigger or less than 2/3 (a rather curious and
unexpected condition).

In Section III.3, we treat the large scale case α = 1 and find a (somewhat
surprising) formula for the limit.

To the best of my knowledge, only Ledrappier [27] and Ledrappier-Pollicott
[25] obtained similar results for groups which are not lattices. They address the
case of a subgroup Γ̄ of a cocompact lattice Γ such that Γ/Γ̄ is abelian. This case
is disjoint from ours, as the group Γ̄ is not finitely generated, and the analysis of
ergodic properties is different.

Chapter 4. This chapter is based on a work-in-progress made with Yves
Guivarc’h, and maybe asks more questions than gives answers. The motivation
behind is to find results analogous to those of the previous chapters, but for a
non-degenerate symmetric random walk of generator µ at time n on a convex-
cocompact subgroup of SL(2,R). However, what will be proved might seem very
far off this goal.

The topic will be to consider a family of operator (Ps)s∈R on C0(P1), or rather
their duals P ∗s on the space of signed measures. In section IV.1 will be explained
why finding eigenvalues and eigenvectors for these operators seems relevant to
the distribution problem we discussed in the previous chapters.

Denote by σ(γ, ξ) = |γ′(ξ)|−1/2
o where |γ′(ξ)|o stands for the derivative of γ

at ξ for the SO(2)-invariant probability on P1. Consider the following twisted
convolution operator on C0(P1):

Ps,µ(f)(ξ) =

∫
Γ

σ(γ, ξ)sf(γξ)dµ(γ).

Note that several well-known measures are eigenmeasures for P ∗s for particu-
lar s: the Lebesgue measure (SO(2)-invariant) L for s = −2, more generally any
δ′-conformal density for s = −2δ′, and the stationary measure νo of the random
walk for s = 0.

This operator is not new at all 3. It was studied for sufficiently small s by
Le Page [24] to prove limit Theorems for products of random matrices, and in

3 One may also notice that, for the particular value s = −1, this operator is nothing else
than the random walk operator associated to the unitary representation of G on L2(P1).



INTRODUCTION 13

particular large deviations not too far away from from the average. In [22], Guiv-
arc’h and Le Page studied these operators for nonnegative s; they showed (among
other things) that Ps has a spectral gap on Hölder functions, a unique positive
continuous eigenfunction fs, and a unique eigenprobability νs, with eigenvalue
ek(s) for some analytic function k. 4

However, for negative s, the spectral analysis was not done; one (techni-
cal) reason behind the difference between positive or negative s, is the follow-
ing. For positive s, σ(γ, ξ)s is approximately ‖γ‖s for most ξ, and in any case
σ(γ, ξ)s ≤ ‖γ‖s. For negative s, this inequality is reversed, and although σ(γ, ξ)s

is usually small, it can be of the order of ‖γ‖−s, i.e. very big on a small set, thus
hard to estimate properly.

Figure 1. One glimpse of the functions k (red), k+ (black then
red), kη for the Patterson Measure (blue then red)

After introducing necessary notations and basic facts about random walks on
groups in Section IV.2, we define in Section IV.3, two real functions s 7→ k(s),

4the function k(s) in this memoir differs from the one in [22] by a logarithm.
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s 7→ k+(s) as in [22], and a (new) family of functions s 7→ kη(s) indexed by a
probability η ∈ M(P1). These functions are natural candidates to be the loga-
rithm of some eigenvalues of P ∗s for the parameter s. These three functions are
equal for s ≥ 0 (and in fact for s > −ε, ε sufficiently small), but here are expected
(and in some cases, shown) to be distinct.

The idea behind the analysis is to show existence of a phase transition, that
is, a modification as s decreases of the spectral properties of P ∗s . Some special
values of s are interesting: s0 is the largest s such that k is constant up to s0.
Another remarkable value is s1, the point where k and k+ separate. The param-
eter s = −δ, where δ is the critical exponent of Γ, also plays a special role.

The picture 1, based on explicit computations on a toy example, gives an idea
of what the functions are expected to look like in general.

We show in particular by an abstract argument that both ek
+(s) and ekη(s)

are eigenvalues of P ∗s . (Theorem IV.6). When k(s) > log ρ(µ), that is when
s > s0, we give a less abstract proof of the fact that ek(s) is an eigenvalue of P ∗s
(Theorem IV.10). This is done by a construction à la Patterson, using a series
(’the Green-Poincaré series’) that mimics the usual Poincaré series. The eigen-
measures obtained have specific Radon-Nikodyn derivatives (’(Γ, µ)-conformal
measure’).

In Section IV.6, we explicit some examples. We briefly explain the case where
the measure µ is absolutely continuous, and why the phenomena expected in the
discrete case do not occur. We then turn to a toy model, the simple random walk
on the free group on two generators, but with a distance that differs from the
word distance, more precisely where length of edges depends on the label in the
Cayley graph. This model is a good approximation of free groups inside SL(2,R)
where the two generators have quite different norms. In this model, we compute
the interval on which k and k+ do not agree, and show that k stays constant on
a strictly larger interval than the predicted (−∞,−δ).

This imply the phase transition mentioned above: for s < s1, k+(s) 6= kη(s)
when η is the Patterson measure on the boundary. Thus P ∗s has several eigenval-
ues associated to positive eigenmeasures, the operator Ps does not have a positive
eigenfunction, contrasting with the situation s ≥ 0. The above picture of k, k+, kη
was done using the explicit formulas in this case.



CHAPTER I

Growth in semi-simple Lie groups

I.1. Asymptotic growth of Haar measure

Let G be a connected, semisimple, noncompact, matrix Lie group. In other
words, this is an abstract Lie group G endowed with a particular (faithful)

representation ρ : G→ GL(V ), where V is a finite dimensional real vector space.
Let µ be a Haar measure, and ‖.‖ be a norm. For T > 0, let

GT = {g ∈ G : ‖ρ(g)‖ ≤ T}

A very natural question in this setting is to ask for an asymptotic for µ(GT ),
which turns out to be of the form

µ(GT ) ∼T→+∞ c.T a(lnT )b,

for some a > 0, b ≥ 0, c > 0. This asymptotic is a consequence of the following:

Theorem I.1. [31, Theorem 1] Under the previous hypotheses, there is a
rational positive number a, an integer b between 0 and rankRG−1, and a nonzero
Radon measure µ∞ on the space End(V ) of endomorphisms of V such that we
have: for any continuous function f of compact support from End(V ) to C,

lim
T→+∞

1

T a ln(T )b

∫
G

f

(
ρ(g)

T

)
dµ(g) =

∫
End(V )

fdµ∞.

The limit measure µ∞ is homogeneous of degree a, that is µ∞(t.E) = taµ∞(E)
for any Borel subset E and t > 0.

Some ideas of the proof. The strategy of proof of Theorem I.1 is quite
straightforward: one express explicitly the Haar measure µ using the Cartan
decomposition KA+K, where K is a maximal compact subgroup of G, and A+ =
ea

+
a Weyl chamber in a Cartan subgroup. Since the action of K commutes with

the scaling, one has only to deal with (linear combinations of) integrals of the
form ∫

a+
f (ρ(ea)/T ) eχ(a)da,

where χ ∈ a∗. An appropriate (but complicated) change of variable gives then the
correct asymptotic. Nowadays, I would rather use the result given in [20, Theo-
rem 6.1], which is a bit less clumsy way to deal with this kind of integral.

15



16 I. GROWTH IN SEMI-SIMPLE LIE GROUPS

One can also give remainder terms in Theorem I.1, provided some regularity
on the test function f ; this was done in [31], but only in the case where b = 0 -
no logarithmic terms. In fact, it should be possible to find a expansion in all cases.

Note that following the proof step by step gives an explicit expression for the
limit measure µ∞. �

The equivalent T a(lnT )b was proved independently by Gorodnik-Weiss [15,
Theorem 2.7]; however they did not obtain the procedure to find a, b explained
below. This form of asymptotic is in fact very general (see [17, Theorem 7.17]).
This result was generalized to affine symmetric varieties by Gorodnik, Oh and
Shah in [20].

I.2. A procedure to compute the volume growth

The change of variables alluded to above is based on a geometric understand-
ing of the interplay between the weights of the representations (which have to do
with the norm of a matrix), and the data of the root system (which have to do
with the Haar measure). That is why maybe one of the most important things
is left out this statement: how to find the numbers a, b. This is given by the
following procedure:
(1) Find out the root system Σ, that is, the weights of the adjoint representation.

That might involve finding first a Cartan subalgebra a, as Σ ⊂ a∗.
(2) Choose a system of positive roots Σ+, and compute the value of

β =
1

2

∑
α∈Σ+

α.

(3) Find out the weights Ψ of the representation ρ, and consider the convex hull
C of Ψ.

(4) There is a unique a > 0 such that 2β/a ∈ ∂C.
(5) The vector 2β/a is a (minimal) face of the polyhedron C. Write its codimen-

sion as b+ 1.

I.3. An example : G2 as an automorphism group

To illustrate the previous procedure, we apply it to an exceptional Lie group :
the real split form of G2; more precisely, its matrix realization as automorphism
group of split octonions. The asymptotic that we will find is T 6.

I.3.1. First step : The root system. The root system is drawn on Figure
1.

Classical Lie Theory textbooks (for example [12]) tell us that the root system
Σ consists of twelve roots, which we decompose as Σ+ = {α1, .., α6} and their
opposites −Σ+. With this choice of positive roots, the two simple roots are α1, α2,
which correspond to the two dots of the Dynkin diagram.
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Figure 1. The Root System of G2

I.3.2. Second step : Half-sum of positive roots. Since

Σ+ = {α1, α2, α2 + α1, α2 + 2α1, α2 + 3α1, 2α2 + 3α1},

we have

β =
1

2

∑
α∈Σ+

α = 5α1 + 3α2,

as drawn on Picture 1.

I.3.3. Third step : The representation of G2. As existence of G2 is it-
self a non-trivial fact, we will rely on the following description of the split form G2.

Let O be the algebra of split octonions; this is a 8-dimensional vector space,
together with an (non-associative, non-commutative) product and a quadratic
form Q of signature (4, 4), which satisfy

Q(xy) = Q(x)Q(y).

The group G2 is by definition the automorphism group of O; this defines a repre-
sentation ρ of G2 in GL(O). We have to understand what are the weights of this
representation, so we will have to understand a little bit more the split octonions.

Note that this algebra is not to be confused with the (non-split) octonions,
for which the quadratic form is positive definite; the automorphism group of the
latter algebra, a subgroup of SO(8,R), is the real compact form of G2.

Let us describe a little bit more the algebra O, following the description in [6].
Let H be the usual quaternionic algebra, the 4-dimensional non-commutative

division algebra over the reals with basis 1, i, j, k, and the usual relationships :
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i2 = j2 = k2 = −1, ij = k = −ji, jk = i = −kj, ki = j = −ik, together with the
conjugation

a+ bi+ cj + dk = a− bi− cj − dk, (a, b, c, d) ∈ R4.

As a vector space, O = H2, endowed with the product

(a, b)(c, d) = (ac+ db, da+ bc), a, b, c, d ∈ H.

The conjugate of a split octonion is defined as

(a, b) = (a,−b),

which defines in turn the real and imaginary part of an octonion x by R(x) =
(x+ x)/2 ∈ R(1, 0), I(x) = (x− x)/2. The inner product

〈x, y〉 = R(xy),

is of signature (4, 4), and is invariant under G2.

This implies that the real octonions R(1, 0) and the purely imaginary octo-
nions (R(1, 0))⊥ are two G2-invariants subspaces, of respective dimension 1 and
7. Since there is only one non-trivial (irreducible) representation of dimension 7
of G2, the standard representation of g2, (see [12]), and G2 acts trivially on the
real octonions, we known exactly the decomposition of O as sum of irreducible
representations.

Figure 2. The convex hull C of the weights of ρ

The eight weights Ψ of ρ are thus (still following [12]) the six short roots, and
zero (with multiplicity 2). The convex hull of Ψ is represented on Figure 2.
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I.3.4. Last steps. One glance at the above picture tells us that the half-line
from 0 to β intersects ∂C on the edge [α3, α4] = α2 + [1, 2]α1, which is a face of
codimension 1 of the 2-dimensional polygon C. Indeed,

2β

6
=

5

3
α1 + α2,

Therefore, the volume growth in the representation ρ is asymptotic to T 6.

I.4. And for lattices ?

I.4.1. A general result. The original motivation for the large-scale study
of Haar measure of connected Lie groups came with the hope that, at large scale,
the Haar (counting) measure on a lattice would very much look like the Haar
(continuous) measure of the ambient group.
A thing that might be surprising at first is that it may fail to be true in full
generality, namely if the lattice is reducible and the representation has a particular
property relative to the decomposition of the lattice; an example of that is given
in [31]. However, assume that at least one of the two following hypotheses is
true:
• The lattice Γ ⊂ G is irreducible.
• For every proper normal subgroup H ⊂ G, the growth rate of H is stricly

smaller than the growth rate of G.
Then

Theorem I.2. [31, Theorem 2] Under the previous hypotheses and notations,
for any continuous function f of compact support from End(V ) to C,

lim
T→+∞

1

T a ln(T )b

∑
γ∈Γ

f

(
ρ(γ)

T

)
=

1

µ(Γ\G)

∫
End(V )

fdµ∞.

About the proof. Theorem I.2 was proved by a modification of the ar-
gument of Eskin-McMullen [9], following ideas of Eskin-Mozes-Shah [10], but
without use of Ratner’s theory.

More precisely, let ∆ ⊂ (Γ\G)2 be the diagonal. As in [9], [10], counting
integer points reduces to understand how the translate measured submanifold
(g, e)∆ equidistributes in (Γ\G)2 as g → +∞ .

This is expressed mathematically as : let f be a test function on (Γ\G)2,
how close is

∫
∆
f(g(x, x))dx to

∫
(Γ\G)2

f(x, y)dxdy ? Now, notice that L1(Γ\G)⊗
L1(Γ\G) is dense in L1((Γ\G)2); therefore, one can assume that our test function
f is a product of functions with separate variables: f(x, y) = f1(x)f2(y). Now∫

∆
f((gx, x))dx =

∫
Γ\G f1(gx)f2(x)dx, that is, equidistribution of the translate of

∆ is expressed through mixing.
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This sketch also applies in the adelic setting, once one has proved a result
about adelic mixing. This was done in [14].

�

I.4.2. Application to orbits of lattices. An application (and in fact, the
initial motivation to study asymptotic limits of Haar measures in the first place)
is to understand the large scale behaviour of an orbit of a lattice Γ ⊂ SL(2,R).
We thus apply Theorem 1 and 2 to the group G = SL(2,R), and ρ the stan-
dard representation on R2. As is well known, the growth rate here is T 2 - one
can recover it from the procedure explained in the beginning of the chapter, us-
ing Figure 3, where (ξ,−ξ) are the weights of the standard representation, and
(−2ξ, 0, 2ξ) the weights of the adjoint representation.

Figure 3. The Root System and standard representation of type A1

A first thing to do is to understand the measure µ∞ on the space M(2,R) of
2× 2 matrices. One easily checks that this measure must satisfy the following:
• It is supported on the set of matrices of rank 1,
• It is SO(2,R)-invariant by multiplication on left and on the right,
• It is homogeneous of degree 2.

These properties imply directly that µ∞ is equal to (up to renormalisation by a
multiplicative constant):∫

M(2,R)

fdµ∞ =

∫
R+

∫ 2π

0

∫ 2π

0

f

([
r sin θ sinφ r sin θ cosφ
r cos θ sinφ r cos θ cosφ

])
rdrdθdφ.

Denote by ΓT the ball of radius T :

ΓT = GT ∩ Γ = {γ ∈ Γ : ‖γ‖ ≤ T},

where ‖.‖ is an arbitrary norm on M(2,R).
Let u be any initial vector of norm 1. One wish to understand how the set

ΓTu looks like - see Pictures 4 and 5. These pictures seem to indicate that,
when renormalized in a unit disk, the points of the cloud behave as if chosen
randomly with respect to an absolutely continuous measure on the disk, of the
form Θ(v)dv. In the pictures, where the initial vector u is of norm 1 and the
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Figure 4. The cloud for SL(2,Z) for T = 60, `2-norm and u =
(
√

3/2, 1/2).

`2-norm on M(2,R) is chosen, it will turn out that the density in question is

Θ(v) =

√
1− |v|2
|v|

dv.

However, in general, the norm ‖.‖ on M(2,R) is not SO(2)-invariant (left or
right), therefore the shape of the ”disk” and the density will both depend on the
initial vector u, thus the density will be of the form Θ(u,v)dv on a set D(u).
See Picture 6 for an example with `4-norm.

More precisely, let f : R2 → C be a (continous, nonnegative) test function.
After an homothety of ratio 1/T to take into account the full picture, the relevant
quantity is:

ST (f) =
1

T 2

∑
γ∈ΓT

f
(γu

T

)
.

This measure (as a function of f) tends to an absolutely continuous measure.
More precisely, the result is the following and strengthens [31, Corollary 1.2] :
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Figure 5. The cloud for a cocompact lattice for T = 100 and
u = (1, 0).

Theorem I.3. For any norm ‖.‖ on M(2,R), there is a map Θ : (R2)2 → R+

such that the following holds. For any u ∈ R2 − {0}, the set D(u) = {v :
Θ(u,v) > 0} is relatively compact and star-shaped around 0, and there is a
c(u) > 0 such that for any continuous f ,

lim
T→+∞

1

|ΓT |
∑
γ∈ΓT

f
(γu

T

)
= c(u)

∫
D(u)

f(v)Θ(u,v)dv.

Some ideas. The constant c(u) plays no role other than normalizing the
right-hand side to be a probability measure. Since |ΓT | ∼ c′T 2 for some c′ > 0,
one can work either with 1/T 2 or 1/|ΓT | normalizations for ST (f).

One can write

ST (f) =
1

T 2

∑
γ∈Γ

f
( γ
T

u
)

1B(0,1)

( γ
T

)
,
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Figure 6. The cloud for SL(2,Z) for T = 50, `4-norm and u =
(
√

3/2, 1/2).

where B(0, 1) ⊂M(2,R) is the ball of center 0 and radius 1 for the chosen norm.
By Theorem I.2,

ST (f)→T→+∞

∫
B(0,1)

f(gu)dµ∞.

Thus, one would like to known the expression of the image measure of 1B(0,1)µ∞
via the evaluation map by u. This turns out to be an absolutely continuous
measure with compact support, i.e. of the form Θ(u,v)dv. It can be computed
explicitly in some particular cases; however, the general computation (i.e. with
an arbitrary norm on M(2,R)) seems difficult at best.

Therefore, we will rely on the description obtained in [32], which was proved
by a different method. We will come back later on how to obtain this description.

Consider the map

κ(u,v, s) =

∥∥∥∥ 1

|u|2

(
uxvx uyvx
uxvy uyvy

)
+ s

(
−uyvx uxvx
−uyvy uxvy

)∥∥∥∥
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Here, |.| stands for the `2-norm on R2, and ‖.‖ the arbitrary norm chosen on
M(2,R). By convexity and properness of the norm, either κ(u,v, s) > 1 for all
s, or there is a compact interval [s1, s2] which is precisely the set of s such that
κ(u,v, s) ≤ 1. In the first case, put Θ(u,v) = 0, and in the second case, put
Θ(u,v) = (s2 − s1)/2.

Although this is not straightforward, this function Θ does the job. This will
be proved in Section III.3.

In the case of `2-norm on M(2,R), one has the following formula:

Θ(u,v) =
1

|u|.|v|

√
1− |v|

2

|u|2
,

with D(u) the euclidean disk of center 0 and radius |u|. This formula can be
obtained either by the previous description using κ, or by computing the image
measure of 1B(0,1)µ∞ using the SO(2,R)-invariance of µ∞ and B(0, 1), which
implies that the formula may depend only on the norms of the vectors u,v. �

I.5. Other related results

In fact, the article [31] also gave in some cases a remainder term. These were
better handled later by Gorodnik and Nevo [17], [18]. These results were also
generalized to affine symmetric varieties by Gorodnik, Oh and Shah in [20].

The adelic analogue was dealt in [14]; the volume estimate used there is due
to Shalika, Takloo-Bighash and Tschinkel [41].



CHAPTER II

Distribution of orbits of lattices on the plane

Let G = SL(2,R) and Γ ⊂ G a lattice. In the previous chapter, we have
seen the large scale distribution of the cloud ΓTu, where ΓT is the ball of

radius T in Γ for an arbitrary norm ‖.‖ on M(2,R). Now, we are interested in
understanding its local distribution, that is, at different scales. This chapter is
based on the article [33], which is joint work with Barak Weiss.

The point of view chosen here needs a little bit of explanation. Rephrashing
the result of the previous chapter, choosing a point at random with respect to
the uniform probability in the set 1

T
ΓTu is almost the same as choosing a point

at random in something that looks like a disk with respect to some absolutely
continuous measure. Therefore, the typical point of ΓTu has norm of order T .
More precisely, there exists C > 0, such that for any ε > 0, there exists a constant
c > 0 such that a proportion 1− ε of points in ΓTu satisfies

cT ≤ |γu| ≤ CT.

It happens that some (rare) points have small norm, say approximately Tα, here
α < 1. Those points are far from the average behaviour, how far being quantified
by a parameter: this is a large deviation study.

Therefore, in this chapter and the next, we will always use a parameter α, and
will look at those points of norm approximately Tα. Because a 2× 2 unimodular
matrix of norm T cannot shrink a vector more than T , the relevant range for α
is α ∈ (−1, 1), the limit case α = 1 being already treated by Theorem I.3.

This large deviation point of view will motivate Chapter IV.

II.1. Local distributions results

II.1.1. The ?-product. It turns out that a quantity naturally appears in
the problem, which will be denoted by a ’product’ ? on R2, and depends on the
norm chosen ‖.‖ on M(2,R). For u,v two vectors of R2, write:

v ? u =

∥∥∥∥∥
[
−uyvx uxvx
−uyvy uxvy

]∥∥∥∥∥,
25
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where ux,uy,vx,vy are the (x, y) coordinates of u,v. We already encountered
this matrix in the expression of κ in section I.4.2.

This is denoted by a product because it behaves like a product of norms:
there is a constant c > 1 such that

1

c
≤ v ? u

|v|.|u|
≤ c,

where |.| is the euclidean norm on R2.

In fact, one can check that if one considers `p-norms on both M(2,R) and
R2, 1 ≤ p ≤ +∞, v ? u is precisely the product of the norms of v and u ( [26]).
For arbitrary norms, this quantity was introduced by Gorodnik and Weiss [15].

II.1.2. Local distribution, cocompact case. In the next result, we will
assume some regularity on our test function f , in order to obtain a remainder
term. The test functions will be Hölder of exponent θ, and will be required to
vanish outside a compact annulus. The result is the following.

Theorem II.1. [33, Corollary 1.3] Given a cocompact lattice Γ in G and
−1 < α < 1, 0 < θ ≤ 1, there is δ > 0 such that for any u ∈ R2 − {0} and any
compactly supported θ-Hölder function f on R2 − {0},

1

T 1+α

∑
γ∈ΓT

f
(γu

Tα

)
=

2

µ(Γ\G)

∫
R2−{0}

f(v)

v ? u
dv +O(T−δ).

(a) T = 100 (b) T = 25 (c) T = 9

Figure 1. The ‘scaling property’. For Γ = SL(2,Z), parts of the
orbit of three different points are shown, at different scales and with
different values of T . Each contains approximately 200 points.

The proportion of points of ΓTu at scale Tα depends on α, and is T 1+α/T 2 =
Tα−1. The remarkable thing is that the limit measure, dv

v?u
, is independent of

the scale α, something we will refer to as the ’scaling property’ of this cloud of
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points: it looks the same at completely different scales.

In Figure 1, this property is illustrated for Γ = SL(2,Z). The latter is not
cocompact, but is less computer-time consuming; we will see that it satisfies
analogous properties, unconditionally if α > 0, and as soon as we choose the
slope of u to be quadratic irrational if α ≤ 0.
Let us say a few more words about these pictures. In Figure 1, for each picture,
the relevant α is determined by the scale of the picture itself: it is the α such that
Tα = 0.25 (resp. 1, 3). The scale being Tα, the number of points is approximately
some constant (depending on the lattice) times T 1+α = T ∗ scale. For the first
picture, 100 ∗ 0.25 = 25; in the second one, 25 ∗ 1 = 25. In the third one,
9 ∗ 3 = 27 ' 25.

II.1.3. Local distribution for SL(2,Z). For Γ = SL(2,Z) - or more gen-
erally a non-uniform lattice -, one cannot expect such a nice distribution without
any condition on u. If u is a vector with integer coordinates, the whole orbit
Γu is a discrete set, so 1

Tα
ΓTu cannot equidistribute to an absolutely continuous

measure if α ≤ 0. If u is very close to a vector u′ of rational slope and T is
’small’ with respect to this approximation, then the set ΓTu will be close to the
set ΓTu′, and the same thing will happen. It is therefore natural to introduce
diophantine conditions for ’small’ scales (ie α ≤ 0).

For β > 0, say z ∈ R is β-diophantine if there is c > 0 such that |z − p/q| ≥
cq−β for all p, q ∈ Z. Note that quadratic irrationals are 2-diophantine, and by
Roth’s theorem, all algebraic numbers are 2 + η-diophantine for any η > 0, like
Lebesgue almost any real number.

Theorem II.2. [33, Corollary 1.7] Let Γ = SL(2,Z). Given β ∈ [2,+∞],
θ ∈ (0, 1] and − 1

β−1
< α < 1, there is δ > 0 such that for any vector u ∈ R2−{0}

with a β-diophantine slope and any compactly supported θ-Hölder function f on
R2 − {0},

1

T 1+α

∑
γ∈ΓT

f
(γu

Tα

)
=

2

µ(Γ\G)

∫
R2−{0}

f(v)

v ? u
dv +O(T−δ).

As claimed before, vectors u of quadratic irrational slope (or, more generally,
Lebesgue almost every number) behave very much as if the lattice were cocom-
pact, and the picture is the same at any scale Tα, α ∈ (−1, 1). On the other
hand, even vectors of rational slope behave nicely at large scale, that is when
α > 0.

II.2. Some remarks

In the previous Theorems II.1 and II.2, there are several issues, that we will
now discuss more in details.
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II.2.1. What happened to very well approximable vectors ? Theorem
II.2 does not fully recover Ledrappier’s Theorem - it does not imply, for example,
that for every initial vector u of irrational slope (for example a Liouville slope,
ie ∞-diophantine),

1

T

∑
γ∈ΓT

f(γu) =
2

µ(Γ\G)

∫
R2

f(v)

v ? u
dv + o(1).

The reason is that in [33], the goal is to have remainder terms, and the state-
ments we obtain are effective: the difference between the integral and the sum is
bounded by effective constants and valid for finite time T , depending on ’easy-
to-compute’ data about the continued fraction expansion. The result is a bit
suboptimal, but gives satisfying bounds for ’most’ numbers 1; one may dive into
the proof to obtain a estimate for numbers whose continued fraction expansion
coefficients are growing fast; the result would be that ’most of the times’ T , the
remainder term will be quite nice, but for some subsequence Tk → +∞, the re-
mainder term will be awfully large (but still tends to zero). In short, it is possible,
but complicated to state.

II.2.2. Other non-uniform lattices. One could wonder if Theorem II.2 is
valid for other non-uniform lattices in general. The answer is yes, but one would
have to define what is to be diophantine with respect to such a abstract lattice,
and this is probably less natural, except in the case of congruence subgroups. For
theses lattices, Theorem II.2 applies.

II.2.3. Near Zero. Ledrappier’s result is valid for tests functions f which
may not vanish at zero, that is, continuous compactly supported on R2 functions.
In [33], we did not manage to authorize this; it may be because it is difficult to
express the dependency of the remainder terms near zero with help of Hölder
norms.

II.2.4. A related question. A related question, on which I won’t say much,
is the diophantine approximation of a fixed vector v by the orbit of a vector u,
i.e., is there infinitely many solution γ ∈ Γ to the inequality

|γu− v| ≤ ‖γ‖−ε,

and which is the best ε possible ? A first answer was given in [33, Corollary
1.9], but it’s far from optimal; a better bound for SL(2,Z) was given by Laurent
and Nogueira [23], namely ε = 1/3. See also the preprint [13] for more on the
subject.

1One could argue that Liouville numbers, being a Gδ-set, are not that scarce.
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II.3. Some ideas of the proofs

In what follows, we will make use of the symbol ', which means ’under
the right set of hypotheses, is approximately equal to...’. Working with actual
equalities or inequalities is necessary, consubstantial with a mathematician’s job,
and was done in [33]. But here it would only hide the ideas and repel the
potential reader, along with being utterly tedious. So I ask for the reader’s trust
that behind a '-like ’equality’, there is an actual equality whose main terms are
the one given here.

II.3.1. The cocycle.
II.3.1.1. Identifying G as a product. Since G acts transitively on R2 − {0},

and the stabilizer of the first vector e1 of the canonical basis of R2 is the subgroup

N =

{
ns =

[
1 s
0 1

]
; s ∈ R

}
,

of upper triangular unipotent matrices, one can of course identify R2−{0} toG/N
by the quotient of the map g 7→ g(e1). One can also identify G to (R2−{0})×N ,
in a non-canonical way. First, fix a section Ψ : R2−{0} → G, that is a map that
satisfies Ψ(u)e1 = u. The usual choice here is

Ψ

([
x
y

])
=

[
x −y/(x2 + y2)
y x/(x2 + y2)

]
,

this choice being linked with the usual Iwasawa decomposition G = KAN ; in-
deed, with natural notations, Ψ(kan(e1)) = ka. It satisfies the useful equation

Ψ(etv) = Ψ(v)a2t,

where

at =

[
et/2 0
0 e−t/2

]
.

Now, it is clear that (R2 − {0}) × N is homeomorphic to G, by the map
(u, n) 7→ Ψ(u)n. This homeomorphism allows to normalize the Haar measure µ
on G: dµ = dLR2 ⊗ dn, which is important if one wishes to keep track of the
constants.

If one wishes to describe the actions of G on itself by left multiplications using
these coordinates, one is led to consider the cocycle

c(γ,u) = Ψ(γu)−1γΨ(u) ∈ N,

so that in the (R2 − {0})×N -coordinates, the left multiplication by γ ∈ G is

γ(u, n) = (γu, c(γ,u)n).
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As its name suggests, the cocycle satisfies the cocycle identity c(γ′, γu)c(γ,u) =
c(γ′γ,u). 2

Figure 2. The cocycle, in the 3-dimensional space SL(2,R)

Interpretation of the cocycle can be found on Picture 2.
Since N is isomorphic to R, it is convenient to write this cocycle as a real

number, differentiating this by a slight change of notation: we define the real
number cu(γ) by the equation

c(γ,u) =

[
1 cu(γ)
0 1

]
.

2Changing the choice of the section changes of course the cocycle by a coboundary, but we
will stick to the Ψ given, as some computations are easier with this choice.
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II.3.1.2. Fact. The following fact is the basis of all the subsequent analysis; if
the matrix γ sends u very close to v, and both have ’comparable norms compared
to the size of γ itself’, then we have the estimate

(1) ‖γ‖ ' |cu(γ)|v ? u,

See [33, Lemma 2.1] for a precise statement. Let us have a glance at the proof.
We have

γ = Ψ(γu)

[
1 cu(γ)
0 1

]
Ψ(u)−1,

which is, under the above hypothesis, ’almost the same’ as

γ ' Ψ(v)

[
0 cu(γ)
0 0

]
Ψ(u)−1.

Therefore,

‖γ‖ ' |cu(γ)|
∥∥∥∥Ψ(v)

[
0 1
0 0

]
Ψ(u)−1

∥∥∥∥
A simple matrix computation shows that the second term of the right-hand side
does not depends on the choice of the section, and is in fact equal to v ? u.

II.3.2. Algebraic and geometric notations. Let us explain briefly the
relationship between the notations used here, and the geometric interpretation.
A point Γx ∈ Γ\G is also a unit vector in the tangent bundle T 1S of the hyperbolic
surface S = Γ\G/ SO(2). This point pushed by the geodesic flow of time t is then
written Γxat, and when pushed by the horocycle flow of time s, Γxns.

II.3.3. Counting elements of the group and horocyclic flow. Let us
sketch the approach. We consider a test function f and we wish to estimate∑

γ∈ΓT
f(T−αγu). Decomposing f as a sum of functions of small support, we

reduce to the case where the test function f has support in a small ball B around
a non-zero vector v, and is (essentially) constant, equal to one. 3.

Thus,
∑

γ∈ΓT
f(Tαγu) is the number of matrices γ ∈ ΓT which send u in TαB.

Now, each time a matrix γ of norm ' T sends u near Tαv, it also sends T−αu
near v and it can be checked that the estimate on the cocycle applies:

|cT−αu(γ)| ' ‖γ‖
v ? (T−αu)

' T

T−αv ? u
' T 1+α

v ? u
.

3In [33], the decomposition is made along annuli for the norm . ? u, in order to obtain
slightly better error estimates. The decomposition alluded to here must be done with more
care than the above sketch, because one has to retain some control on Sobolev norms of the
functions in the decomposition
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Figure 3. Some intersections of a horocycle with ΓΨ(B)

This can be done the other way: a γ such that γ(T−αu) ∈ B has a norm approx-
imately T−α|cT−αu(γ)|v ? u.

Now consider the horocycle segment centered on ΓΨ(T−αu) = ΓΨ(u)a−2α log T ,
of length T 1+α/(v ? u), in the manifold Γ\G. For each intersection with ΓΨ(B),
there is a corresponding γ such that

Ψ(u)a−2α log Tns ∈ γ−1Ψ(B),

where |s| is smaller than T 1+α/(v ? u), and is precisely equal to the cocycle
|cT−αu(γ)|.

See Picture 3.
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This means that we reduced the problem to counting such intersections with
ΓΨ(B) on a horocycle segment; to do so, let us introduce the indicatrix function f̄
of the set ΓΨ(B)n[−1/2,1/2]. Its integral is equal to the surface of B, and integration
onN -right orbits (that is, the horocyclic flow) counts the number of intersections.4

Therefore,

(2)
∑
γ∈ΓT

f
(γu

Tα

)
'
∫ T1+α

v?u

−T1+α

v?u

f̄(ΓΨ(u)a−2α log Tns)ds.

This means we have reduced the problem to finding a estimate of the ergodic
sum along a piece of horocycle centered on ΓΨ(u), pushed (or pulled) by the
geodesic flow of time −2α log T .

II.3.4. Cocompact case.
II.3.4.1. Consequences. In the cocompact case, the horocycle flow is uniquely

ergodic (Furstenberg) so ergodic averages of continuous functions converge uni-
formly to their integral with respect to the Liouville measure. Because of this uni-
formity, the fact that the horocycle is centered around a moving point ΓΨ(u)a−2α log T

is irrelevant, as long as the horocycle segment is long enough.

The effect on the main terms we try to compute are:

∑
γ∈ΓT

f
(γu

Tα

)
'
∫ T1+α

v?u

−T1+α

v?u

f̄(ΓΨ(u)a−2α log Tns)ds,

' 2T 1+α

v ? uµ(Γ\G)

∫
Γ\G

f̄dµ, (Unique ergodicity)

' 2T 1+α

v ? uµ(Γ\G)

∫
f(w)dw, (Properties of f̄)

' 2T 1+α

µ(Γ\G)

∫
f(w)

w ? u
dw. (Support of f)

II.3.4.2. Ergodic Theorem with remainder terms. Now that we have deter-
mined the main term, we only need effective versions of every '-equation to
obtain Theorem II.1. The most interesting one is of course the ergodic Theorem.
So we need to understand what looks like the ergodic Theorem with remainder
term for the horocycle flow on compact surfaces.

4This construction of f̄ is not quite precise, as it may happen that Ψ(B)n[−1/2,1/2] does
not embed injectively in Γ\G. In practice, in [33] we take a smooth thickening to be able to
control the Sobolev norm of f̄ .
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Let us recall briefly the thickening argument that allows to pass from mixing
of the geodesic flow to equidistribution of horocycles - one usual way uses some
equicontinuity, but knowledge of the speed of mixing allows to bypass this argu-
ment. Assume we already know (exponential) mixing: for every smooth functions
f, g on Γ\G,∫

Γ\G
f(Γx)g(Γxat)dµ(Γx) =

(∫
Γ\G

f

)(∫
Γ\G

g

)
+O(e−β|t|‖f‖Sob‖g‖Sob).

for some appropriate Sobolev norm, and β > 0. Let f be the function we want to
integrate along an horocycle Γx0n[−S,S] of length 2S > 0, define gε to be a smooth
approximation of the integral against the small piece of horocycle Γx0alogSn[−1,1],
say on a neighborhood of size ε. If gε is well-chosen, its Sobolev norm will be of
order ε−N , for some fixed N .

The usual trick is to see that gε ◦ a− logS is also a smooth approximation of
the integral against Γx0n[−S,S]. Therefore,

1

2S

∫ S

−S
f(Γx0ns)ds =

∫
Γ\G

f(Γx)gε(Γxa− logS)dµ(Γx) +O(ε‖f‖Sob),

and now exponential mixing tells us that

1

2S

∫ S

−S
f(Γx0ns)ds =

∫
Γ\G

f +O(S−β‖f‖Sobε−N) +O(ε‖f‖Sob).

We choose ε to minimize the remainder term - and that will hurt the exponent
β, but still gives a remainder term of the form S−β

′‖f‖Sob. So an exponential
speed for mixing of geodesic flow implies a polynomial speed for ergodic averages
of horocycle flow. Something we must be careful about is that gε in fact depends
on S; but since the lattice is cocompact, one can give an uniform bound for the
Sobolev norm of a family of smooth approximations of horocycle Γyn[−1,1] for all
points Γy.

The bad news is that this strategy would give suboptimal exponents (as
smoothing process often do). In [33], we appeal to the results of Ratner, Burger
[7], Flaminio-Forni [11] and Strömbergson [42], in which they analyse the de-
composition of L2(Γ\G) into irreducible representations of G and work in each
component separately. Recall that the Casimir operator is basically the Laplacian
when estimated on right-SO(2)-invariant functions, so knowledge of the spectrum
of the Laplacian gives essentially the decomposition.

This last approach is not very different from Ratner’s results about exponen-
tial mixing [38] (or Matheus [29]), and this is not surprising, as we have seen that
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exponential mixing of geodesic flow and polynomial equidistribution of horocycles
are more or less synonymous.

II.3.5. Non-uniform lattices. The previous rough analysis gives us a hint
about what a good estimate for ergodic average should be in this case. Consider
a large piece of horocycle Γxn[−S,S], then if ΓxalogS is in a compact part of the
manifold Γ\G, one still can have a uniform bound for the Sobolev norm of the
function g, and the same kind of estimate follows. However, if ΓxalogS is far away
in the cusp(s), the Sobolev norm of g will be bigger; estimating properly by how
much, depending on the distance of ΓxalogS to the compact part, seems difficult.
But it is a way to understand why, in Strömbergsson’s result [42], this distance
appears as an important term. More precisely, if K is any compact subset of
Γ\G, then

Theorem II.3 (Strömbergsson [42]). Let Γ be a lattice in G there are positive
δ = δΓ and c such that for any S ≥ 1, any C4-map F on Γ\G supported in K
and any x ∈ Γ\G,∣∣∣∣ 1

2S

∫ S

−S
F (xns)ds−

1

µ(Γ\G)

∫
Γ\G

F dµ

∣∣∣∣ ≤ c‖F‖2,4S
−δeδ dist(xalog S ,K).

Returning to our original problem, we had to estimate an ergodic average
along an horocycle of length T 1+α around a point ΓΨ(u)a−2α log T . The point we
need to understand how far in the cusp(s) is ΓΨ(u)a(1−α) log T , and this distance
has to be compared to the length T 1+α in the quantitative way given by the above
result, to obtain a remainder term.

If Γ = SL(2,Z), and u has β-diophantine slope, one can give a priori bounds

on this distance, namely dist(ΓΨ(u)a(1−α) log T , K) � (1−α)β
β+2

log T, which lead to

Theorem II.2.





CHAPTER III

Action of finitely generated groups on the plane

In this chapter, G = SL(2,R), G0 = PSL(2,R), and H is the hyperbolic plane.
We want to analyse the linear action of a finitely generated, non-elementary

subgroup Γ ⊂ G, containing −I as unique torsion element. We will denote by Γ0

its image in G0, and S = Γ0\H the corresponding surface, where H is the hyper-
bolic plane. The assumption on Γ means that the surface S is geometrically finite.

The crucial estimate (2)∑
γ∈ΓT

f
(γu

Tα

)
'
∫ T1+α

v?u

−T1+α

v?u

f̄(ΓΨ(u)a−2α log Tns)ds.

for a test function f whose support is a small set near v, and a related function
f̄ , still applies; however, the Liouville/Haar measure cannot be used anymore
to estimate the right-hand side ergodic sum (it is infinite, and not even ergodic
anymore).

We will proceed in the opposite order relatively to the previous chapter, first
focusing on ergodic properties, and then apply them to get results about the orbit
distribution on the plane. We will retain the (algebraic) notations, therefore for
v ∈ T 1S, vns and vat will be respectively the vector v pushed by the horocycle
flow of time s (resp. geodesic flow of time t).

We will distinguish between the convex-cocompact case (where the results
will be the strongest) and the geometrically finite with cusps case. The main
reference for the setup of this chapter is the book of Roblin [39].

III.1. Ergodic theory on geometrically finite surfaces

III.1.1. Patterson measures. Let Λ ⊂ P1 be the limit set of Γ0, and δ be
the critical exponent. For geometrically finite surfaces in constant curvature, it
was proved by Sullivan that there is, up to normalisation, a unique family of con-
formal densities (νx)x∈H of exponent δ, called the Patterson measures, satisfying
γ∗νx = νγx, and for any x, y ∈ H, ξ ∈ P1 = ∂H,

dνx
dνy

(ξ) = e−δβξ(x,y),

37
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(a) Convex-cocompact surface (b) Geometrically finite with a cusp

where βξ is the Busemann function. Let o be the origin in H, that is, the point
fixed by the action of SO(2).

Figure 1. The Hopf coordinates on T 1H

III.1.2. Bowen-Margulis-Patterson-Sullivan measure. We use the clas-
sical Hopf coordinates, explicitly the map T 1H → (∂H × ∂H − diag) × R,
v 7→ (v+, v−, βv+(o, π(v))), which to any vector v associate the endpoints of the
geodesic it generates, and a time parameter. Here, π is the base-point projection
from T 1H to H.
Let Ω̃ = (Λ×Λ−diag)×R, this is a Γ-invariant set, invariant under the geodesic
flow. Put Ω = Γ\Ω̃. It turns out to be the non-wandering set for the geodesic
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flow on T 1S. When Γ0 does not contain parabolic elements, the group is convex-
cocompact and Ω is a compact set; it is however non-compact if S has cusps.

Still in the Hopf coordinates, define

dm̃PS(v) = eδ(βv− (o,π(v))+βv+ (o,π(v))dνo(v+)dνo(v−)dt.

It is clearly invariant under the geodesic flow. Because of the properties of con-
formal densities, this is a Γ-invariant measure, so descend to a measure mPS on
T 1S, the Bowen-Margulis-Sullivan measure. This measure turns out to be finite.
It is the unique measure of maximal entropy (namely, δ) for the geodesic flow. It
is ergodic and mixing.

III.1.3. Burger-Roblin measure. Define Ẽ = (Λ × ∂H − diag) ×R, this
is a Γ-invariant set, and E = Γ\Ẽ . This set turns out to be the non-wandering
set for horocycle flow on T 1S.

An trivial but important observation is that any v ∈ E is getting closer to Ω
when pushed by the geodesic flow of positive time.

The so-called Burger-Roblin measure is constructed the following way. Put

dm̃BR = eδβv+ (o,π(v))+βv− (o,π(v))dνo(v+)dθ(v−)dt,

where dθ is the SO(2)-invariant probability measure on ∂H. Similarly, this mea-
sure is Γ-invariant and defines a measure mBR on T 1S, the Burger-Roblin mea-
sure. Not completely obvious in the above formula is the fact that the conditional
measure on the stable manifold eβv− (o,π(v))dθ(v−) is none other than the Lebesgue
measure, so mBR is invariant under the horocycle flow.

It turns out that this is the only ergodic, conservative measure of full support
in E . In the convex-cocompact case, it is the only ergodic, conservative measure.
In the presence of cusps, ergodic conservative invariant measures also include the
(finite) measures on periodic horocycles.

Notice that mBR is not invariant under the geodesic flow, but merely quasi-
invariant; it decreases by a factor e(δ−1)t when flowed.

III.1.4. Measures on Horocycles. For v ∈ T 1H, denote by H−(v) =
{vns}s∈R the horocycle passing through v. On each horocycle H−(v), we will
consider two measures λH−(v) and µH−(v). The measure λH−(v) will simply be the
Lebesgue measure when H−(v) is identified with R through the map s 7→ vns (it
does not depends on the chosen v in the horocycle). The measure µH−(v) is given
by

dµH−(v)(w) = eδβw− (o,π(w))dνo(w−),
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is infinite if v+ ∈ Λ, and correspond to the conditional measure of m̃PS along
the horocycles. It is Γ-invariant in the sense that γ∗µH−(v) = µH−(γv), so can be
though as a measure on an horocycle on S (we omit the case where the horocycle
is periodic).

The set H ' ∂H ×R of all horocycles of H can be endowed with a measure
µ̂ written as

dµ̂(ξ, t) = eδtdνo(ξ)dt,

which is Γ-invariant and ergodic.

The measure m̃PS (respectively m̃BR) is the measure obtained by integration
of the family of measure µH−(.) (resp. λH−(.)) on the horocycle foliation with
transverse measure µ̂.

We define, for v ∈ T 1S,

τ(v) = µH−(v)((vns)s∈[−1,1]),

the µH−(v)-measure of an horocycle segment of radius 1. Understanding the
properties of this function will be crucial in the sequel. It is positive on Ω, and
turns out to grow exponentially in cusps [32, Proposition 5.1]. However, if Γ is
convex-cocompact, then it is bounded form above and below by positive constants
on any compact neighbourhood of Ω; since for any v ∈ E , there is a T such that
for all t ≥ T , vat is in the chosen neighbourhood of Ω, hence τ(vat) oscillates
between two positive constants.

III.1.5. Ergodic Theorems. The main ergodic result is the following.

Theorem III.1. [32, Theorem 1.1] Let S be a nonelementary geometrically
finite hyperbolic surface. There is a nonnegative continuous function τ on T 1S,
such that the following holds. Let u ∈ E be a nonwandering and non-periodic
vector for the horocycle flow. If f : T 1S → R is continuous with compact support,
then

lim
t→+∞

1

tδτ(ualog t)

∫ t

−t
f(uns)ds =

1

mPS(T 1S)

∫
T 1S

f dmBR .

Moreover, tδτ(ualog t)→ +∞ as t→ +∞.
If the surface S is convex-cocompact, the nonwandering set Ω ⊂ E of the

geodesic flow is compact, the map τ is bounded from below and from above on Ω,
and the above convergence is uniform in u ∈ Ω.

In the convex-cocompact setting, this is a strong statement, once one knows
that the mysterious function τ(ualog t) is not so mysterious. For large enough t,
it oscillates at a decaying rate between two positive constants - one could think
of it as something like 2 + cos(log t).
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One happy consequence is that it did show that the famous Theorem of Aaron-
son forbidding the existence of normalizing sequence in infinite ergodic theory [1,
Theorem 2.4.2] is a result specific to one-sided ergodic sums. This motivated the
paper [2].

III.1.6. Sketch of the proof of the Theorem. Although this Theorem
was new, its proof followed known strategies. An old idea is to first consider
similar integrals but with respect to the measures µH− on the leaves. These mea-
sures behave nicely under the geodesic flow : the measure of the image of a set
under the geodesic flow of time t is e−δt smaller than the measure on the original
horocycle.

III.1.6.1. The integral with respect to µH−. For f continuous with compact
support on T 1s, consider

Mt,v(f) =
1

µH−(v)(vns)s∈(−t,t)

∫ t

−t
f(vns)dµH−(v)(s)

=
1

tδτ(valog t)

∫ t

−t
f(vns)dµH−(v)(s).

For all v ∈ Ω a non-periodic vector for ns, the statement is that

(3) lim
t→+∞

Mt,v(f) =
1

mPS(T 1S)

∫
fdmPS.

In the convex-cocompact case, this is due to Roblin. The pointwise conver-
gence of Mt,v(f ◦ a− log t) is essentially the mixing property of the finite measure
mPS (see for example Babillot [4]), in a quite similar fashion than in the lattice
case sketched in Chapter 2. Then one can use a equicontinuity argument to show
the pointwise convergence of Mt,v(f).

In the geometrically finite case (with cusps), this is due to Schapira [40], and
the proof is a bit different, as equicontinuity does not occur in this case. Another
difficulty is to control the tightness of horocycles, i.e. check there is no loss of
mass at infinity.

III.1.6.2. From µH− to λH−. One would like to interpret the convergence (3).
Consider f the indicatrix function of a flow box B, that is a small set which is
locally a product of a transversal T to the horocycle foliation, and a small piece
of horocycle. The integral ∫ t

−t
f(vns)dµH−(v)(vns)

counts how many times Nt,v the horocycle (vns)s∈(−t,t) hits the box B, each
time being counted with a weight which is the measure µH− of the piece of
corresponding leaf. See picture 2. The crucial fact here is that µH− is a continuous
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Figure 2. The Box B: from µH− to λH−

family of measures on the horocycle foliation on T 1S. In particular, the weight
of each piece of leaf is almost constant c. Therefore,∫ t

−t
f(vns)dµH−(v)(s) ' Nt,vc ' Nt,v

∫
fdmPS

µ̂(T )
.

The same things occur for the Lebesgue measure on horocycles, with a positive
number c′: ∫ t

−t
f(vns)dλH−(v)(s) ' Nt,vc

′.

Hence, ∫ t

−t
f(vns)ds '

c′µ̂(T )∫
fdmPS

∫ t

−t
f(vns)dµH−(v)(vns).

Notice that c′µ̂(T ) is an approximation of
∫
fdmBR. Together with equation (3),

this implies Theorem III.1.

III.1.7. Complementary results. The two following observations will be
useful.

Lemma III.2. [32, Lemma 4.5] If Γ is not a lattice, τ is not constant on any
orbit of the geodesic flow in Ω.
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This follows from the fact that the support of µH−(v) locally looks like a cantor
set, so the mass of an increasing interval is very often locally constant.

The second observation is less elementary.

Theorem III.3. [32, Theorem 1.7] Assume the group Γ is finitely generated
and contains at least one parabolic element, or equivalently that the surface S
is geometrically finite with at least one cusp. Then τ ∈ L1(mPS) if and only if
δ > 2/3.

This is proven by estimating τ and mPS in the cusps. These computations
are somewhat similar to those of Dal’bo-Otal-Peigné in [8].

III.2. The action on the plane

Let C(Γ0) ⊂ R2−{0} be the cone of vectors whose projective component lies
in Λ.

This set carries a unique (up to scalar multiple) Γ0-invariant ergodic measure
µ̄ of full support, which in polar coordinates is written dµ̄ = 2r2δ−1drdν̄o, where
ν̄o is the symmetric lift of the Patterson measure. It is also the symmetric lift of
the measure µ̂, if one identifies horocycles with (R2 − {0})/±.

III.2.1. Convex-cocompact case. In the case of a convex-cocompact group
Γ, we show that an analogue of Ledrappier’s result holds ’up to multiplicative
constants’. A first modification to consider is to assume that the initial vector u
lies in the cone C(Γ0). Indeed, for any vector u /∈ C(Γ0), there is a constant c > 0
(depending on u) such that |γu| ≥ c||γ||, hence forbidding any local distribution
result for any parameter α < 1.

Theorem III.4. Let Γ0 < SL(2,R) a convex-cocompact group of critical ex-
ponent δ, which contains −I as unique element of torsion. Let α ∈ (−1, 1) be a
scaling factor. For all u ∈ C(Γ0), for all nonzero, nonnegative, continuous and
compactly supported functions f on R2 − {0}, we have as T → +∞:

(4)
1

T (1+α)δ

∑
γ∈ΓT

f
(γu

Tα

)
�
∫
R2

f(v)

(v ? u)δ
dµ̄(v),

where the implied constants do not depend on u nor on f .

The symbol a(T ) � b(T ) means that the ratio a(T )/b(T ) lies between two
positive constants for T sufficiently large.

Idea of the proof. The computation begins in a similar fashion to the
one in Chapter II, except we have to use Theorem III.1 instead of the (uniquely)
ergodic Theorem. For a test function f supported in a small ball around v, the
estimates are the following.
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Figure 3. The cloud for a convex-cocompact free group (left) and
for a free group with a parabolic element (right)

Figure 4. Local distribution for a convex-cocompact free group

∑
γ∈ΓT

f
(γu

Tα

)
'
∫ T1+α

v?u

−T1+α

v?u

f̄(ΓΨ(u)a−2α log Tns)ds,

'
(
T 1+α

v ? u

)δ τ(ΓΨ(u)a(1+α) log T−logv?u)

mPS(T 1S)

∫
T 1S

f̄dmBR, (Theorem III.1)

� T (1+α)δ

(v ? u)δmPS(T 1S)

∫
R2

f(w)dµ̄(w), (Properties of f̄ and τ)

� T (1+α)δ

mPS(T 1S)

∫
f(w)

(w ? u)δ
dµ̄(w). (Support of f)
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We used the uniformity in Theorem III.1 to ignore the fact that the middle of
our horocycle segment is moving with T .

Here, we simply dismissed the oscillating function τ with the use of the symbol
�. This might seem a very crude way to deal with it. However, notice that here
τ is computed at a point which depends on v (the center of the support of f) and
on T , explicitly at ΓΨ(u)a(1+α) log T−logv?u. Therefore, if we tried to decompose
a continuous function F as a sum of functions fi of small support, we would
be quite embarrassed in trying to sum the different estimates for the functions
fi. �

Being embarrassed about how to deal with a sum is not a very convincing
argument that one cannot do much better. One could imagine that there exists
a better measure than dµ̄(v)/(v ?u)δ, or a better normalization than T (1+α)δ, for
which a true limit could be proved. In fact, this cannot happen simply because
there is not even a ratio limit Theorem; here is the reason.

Consider two test functions f1 and f2 of small supports around different points
v1 and v2, such that v1 ? u 6= v2 ? u. The sum over fi will behave accordingly
to τ(ΓΨ(u)a(1+α) log T−logvi?u), therefore there would be a fixed difference in time
for the points where τ is computed for i = 1, 2, namely log v1?u

v2?u
. It is therefore

sufficient to notice that for any t0 6= 0 and for mBR-almost every vector v ∈ T 1S,
the ratio

τ(vat+t0)

τ(vat)
,

has no limit as t → +∞, because of Lemma III.2. We have just sketched the
proof of:

Proposition III.5. Assume that Γ0 is non-elementary, geometrically finite,
with infinite volume, and contains −I as unique element of torsion. There exists
f1,f2 as in Theorem III.4 with

∫
fidµ̄ > 0, such that for µ̄-almost every u, the

ratio ∑
γ∈ΓT

f1(γu)∑
γ∈ΓT

f2(γu)
,

has no limit as T → +∞.

III.2.2. Geometrically finite case. The measure dµ̄(v)/(v ?u)δ is indeed
the correct limit, but in a weaker sense, namely under a log-Cesaro average. The
statement is the following.

Theorem III.6. Assume that Γ0 is a nonelementary group containing −I as
unique element of torsion. Write S = Γ0\H.
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(1) If Γ0 is convex-cocompact, then, with the same notations as in Theorem III.4,
we have for µ̄-almost every u ∈ C(Γ0),

lim
S→+∞

1

logS

∫ S

1

1

T (1+α)δ

∑
γ∈ΓT

f
(γu

Tα

) dT
T

=
2
∫
T 1S

τdmPS

(mPS(T 1S))2

∫
R2

f(v)

(v ? u)δ
dµ̄(v).

(2) If Γ0 is geometrically finite with cusps, with critical exponent δ > 2/3, and
α = 0, then we have for µ̄-almost every u ∈ C(Γ0),

lim
S→+∞

1

logS

∫ S

1

1

T δ

∑
γ∈ΓT

f (γu)
dT

T
=

2
∫
T 1S

τdmPS

(mPS(T 1S))2

∫
R2

f(v)

(v ? u)δ
dµ̄(v).

Sketch of proof. First consider the convex-cocompact case. From the
proof of Theorem III.4, recall that for a function f of small support around a
point v, we have the estimate:

1

T (1+α)δ

∑
γ∈ΓT

f
(γu

Tα

)
' τ(ΓΨ(u)a(1+α) log T−logv?u)

1

mPS(T 1S)

∫
f(w)

(w ? u)δ
dµ̄(w).

If we integrate under a log-Cesaro average, the (non-constant part of) the expres-
sion on the right-hand side becomes

1

logS

∫ S

1

τ(ΓΨ(u)a(1+α) log T−logv?u)
dT

T

is nothing else than an ergodic average of τ along the geodesic flow, as is seen
using the change of variable t = log T . By the Birkhoff ergodic Theorem, it con-
verges to 1

mPS(T 1S)

∫
τdmPS, mPS-almost surely. Notice that it is a almost sure

limit, and certainly not an everywhere limit (one may indeed chose u such that
ΓΨ(u) is in the stable manifold of a periodic vector for the geodesic flow, for
instance). This proves the first point.

For a general geometrically finite surface, the problem in estimating the right-
hand side of ∑

γ∈ΓT

f
(γu

Tα

)
'
∫ T1+α

v?u

−T1+α

v?u

f̄(ΓΨ(u)a−2α log Tns)ds,

is that the middle point ΓΨ(u)a−2α log T of the horocycle segment considered
moves with T , as soon as α 6= 0. This was not a problem in the convex-cocompact
case because of the uniformity in the limit of Theorem III.1, but here we cannot
apply Theorem III.1. Thus, we will assume from now on that α = 0. 1

1It should be possible to provide analogues of Theorem III.1 with a moving point, but
diophantine conditions should appear if the point is moved forward along the geodesic flow - as
in the lattice case, this correspond to α < 0 here. An instance of this is Theorem III.7, where
the point is moved backward.
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Under that hypothesis, the same computations are valid, and we are left to
estimate

1

logS

∫ S

1

τ(ΓΨ(u)alog T−logv?u)
dT

T
.

Here, there is a difference, however; the map τ might not be in L1(mPS). The-
orem III.3 tells us that it happens exactly when δ > 2/3, which is precisely the
hypothesis we assumed. This concludes the sketch of proof of Theorem III.6.

�

III.3. Large scale α = 1

We now turn our attention to the large scale α = 1. As in the lattice case,
there is no condition on initial vector u, which can be outside the cone C(Γ0).
The presence or not of cusp(s) will also be irrelevant.

III.3.1. The size of the cocycle. The estimate ‖γ‖ ' |cu(γ)|v ? u is not
valid any more in the case α = 1, but we still need to understand the implications
on the size of the cocycle of the condition ‖γ‖ ≤ T . Recall that by definition

γ = Ψ(γu/T )

[
1 cT−1u(γ)
0 1

]
Ψ(u/T )−1,

and define v = γu/T , which is expected to be in a fixed compact part of the
plane. By the property Ψ(etw) = Ψ(w)a2t, the previous equation becomes

γ = Ψ(v)

[
1 cT−1u(γ)
0 1

] [
T 0
0 T−1

]
Ψ(u)−1,

which is

γ = Ψ(v)

[
T T−1cT−1u(γ)
0 T−1

]
Ψ(u)−1,

Here, v and u are in some compact part of R2−{0}, so Ψ(u),Ψ(v) are bounded;
the cocycle is expected to be large, of the order of T 2, so

γ ' TΨ(v)

[
1 T−2cT−1u(γ)
0 0

]
Ψ(u)−1,

therefore

(5)
γ

T
'
(

Ψ(v)

[
1 0
0 0

]
Ψ(u)−1 +

cT−1u(γ)

T 2
Ψ(v)

[
0 1
0 0

]
Ψ(u)−1

)
.

Recall the definition of κ given in Chapter 1, section I.4.2:

κ(u,v, s) =

∥∥∥∥ 1

|u|2

(
uxvx uyvx
uxvy uyvy

)
+ s

(
−uyvx uxvx
−uyvy uxvy

)∥∥∥∥ .
For s =

cT−1u(γ)

T 2 , one can check that the matrices involved in Equation (5) are
identical to the ones in the expression of κ. Therefore, the condition ‖γ‖ ≤ T is
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satisfied (essentially) when the cocycle is in the interval T 2[s1, s2], where [s1, s2]
is the interval on which κ(u,v, s) ≤ 1 (it may be empty, in which case we will
take s2 = s1 = 0). Define Θ(u,v) = (s2 − s1)/2, the half-length of this interval,
and Θm(u,v) = (s2 + s1)/2 the middle.

III.3.2. The geometry. Like in the previous cases, it is now possible to
relate the sum we are investigating, for a test function f of small support around
v, with an ergodic sum of a related function f̄ on Γ\G. The integration interval
is determined by the condition on the cocycle given by the requirement ‖γ‖ ≤ T .
The approximation is the following:∑

γ∈ΓT

f
(γu

T

)
'
∫ T 2Θ(u,v)

−T 2Θ(u,v)

f̄(ΓΨ(u)nΘm(u,v)a−2 log Tns)ds.

To estimate this integral, we will use the following result.

Theorem III.7 ( Roblin [39] ). Let S and τ be as in Theorem III.1. For any
v ∈ T 1S, and all f : T 1S → R continuous with compact support, we have

lim
t→+∞

1

tδ

∫ t

−t
f(va− log tns)ds =

τ(v)

mPS(T 1S)

∫
T 1S

f dmBR .

Therefore, by Theorem III.7 applied to the time t = T 2Θ(u,v),∑
γ∈ΓT

f
(γu

T

)
' T 2δ(Θ(u,v))δ

τ(ΓΨ(u)nΘm(u,v)alog Θ(u,v))

mPS(T 1S)

∫
T 1S

f̄ dmBR,

so ∑
γ∈ΓT

f
(γu

T

)
' T 2δ(Θ(u,v))δ

τ(ΓΨ(u)nΘm(u,v)alog Θ(u,v))

mPS(T 1S)

∫
R2

f dµ̄.

The previous estimate being valid for a function f of small support around v.
For a (general) continuous function f , we have to somehow ’integrate’ over v.
Recall that D(u) = {v; Θ(u,v) > 0} (we include 0 in this definition). The final
result, which generalize Theorem I.3, is the following statement:

Theorem III.8. [32, Theorem 1.10] Let Γ0 be a finitely generated, non-
elementary subgroup of SL(2,R), containing −I as the unique element of torsion.
For all u ∈ R2 \ {0} and all continuous functions f : R2 → R, we have

lim
T→+∞

1

T 2δ

∑
γ∈ΓT

f
(γu

T

)
=

2

mPS(T 1S)

∫
D(u)

Θ(u,v)δτ(ΓΨ(u)nΘm(u,v)alog Θ(u,v))f(v)dµ̄(v),

and the right-hand side is a finite integral, whose total mass does not depend of
u.
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In [32, Theorem 1.10], there is an additional hypothesis that the norm is
strictly convex. This is useful in the proof because it implies the continuity of Θ,
but it can be removed by approximating the norm with a strictly convex one.





CHAPTER IV

Random orbits on the plane

In probabilistic terms, the two previous chapters dealt with picking an element
at random in SL(2,R) following a uniform law in a ball of radius T , and look-

ing at the law of the evaluation at u ∈ R2, at a certain scale. This chapter is
about what might happen if the element in question was chosen using a random
walk.

IV.1. Heuristic and motivations

Let µ be a probability on G = SL(2,R). We will assume through the chapter
(except in the examples) that µ is symmetric, and has a finite support that
generates a non-elementary, convex-cocompact subgroup Γ of SL(2,R). These
hypotheses are suboptimal at several places and unnecessary in several results,
but will allow a more transparent exposition.

IV.1.1. Interpretation of the previous results. Consider the random
walk on G (beginning at e) generated by µ. The random walk at step n has law
µn, the n-th convolution power of µ. Let α ∈ R be a parameter, f a continuous
test function on R2, and u ∈ R2 − {0} an initial vector. What can we expect of
the behavior of ∫

G

f
(
e−αnγu

)
dµn(γ) ?

Interpreting the results of the previous chapters for T = en and the uniform
measure un on ΓT , where in this case α ∈ (−1, 1),
(1) The above quantity was exponentially small, of the order of Tα−1 = e(α−1)n.

Write β = α− 1.

(2) When renormalized by this exponent, there was some convergence

eβn
∫
G

De−αnγudun(γ)→ dµ̄

(v ? u)δ
,

where Dv stands for a Dirac mass at a point v (often under some additional
conditions). The convergence could be a genuine convergence for the weak-*
topology on measures, or in a weaker sense (log-Cesaro average).

51
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(3) The limit measure obtained dµ̄
(v?u)δ

was homogeneous of degree δ.

(4) The above convergence occured only if some hypothesis on the initial vector u
satisfied some conditions. The smaller the parameter α, the more restrictive
the condition were - diophantine condition in the case SL(2,Z), being in
C(Γ) for convex-cocompact Γ wheareas the large-scale result did not care for
that hypothesis, and so on.

IV.1.2. What if... ? For the purpose of a heuristic calculation, assume the
situation for a random walk is similar. More precisely, assume that there exist
an exponent β (depending on α), and an infinite, Radon measure ν̄ on R2−{0},
homogeneous of degree d for some real number d, such that

eβn
∫
G

f
(
e−αnγu

)
dµn(γ)→

∫
R2

fdν̄.

While we will not prove any result of this kind, our goal in this chapter will be
to guess what β, ν̄ and d could be, and produce reasonable candidates.

So, let us find what necessary conditions this assumption implies. We would
have 1

∫
R2

fd(µ∗ν̄) =

∫
G

∫
R2

f(γv)dµ(γ)dν̄(v) '
∫
G

(
eβn
∫
G

f
(
e−αnγγ′u

)
dµn(γ′)

)
dµ(γ),

∫
R2

fd(µ ∗ ν̄) ' e−βeβ(n+1)

∫
G

f
(
eαe−α(n+1)γ′′u

)
dµn+1(γ′′) ' e−dα−β

∫
R2

fdν̄.

Put λ = e−dα−β. Such a measure ν̄ would thus have to satisfy the convolution
equation

(6) µ ∗ ν̄ = λν̄.

Assume moreover that ν̄ is symmetric around zero, or equivalently, that the
equation of homogeneity ν̄(t.E) = tdν̄(E) is also valid for t < 0. Then ν̄ can
be recovered from the data of a (finite) measure ν on P1 and the exponent of
homogeneity d, in polar coordinates

dν̄(r, θ) = |r|d−1drdν(θ).

We would like to translate Equation (6) into a condition on ν, which should
be simpler to solve/understand, because ν is a finite measure on a compact space.

1This heuristic computation can also be done with an additional (and probably more real-
istic) multiplicative polynomial term like n−3/2 to the assumed asymptotic.
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IV.1.3. The twisted convolution operator Ps. For γ ∈ G and ξ ∈ P1,
we will denote by

σ(γ, ξ) =
|γv|
|v|

= e
1
2
βξ(γ

−1o,o) = |γ′(ξ)|−1/2
o ,

where v ∈ R2 − {0} is any representative of ξ, the exponential of half the Buse-
mann cocycle, or equivalently the inverse of the square root of the derivative of γ
at ξ with respect to the SO(2)-invariant measure. It satisfies the cocycle identity

σ(γγ′, ξ) = σ(γ, γ′ξ).σ(γ′, ξ).

For a parameter s ∈ R, introduce the operator on C0(P1),

Ps,µ(f)(ξ) =

∫
G

σ(γ, ξ)sf(γξ)dµ(γ).

Its dual acts on finite (signed) measures, viewed as the dual of C0(P1),

P ∗s,µ(ν)(f) =

∫
G

∫
P1

σ(γ, ξ)sf(γξ)dµ(γ)dν(ξ).

From the cocycle identity, one has P n
s,µ = Ps,µn . We will now omit the µ in the

notation Ps. The link between Equation (6) and this operator is the following.

Lemma IV.1. Let ν be a finite measure on P1, and ν̄ the measure on R2−{0}
defined by dν̄ = |r|d−1drdν(θ), for some d ∈ R. Then, for any λ > 0, the
following are equivalent.
(1)

P ∗−d(ν) = λν,

(2)

µ ∗ ν̄ = λν̄.

Proof. The radial integration C0
c (R2 − {0})→ C0(P1) defined by

K(f)(θ) =

∫
R∗
f(r, θ)|r|d−1dr,

satisfies ν(K(f)) = ν̄(f), but also

K(f ◦ γ)(θ) =

∫
R∗
f(rσ(γ, θ), γθ)|r|d−1dr = σ(γ, θ)−d

∫
R∗
f(r, γθ)|r|d−1dr,

so K(f ◦ γ)(θ) = σ(γ, θ)−dK(f)(γθ). A short computation shows this operator
satisfies

P ∗−d(ν)(K(f)) = µ ∗ ν̄(f).

Then one notices that K is surjective to conclude. �
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IV.1.4. Recipe for the computation of d, β. From the above analysis,
our candidate ν̄ should be constructed using an eigenmeasure ν of an operator
P ∗s , but with s unknown (equal to −d, but we don’t know d a priori, only the
parameter α).

Let us conclude this heuristic with a recipe on how to guess our candidates for
d, β, ν̄ from a good knowledge of the spectral properties of Ps. We won’t explain
why, but it should give further motivation for the study of the operators Ps and
P ∗s as a family (and not individually).

Assume we know a ’good’ family of eigenvalues ek0(s) of P ∗s , with eigenmea-
sures νs, and that s 7→ k0(s) is convex. In good cases, there is a unique s such
that k′0(s) = α. The candidates are d = −s, ν = νs, and β = sα− k(s).

IV.2. Random walk setup

In this section we recall some basic facts about random walks on groups.

IV.2.1. Random walks on Γ. For f a real-valued function on Γ, define the
random walk operator on Tµ(f) : Γ→ R by

Tµ(f)(g) =

∫
Γ

f(γ−1g)dµ(γ).

The spectral radius of the random walk is by definition the spectral radius of
Tµ acting on `2(Γ), and is denoted by ρ(µ). Since µ is symmetric, it is related to
the probability of return to e by a Theorem of Kesten:

ρ(µ) = lim sup
n

(µn(e))1/n.

Since Γ is non-amenable, ρ(µ) < 1, by another Theorem of Kesten.

A function f on Γ is said to be λ-harmonic if Tµf = λf for all γ ∈ Γ. Let
c(γ, ξ) be a multiplicative cocycle on Γ×X, where X is a Γ-space. Notice that,
thanks to the cocycle property, for the family (c(., ξ))ξ∈X of functions of `2(Γ) to
be λ-harmonic is equivalent to be λ-harmonic only at the point e, in the sense
that

∀ξ,
∫
G

c(γ, ξ)dµ(γ) = λ.

IV.2.2. The Green function. The Green function is defined for x, y ∈ Γ,
and z ∈ C, |z| ≤ 1/ρ(µ), by

Gz(x, y) =
∑
n≥0

µn(x−1y)zn.
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The radius of convergence of Gz as a power series in z is precisely 1/ρ(µ), by the
characterisation of ρ(µ). Note that Gz(γx, γy) = Gz(x, y).

We will also need the fact that for all 0 < z < 1/ρ(µ), the map γ 7→ Gz(e, γ)
is in `2(Γ); indeed, let Rz =

∑
n≥0 T

n
µ z

n be the resolvent, we have

Gz(e, γ) = 〈RzDe,Dγ〉,
where Dγ is the indicatrix function of {γ}. Therefore,∑

γ∈Γ

Gz(e, γ)2 = ‖RzDe‖2 < +∞.

IV.2.3. The Martin Kernel. For ξ ∈ ΛΓ the limit set of Γ, z ∈ (0, 1/ρ(µ)),
and γ ∈ Γ, the Martin Kernel is by definition

Kz(γ, ξ) = lim
γ′o→ξ

Gz(γ, γ
′)

Gz(e, γ′)
.

The fact that the above limit exists (and is finite) is a nontrivial fact due to An-
cona [3], which reflects that the Martin boundary of an hyperbolic group identifies
with its geometrical boundary. The map (γ, ξ) 7→ Kz(γ

−1, ξ) is a multiplicative
cocycle.

It is well known (and not too difficult to check) that the Martin Kernel is
1/z-harmonic: ∫

Γ

Kz(γ, ξ)dµ(γ) =
1

z
.

IV.3. The real functions k,k+,kη

IV.3.1. Definition and first properties. Put

k+(s) = lim
n→∞

1

n
log

(
sup
ξ∈X

∫
G

σ(γ, ξ)sdµn(γ)

)
,

k(s) = lim
n→∞

1

n
log

∫
G

‖γ‖sdµn(γ).

where ‖.‖ is the operator norm associated to the euclidean norm on R2. This
choice is practical because of the equality 2 log ‖γ‖ equal the hyperbolic distance
between o and γo.

Let X = P1. For ν ∈M1(X) a probability measure on X, let

kν(s) = lim sup
n→∞

1

n
log

(∫
P1

∫
G

σ(γ, ξ)sdµn(γ)dν(ξ)

)
= lim sup

n→∞

1

n
log ν(P n

s (1)).

Let us first mention that, for s ≥ 0, this three functions are equal, analytic,
strictly increasing, convex, the operator Ps has a spectral gap, a unique positive
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eigenfunction, and P ∗s has a unique probability eigenmeasure of eigenvalue ek(s).
Morevover, the derivative of k at zero is equal to the Lyapunov exponent of the
random walk; all these results are proved in [22]. From now on, we will limit our
study to s < 0.

We first prove some properties of k+ and relate it with the spectral radius of
Ps and P ∗s . We endow the space of continuous functions of X with the supremum
norm |.|∞, and the space M(X) of signed measures on X with the total mass
‖.‖M(X).

Proposition IV.2. Let η ∈M1(X), and s ≤ 0. Then
(1) The limit in the definition of k+(s) exists and is finite.
(2) The spectral radius of Ps and P ∗s are equal to ek

+(s).
(3) The maps s 7→ k(s), s 7→ kη(s), s 7→ k+(s) are convex.
(4) The limit in the definition of k(s) exists and is finite.
(5) The map k is non-decreasing.
(6) We have

k(s) ≤ kη(s) ≤ k+(s).

Proof. Let

an(s) = sup
ξ∈X

∫
G

σ(γ, ξ)sdµn(γ) = |P n
s 1|∞ ≤ ‖P n

s ‖.

For any function f ,

|P n
s f |∞ = sup

ξ∈X

∫
G

σ(γ, ξ)sf(γξ)dµn(γ) ≤ |f |∞ sup
ξ∈X

∫
G

σ(γ, ξ)sdµn(γ) = an(s),

so we conclude that an(s) = ‖P n
s ‖ = ‖(P ∗s )n‖, since the total mass norm is the

dual norm of the sup norm. The definition of the spectral radius then implies (1)
and (2). Concerning the convexity of k+ the maps

an,ξ(s) =

∫
G

σ(γ, ξ)sdµn(γ),

are probability integrals of log-convex functions, so s 7→ log an,ξ(s) is convex.
Then log an(s) = supξ log an,ξ(s) is the supremum of convex functions, so is also
convex. Since k+(s) is a limit of convex functions, it is also convex.

Let bn(s) = log
∫
G
‖γ‖sdµn(γ), this is a convex function. For s ≤ 0, we have

bn+m(s) = log

∫
G×G
‖γ1γ2‖sdµn(γ1)dµm(γ2) ≥ bn(s) + bm(s),

so the sequence bn(s)/n converges because of superadditivity and

k(s) = lim
n→+∞

bn(s)

n
= sup

bn(s)

n
∈ R ∪ {+∞}.
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For ξ ∈ X, we have

σ(γ, ξ)s ≥ ‖γ‖s,

so integrating over γ with respect to µn, we obtain∫
G

‖γ‖sdµn(γ) ≤
∫
G

σ(γ, ξ)sdµn(γ) ≤ sup
x∈X

∫
G

σ(γ, ξ)sdµn(γ),

integrating ξ over η, taking the logarithm and limsup proves the point (6). This
implies that k(s) is finite for all s ≤ 0, point (4).

The statement (3) follows from the fact that the limsup of convex functions
is still convex. The map s 7→ ‖γ‖s are non-decreasing, so are the functions bn(s).
This implies (5).

�

Figure 1. The functions k (red), k+ (black then red), kη for the
Patterson Measure (blue then red), for the parameter ` = 2 in the
free group example
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IV.3.2. The Green-Poincaré Series. We define the Green-Poincaré series
for s ∈ R and z ∈ [0, 1/ρ(µ)], by

GP (s, z) =
∑
γ∈Γ

‖γ‖sGz(e, γ) =
∑
γ∈Γ

e
s
2
d(o,γo)Gz(e, γ).

It can be written also as a power series of z:

GP (s, z) =
∑
n≥0

(∫
G

‖γ‖sdµn(γ)

)
zn.

The Cauchy-Hadamard formula for the radius of convergence implies thatGP (s, z)
converges if z < e−k(s) and diverges if z > e−k(s).

IV.3.3. The function k for small s. The function k turns out to be con-
stant on an interval (−∞, s0], where s0 ∈ [−δ, 0) is a priori unknown.

Proposition IV.3. For all s < −δ, where δ is the critical exponent of Γ, we
have k(s) = log ρ(µ).

Proof. Notice first that

k(s) = lim
n→∞

1

n
log

∫
G

‖γ‖sdµn(γ) ≥ lim sup
n→∞

1

n
log µn(e) ≥ log ρ(µ).

Since the Green-Poincaré series diverges for z > e−k(s), it is sufficient to show
that it converges for z < 1/ρ(µ). Indeed, it implies that k(s) ≤ log ρ(µ), and is
therefore equal to log ρ(µ).

By the Cauchy-Schwarz inequality,

GP (s, z) ≤

(∑
γ∈Γ

‖γ‖2s

)1/2(∑
γ∈Γ

Gz(e, γ)2

)1/2

.

Recall that the relationship between the norm and the hyperbolic distance is
given by the formula ‖γ‖ = e

1
2
d(o,γo). The first expression in the right-hand side

of the previous equation is thus the classical Poincaré series, which converges
because s < −δ, by definition of the critical exponent. The second expression is
also finite, because we have shown that Gz(e, .) ∈ `2(Γ).

�

IV.3.4. Symmetry formula for kη. Recall that η is said to be a Γ-conformal
density of dimension κ if for any γ ∈ Γ and ξ ∈ P1,

dγ∗η

dη
(ξ) = σ(γ−1, ξ)−2κ.

Two examples are the SO(2)-invariant probability L on P1, of dimension 1, and
Patterson measures νo for the origin o, which is of dimension δ.
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Proposition IV.4. Assume that η is a conformal density of dimension κ.
Then

kη(s) = kη(−s− 2κ),

that is, the graph of kη is symmetric with respect to x = −κ.

Proof. We have

η(P n
s (1)) =

∫
P1

∫
G

σ(γ, ξ)sdµn(γ)dη(ξ).

Noting that σ(γ, ξ)σ(γ−1, γξ) = 1, the change of variables ξ′ = γξ transforms
this equation into:

η(P n
s (1)) =

∫
G

∫
P1

σ(γ−1, ξ′)−sdγ∗η(ξ′)dµn(γ).

Using the hypothesis on the Radon-Nikodyn derivative of γ∗η, and the symmetry
of µ, that implies:

η(P n
s (1)) = η(P n

−s−2κ(1)).

Taking n-th root and the limit as n tends to infinity proves the claim. �

IV.3.5. The equality kη = k for large enough s. If one has some estimate
on the lower dimension of the measure η, one can deduce kη from the knowledge
of k for s larger than this dimension. More precisely, define the property (ULDε)
(for uniform lower dimension) by the condition

(ULDε)

∃C > 0, such that

∀ξ ∈ P1,∀r ∈ (0, 1],

η(B(ξ, r)) ≤ Crε

where the distance considered on P1 is the sinus of the angle distance, denoted
by |ξ ∧ ξ′|, since it’s equal to the norm of the wedge product between unitary
representatives of ξ, ξ′. Recall that if ν has (ULDε) then for all ε′ such that
0 ≤ ε′ < ε, there exists M(ε′) such that for all ξ ∈ P1,∫

P1

|ξ ∧ x|−ε′dη(x) ≤M(ε′).

Proposition IV.5. If η satisfies (ULDε), then

∀ s ≥ −ε, kη(s) = k(s).

Examples include the Lebesgue measure on P1, which satisfies (ULD1), and
the Patterson density, which satisfies (ULDδ). In particular, thanks to the sym-
metry formula, one can deduce the function kη for all s from the knowledge of k,
when η is one of these two measures.
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Proof. The proposition follows immediately from the following inequality:
for all s > −ε, there exist C1, C2 > 0 such that for any γ ∈ G,

(7) C1‖γ‖s ≤
∫
P1

σ(γ, ξ)sdη(ξ) ≤ C2‖γ‖s,

The left inequality is a straightforward consequence of σ(γ, ξ) ≤ ‖γ‖. Let us
prove the right one. Since tγγ is symmetric, up to a change of orthonormal basis,
we have

tγγ =

(
‖γ‖2 0

0 ‖γ‖−2

)
,

Note that the change of orthonormal basis does not change the distance on P1,
and thus the constants given by the inequality (ULDε). We parametrize points
x in P1 by an angle θ(x) ∈ [−π/2, π/2[, more precisely

x(θ) = ±
(

sin θ
cos θ

)
.

Let

A = {x ∈ P1, |θ(x)| ≤ ‖γ‖−2},

B = {x ∈ P1, |θ(x)| > ‖γ‖−2}.

We shall find upper bounds for the integrals over A and B. First notice that

σ(γ, x)2 = 〈γx, γx〉 = 〈tγγx, x〉 = ‖γ‖2 sin2 θ + ‖γ‖−2 cos2 θ,

and if y0 =

(
0
1

)
,

σ(γ, x)2 ≥ ‖γ‖2|x ∧ y0|2,

so ∫
B

σ(γ, x)sdν(x) ≤ ‖γ‖s
∫
B

|x ∧ y0|sdη(x) ≤M(−s)‖γ‖s.

Now, note that since ‖γ‖ ≥ 1, on A one has cos(θ) ≥ cos(1), so for all x ∈ A,

σ(γ, x)2 ≥ ‖γ‖−2 cos(1)2,

thus ∫
A

|γx|sdν(x) ≤ cos(1)s‖γ‖−sη(A) ≤ cos(1)s‖γ‖−sC‖γ‖−2ε.

Recall that s > −ε, so −s− 2ε ≤ s and∫
A

σ(γ, x)sdη(x) ≤ C cos(1)s‖γ‖s. �
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IV.4. Construction of eigenmeasures

IV.4.1. An abstract result on the existence of eigenmeasures. By
the Schauder fixed point Theorem, the operator P ∗s has a least one eigenvalue.
We can actually say a little more.

The following Theorem implies that for any probability measure η, both ek
+(s)

and ekη(s) are eigenvalues of P ∗s . I was unable to find a reference about this re-
sult, although I doubt it was unknown. It is not really a generalisation of the
Perron-Frobenius Theorem, because no contraction is required - it applies even
to the identity map.

We write M(X) the Banach Space of finite signed Radon measures on a
compact space X, endowed with the total mass norm: if ν = ν+ − ν−, where
ν+, ν− are non-negative measures, singular to each other, ‖ν‖ = ν+(X) +ν−(X).
We write ν+ and ν− the unique measures in the above Jordan decomposition. Call
a continuous operator A on M(X) non-negative if for all non-negative measure
ν, Aν is also non-negative. This implies that (Aν)+ ≤ A(ν+) for any ν.

Theorem IV.6. Let X be a compact space, and A :M(X)→M(X) a con-
tinuous (for both weak-* and strong topologies) non-negative operator on signed
measures. Then
(1) The spectral radius of A is an eigenvalue of A, with eigenvector a probability.
(2) For ν any probability then lim sup ‖Anν‖1/n is a eigenvalue of A, with eigen-

vector a probability.

The following Lemma, whose proof is a simple exercice, will be useful.

Lemma IV.7. Let (bn)n≥0 be a sequence of positive numbers such that lim sup b
1/n
n =

1. Then

lim inf
n→+∞

bn∑n−1
k=0 bk

= 0,

and if
∑

n bn is finite, then

lim inf
n→+∞

bn∑
k≥n+1 bk

= 0.

Proof. We first prove (1). Without loss of generality, we can assume that

the spectral radius of A is equal to 1. Let ΣN =
∑N−1

k=0 A
k. Note that

AΣN = ΣN + AN − Id,
If one can find (νn) ∈ M(X) probabilities satisfying for some subsequence
(nm)m≥0 both
• limm→+∞ ‖Σnm(νnm)‖ = +∞,
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• limm→+∞
‖Anm (νnm )‖
‖Σnm (νnm )‖ = 0

Then any weak limit ν of Σnm(νnm)/‖Σnm(νnm)‖ satisfies Aν = ν, thus proving
(1).

We will show that the preceding criterion is satisfied in two separate cases,
whether the family (An)n is bounded, or not.

(*) First assume that (An) is uniformly bounded, that is ‖An‖ ≤ K for some
K > 0 independent of n.

Let νn be signed, finite measures of total mass 1 such that

‖An(νn)‖ ≥ 1

2
‖An‖ ≥ 1

2
,

this last inequality being justified by the fact that the spectral radius is the infi-
mum of ‖An‖1/n.

We can and will assume that νn is non-negative, ie a probability. Indeed, the
probability ν+

n + ν−n satisfies the same inequality, because A is non-negative.
Then

1/2 ≤ ‖An(νn)‖ ≤ ‖Ak‖.‖An−k(νn)‖ ≤ K‖An−k(νn)‖,
so

‖Σn(νn)‖ =
n−1∑
k=0

‖An−k(νn)‖ ≥ n

2K
.

The second point is as follows

‖An(νn)‖
‖Σn(νn)‖

≤ 2K2

n
.

(*) Now we assume that (An) is not bounded, that is supn ‖An‖ = +∞. By
the Banach-Steinhaus Theorem, there exists some signed finite measure ν such
that

lim sup
n
‖An(ν)‖ = +∞.

We can again reduce to the case where ν is a probability, using the positivity of
A.
Since ‖Σ(ν)‖ =

∑n−1
k=0 ‖An(ν)‖, one has limn→+∞ ‖Σ(ν)‖ = +∞. Let bn =

‖An(ν)‖. Then lim sup b
1/n
n = 1, so by Lemma IV.7, one has

lim inf
bn∑n−1
k=0 bk

= 0.

So, for some subsequence nk, one has limk→+∞
‖Ank (ν)‖
‖Σnk (ν)‖ = 0.
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This finishes the proof of (1). Now, let ν0 be any probability measure, and de-
fine λ = lim sup ‖Anν0‖1/n. First assume that λ = 0. If there is a n ≥ 0 such that

Anν0 = 0, then there is nothing to prove. Otherwise, lim inf A(Anν0)(1)
Anν0(1)

= 0, so on

the setM1(X) of probabilities , the infimum of the continuous map ν 7→ Aν(1) is
zero. By weak compactness ofM1(X), there is a probability ν such that Aν = 0.

We now consider the case λ > 0. Put B = A/λ, and define now SN =∑N−1
k=0 B

k. Write bk = ‖Bkν0‖. Then

BSN = SN +BN − I.

First case: ‖SNν0‖ =
∑N−1

k=0 bk goes to infinity with N . By the previous lemma,
there exists a subsequence nk such that bnk/‖Snkν0‖ goes to zero as k goes to

infinity. Then any weak limit ν of
Snkν0
‖Snkν0‖

satisfies Bν = ν, as required.

Second case: ‖SNν0‖ is bounded. Put RN =
∑

k≥N+1B
k, then RNν0 is a finite

measure. By Lemma IV.7, there is a subsequence nk such that bnk/‖Rnk−1ν0‖
goes to zero as k goes to infinity. Since

B
RN−1ν0

‖RN−1ν0‖
=

RN−1ν0

‖RN−1ν0‖
− BNν0

‖RN−1ν0‖
,

any weak limit ν of the probabilities
Rnk−1ν0
‖Rnk−1ν0‖ satisfies Aν = λν. �

IV.4.2. Characterisation of eigenmeasures in terms of harmonicity.
One can translate the condition to be an eigenmeasure into a condition on Radon-
Nikodym derivatives.

Proposition IV.8. Let ν be a probability on X. Then ν is an eigenmeasure
for P ∗s of eigenvalue λ if and only if for every γ ∈ Γ, γ∗ν is absolutely continuous
with respect to ν, and for ν-almost every ξ,

Fξ : γ 7→ σ(γ, ξ)−s
dγ−1
∗ ν

dν
(ξ)

is λ-harmonic.

Proof. Let ν a probability such that P ∗s ν = λν, and γ ∈ Γ. Let n ≥ 1 be
such that µn(γ) > 0, then for any non-negative f ∈ C0(P1),

λnν(f) = (P ∗s )(ν)(f)µ(g) ≥ µn(γ)

∫
P1

f(γξ)σ(γ, ξ)sdν(ξ),

and therefore γ∗ν is absolutely continuous with respect to ν.
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Now let ν such that γ∗ν is absolutely continuous with respect to ν for µ-almost
every γ. Then, for any f continuous on X,

P ∗s ν(f) =

∫
P1

∫
G

f(γξ)σ(γ, ξ)sdµ(γ)dν(ξ)

=

∫
G

(∫
P1

f(ξ′)σ(γ, γ−1ξ′)s
dγ∗ν

dν
(ξ′)dν(ξ′)

)
dµ(γ)

=

∫
P1

f(ξ′)

(∫
G

σ(γ−1, ξ′)−s
dγ∗ν

dν
(ξ′)dµ(γ)

)
dν(ξ′).

This proves that ν is an eigenmeasure of P ∗s of eigenvalue λ if and only if, for
ν-almost every ξ, ∫

G

Fξ(γ
−1)dµ(γ) = λ = λFξ(e),

that is, λ-harmonicity at the point e.

As noted before, this is equivalent to the λ-harmonicity for a cocycle. �

IV.5. Green-Poincaré Series and (Γ, µ)-conformal measures

The criterion of Proposition IV.8 gives us another way to find eigenmeasures
for the operators P ∗s . Indeed, we already know λ-harmonic functions, namely the
Martin kernel. This motivates the following definition.

Definition IV.9. Let ν be a finite measure on X. ν is said to be (Γ, µ)-
conformal of parameters (s, z) if for any γ ∈ Γ, γ∗ν is absolutely continuous with
respect to ν and

dγ∗ν

dν
(ξ) = σ(γ−1, ξ)sKz(γ, ξ).

Such measures exist, by the following Theorem.

Theorem IV.10. Let z ∈ (1, 1/ρ(µ)), and s be the unique solution to e−k(s) =
z. Then there exists a (Γ, µ)-conformal measure of parameter (s, z), and it is an
eigenvector for P ∗s of eigenvalue ek(s).

The proof follows closely the construction of Patterson [36]. Such an approach
is also present in the work of Yue [44], where he constructs the stationary measure
this way, ie the case s = 0. In this case, we have a priori no clue if the Green-
Poincaré series diverges or not on the critical curve z = e−k(s), so Patterson’s
weight function will be useful.

IV.5.1. Patterson’s weight function. Let 1 < z < 1/ρ(µ) be fixed, and
s(z) be the unique s such that e−k(s) = z. The Green-Poincaré series converges
for s < s(z) and diverges for s > s(z).
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For 0 ≤ t1 < t2, we consider the annulus

At1,t2 = {γ ∈ Γ; t1 ≤ d(o, γo) < t2}.
Like in [36], we define inductively an increasing map τ : R+ → R+, by defining
it on a sequence of intervals [tn−1, tn], such that its logarithm has slow variations.
Let t0 = 0, and τ(0) = 0. Assume τ has been defined up to time tn−1, as an
increasing function.

We define tn as the infimum of the times t ≥ tn−1 + 1 such that∑
γ∈Atn−1,t

e(s(z)/2+1/n)d(o,γo)Gz(e, γ) ≥ etn−1/n/τ(tn−1).

Such a t exists because the Green-Poincaré Series diverges for s > s(z). On the
interval (tn−1, tn], define

τ(t) = τ(tn−1)e(t−tn−1)/n.

Obviously, τ is still increasing on [tn−1, tn]. Since tn ≥ tn−1 + 1, this defines
correctly τ on the whole real line.

Note that for all ε > 0, τ(t) ≤ eεt for all sufficiently large t.
The weight function τ satisfies:

(1) The series ∑
γ∈Γ

e(s/2)d(o,γo)Gz(e, γ)τ(d(o, γo))

converges for all s < s(z).
(2) The above series diverges for s = s(z).
(3) τ(t+ c)/τ(t)→ 1 as t→ +∞.

The proof is elementary.

IV.5.2. Weighted measures. For s < s(z), define

νs,z =
∑
γ∈Γ

e(s/2)d(o,γo)Gz(e, γ)τ(d(o, γo))δγo ,

ps,z =
νs,z
‖νs,z‖

.

For y ∈ Γo, y = go, for some g ∈ Γ, the derivative of an element γ ∈ Γ is
given by:

dγ∗ps,z
dps,z

(y) =
dγ∗νs,z
dνs,z

(y) =
e(s/2)d(o,γ−1y)Gz(e, γ

−1g)τ(d(o, γ−1y))

e(s/2)d(o,y)Gz(e, g)τ(d(o, y))
.

Since d(o, γ−1go) ≤ d(o, γ−1o) + d(o, go), this Radon-Nikodym derivative has a
limit when y tends to some ξ ∈ P1:

lim
y→ξ

dγ∗ps,z
dps,z

(y) = e(s/2)βξ(γo,o)Kz(γ, ξ),

where β. is the Busemann function.
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Because of the divergence at s(z) of the series considered here, any weak limit
ν of ps,z as s → s(z)−, is a probability measure with support on the limit set.
Moreover, the previous computation imply that

dγ∗ν

dν
(ξ) = e(s(z)/2)βξ(γo,o)Kz(γ, ξ).

This proves the existence of a (Γ, µ)-conformal measure of parameters (s, z).
As noted before, Proposition IV.8 and the properties of the Martin Kernel imply
that it is necessarily an eigenmeasure supported on the limit set of eigenvalue
1/z = ek(s). This concludes the proof of Theorem IV.10.

IV.6. Examples

IV.6.1. Absolutely continuous measure. Although outside the discrete
case considered here, it is instructive to see what happens when µ is absolutely
continuous with respect to the Haar measure.

IV.6.1.1. The Jentzsch-Birkhoff Theorem. If µ is absolutely continuous, with
continuous derivative, and symmetric, the operator Ps and its iterates can be
interpreted as an integral operator, where L is the SO(2)-invariant measure on
P1:

P n
s f(ξ) =

∫
P1

hn(ξ, ξ′)f(ξ′)dL(ξ′),

where ξ′ 7→ hn(ξ, ξ′) is obtained as the mass of the leaf {g ∈ G : gξ = ξ′} in
the decomposition of σ(g, g−1ξ′)sdµn(g) with respect to the foliation {g ∈ G :
gξ = ξ′}ξ′∈P1 and the transverse measure L. For some iterate n, one can show
that inf h > 0. Therefore, the Jentzsch-Birkhoff Theorem [5] can be applied,
and P n

s has a unique positive continuous eigenfunction (up to multiplication)
and a spectral gap. In this case, P ∗s also has a unique probability eigenmeasure
(see [5, Lemma 3]).

IV.6.1.2. Left SO(2)-invariant measure. Although not necessarily absolutely
continuous, this case is even simpler. Assume that µ is invariant under left
multiplication by SO(2), and compactly supported. Then, by invariance, if rθ is
the rotation of angle θ,

Psf(ξ) =

∫
SO(2)

∫
G

f(rθgξ)σ(g, ξ)sdθdµ(g),

so

Psf(ξ) =

(∫
P1

fdL
)(∫

G

σ(g, ξ)sdµ(g)

)
.

Therefore, Ps is a rank one projector, with eigenfunction

Fs(ξ) =

∫
G

σ(g, ξ)sdµ(g).
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Similarly, P ∗s is a rank one projector with eigenmeasure L. The (unique) eigen-
value is given by

ek
+(s) =

∫
G

∫
P1

σ(g, ξ)sdµ(g)dL(ξ).

IV.6.2. Random walk on a free group on two generators. Again, the
example will be outside the formal scope of the previous study, but we will see
how to relate to it.

Figure 2. A view of the example on the free group

IV.6.2.1. The random walk. Consider Γ the free group with two generators
a, b and the simple random walk on Γ, that is

µ =
1

4
(Da +Da−1 +Db +Db−1).

In this case, well-known computations (for example [43, Lemma 1.24]) give
that the spectral radius of µ is ρ(µ) =

√
3/2, and the Green function is equal to

Gz(e, x) =
3

2 +
√

4− 3z2

(
2−
√

4− 3z2

3z

)|x|
,
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where |x| stands for the word distance from e to x. Note that this expression has
a limit when z → 1/ρ(µ), namely

G1/ρ(µ)(e, x) =
3

2

(
1√
3

)|x|
.

IV.6.2.2. The critical exponent. Things would not get very interesting in this
example if the distance considered was the word metric.

Endow the Cayley tree X of (Γ, {a, b}) with a distance d such that edges
labelled by a have length 1, and edges labelled by b have length `. For ξ ∈ ∂X,
and γ ∈ Γ, the cocycle σ(γ, ξ) has to be understood as e

1
2
βξ(e,γ), where β is the

Busemann function defined using the above distance. The norm ‖γ‖ is then

e
1
2
d(e,γ).

The critical exponent of the group Γ can be computed more or less explicitly. Let
an(s) be the sum of esd(e,γ) over all reduced words of length n beginning by a or
a−1, and bn(s) similarly for words of length n beginning with b or b−1. Then(

an+1(s)
bn+1(s)

)
=

(
es 2es

2es` es`

)(
an(s)
bn(s)

)
.

Thus the growth of an(s) and bn(s) are determined by the spectral radius of the
positive matrix

Ms =

(
es 2es

2es` es`

)
,

by the Perron-Frobenius Theorem. This implies that the critical exponent δ of
the Poincaré series is the only −s such that the above matrix has 1 as eigenvalue.
It is given by the following implicit equation:

3e−δ(`+1) + e−δ + e−δ` = 1.

After a little bit of analysis, one can obtain an equivalent as `→ +∞:

δ ∼ log `

`
.

IV.6.2.3. The function k. Let (s, z) be such that 0 < z < 1/ρ(µ), s < 0. The
function k can be obtained via the study of the Green-Poincaré series,

GP (s, z) =
∑
γ∈Γ

e
s
2
d(o,γo)Gz(e, γ).

Here, it can be computed rather explicitly, by regrouping the terms corresponding
to reduced words of the same length, because Gz(e, γ) depends only on the word
length:

GP (s, z) =
3

2 +
√

4− 3z2

[∑
n≥0

(an(s/2) + bn(s/2))

(
2−
√

4− 3z2

3z

)n]
.
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Since an(s/2) + bn(s/2) grows like powers of the spectral radius of Ms/2, the
convergence or divergence of this series changes on the curve

3z

2−
√

4− 3z2
= ρ(Ms/2),

which imply that 2

z =
4ρ(Ms/2)

3 + ρ(Ms/2)2
,

provided this value is < 1/ρ(µ) (otherwise, the Green series is even not defined).
The positive eigenvalue of Ms/2 is given, after a short calculation of the charac-
teristic polynomial, by the formula

ρ(Ms/2) =
1

2

(
es/2 + es`/2 +

√
es + es` + 14es(`+1)/2

)
.

Putting z = e−k(s) inside these formulas gives an explicit (not very not enlight-
ening, but useful for the pictures) expression for k(s).

More interesting is to try to understand if the criterion that says that k is
constant on some interval (−∞, s0] for s0 ≥ −δ is tight, or not, i.e. whether s0 is
equal or strictly larger than −δ. Because Gz(e, .) has a limit when z = 1/ log ρ(µ)
of exponential decay given by 1√

3
, that tells us that

ρ(Ms0/2) =
√

3.

Again, this is expressed in the implicit equation det(Ms0/2 −
√

3I) = 0, that is:

(es0/2 −
√

3)(es0`/2 −
√

3)− 4es0(`+1)/2 = 0.

A bit of analysis gives the equivalent, when `→ +∞:

(8) s0 ∼ −

(
2 log

√
3 + 1√
3− 1

)
1

`
.

Therefore, s0 > −δ for large `.

IV.6.2.4. Computation of a special kη. Let ξ = (b)∞ = limk→+∞ b
k be the

point at infinity in ∂Γ obtained by following the directed edges b from the origin.
Let Dξ be the Dirac measure at ξ, we will obtain a lower bound for k+ by
computing kDξ . By definition, the series

S(s, z) =
∑
γ∈Γ

e
s
2
βξ(e,γ)Gz(e, γ) =

∑
m≥0

(∑
γ∈Γ

σ(γ, ξ)sµm(γ)

)
zm,

converges if z < e−kDξ (s) and diverges if z > e−kDξ (s). Notice that since s < 0
the series S is greater than the Green-Poincaré series; Let π be the projection on

2It is actually equivalent only if s ≥ s0, for the s0 defined below.



70 IV. RANDOM ORBITS ON THE PLANE

the geodesic between (b)∞ and (b−1)∞, which is simply (bn)n∈Z. Decompose the
series along this geodesic:

S(s, z) =
∑
n∈Z

∑
γ∈π−1(bn)

e
s
2
βξ(e,γ)Gz(e, γ).

Note that the geodesic from e to γ passes through π(γ), and this is also true
for the geodesic from γ to (b)∞. Therefore, up to some bounded multiplicative
constant,

Gz(e, γ) ' Gz(e, π(γ))Gz(π(γ), γ).

This very general fact follows from Ancona’s work, but is rather straightforward
here as we have an explicit formula for Gz. The same is true (with an equality)
for the Busemann cocycle

e
s
2
βξ(e,γ) = e

s
2
βξ(e,π(γ))e

s
2
βξ(π(γ),γ).

Once can thus estimate (up to bounded multiplicative constants)

S(s, z) '
∑
n∈Z

e
s
2
βξ(e,b

n)Gz(e, b
n)

 ∑
γ∈π−1(bn)

e
s
2
βξ(π(γ),γ)Gz(π(γ), γ)

 .

Note that the factored term does not depend on bn, as all fibers are isometric.
Therefore, S(s, z) is essentially a product:

S(s, z) '

(∑
n∈Z

e−s`n/2u|n|z

) ∑
γ∈π−1(e)

e
s
2
d(e,γ)u|γ|z

 ,

where uz = 2−
√

4−3z2

3z
. The second sum is certainly smaller than the Green-

Poincaré series, so converges if z < e−k(s), and will not produce any new condition.
The first sum is a two sided sum: the n < 0 part always converge because uz < 1
and s < 0. The second side (n > 0) has a critical curve defined by

e−s`/2
2−
√

4− 3z2

3z
= 1.

This curve is the graph a increasing function z0(s), explicitely:

z0(s) =
4es`/2

3es` + 1
,

defined for s ≤ − log 3
`

= s1, where it takes the critical value 1/ρ(µ) = 2/
√

3. The
expression kDξ is given as a supremum

kDξ(s) = max{k(s),− log z0(s)}.
Since k is strictly increasing on (s0, 0), and s0 < s1 for large ` because of the
equivalent (8), the graph of the two functions k and − log z0(s) do intersect, tak-
ing a value > log ρ(µ), thus proving the existence of at least two eigenvalues for
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the operator P ∗s for s ∈ (s0, s1).

One can show in this case that in fact k+ = kDξ , using the above methods.
Indeed, decomposing the sum along a geodesic is quite general, and the con-
vergence of the series on the fiber is always implied by the convergence of the
Green-Poincaré series. The geodesic considered here is clearly ’the fastest one’ as
soon as ` > 1.

IV.6.2.5. Geometrical approximation in SL(2,R). The above considerations
on the free group imply that such examples where k is distinct from k+ and s0 >
−δ exist also in SL(2,R). Indeed, consider the distance td, where t > 0 is very
large. Its related functions k, k+ only change by multiplication of the variable by
t, and so δ is divided by t. On the other hand, there is a representation of the free
group on SL(2,R), for which the distance on Γ induced by the hyperbolic metric is
quasi-isometric with arbitrarily pinched constants (depending on t) to the initial
distance td. Therefore, the new functions k, k+ obtained by the hyperbolic metric
will have the same properties.

IV.7. Further comments

We have also a proof (not detailed here) of the fact that, for s > s1, the
operator Ps has a spectral gap on the space of Hölder functions of sufficiently
small exponent.

Some of the measures constructed here as eigenvalues may be atomic, and ir-
relevant from a dynamical perspective. It would be interesting to obtain a lower
bound on the dimension for some specific measures.

I believe it is probably not very hard to adapt the arguments present in the
study of the example to show that k+ is the maximum of k and a decreasing
function. This function can be interpreted as asymptotic quasi-isometry con-
stants between the Green distances of various parameter z, and the hyperbolic
distance. This implies in particular that if s1 > s0, then the left and right deriva-
tives of k at s1 are different.

And of course, it remains to show a large deviation Theorem for the norm,
using the Legendre-Fenchel dual of k.
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