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Introduction

A quick foreword
When talking about Robotics, there is always the temptation to resort to a regrettably misleading semantic
shift in order to catch the attention of the readers. This shift is simple. It consists in talking about our
collective imagination view of robots and their extraordinary, mysterious capabilities instead of mentioning
what robots actually are. This shift is illustrated by Fig 1. It is symptomatic of many questionable practices
and actually contributes to create an undesirable gap between reality and a phantasmatic version of it. This
document is of course not focused on this shift. I just hope that what comes next stays on, what I consider
to be, the right side of the line.

Figure 1: The regrettably misleading semantic shift between our collective imagination view of robots and
what they actually are.

Description of the contribution
The work presented in this dissertation is mostly concerned with the problem of controlling robots. While a
large part of the scientific literature in Robotics is dedicated to this problem, there still exists a gap between
what has been proposed using advanced control techniques and the majority of existing applications. Indeed,
in simulation or in lab conditions, ad hoc environment and situations can be generated in order to simplify
the control problem and only address one of its sub-parts. This can be necessary in the preliminary stages of
research, when trying to address a challenging problem. However, the risk is to provide solutions which are
intrinsically incompatible with real life constraints. These constraints often constitute strong non-linearities
which have to be accounted for to maintain the robot and its surrounding environment in proper working
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conditions. Nevertheless, these limits have often been dealt with as exceptions or secondary objectives. If
these approaches make sense in cases where all motions can be pre-planned, they do not apply to situations
where motions have to be generated in reaction to the environment. In that sense, there is still a need for
advanced control techniques that intrinsically account for real world constraints. These constraints both lie
in the actuation and configuration spaces of the robot but also in the tasks spaces, i.e. in spaces where the
tasks assigned to the robot can be expressed in a straightforward way by the programmer or by the user
through interactive programming. Thus, robotics control paradigms have to provide the means to naturally
express and optimally perform concurrent tasks while natively accounting for constraints in a computation-
ally efficient way.

In an attempt to tackle this general problem, the first research direction presented in this dissertation
describes some work performed in constraints compatible, multi-tasks robot control. The proposed contri-
bution in that domain leads to the formulation of the robotics control problem as a constrained optimisation
one. This formulation provides the benefit of computing locally optimal solutions intrinsically compatible
with the constraints. This is particularly suitable for applications in constrained and dynamic environments.

In order to deal with robots or applications where the achievement of a complex activity requires the
simultaneous realisation of several tasks, a novel hierarchical, multi-tasks control paradigm is also presented.
The novelty of this paradigm lies in its capability to describe strict (null-space projection based) and soft
(weights based) task hierarchies and switch from one to the other in a continuous way. Experiments on
standard manipulators as well as humanoid robots, both in the quasi-static and dynamic cases, provide
illustrations of the properties of this hierarchical controller.

Constraints compatibility also raises a fundamental question which is often overlooked in the literature:
can we guarantee that a control solution always exist given the current state of the robot and the various
constraints it is facing? This is far from obvious as it requires a prediction of the future evolution of the
robot which is not always possible in open-ended robotics applications. Some contributions are presented
to solve this problem. They are based on a thorough analysis of the constraints and a modification of their
expressions to render them compatible one with another. Some theoretical and experimental results support
these developments.

To extend this work to environments where physical interactions between the robot and its surroundings
cannot be avoided, obstacle avoidance constraints expressed at the geometric level are replaced by energetic
constraints. These energetic constraints are defined such that the kinetic energy to be dissipated by the
robot in case of an expected or unexpected contact with the environment is bounded to avoid damage. Using
vision sensors, the distance between moving objects in the environment and the robot can be estimated and
fed to the controller at all time. This information is used to modulate the bound on the maximum energetic
level, permitting to fully exploit the dynamics of the robot when obstacles are far and to gradually reduce
it when they get closer. This energetic approach also encapsulates the cases where the robot is working in
contact with the environment and allows to bound the storage of potential elastic energy in the robot/envi-
ronment system. This paradigm is particularly suitable for Human-Robot workspace sharing and physical
interaction applications.

While the first chapter advocates for the formulation of the reactive control problem as an optimisation
one, the limits of reactive approaches are quite tangible when dealing with the constraints compatibility
problem. Global optimality has to be tackled despite its complexity. This complexity reaches its climax with
humanoid robots and the second contribution presented in this dissertation is centred on optimisation-based
control for balanced humanoid behaviours. Balance is a complex notion and accounting for it in a general
and efficient way at the control level is complex. Part of this complexity lies in the high dimensionality, non-
linearity, under-actuation and hybrid nature of humanoid systems. These characteristics make it difficult
to define computationally-friendly models of balance. This is all the more true that the impact of some
given control action on balance cannot necessarily be anticipated for in a reactive way and requires its
consequences to be previewed over a time horizon to conclude on its compatibility with the general balance
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objective.
In a first section, the dynamics of free-floating systems are recalled and the non-linearities raised by

contact mechanics are highlighted. Then, a general formulation of optimisation-based approaches to the
balance control problem is proposed to expose the computational challenges it induces. Levers classically
employed to tackle these challenges are then identified. The prevalent balance indicators and metrics, needed
to describe control objectives and constraints, are therefore presented.

An overview of optimisation-based control approaches is finally proposed. These approaches are organ-
ised with respect to the level of abstraction at which they are employed to solve the balance control problem.
They range from reactive controller for whole-body control to pure motion planning approaches but the most
promising approaches are based on a Model Predictive Control formulation of the control problem, trying
to achieve a compromise between optimality and reactivity.

Control is the central focus of the presented work. Nonetheless, designing the right robot for a given
application is also a very interesting and important research topic if one envisions less traditional use of
robots with respect to standard manufacturing applications. Thus, the final contribution presented in this
document is related to the performance based design and evaluation of robots. While efficient control
laws are necessary for robots to evolve in complex environments, their intrinsic morphological and inertial
properties also have a great influence on their performance. Thus, optimising these properties is of interest
and even primordial in highly constrained environments. In a “classical” design process, the retained solution
is often relying on the strong expertise of the designer as well as on an iterative development process where
several physical prototypes can be necessary. This may lead to suboptimal solutions as it can be difficult
for the designer to foresee the performance of a given robot in novel robotics applications. It is also time
consuming and costly.

Alternatively, the evaluation of the performances of a given robot architecture can be performed in a
physically realist simulation environment. Using the generic control approach developed in this work, this
allows to test in a systematic way a large variety of architectures in various contexts. By coupling this
systematic evaluation to an optimisation process, here multi-objective evolutionary algorithms, families of
solution can emerge and provide innovative initial solutions for a more classical design process.

In some applications, the performance is not solely evaluated in terms of achievement of the tasks. This
is especially the case of collaborative robots where one dimension of the performance evaluation is related
to ergonomics. Indeed, these robots often appear as a mean to relieve the worker from strong biomechanical
demands and it is therefore important to account for it at the primary stage of design. Summarising the
ergonomic performance of a robot is however complex as the evaluation of the biomechanical demands of a
task on a human operator potentially relies on tenths of indicators. Hence, a methodology for analysing the
sensitivity of the various indicators to the robot and task parameters is proposed. The goal of such an anal-
ysis is to reduce the number of ergonomic indicators which are considered in an evaluation, while sufficiently
accounting for the global ergonomic level of the considered activity. Based on this analysis, morphological
optimisation can then be performed. The example of the design of a manipulator for assisting drilling tasks
is provided in details.

The contributions presented through these three chapters leverage new research questions which are
discussed in conclusion.

Finally, this dissertation also contains two mandatory appendices which are required by the stylistic
exercise of the Habilitation à Diriger des Recherches. The first one contains five selected publications.
These publications are used and referred to in the different chapters as they can directly be mapped to some
of the proposed contributions. The second mandatory appendix is an extended Curriculum Vitae which
covers my work as an enseignant-chercheur.





Chapter 1

Constraints compatible, multi-tasks
and reactive robot control

What is the control problem in Robotics? This is an opened question as objectives prescribed to robots
can potentially be described in different spaces of interest – being them user-centred, 3-D world-centred,
sensor-centred, joint-centred or actuator-centred – and defined at different time scales ranging from the
robot life time to the millisecond.

While this question admits a large number of answers, one element is common to all these potential
descriptions of the control problem: the constraints imposed by the the laws of physics. These laws are
classically summarised by the equations of motion of the robot. These equations relate the external and
actuation forces acting on the robot to its acceleration. They can be written in the very general form

M(q)ν̇ + n(q,ν) + g(q) + ε(q,ν, . . . ) = ST (q)τ −
∑
i

JTci
(q)wci

(1.1)

where q is the vector of generalised coordinates describing the configuration of the system and ν, ν̇ are the n
generalised velocities and accelerations respectively.1 τ ∈ Rna is the actuation torque/force vector2 with na
the number of actuators and S(q) the transmission matrix accounting for the arrangements of the actuators
with respect to the joints. Jci(q) ∈ R6×n and wci ∈ R6 are the Jacobian matrix and the contact wrench
associated to the ith contact point, among nc, of the robot with its environment respectively. M(q) is the
generalised mass matrix. n(q,ν) and g(q) are the vector of joint torques induced by Coriolis-centrifugal
and gravity effects respectively. ε(q,ν, . . . ) is the vector of joint torques associated to other physical effects
such as dry and viscous friction.

Even though very general and complete, Eq. (1.1) is not sufficient to describe the overall dynamics and
physical behaviour of a robot. Indeed, other intrinsic physical constraint have to be accounted for at the
joint level3:
• joint position limits

qmin ≤ q ≤ qmax, (1.2)
1For non-fixed based systems, some components of q describe the orientation (using a quaternion, the axis/angle represen-

tation or a rotation matrix) of the root body in the inertial frame of reference and their derivatives do not correspond to the
angular velocity of the root body. This explains the introduction of the notation ν 6= dq

dt
.

2For the sake of clarity, and without loss of generality, the term “torque” is used in the remainder of this document.
3These limitations are conveniently written at the joint level but velocity and torque limits are mostly actuator related

and should, as such, be specified at the actuator level when the transmission matrix S is configuration dependant. Also, the
actuators dynamics is not accounted for in this description. This is equivalent to assuming that the actuators bandwidth
is large enough to consider them as perfect torque source with saturations. While this is true for the most currently used
actuators in Robotics, it does not hold for less conventional actuation means such as pneumatic ones.
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• joint velocity limits
νmin ≤ ν ≤ νmax, (1.3)

• joint torques limits
τmin ≤ τ ≤ τmax. (1.4)

The impossibility for a body i of the robot to inter-penetrate any other surrounding body j has also to be
considered and can be simply written

0 ≤ di,j , (1.5)

where di,j is the shortest euclidean distance between bodies i and j. Considering all potential collision pairs,
the associated distances can be gathered in a vector d.

Strictly speaking, Eq. (1.1), (1.2), (1.3), (1.4) and (1.5) are sufficient to describe the possible motions
of the system and their strict physical limitations. In practice, more conservative limitations are often
considered in order to maintain the robot in a state4 such that control is eased. For example, rolling without
slipping or contact existence can be enforced through constraints (assuming a good enough knowledge of the
point kinematics and contact surface behaviour): the robot can slip or break contact, potentially without
damage, but this is not necessarily convenient from a control point of view.

Overall all these constraints, being them physical or convenience constraints, can be written as (in)equalities
of the very general form

c(σ) ≤ h (1.6)

where h is a time-varying vector but considered constant over a given time step while c is a function of the
extended-state

σ =
[
qT ,νT , ν̇T ,wT

c1
, . . . ,wT

cnc
, τT ,dT

]T
. (1.7)

The extend-state can be defined as the set of variables required to fully define the state of the system with
respect to its environment and its physical limits. This notion is first introduced in [Rubrecht 2012]5 with
a fairly similar meaning.

Eventually, the “simplest” control problem description in the joint space can be written: find a joint
space trajectory such that there exists a finite horizon of actuation torque inputs τ (t) allowing the robot
to reach a given goal state (qgoal,νgoal) from an initial state (qinit,νinit), under the constraints defined
by Eq. (1.6) and with minimum time or energy consumption. Stated this way, one could argue that this
describes a trajectory generation problem rather than a control one. However, pre-computing and applying
a full horizon of inputs to the actuators never make sense in practice as, even minor, uncertainties in the
knowledge of the systems dynamics require the use of a feedback in order to reject disturbances induced by
modelling errors. The actual control input can thus be seen as the sum of a term related to the achievement
of the desired trajectory, which could potentially be pre-computed, and of a reactive term related to the
feedback necessary for good tracking performances and robustness reasons. This simple example illustrates
the fact that the control problem both relates to the generation of feasible trajectories and the reactive
computation of a control input in order to robustly track the desired, feasible trajectory.

From the point of view of standard industrial applications, this control problem can be considered as
solved. Indeed, these applications assume a perfectly known environment and repetitive tasks performed
by very stiff robots. It is thus possible to compute offline trajectories that are both feasible, i.e. such that
it can be guaranteed that the robot meets the physical constraints it has to comply with over an infinite
horizon of time, and efficient, i.e. performing the prescribed actions with accuracy and in a optimal way

4Here the word “state” is to be understood in its most general sense.
5Underlined citations correspond to articles that I contributed to or to PhD thesis that I have advised.
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time or energy wise. There is not a unique way to generate such trajectories and each robot maker has
its own, usually not publicly disclosed, techniques to produce them. Generally speaking, “offline trajectory
generation and motion planning” can be used as a general term to describe these techniques. Product
Life Management (PLM) software tools also integrate such trajectory generators, relying on state-of-the-art
planning [LaValle 2006] and trajectory generation algorithms [Kroger 2010].

Unfortunately, the following limiting factors do not allow to extend this approach to other robotic
contexts:

• imperfectly known and dynamic environments forbids approaches where planning is performed offline,
once and for all. Assuming that the necessary perception means are available to update the knowledge
of the extend-state, online replanning is an option but is too computationally expensive to be applicable
in real-time in complex environments.

• The control problem is often easier to express in the so-called task or operational space and several
task spaces may co-exist to fully describe the operations to be performed by the robot. The forward
model(s) relating the joint space to the task space(s) being generally non linear, this adds up to the
overall computational complexity.

• A desired trajectory may not be available a priori but fed to the robot reactively based on sensor or
user real-time inputs. Planning over a long horizon simply does not apply in these cases.

• Highly stiff robot behaviours may not always be suitable, especially when in contact with the envi-
ronment. Deciding for the proper robot impedance depending on the context is also a difficulty which
adds up to the overall computational complexity.

The control literature in Robotics has been focusing on these questions, trying to address them in the
most general and suitable ways. Nonetheless, one of the historical pitfall at the control level is the use of
analytical approaches for inverse velocity kinematics like problems. The first section of this chapter is an
attempt to explain why the corresponding optimisation problem should explicitly be formulated instead.
The second section introduces a general formalism to describe and solve hierarchical, multi-tasks control
problems. This approach contrasts with strict and soft hierarchical approaches and, while imperfect, sheds
new light on tasks hierarchies related questions. Finally, the constraints compatibility problem is introduced.
This problem boils down to the capability to ensure that a control solution always exist. Some contributions
in that domain are presented as an attempt to solve this, often underestimated, problem.

1.1 Robot control as an optimisation problem
The operations to be performed by a robot are conveniently described in the so-called task space. For a serial,
fixed-base manipulator, the spaces associated to end-effector motions and forces are “natural” task spaces of
choice. In the “early” Robotics control literature, the assumption was made that a feasible task-space tra-
jectory was provided by “either a human supervisor-operator or some sort of “artificial intelligence” or both
operating cooperatively” [Liégeois 1977] or that the end-effector of the manipulator was operated remotely
[Whitney 1969], no trajectory being available in advance. In the latter case, the control problem is purely
reactive and consists in computing the control input given some desired pose/twist/acceleration/wrench
expressed in the task space.

Reasoning for example and without loss of generality at the velocity level, this problem explicitly consists
in reactively computing6, i.e. at each control instant, the joint space velocity given some desired task space
twist t?

find ν such that t? = J(q)ν. (1.8)
6J is supposed to be known given a measure of the configuration q.
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Constraints described by Equation (1.6) may actually prevent to actually achieve the desired twist
t?. Thus, one more generally seeks for solutions that minimise some norm of the task-space error vector
(J(q)ν − t?) while also minimising some norm of the solution νsol.

1.1.1 Linear systems inversion and minimum norm solutions
The inverse velocity kinematics problem is a particular case of inversion of linear systems of the typeAx = y

where A ∈ Rny×nx , with nx and ny the respective dimensions of vectors x anf y. Finding a solution to this
problem boils down to the general optimisation problem of finding a minimum norm solution xsol such that
some norm of the error vector (Axsol − y) is also minimal. This is far from trivial. Indeed, in the most
general case A is

• not a square matrix;

• neither full-row nor full-column rank (rank(A) = nr);

• ill-conditioned.

Weighted Euclidean norm solutions The solution to the inversion problem should be general enough
to deal with both rank and conditioning issues. Using weighted Euclidean norms7 for both the error and
the optimisation variable, A. Ben-Israel and T. Greville [Ben Israel 2003] (chapter. 3, section 5) write this
as a cascade of two optimisation problems

xsol = arg min
x

1
2‖x‖

2
W x

(1.9a)

s.t. Cx = arg min
b
‖Fb− y‖2

W y
(1.9b)

where:

• W x ∈ Rnx×nx and W y ∈ Rny×ny are symmetric, positive definite matrices;

• A = FC is a full rank decomposition of A;

• F ∈ Rny×nr and C ∈ Rnr×nx are respectively full-column rank and full-row rank;

• b = Cx.

It can be shown (see Appendix A) that the solution to this problem is given by

xsol = A+
W x,W y

y (1.10)

where
A+
W x,W y

= W−1
x C

T
(
CW−1

x C
T
)−1 (

F TW yF
)−1

F TW y (1.11)

is called the weighted pseudo-inverse of A. It provides the minimum W x-weighted euclidean norm (or
least-squares) solution to the problem y = Ax and is such that the W y-weighted euclidean norm of the
error ‖y −Axsol‖W y

is minimal.

7While the Euclidean norm offers in Robotics a good compromise between the variety of solutions it can lead to through
the use of weighting matrices and the computational complexity it requires, alternative solutions exist. The recent of work of
V. M. Gonçalves et al. [Gonçalves 2016] proposes, for example, an efficient Linear Programming solution leading to L0-norm
like solutions, i.e. solutions maximising the number of zero components in the solution vector.



1.1. Robot control as an optimisation problem 9

Regularised, Weighted Euclidean norm solutions The previous solution does not handle the case
where A is ill-conditioned which can be highly critical numerically speaking. To improve this result, one
needs to introduce a particular decomposition of A. This decomposition can be obtained based on a the
singular value decomposition (SVD)

A = UDV (1.12)
where U ∈ Rny×ny and V ∈ Rnx×nx are orthogonal and D ∈ Rny×nx has the following structure

D =



 σ1 . . . 0
... . . . ...
0 . . . σr


︸ ︷︷ ︸

Σ

0nr×(nx−nr)

0(ny−nr)×nr
0(ny−nr)×(nx−nr)


with σ1, . . . , σr the singular values of A. Based on (1.12), A can be written

A = U

[
Inr

0(ny−nr)×nr

]
︸ ︷︷ ︸

U ′

Σ
[
Inr

0nr×(nx−nr)
]
V︸ ︷︷ ︸

V ′

. (1.13)

Similarly to F and C, U ′ and V ′ are respectively full-row and full column rank. However, the interesting
feature of decomposition (1.13) lies in the explicit access to Σ. Indeed, the condition number of A only
depends on Σ. Based on this decomposition, the overall optimisation problem can be defined as a cascade
of three optimisation problems:

1. The first one aims at finding the optimal combination of the columns of U ′ such that theW y-weighted
Euclidean norm of the vector

(
U ′c− y

)
is minimal, with c = ΣV ′x.

2. Given csol, the second sub-problem aims at finding the optimal combination of the columns of Σ such
that the Euclidean norm of the vector (Σb− csol) is minimal, with b = V ′x. Σ being full rank, this
second problem admits a unique solution. However, to handle the potential conditioning problem, the
inversion should be regularised. This can be achieved through the so-called damped least-squares or
Thikhonov regularisation technique.

3. Given bsol, the last sub-problem aims finding the minimalW x-weighted Euclidean norm solution xsol
among the set of all x such that V ′x = bsol.

The three steps problem can be written

xsol = arg min
x

1
2‖x‖

2
W x

(1.14a)

s.t. V ′x = arg min
b

1
2


∥∥∥∥∥∥∥∥Σb− arg min

c

1
2‖U

′c− y‖2
W y︸ ︷︷ ︸

csol

∥∥∥∥∥∥∥∥
2

+ ‖b‖2
Λ


︸ ︷︷ ︸

bsol

(1.14b)

where Λ ∈ Rnr×nr is a symmetric, positive definite regularisation matrix. It can be shown (see Appendix A)
that the solution to this problem is given by

xsol = A+
W x,W y,Λy (1.15)

where

A+
W x,W y,Λ = W−1

x V
′T
(
V ′W−1

x V
′T
)−1 (

ΣTΣ + Λ
)−1

ΣT
(
U ′TW yU

′
)−1

U ′TW y (1.16)
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is called the regularised, weighted pseudo-inverse ofA. An implementation of this type of solution for inverse
velocity kinematics [Padois 2008] is present since 2008 in the Kinematics and Dynamics Library (KDL) of
the OROCOS software [Bruyninckx 2003].

The solution to the inverse velocity kinematics problem (1.8) can thus be computed as

νsol = J+
W t,W j ,Λ(q)t?. (1.17)

This solution exhibits interesting features in terms of norm minimisation and robustness to singularities but
does not account for the inequality constraints described by Eq. (1.6). In practice, these constraints would
have to be imposed a posteriori through various saturations. This is obviously suboptimal and cannot always
be achieved as access to the low level control layers of robots is not always possible. Hence there is a need
to account for constraints at the earliest stage of the computation of the control solution and solution (1.17)
should not be used in practice. Instead, a proper optimisation problem should be formulated.

1.1.2 Linear systems inversion under constraints
Assuming:

• a convex optimisation problem with a quadratic cost function and linear constraints of the form

Cequ x = cequ, (1.18a)
Cine x ≤ cine; (1.18b)

• a feasible problem8, i.e one that accepts at least one solution;

the optimal solution is such that xsol necessarily lies at the intersection of the hyperplanes defined by
the equality constraints (1.18a). However, it may lie on a subset only of the hyperplanes defined by the
inequality constraints (1.18b). The corresponding constraints are said to be active and are such that for
any given active inequality constraint i

cine,i xsol = cine,i. (1.19)

Given the active set of constraints Ca x = ca (including both equality and active inequality ones) and
writing the basic optimisation problem

xsol = arg min
x

1
2

(
‖Ax− y‖2

)
(1.20a)

s.t. Ca x = ca (1.20b)

a minimal norm closed-form solution can be computed (see Appendix A) and is given by

x = C+
a ca + PN(Ca)

(
APN(Ca)

)+ (
y −CaC

+
a ca

)
(1.21)

where PN(Ca) is an orthogonal projector into the kernel of Ca. A regularised, weighted version of this
solution can be formulated but is not derived here.

In fine, there is an analytical solution to the constrained optimisation problem. However, determining
the active set is not trivial and actually requires an iterative solving process. In fact, although active-
set algorithms are well established in the convex optimisation literature [Nocedal 1999] (chapter 16), only
recent computational capabilities allow to envision the use of constrained optimisation algorithms at several

8Feasibility is ensured if the solution space described by Equation (1.18a) and (1.18b) is non empty. Conditions for feasibility
(or constraints compatibility) are further discussed in section 1.3.
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kHz frequency9. As a consequence, the explicit use of state-of-the-art constrained optimisation algorithms
to deal with inverse velocity kinematics and structurally similar problems in Robotics is only recent and
unfortunately far from generalised yet. The following section provides a brief overview of the alternative
strategies historically developed in Robotics.

1.1.3 Dealing with constraints, the hard way
Constraints as tasks of low priority As a first attempt to explicitly account for constraints at the
control level, A. Liégeois proposes in [Liégeois 1977] to make use of the robot redundancy in order to
minimise some constraints related potential function in the null-space of the task-related Jacobian. Indeed,
when the number of degrees of freedom mt required to achieve the task is smaller than ndof , the number of
independently actuated degrees of freedom of the robot, the system is said to be redundant with respect to
the task and the general solution to Eq. (1.8) writes

νsol = J+(q)t? +
(
Indof

− J+(q)J(q)
)︸ ︷︷ ︸

P J

z, (1.22)

where P J is a projector onto the null-space of J and z an arbitrary generalised velocity10. Based on this
solution, the inverse velocity kinematics solution for an arbitrary number nt of hierarchical tasks is exposed
in [Siciliano 1991] and is written for any task i ∈ 1, . . . , nt associated to the Jacobian J i and of desired value
t?i

νi = νi−1 + (J iP i−1)+ (t?i − J iνi−1) (1.23)

with

ν1 = J+
1 (q)t?1, P i =

(
Indof

− J+
(i)J (i)

)
, J (i) =


J1
J2
...
J i

 .
This solution is prone to algorithmic singularities and a less efficient but robust solution, including Thikhonov
regularisation, is proposed in [Chiaverini 1997].

Based on this type of control schemes providing a way to hierarchise and solve the inverse velocity
kinematics problem related to several objectives, numerous control architectures have been derived where
compliance to constraints is ensured by defining avoidance tasks which are projected, in more or less so-
phisticated ways, into the null-space of the main task to achieve (e.g., [Liégeois 1977], [Maciejewski 1985],
[Seraji 1989], [Mansard 2009a], [Mansard 2009b], [Flacco 2012], see [De Luca 2016] for a recent informal
review). Alternatively, the approach in [Baillieul 1985] consists in extending the main task Jacobian using
supplementary kinematic constraints in order to “square” the problem to be solved. While this extension
does not generate interference with the main task and can trivially be used to solve singularity problems, it
does not directly allow the consideration of any secondary tasks.

If constraints-related tasks are projected into the nullspace of manipulation tasks, strict hierarchies
are useless11 and soft hierarchies have actually been used, notably in the seminal work of O. Khatib in
[Khatib 1986] where tasks and constraints related tasks (in that case repulsive force fields) are considered
with the same level of importance. The work in [Shen 2007] considers the use of different weights for each of
these tasks, constraints related tasks being then potentially solved with higher (soft) priority. Unfortunately,
this alternative approach does not provide any guarantee that the constraints are actually respected.

9Several implementations of this method exist but one can notably cite an efficient and widely used implementation developed
with control application in mind: qpOASES [Ferreau 2014].

10The dependence to q is dropped for the sake of clarity
11Unless the rank of all the concatenated Jacobians is less than or equal to the number of degrees of freedom of the robot.
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Constraints as tasks of high priority A. Maciejewski and C. Klein [Maciejewski 1985] are the first to
propose a control framework where the manipulation task Jacobian is explicitly projected into the null-space
of the Jacobians of constraints related tasks. However, the number of constraints (here obstacles) being
potentially large (not to say infinite), this null-space is potentially empty. For the robot to actually get
its main task performed, what can be called heuristic constraints activation techniques are thus required.
Based on the distance to constraints, these heuristics softly regulate the importance of all tasks ... which
boils down to the same problems encountered with soft hierarchies as proposed in [Shen 2007].

To avoid situations where a compromise between constraints avoidance and task achievement has to
be found (leading to control failure in the general case), one actually needs to introduce the concept of
passive avoidance, as opposed to active avoidance. Adding a task to account for a constraint is indeed often
performed in an active way, i.e. the added task is conceived as a motion away from the limit imposed by
the constraint. Passive avoidance instead is based on the concept of preventing motions towards this limit.
Conceptually, this leads to a similar requirement in terms of degrees of freedom mobilisation. However,
there is no compromise to find between different motions of potentially antagonistic natures. Writing a
given active avoidance task

t?c = Jc(q)ν (1.24)

where Jc(q) is the constraint related task Jacobian and t?c the computed avoidance twist, the passive
formulation “naturally” writes

0 = Jc(q)ν. (1.25)

Once again, the number of constraints being potentially large, projecting effector tasks in the null-spaces
of constraint Jacobians can quickly lead to a complete freeze of the robot. This is annoying but safe, at
least conceptually. To leave some degrees of freedom to the main task, the question is thus: when is a given
passive avoidance task actually required? Considering joint position limits constraints only, P. Baerlocher
and R. Boulic [Baerlocher 2004] answer this question by proposing a so-called “joint clamping algorithm”.
At each control time step, it, overall, consists in determining which joints should be clamped (or in other
words, not used any longer for computing the next control input) in order not to lead to a violation of the
joint limits. This hand-crafted algorithm unfortunately leads to suboptimal solutions in some cases (see
chapter 3 in the thesis of S. Rubrecht for an example [Rubrecht 2011a]). More importantly, it does not
extend to any type of constraints. As anticipated in Section 1.1.2, a proper constraint activation mechanism
is actually required to ensure both a strict respect of the constraints and an optimal control decision.

Some contributions on constrained optimisation based control approaches are presented in the next
section.
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1.2 Dealing with multiple tasks and constraints

Summary of the contribution

The contribution presented in this section is presented under the form of a published journal paper
[Liu 2016b] corresponding to the postdoctoral work of M. Liu. The most illustrative video associated
to this work can be seen herea. This work builds up on the PhD thesis work of J. Salini on “Dynamic
control for the task/posture coordination of humanoids: toward synthesis of complex activities”
[Salini 2012], illustrated in video hereb.

Summary Multi-objective control systems for complex robots usually have to handle multiple
prioritised tasks. Most existing hierarchical control techniques handle either strict task priorities
by using null-space projectors or a sequence of quadratic programs; or non strict task priorities by
using a weighting strategy. This paper proposes a novel approach to handle both strict and non-
strict priorities of an arbitrary number of tasks. It can achieve multiple priority rearrangements
simultaneously. A generalised projector, which makes it possible to completely project a task into
the null-space of a set of tasks, while partially projecting it into the null-space of some other tasks, is
developed. This projector can be used to perform priority transitions and task insertion or deletion.
The control input is computed by solving one quadratic programming problem, where generalised
projectors are adopted to maintain a task hierarchy, and equality or inequality constraints can be
implemented. The effectiveness of this approach is demonstrated on a simulated robotic manipulator
in a dynamic environment.

ahttp://pages.isir.upmc.fr/~padois/website/fichiers/videos/liu_AutRob2015.webm
bhttp://pages.isir.upmc.fr/~padois/website/fichiers/videos/salini_thesis.mp4

1.2.1 Contribution

The paper can be found in Appendix B.1.

1.2.2 Dealing with multiple tasks and constraints: going further

Posterior to this work, experimental results have been obtained on the KUKA LWR robot [Liu 2015] as
well as on the iCub robot [Liu 2016a] using a quasi-static version of the proposed controller. While this
more computationally efficient approach offers some perspectives, the overall question of hierarchy remains
an opened one and trying to provide a universal and optimal answer to it is like opening the Pandora box.
Indeed, why would one need to define hierarchies among tasks if these tasks were intrinsically well defined,
i.e. using the right features, and compatible one with another as well as with constraints? This is of course
a very complex problem, especially in open-ended environment, and hierarchies are actually an imperfect,
conservative answer to the global difficulty of choosing the right space of expressions to describe tasks while
keeping tractable computation times and some form of optimality.

While sub-optimal performances are fully acceptable, failure is not. In fact, before even trying to work on
optimal multi-tasks control, one has to provide guarantees regarding the existence of constraints compatible
solutions. This is the topic of the final section of this chapter.

http://pages.isir.upmc.fr/~padois/website/fichiers/videos/liu_AutRob2015.webm
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/salini_thesis.mp4
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/liu_AutRob2015.webm
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/salini_thesis.mp4


14 Chapter 1. Constraints compatible, multi-tasks and reactive robot control

1.3 Constraints compatibility
If most recent robot control approaches have made the switch from analytical to numerical control solution
computation, one problem remains open: is there always a solution to the optimisation problem? In other
words, are constraints always compatible? The answer is clearly “No” and the constraints compatibility
problem can be illustrated by a very simple example. An automatic car is cruising towards a wall and its
current velocity is 10m/s. Its distance to the wall is 1m, its maximum velocity capability is 50m/s and its
maximum deceleration capability is −2m/s2. At the considered control instant, none of the constraints of
the car are violated but it is obvious that the car will inevitably collide with the wall in a very near future,
no matter the next control action (expressed for example in terms of acceleration). The constraints on the
position and velocity of the car are incompatible and this is due to the fact that their naive expression does
not account for the bounds on the acceleration capabilities of the car. Rendering the constraints compati-
ble in the “car and wall” example can for instance be done by expressing a virtual acceleration constraint
as a function of the current position and velocity of the car as well as of its maximum deceleration capability.

This problem is actually much more general and can be generalised to all constraints (1.6). It somewhat
relates to the notion of viability often used when dealing with the balance problem for humanoid robots:
A viable state can be defined as one from which it can be guaranteed, over an infinite time horizon, that
proper control will avoid the robot to lose balance. Constraints compatibility can be seen as an extension
of this notion to the overall robot control problem: a viable (extended-)state can be defined as one from
which it can be guaranteed, over an infinite time horizon, that a control solution satisfying all constraints
will always exist. The naive constraints expression thus have to be modified in order to ensure that the
control solution computed reactively and applied at the next control instant will maintain the system in a
viable extended-state.

This modification of the constraints expression is of course not trivial as it requires a forecast of its effect
over an infinite time horizon. Three distinctions can be made. 1) When the constraint expression is not a
function of the extended-state itself, this can potentially be done. This is for example the case of joint space
related constraints (position, velocity, torque, ... limits) which are generally constant. 2) However, when
dealing with constraints relating to the external environment, their expression is generally a function of the
state (q,ν) of the robot. For example, a constraint of non-collision between a static object and the closest
body of a surrounding robot can be written as a constraint on the robot velocity

Jc(qk)νk Te + dk ≥ 0 (1.26)

where Jc is the Jacobian matrix associated to the closest body of the robot and projected along the unit
vector associated to the shortest distance between the object and the closest robot body, νk is the gener-
alised velocity of the robot (here the control input to be computed), Te is the control sample time and dk
is the current closest distance between the robot and the object. The evolution of q is a function of the
control input which has itself to be computed, as mentioned preliminarily, reactively. The dependence of
the constraints expression to the state generally being non-linear, reasoning over an infinite time horizon
in that case is highly computationally complex. 3) It finally becomes impossible when the environment is
dynamic and its future evolution is not known.

The remainder of this section introduces some research works to deal with the three cases, with some
limitations which are also discussed.

1.3.1 Motion safety and constraints compatibility for multi-body robots
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Summary of the contribution

The first contribution presented in this section is presented under the form of a published journal
paper [Rubrecht 2012] corresponding to the PhD thesis work of S. Rubrecht [Rubrecht 2011a]. The
most illustrative video associated to this work can be seen herea.

Summary In this work, a formal approach is proposed to ensure safe behaviours of multi-body
robots in a reactive control framework. The permanent satisfaction of constraints being insufficient
to ensure safety, this approach focuses on the constraints expression; the compatibility between these
constraints is studied. For joint space related constraints, compatibility conditions are established.
For the case of environment related constraints, where compatibility cannot be ensured in a simple
way, a safe alternative behaviour is proposed. This alternative behaviour is based on the compilation
of a feasible escape trajectory at each control time step. A complete case study involving obstacles,
joint position, velocity and acceleration limits illustrates the approach. A particular method is devel-
oped to take full advantage of the usual avoidance techniques while maintaining safety. Experiments
involving a 6-DOF manipulator operating in a cluttered environment confirms the reliability of the
approach and validates the expected performances.

ahttp://pages.isir.upmc.fr/~padois/website/fichiers/videos/rubrecht_AutRob2.mp4

The paper can be found in Appendix B.2.

1.3.2 An energetic approach to safety

As demonstrated in [Rubrecht 2012], the constraints compatibility problem can be solved including both
joint space and operational space constraints in static environment. This is no longer the case in dynamic
environments where the behaviour of the environment cannot be predicted over an infinite time horizon.
This working context is becoming prevalent in Robotics, especially in collaborative applications where con-
tacts between the robot and its environment (among which human operators) are actually desirable. This
does not mean that safety is no longer an issue. It is just a more complex one as it requires to switch
from historical collision avoidance and associated geometrical approaches to ones where contact wrenches
become an important variable to monitor. However, it is not very satisfactory to reason in terms of contact
wrenches only as they are information-less when the robot moves in free space. One could of course use dif-
ferent safety indicators depending on the operating mode of the robot but this would require a switch which
can be anticipated as a source of discontinuity in the control law. Moreover, in collaborative applications,
the notion of control mode is not necessarily well-defined: in what control mode is a robot following a given
trajectory while a human operator is pushing it to momentarily get access to some zone of the workspace?

One thus need a more general safety indicator. The degree of danger induced by the presence of a robot
has actually two main causes: the impact force created when collisions occur and the contact wrenches
existing after the establishment of physical contact. Therefore, to ensure safety, an indicator whose value
can be related to both theses causes and that can be expressed as a function of the robot control input
has to be derived. The original contribution of the proposed approach is to rely on energy as the central
quantity used to characterise safety.

Contrarily to velocity and force, energy is meaningful both in free-space and when in contact with the
environment. More precisely, impact forces are a function of the kinetic energy to be dissipated at the
impact time. Part of this kinetic energy is due to the robot motion and can thus be monitored. Contact
wrenches can, on their end, be related to the potential energy virtually accumulated in the controller in
order to achieve the control objective, being it a motion of force task. This energetic approach to safety

http://pages.isir.upmc.fr/~padois/website/fichiers/videos/rubrecht_AutRob2.mp4
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/rubrecht_AutRob2.mp4
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is developed in the framework of the ongoing PhD thesis of A. Meguenani. Some preliminary results are
discussed hereafter.

Summary of the contribution

The contribution presented in the remainder of this section is presented under the form of a published
conference paper [Meguenani 2015]. The most illustrative video associated to this work can be seen
herea.

Summary In this paper, a physically meaningful energy-related safety indicator for robots sharing
their workspace with humans is proposed. Based on this indicator, a safety criterion accounting for
the breaking capabilities of the robot is included as a quadratic constraint in the control algorithm.
This constraint is modulated by the distance between the human operator and the end-effector of the
robot. The control algorithm is formulated as an optimisation problem and computes the actuation
torque of a robotic manipulator given some task to be performed and physical constraints to respect.
The overall framework is validated in a physics simulation software on a Kuka LWR4 and different
behaviours of the robot towards a considered obstacle in its environment are evaluated and discussed.

ahttp://pages.isir.upmc.fr/~padois/website/fichiers/videos/meguenani_ongoing.mp4

The paper can be found in Appendix B.3.

1.3.3 Constraints compatibility: going further
The energetic approach seems a sound and general framework to safety with respect to traditional geometric
approaches. The ongoing work on this topic is focused on:

• phases where the robot is physically interacting with its environment. During these phases, the
potential energy virtually accumulated in the controller is considered and monitored. However, the
control mode should have an influence on how this energy is monitored. If the current control mode
considers physical interaction as a disturbance with respect to a trajectory following task, then the
considered energy is very likely to grow and represent a high danger level. If the control mode
accounts for this interaction such as in a gravity compensation or force amplification mode (parallel
comanipulation), the considered energy level should not grow as much. It is thus important to define
a typology of physical interaction cases and their associated feasible transitions. The control mode of
the robot and the intention of the environment (obviously a human being here) are clearly discriminant
factors.

• Reformulating the constraints on kinetic energy as a constraint on potential energy. Indeed, the
motion of the robot and its corresponding kinetic energy is the outcome of the virtual potential energy
stored in the controller and released through both compensatory effects (dynamics decoupling) and a
resulting motion. Theoretical developments and the corresponding experimental results on this topic
are presented in [Meguenani 2017]. This should lead to a generalised framework for safety.

• Extending the joint space compatibility study initiated in [Rubrecht 2012] in order to extend it to
acceleration control including jerk constraints.

While essential in order to fully apprehend the constraints compatibility problem, this last develop-
ment is actually doomed to produce limited results. Indeed, constraints compatibility over an infinite time
horizon can only be guaranteed for state-independent constraints. Unfortunately, while actuation torques
capabilities can be seen as constant for a given range of actuators velocities, the corresponding joint space

http://pages.isir.upmc.fr/~padois/website/fichiers/videos/meguenani_ongoing.mp4
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/meguenani_ongoing.mp4
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acceleration capabilities are not constant as clearly shown by Equation (1.1). This is due to non-linear
dynamics couplings induced both by the structure of robots and by potentially complex transmission mech-
anisms from actuators to joints. This is all the more true that tasks requirements are more and more very
likely to be dynamically updated. Global optimality of the control decision is thus meaningless and this
advocates for control approaches computed with optimality over short time horizon in mind rather than for
global planning or purely reactive ones.

The PhD thesis of Y. Tan [Tan 2016] is an attempt to introduce an horizon-based reasoning on con-
straints. In his work, a predictive control primitive based on Model Predictive Control (MPC) is developed
to handle the presence of discontinuities in the constraints a robot must satisfy (for example when breaking
contact with the environment). The controller takes advantage of predictive formulations to anticipate the
evolution of the constraints by means of the control scenario and/or sensor information, and thus generate
new continuous constraints to replace the original discontinuous constraints in a QP reactive controller. As a
result, the rate of change in joint torques is minimised compared with the original discontinuous constraints.
This predictive control primitive does not directly modify the desired task objectives, but the constraints
to ensure that the worst case of changes in joint torques is well-managed. The effectiveness of the proposed
control framework is validated by a set of experiments in simulation on the Kuka LWR robot and the iCub
humanoid robot. The results show that the proposed approaches significantly decrease the rate of change in
joint torques when task priorities switch or discontinuous constraints occur. Nonetheless, the overall control
approach remains purely reactive and, as is mentioned in the next chapter, cannot generally guarantee the
existence of a viable control decision in any context.





Chapter 2

Optimisation-based control for
balanced humanoid behaviours

Note on this chapter

The contribution presented in this chapter is adapted from an article which has been recently submit-
ted as a chapter entitled “Optimal Control Approach to Humanoid Balancing” for the book project
“Humanoid Robotics: a Reference”. This article has been written together with A. Ibanez and partly
builds up on his PhD thesis work [Ibanez 2015].

In chapter 1, some contributions in the domain of multi-tasks, constraint compliant and reactive robot
control are presented. While this level of control appears as a necessity in order to compute the control
input at each control instant while enforcing low-level constraints, it also has strong limitations. Firstly, it
assumes that constraints compatibility can be ensured over a infinite time horizon. The work presented in
section 1.3 clearly nullify the validity of this assumption. Secondly, it assumes that the multiple tasks to be
achieved concurrently are compatible one with another or that a proper hierarchy of incompatible tasks can
be found that will lead to a globally satisfactory behaviour. This is once again a strong assumption which
cannot be considered as valid by default. Finally, the absence of anticipation over the future evolution of
the desired tasks necessarily lead to suboptimal control decisions.

These limitations may be completely bearable in some classical robotic contexts where pure offline plan-
ning methods can be successfully applied. However, in many contexts the tasks dynamically evolve as a
function of the environment dynamics and, in these cases, pure reactive approaches are doomed to fail. This
is typically the case in humanoid robotics where balance motion have to be produced and for which purely
reactive control approaches are not sufficient.

In this chapter, a review of optimisation-based control approaches to balanced humanoid behaviours is
proposed. Balance is indeed a necessary condition in all use cases of humanoid robots as illustrated in fig-
ure 2.1. “Ensuring balance” is consequently a core feature of humanoid controllers and most of them rely
on an explicit model of balance or on balance criteria extracted from these models.

However, balance is a complex notion and accounting for it in a general and efficient way at the con-
trol level is complex. Part of this complexity lies in the high dimensionality, non-linearity, under-actuation
and hybrid nature of humanoid systems. These characteristics make it difficult to define computationally-

http://www.springer.com/us/book/9789400760455
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Figure 2.1: Current state of the art of balancing humanoids. From left to right: Asimo, HRP-2 and Atlas
robots. Courtesy of Honda Robotics, CNRS-AIST JRL, and Boston Dynamics.

friendly models of balance. This is all the more true that the impact of some given control action on balance
cannot necessarily be anticipated for in a reactive way and requires its consequences to be previewed over a
time horizon to conclude on its compatibility with the general balance objective. As an example, unilateral
contacts between the feet and ground provide the ability to modify the contacts configuration and generate
feet motions with respect to the world, in other words locomotion. In these situations, breaking or making
contact is a discrete action which consequences are a function of the next actions of the corresponding
foot: if the centre of mass of the overall system is launched forward but the flying foot never goes back to
the ground the robot will inevitably fall whereas a proper next step may lead to dynamic equilibrium and
balanced locomotion.

In scenarios where locomotion or corrective steps can be safely excluded, balance can be accounted for
at the whole-body reactive control level (see figure 2.2), i.e. without the need for preview. In all other cases,
predictions are required and, in the humanoid control literature, balance is most of the time first accounted
for at higher abstraction and control levels (see figure 2.2). At the planning level, balance-compliant ref-
erence trajectories are computed in an optimal fashion over the complete time horizon. This is of course
computationally costly and cannot be performed in real time, in closed-loop. At the task regulation level,
the computational burden is solved by only considering some reduced part of the system’s dynamics. This al-
lows to refine the reference trajectories in a quasi real time way, accounting for the current state of the robot.

Balance models induce strong non-linearities such as the ones due to contact conditions. Moreover, uni-
lateral contacts can be broken and discrete events (contact making/breaking) have to be accounted for at
the control level. As a consequence, the control problems to be solved do not necessarily possess closed-form
solutions and their solution space may not be convex and fully connected. These features advocate for a
formulation of the control problems as constrained optimisation ones. While at the planning and task regu-
lation levels, the problems are often naturally posed as optimisation ones, there has also been a shift toward
optimisation based methods at the whole-body reactive control level: historical contributions [Khatib 2008]
and their successors [Righetti 2011, Del Prete 2015] in this domain did not account for inequality constraints
in an optimal way and the last decade has seen a important growth of alternative, optimisation-based, for-
mulation of the control problem.
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Figure 2.2: Generic overview of control architectures

While several review works provide a very complete, locomotion-centred, view of the balance problem
[Kajita 2008, Wieber 2015], this chapter looks at the balance problem through the prism of optimisation.
It is organised as follows: first, the dynamics of free-floating systems are introduced and the non-linearities
raised by contact mechanics are highlighted. Second, a general formulation of optimisation-based approaches
to the balance control problem is proposed to expose the computational challenges it induces. Levers classi-
cally employed to tackle these challenges are then identified. The prevalent balance indicators and metrics,
needed to describe control objectives and constraints, are therefore presented. An overview of optimisation-
based control approaches is finally proposed. These approaches are organised with respect to the level of
abstraction at which they are employed to solve the balance control problem.

2.1 A look at the dynamics equations
Efficient balance control requires the exploitation of the whole-body dynamics of the system. Within this
perspective, complexity rapidly arises from the high-dimensionality and non-linearity of these dynamics. In-
deed, motions of legged robots are fundamentally supported by the contact wrenches from their environment,
wrenches generally being subject to the complex mechanical laws of unilateral contacts.

2.1.1 Lagrangian equations of motion
Legged robots are generally modelled from the control point of view as systems composed of rigid bodies,
arranged in a tree structure with a base body as their root, called floating-base. The displacement of the
robot in space is captured with respect to the position and orientation of a reference frame Rb attached
to this body, with respect to a given reference inertial frame R0, called world frame. Being free-floating
systems, the base is henceforth treated as linked with a 6-DoF virtual non-actuated joint to the world, defin-
ing the pose qb ∈ SE(3) of Rb with respect to R0, with SE(3) the special Euclidean group, as illustrated
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in figure 2.3. The associated twist νb is in R6.

Inertial (world) frame

Base (root) frame

Unactuated (virtual) joints
Contact wrenches

Rb

R0

qb

Figure 2.3: Kinematic representation of floating-base systems. The root body of the tree structure of the
mechanism is free-floating in a reference inertial frame R0.

Having a closer loop to the equations of motion (1.1), which can be derived from the Lagrange formal-
ism [Murray 1994], for such systems, they take the form[

M b M bj

MT
bj M j

]
︸ ︷︷ ︸

M(q)

[
ν̇b
q̈j

]
︸ ︷︷ ︸
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]
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g(q)

=
[

06
T T (q) τ

]
︸ ︷︷ ︸

ST (q)

+γc, (2.1)

where indices •b, •j and •bj denote definitions with respect to the base, the joints and both, respectively.
T ∈ R(n−6)×na is a matrix representing the actuation characteristics. Vector γc captures wrenches applied
to the system from the environment in the generalised coordinates space.

Equations (2.1) clearly exhibits that, the floating-base being non-actuated i.e. dim (ν̇) > dim (τ ), legged
robots are underactuated. It therefore appears that external wrenches γc play a prevalent role in the
dynamics of the floating-base, that is the 6 first lines of equation (2.1).

2.1.2 Newton-Euler equations of motion
The 6 first lines of equation (2.1) are differential equations related to the floating-base describing the
dynamics of the system as a whole. Written at the centre of mass of the system, they yield the Newton-
Euler equations of motion [

l̇x
M ẍ

]
= wc

x +wg
x, (2.2)

where wc and wg are respectively the net wrenches1 issued from contact and gravity effects, M is the total
mass of the system, and lx is the angular momentum of the system at its centre of mass x. The Newton
equation is the one related to linear momentum whereas the Euler one is related to angular momentum.
These two equations plainly display the relation between contact wrenches and the dynamics of the centre
of mass, as, from the structure of (2.1), actuation has no influence at this level. In the Newton equation, the

1in 6D vector notation
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motion of the centre of mass directly relates to the amplitude of external wrenches while the Euler equation
captures their distribution.

It can be noted that differential equations (2.1) and (2.2) are generally constrained. Indeed, inputs τ ,
joint configurations qj and their temporal derivatives are generally bounded by technological limits. Laws
of contact mechanics might additionally impose constraints on the contact wrenches γc and, subsequently,
on the system configuration and velocity and acceleration (q,ν, ν̇).

2.1.3 Contact mechanics
External wrenches γc in equation (2.1) are in the general case the result of contact forces between the
system and its environment. A classical contact description is to consider non-adhesive contacts solely:
contact forces are unilateral, i.e. they solely oppose penetration between the bodies in contact. With n the
normal to the contact surface and fc a contact force on a body, the unilaterality condition writes

fnc ≥ 0, with fnc , fc · n. (2.3)

This characteristic (2.3) is not the only source of complexity: standard contact models indeed define contact
laws as conditional equations, describing distinct possible contact cases. These contact cases involve both
normal and tangential components of contact forces. In rigid body mechanics, which is the most widespread
framework for multibody legged robots, normal contact mechanics are described as follows2{

fnc ≥ 0 if contact,
fnc = 0 otherwise. (2.4)

Tangential contact mechanics are more directly related to contact dynamics. Indeed, friction plays a role
when a relative motion of the bodies in contact is involved. A standard friction model is the Coulomb dry
friction model which states, with ẋ the relative velocity of the bodies f tc = µcf

n
c

ẋt∥∥ẋt∥∥ ⇐
∥∥ẋt∥∥ > 0∥∥f tc∥∥ ≤ µcf

n
c ⇒

∥∥ẋt∥∥ = 0
with

{
f tc , fc − fnc n,
ẋt , ẋ− (ẋ · n) n. (2.5)

The dimensionless scalar µc is a parameter of the model, called coefficient of friction. The Coulomb model
describes two regimes as illustrated in figure 2.4: in the kinetic friction, or sliding, regime the tangential
contact force is given ; however, in the static friction, or sticking, regime this component is set-valued.

f tc

ẋt

+µcfnc

−µcfnc

Figure 2.4: Non-smooth and nonlinear contact dynamics described by Coulomb’s friction law.

Rigid-body models also induce non-smooth dynamics: discontinuities in the relative velocity of body entering
contact, impacts, can indeed occur.

2 It can be noted that these contact mechanics are fully compatible with the unilateral contact condition (2.3).
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In a nutshell, the dynamics of multibody legged robots present several sources of complexity to tackle
at the control level. First, their dynamics state is described by variables of high dimensionality. Second,
despite this high degree of freedom these systems are under-actuated, posing inverse dynamics as an ill-posed
problem and involving contact forces as a determining variable. Last, the dynamics governing these forces
are non-smooth and subject to constraints.

2.2 Optimal control approach to balance

2.2.1 Balance?
At the whole-body motion regulation level, a humanoid robot is said to be balancing if, given its joint space
and contact state (joint space and contact points positions and velocities), the external dynamic wrench
induced by gravitational, inertial effects and other applied external wrenches applied to it can be compen-
sated for by proper contact forces and joint torques. Achieving balance requires to respect the equation of
motion while being able to maintain the contact state, i.e. not tipping over and not sliding. Given some
tasks to perform, the global balance question boils down to some higher level problem where the evolution
of the control input and of the state itself have to be determined to perform tasks at best while being able
to reach a balanced terminal state. This general definition of balance includes jumping and running as
potential types of balanced motions. However, in practice, ensuring balance at each time instant provides
a better guarantee that a final balanced state can be achieved and jumping and running are generally not
considered as a class of motion that can be achieved looking solely at the problem through the balance prism.

While this definition of balance can directly be translated into an optimisation problem aiming at finding
a solution (either at the global or at the regulation level), it does not say much about the existence of
solutions. Indeed, as mentioned in the section “Stability analysis, not falling down” in [Wieber 2015],
understanding the long term behaviour requires to rely on stability and robustness notions. While many
tools exist to define such notions for humanoids, the concept of viability is central. A viable state can
be defined as one from which it can be guaranteed, over an infinite time horizon, that proper control will
avoid the robot to lose balance. Ensuring the existence of a non empty and connected set of viable states
and solving the control problem to maintain the future states of the system in this set is a very difficult,
potentially intractable, problem. As a matter of fact, the balance literature offer much less ambitious visions
of balance inducing limited behaviours but which guarantee balance in a tractable way.

This section describes potential ways of defining the optimisation problem related to balance and recalls
some of the balance indicators/criteria defined in the literature and which can be seen as special cases of a
more general one.

2.2.2 General control problem
The control problem can be, in the most general way, expressed as the problem of finding a series of control
inputs which will drive the system from an initial state towards objectives.

Reaching objectives The objective of the activity the system is involved into is denoted Fd. Stating
that the system has reached this objective can be written as

F (S) = Fd, (2.6)

where S denotes the state of the system, and F relates the state of the system to its outputs.
In the general case however, there is no guarantee that this objective Fd is feasible nor that F is invertible.
An intuitive and standard way to address this problem is to relax the constraint (2.6), and reformulate it
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as the least-squares problem with the introduction of the slack variable W

min
S,W
‖W‖2

s.t. F (S) = Fd +W,

which can be simplified to
min
S

∥∥F (S)−Fd
∥∥2
, (2.7)

where ‖•‖ is commonly the `2-norm. Such an optimisation-based formulation is therefore mainly driven by
the need for finding solutions bringing the system as close as possible to its objectives, while explicitly taking
into account the notion of infeasibility. Infeasibility can indeed be considered in the optimisation problem
with the constraints defining the set KS of admissible states over which the control problem is solved. That
is, the objective-reaching problem is actually

min
S∈KS

∥∥F (S)−Fd
∥∥2
.

These constraints are nevertheless ignored in the rest of this section for the sake of simplicity.

Problems (2.6) and (2.7) describe the problem of finding a state S of the system which achieves the
desired objective Fd. The control problem therefore consists in finding a trajectory of control inputs that
brings the system to this desired state.

Finding a way towards objectives In discrete time, let us describe the system as the dynamical system
defined as {

Sk+1 = Sk+1 (Sk, uk+1)
Fk+1 = F (Sk+1)

In a dynamics framework, the system state at time ti hence depends on an anterior initial state S0 at time t0
and on an history of control inputs U0,i ,

[
u1, . . . , ui

]T . This state at ti is denoted

Si|0 , Si (S0,U0,i) .

The control problem is therefore written, with an objective Fd to be reached at time tf

min
U0,f

∥∥F (Sf |0)−Fd∥∥2
. (2.9)

However, from the control point of view the dynamics of the environment and the system might be partially
known. A feedback of the current system state Sk at each control time tk is therefore introduced in order
to account for potential resulting disturbances, as illustrated in figure 2.5. That is, the problem (2.9) is
rewritten

∀tk, min
Uk,f

∥∥F (Sf |k)−Fd∥∥2
, (2.10)

to be solved at each control time tk, accounting for the current system state Sk. Note that problem (2.10)
can naturally be written in the optimal control canonical form, in continuous time.

2.2.3 The balance problem

In the case of legged robots, final objectives Fd are generally considered as the outputs of balanced system
states. Indeed, from a safety point of view balanced states are preferable as they are controllable [Dalibard 2013],
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Figure 2.5: Model-based optimal control problem over a time horizon with state feedback.

i.e. the system is able to handle disturbances as a path exists allowing to recover the desired state. With KBk
the set of balanced states at instant tk, the problem (2.10) writes

∀tk, min
Uk,f

∥∥F (Sf |k)−Fd∥∥2
,

s.t. Sf |k ∈ KBf |k.
(2.11)

The final constraint of problem (2.11) is nevertheless challenging as it involves the whole control his-
tory Uk,f . A way to take on this challenge comes from the viability theory [Wieber 2002]: the control
history Uk,f must induce system states which allows the system to maintain a balance state. While this
problem is still intractable in the general case, a sufficient condition can yet be infered: if all intermediate
states

{
Sk+1|k, . . . ,Sf−1|k

}
are balanced, then a final state Sf |k ∈ KBf |k is reachable. Problem (2.11) is

therefore rewritten
∀tk, min

Uk,f

∥∥F (Sf |k)−Fd∥∥2
,

s.t. Si|k ∈ KBi|k ∀i ∈ [k + 1, f ] .
(2.12)

In the robot control framework, various sources of disturbances are present. For robustness, stability
and feasibility considerations, the control problem (2.12) is hence usually reformulated in order to keep
the system away from stability boundaries. With B a metrics capturing the distance of the system to the
stability boundaries, this yields the new formulation

∀tk,

 min
Uk,f

∥∥F (Sf |k)−Fd∥∥2
,

max
Uk,i−1

B
(
Si|k

)
∀i ∈ [k + 1, f ] ,

s.t. Si|k ∈ KBi|k ∀i ∈ [k + 1, f ] .

(2.13)

2.2.4 Challenges
The control problem (2.13) raises several challenges to take on. First, the dimension of the control input
history Uk,f can rapidly grow for legged robots and long-term objectives. Indeed legged robots present a
high degree of freedom and the actuation vector τ is therefore of high dimension.
Second, the model presents strong non-linearities predominantly arising from the non-linear evolution of the
dynamics model (2.1) with respect to the state S and from the non-smooth contact dynamics as discussed
in paragraph 2.1.3.
Last, the optimisation problem (2.13) is not convex in the general case. Indeed, balance constraints do not
necessarily describe a convex set and no characteristic of the cost functions suggests the existence of a single,
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global optimum.

Additionally, the stabilisation of the system dynamics and the regulation of disturbances require the
control problem to be solved at a frequency consistent with the overall dynamics. In the case of legged
robots, this frequency is commonly around 100Hz to 1kHz which leads to the need for solutions every
1 to 10ms. This computational requirement, with respect to the current state of computer science and
optimisation techniques, prompts to consider different approaches to the control problem (2.13).

2.2.5 Various approaches to the balance control problem
From the preceding remarks, three main levers can be identified to reduce the computational complexity of
the control problem (2.13): solving frequency, time horizon and model complexity.

Solving frequency The most straightforward approach to this challenge is to directly relax the compu-
tational requirement by considering a lower rate of control.
An extreme case is offline planning, where problem (2.13) is solved once and for all from an initial state S0
at an initial instant t0; that is  min

U0,f

∥∥F (Sf |0)−Fd∥∥2
,

max
U0,i−1

B
(
Si|0
)
∀i ∈ [1, f ] ,

s.t. Si|0 ∈ KBi|0 ∀i ∈ [1, f ] .

(2.14)

Since this approach implies an offline resolution of the problem, no computation requirements are to be
met ; non-linear and non-convex optimisation techniques can therefore be employed despite their relative
computational inefficiency. Stochastic solvers are commonly set-up in order to explore the whole solution
space, but other non-linear solvers are also envisioned in cases where local optima are sufficient.

While this approach allows to find initial solutions to the control problem, the requirement for a fast,
closed-loop controller is still present to stabilise the dynamics of the system and handle disturbances of
small time scale. This approach is therefore employed at relatively high levels of control, such as open-loop
motion generation or task regulation (cf . figure 2.2).

Time horizon A practical approach to tract the control problem (2.13) in closed-loop is to consider a
reduced time horizon ; one of the most widespread approaches consisting in the formulation of the control
problem over one single control step. This approach requires the definition of instantaneous objectives Fdk
at each control time tk defined such that Fdf , Fd.

∀tk,

 min
uk

∥∥F (Sk+1)−Fdk+1
∥∥2
,

max
uk

B (Sk+1) ,
s.t. Sk+1 ∈ KBk+1.

(2.15)

The set of instantaneous objectives
{
Fd0 , . . . ,Fdf

}
is commonly the output of a planning process (cf . fig-

ure 2.2).
At the instantaneous level, the dimensionality of the original control problem is evidently reduced. Fur-
thermore, non-linearities in the dynamics model can be handled through linearisation of the equation of
motion (2.1). Indeed, considering M (q) ≈M , n (q,ν) ≈ n and g (q) ≈ g is a practical assumption gen-
erally accepted for high control rates. Similarly, non-linearities from the contact dynamics are commonly
addressed by considering, at this instantaneous time-scale, the contact regime as fixed and pre-defined by a
higher control level.
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This extreme reduction of the time horizon to a single time step is nevertheless not the only option
to approach the control problem. Indeed, reducing the time horizon would require the definition of local
balance constraints which are generally over-conservative with respect to the original problem (2.11) in order
to ensure that the final state is balanced, thus producing potentially suboptimal solutions. To address this
issue, recent approaches can be found in the literature considering an horizon of several time steps, in the
Model Predictive Control framework commonly. Within this framework, the control problem writes

∀tk,

 min
Uk,k+h

∥∥F (Sk+h|k
)
−Fdk+h

∥∥2
,

max
Uk,i−1

B
(
Si|k

)
∀i ∈ [k + 1, k + h] ,

s.t. Si|k ∈ KBi|k ∀i ∈ [k + 1, k + h] ,

(2.16)

where h is a finite future time horizon.
However, the computational complexity of such approaches is still an open problem in legged robotics.

Model complexity The central barrier to solving practically the control problem (2.13) actually comes
from the complexity of the model itself. This complexity mainly takes the form of dimensionality, non-
linearities and non-smoothness. To overcome this obstacle, model reduction and simplification are commonly
employed. At the lowest control level, model reductions or simplifications are usually avoided in order to
compute actuation inputs with the utmost validity. However, higher control levels can largely benefit from
a reduction of the model complexity, the complete dynamics model being enforced at the following control
level (cf . figure 2.2). A common approach in this perspective is to use this intermediate problem as an
online trajectory generator.
Since the contact dynamics are one of the predominant sources of non-linearity and non-smoothness, a re-
laxed, smooth approximation of these dynamics allows fast resolutions of the control problem [Tassa 2012]
over a finite time horizon. Another common approach is to consider reduced dynamics, not subject
to non-linearities or non-smoothness. For example, reducing the control problem to the centre of mass
and considering contact regimes as predefined allows to intuitively approximate linear models suitable for
computationally-efficient control formulations [Kajita 2003, Wieber 2006].

2.2.6 Balance indicators and criteria
Within the control perspective described in problem (2.13), appropriate definitions of the set of balanced
states KB and of the balance metrics B are required.

One of the most commonly employed definitions relies on the Zero-Moment Point [Vukobratović 1972]
(ZMP), or centre of Pressure (CoP). This point, defined without ambiguity for coplanar contact surfaces
solely, allows to capture the net distribution of contact forces. If the CoP is strictly within the boundary of
the support polygon, the contact surface cannot rotate around its edges, thus preventing tip-over situations.
In other terms, if this condition is respected a torque can be produced at the contact level in order to
produce a balancing motion. This condition is widely used as the definition of the set of balanced states KB
in balance controllers. A definition of a balance metric B is also generally derived from this condition as
the distance between the CoP and the boundaries of the support polygon. However, this condition is not
necessary: it is indeed over-conservative as stable dynamic walking motions can be produced with the CoP
reaching the edges of the support polygon, with point feet for example. Nevertheless, its efficiency has been
largely proved for flat-foot dynamic balance and walking.

A related, yet more general, form of the ZMP is introduced by A. Goswami in [Goswami 1999] as the
Foot Rotation Indicator (FRI). Defined as the point on the ground where the net ground reaction force
would have to act to keep the foot stationary, it can cross the boundaries of the support polygon if the
foot is experiencing rotational accelerations. Therefore, it provides a metric capturing both positive and
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negative distances to the stability margin.

The ZMP and FRI indicators however lack genericness as being specifically designed for biped locomo-
tion scenarios. Although generalisations of these indicators can be found in the literature to extend them
to more complex multi-contact situations, reverting to the essential definition of balance provides practical
solutions to the definition problem of balanced states and metrics.

On the one hand, an instantaneous approach to balance considers the system to be dynamically balanced
if there exist admissible contact forces that can support its motion, as illustrated in figure 2.6. Regarding
the system as a whole, it essentially states that the Newton-Euler equations of motion (2.2) and con-
tact mechanics are satisfied. A balance stability margin can henceforth be defined as the quantification
of either the admissible motions around the current state or the disturbance wrenches that can be sup-
ported [Barthélemy 2008].

c1

c2

c3CoM

M ẍ

l̇x

fc1
fc2

fc3

Mg

Figure 2.6: The system is instantaneously balanced if there exist admissible contact forces fci that can
support its motion

(
l̇x,M ẍ

)
.

On the other hand, a long-term approach to balance requires the consideration of viability. J. Pratt and
R. Tedrake propose to this aim to approach viability through the notion of capturability in [Pratt 2006].
A state is said to be capturable if it is controllable to stable fixed-points, i.e. a stable state with a null
kinetic energy can be reached from this state. The definition of the Capture Point (CP) is derived from this
approach as the point that the CoP should reach in order to bring the system to a capturable state ; the
CP must therefore lie withing the support polygon in order to be reachable by the CoP. The Capture Point
is not unique, and describes a capture region. A stability metric can therefore be derived as the overlap
between the capture region and the support polygon, capturing the ability of the system to reach stabilising
states.

2.3 Optimising balance at the planning level
Whole-body motion planning consists in generating open-loop joint space trajectories and, potentially, as-
sociated control inputs with the overall goal of reaching prescribed objectives3. This motion generation
problem is subject to constraints related to the physics of the system both in terms of equation of motion
and limits on various meaningful variables (joint position, velocity and torque, distance to obstacles, inter-
action wrenches, contact points,. . . ). These constraints encapsulate the notion of balance.

3These objectives can be described in the most general way in terms of operational space objectives for some body-part of
the robot, e.g. its hands.
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Looking at this problem, it appears to be strongly non-linear and non convex both in terms of the
overall cost function to optimise and the constraints to consider. The computational cost is thus important
and highly sensitive to the degree of accuracy of the retained models. One way to address these types of
optimisation problem is to resort to stochastic approaches aiming at finding feasible and potentially locally
optimal solutions through smart or random sampling. Another approach consists in applying non-linear
optimisation techniques leading to locally optimal solution as well but which are generally often influenced
by an initial guess. As a matter of fact, the literature in this domain can clearly be divided into what can
be called stochastic and non-stochastic whole-body motion planning even if many contributions mix both
approaches. Some essential contributions in both domains are presented hereafter with a focus on the way
the computational cost problem is addressed. Indeed, being able to plan fast is a desirable property.

2.3.1 Stochastic whole-body motion planning

Stochastic planning methods generally rely on sampling-based approaches used to explore the configuration
space in order to find a feasible (constraint compliant) path from a starting configuration to a final one
[LaValle 2006]. When dynamic constraints such as the ones imposed by balance come into play, a first pos-
sible approach can be to apply similar exploration techniques in the state space. However, doing so severely
increases the dimensionality of the search problem which is already large with humanoids. Alternatively, a
decoupled approach can be adopted where the problem is first solved at the kinematic level. The obtained
path is then transformed in order to account for dynamic constraints. This is the approach retained in
the pioneering work in [Kuffner Jr. 2002] where a collision free path is first computed using a standard
randomised planner and then optimised under constraints in order to enforce constraints upon the centre of
gravity projection and zero moment point trajectory in order to maintain balance. In this work, only feet
contacts are considered and the contact state (stance) remains constant. The problem of finding a sequence of
feasible supportive contacts and associated joint space configurations and contact forces is thus not tackled.
To tackle this more complex problem, the methodology proposed in [Hauser 2008] also rely on a two-stage
approach but the problem separation is of a different nature. Indeed, the first level of search is done at the
stance level, trying to find a sequence of kinematically and statically feasible stances (with no restriction
on the coplanarity of the feet contacts). This search is biased by a pre-computed motion primitives library
aiming at improving the quality of the produced motions. These primitives are also used at the second level
where a feasible path is found in configuration space between two consecutive stance transitions. The work
in [Bouyarmane 2012] builds on this approach to tackle multi-contact (> 2) problems. At first, similarly
to [Kuffner Jr. 2002], a collision free guide path is built using standard configuration space path planning
techniques. While this path is collision free, it tries to minimise the distance to obstacles that could serve as
potential supportive contacts. Then, a sequence of kinematically and statically feasible stances is searched
for using an iterative, best-first algorithm. This algorithm favours stances inducing configurations close to
the guide path. Kinematic and static feasibility is checked for using a non-linear constrained optimisation
solver outputting an optimal joint space configuration and optimal contact forces under static balance and
collision avoidance constraints. The found solution aims at minimising the distance to the pre-planned guide
path, the required torque and contact forces as well as some cost favouring transition to the next stance.
At run time, an optimisation based multi-objective whole body controller is used to ensure a dynamic exe-
cution of the overall motion while stance switching are monitored using a finite-state machine. The work in
[Dalibard 2013] follows a similar two-stage logic and proves that any statically balanced, collision-free path
for a legged robot sliding on the ground can be approximated by a dynamically balanced, collision-free walk
trajectory. Even though it induces a limitation on the type of considered ground (planar), this property is
exploited to simplify the search for a dynamically feasible trajectory.
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2.3.2 Non-stochastic whole-body motion planning

Similarly to previous stochastic approaches, non-stochastic approaches do not directly tackle the whole-
body planning problem without prior simplifications. In the seminal work presented in [Mombaur 2009],
periodic and symmetric running motions are studied on an 11 degrees of freedom planar humanoid model
which however contains a full description of the hybrid dynamics problem related to contact switching.
Contrarily to the general definition of balance used throughout this chapter, balance appears in this work
as an objective, together with energy consumption and a cost on the terminal state of the system. This
balance objective aims at reaching a stable limit cycle by minimising the spectral radius of the Jacobian
of the Poincaré map. The optimisation variable is composed of the evolution of the state, control input
and stance switching instants. Robot morphology parameters are also optimised, this work being developed
with robot design concern in mind. The problem is solved using what can be seen as a tailored Sequential
Quadratic Program (SQP) based on MUSCOD, a multiple shooting algorithm for direct solution of optimal
control problem [Bock 1984]. In [El Khoury 2013] and [Lengagne 2013] similar optimisation problems are
solved but an initial guess is provided as a collision free path obtained using randomised planning techniques
and a sequence of feasible contact stances obtained using the work in [Bouyarmane 2012] respectively. These
initial guesses remove the need for considering a full description of the hybrid dynamics and more complex
humanoids can be considered, especially as much less dynamic motions are considered. More recently,
a similar non-linear optimisation approach is retained in [Kuindersma 2015] where the simplification at
the planning level lie in the use of a full model description for kinematics constraints whereas only the
free-floating dynamics is considered for the equation of motion. While the evolution of the state, contact
locations, contact forces, stances transitions and centre of mass dynamics can be computed, joint level torque
inputs cannot be generated using such a technique. However the robot is assumed to have large actuation
capabilities and the actual computation of the control inputs is performed at the reactive level using an
optimisation based multi-objective whole body controller.

2.4 Optimal regulation of balance tasks
Translating specified objectives into balance-consistent references is a first step towards the conservation
of balance during the execution of activities. Nevertheless, unexpected disturbances from modeling errors
or external perturbations must be considered in order to maintain balance. State feedback approaches are
consequently employed to compute the actuation input tracking these references, while ensuring balance
with a view to the current state of the system. The complexity of legged robots dynamics (2.1) however
tends to lead to computationally inefficient formulations of the balance problem. A common approach is
therefore to introduce an intermediate level refining open-loop references into closed-loop objectives.

To this aim, task regulators are introduced accounting for state feedback, while using reduced models
to reduce the computational cost. In the case of balance, the most widespread reduced model captur-
ing the dynamics of the system as a whole is described by the Newton-Euler equations of motion (2.2).
Optimisation-based approaches are commonly employed at this level of abstraction to additionally enforce
balance constraints in a closed-loop formulation. Key formulations are presented in this section in order to
apprehend common techniques to approach the balance problem at this level.

2.4.1 Model Predictive Control

A common optimal approach to balance regulation is Model Predictive Control. MPC employs a model of
the system dynamics to preview its behaviour over time and compute an optimal horizon of control inputs
maintaining the system into the valid state space.
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When writing the balance control problem over a future horizon as described in problem (2.13), several
obstacles are met as it requires a time-integration of the local system model (e.g. the equations of mo-
tion (2.1)). Indeed, the relation between the local model parameters (e.g. the inertia matrix M) and the
local actuation input u is generally non-linear, leading to non-linear and non-convex optimisation problems.
Integrating the local model furthermore implies the resolution of the contact forces which brings additional
non-linearities and the dimension of the actuation input further increases the computational cost of the
problem. A straightforward approach to bypass these obstacles is to consider a reduced local model of
the system in order to decrease its complexity and dimensionality. Additionally, considering the contact
regimes as predefined over the problem horizon allows to discard the complexity raised by contact dynamics.

Employing a reduced model, such approaches therefore output optimal control inputs defined at a level
of abstraction higher than the actual actuation of the system. These control inputs are thereafter used as
refined reference trajectories to be tracked at the whole-body level.

ZMP-based formulations The interest for MPC techniques in the humanoid robotics literature was
mainly initiated by S. Kajita et al.. in the form of Preview Control [Kajita 2003]. In this work, the control
problem is reduced to the centre of mass of the system and is written over a finite time horizon as schema-
tised in equation (2.16). Considering the centre of mass jerk as the control input at this level, a linear model
can be induced under some assumptions. The main hypotheses of this formulation are that the centre of
mass keeps a constant altitude over the preview horizon and that the rate of change of angular momentum
of the system is negligible. Balance is approached in this work through the ZMP model and criterion, with
its common assumptions: contacts with the environment are coplanar, without any constraints on contact
forces. The control problem in this formulation is solely written as the maximisation of balance, defined as a
tip-over risk with the ZMP criterion, through the computation of an optimal horizon of centre of mass jerks.
While this approach proves efficient in stabilising the dynamics of the centre of mass in walking motions,
one of its major flaws is the lack of balance guarantee.

Wieber therefore proposed [Wieber 2006] further developments of this formulation to account for con-
straints on the ZMP position and subsequently allow the consideration of stability margins.

The original, unconstrained Preview Control was in parallel subject to extensions to account for external
disturbances from the environment. S. Kanzaki et al.. for example propose in [Kanzaki 2005] to directly
account for an expected external impacts on the robot in the reduced dynamics model. In [Ibanez 2012]
this approach is further developed to simultaneously optimise balance and manipulation tasks in order to
maximise their respective performance with respect to known external forces applied to the hand of the
robot. In order to include the effects of the interaction of the robot with its environment, required by the
manipulation task in the balance control, a distributed preview control is introduced which captures both
balance and manipulation behaviours and enables the regulation of the interaction impedance. The initial
ZMP preview control is extended to take into account the disturbance resulting from the manipulation task
and the preview control of adaptive impedances used to drive the upper limbs. The resulting behaviour is
illustrated in a simple scenario. Its aptitude to dynamically extract an optimal control strategy improving
tracking performances of both manipulation and balance tasks is also assessed when complex perturbations
have to be compensated.

Another approach discards the constant CoM altitude assumption which allows to additionally include
friction considerations in the balance problem [Ibanez 2014a]; the extra computational cost being reduced
with the formulation of a distributed optimisation problem. More precisely, given that the control of the
horizontal dynamics of the centre of mass can withstand limited perturbations, postural stability criteria
are specified with respect to the robot centre of mass vertical and horizontal dynamics, and to the angular
dynamics of its torso. Formulating the balance problem in a predictive form and distributing it at different



2.4. Optimal regulation of balance tasks 33

time scales significantly increases the robustness of the system to external disturbances, in terms of both
tip-over and slippage risks. This original control architecture is validated through the simulation of an iCub
robot performing a walking activity under unknown external actions.

These approaches nevertheless require the predefinition of a reference trajectory of the ZMP, defined
through a prior choice of feet positions over the preview horizon ; feet positions being the outputs of a plan-
ning process for example. Also, in such formulations the optimisation problem solely considers a balance
objective, and no task objective is specified. To enhance the flexibility of the balance controller, developments
were performed in order to include feet positions as variables of the optimisation problem [Diedam 2008].
These additional degrees of freedom in the control problem allow to consider a task objective in the form
of the tracking of a reference centre of mass velocity, in addition to the maximisation of balance. Besides,
they can be exploited to recover from larger disturbances.

This approach has been subject to multiple developments. Stephens and Atkeson for example proposed
in [Stephens 2010] to extend this formulation to a force-control framework. A. Herdt et al.. preceded the
control problem with an additional optimisation problem aiming at computing optimal orientations of the
feet in order to track an angular velocity with the trunk [Herdt 2010], thus improving the capacities of the
controller to recover from large disturbances. To further increase the flexibility of the balance controller
and reduce the influence of a planning process, developments were also proposed in the recent literature to
additionally consider the duration and instants of the steps in the optimisation problem. In [Ibanez 2014b],
in order to compute optimal time, duration and position of footsteps along with the centre of mass trajectory
of a humanoid, a novel mixed-integer model of the system is presented. The introduction of this model in
a predictive control problem brings the definition of a Mixed-Integer Quadratic Program, subject to linear
constraints. Simulation results demonstrate the simultaneous adaptation of the gait pattern and posture
of the humanoid, in a walking activity under large disturbances, to efficiently compromise between task
performance and balance. In addition, a push recovery scenario displays how, using a single balance-
performance ratio, distinct behaviours of the humanoid can be specified. The corresponding paper can be
found in Appendix B.4. This work is also the object of an experimental validation on the TORO humanoid
robot at the DLR. A video summarising the proposed approach can be seen here4.

Other criteria MPC formulations based on the ZMP criterion have also been extended to other criteria,
such as the capture point in [Krause 2012]. A more generic approach can also be found in [Henze 2014]
where the balance problem is directly written as the optimisation problem of contact forces acting on the
system, thus allowing the consideration of multi-contacts scenarios. However, this genericness is obtained
at the cost of computational impracticability.

Similarly, N. Perrin et al.. propose in [Perrin 2015] to consider multi-contacts scenarios. More precisely,
this work introduces two simple and novel approaches to solve for 3D locomotion with multiple non-coplanar
contacts. Both formulations use model predictive control to generate dynamically balanced trajectories with
no restrictions on the centre of mass height trajectory. The first formulation treats the balance criterion as an
objective function, and solves the control problem using a sequence of alternating convex quadratic programs.
The second formulation considers the criterion as constraints, and solves a succession of convex quadratically
constrained quadratic programs (QCQPs). These formulations are more general than the classical Inverse
Pendulum + ZMP approach, but simple enough to enable fast computations of CoM trajectories through an
iterative resolution of convex QPs or convex QCQPs. This claim is supported by the low number of decision
variables and constraint equations shown in the problem analysis. The generalisations gained from the
proposed model and MPC approach include the ability to allow for multiple non-coplanar contacts and not
having to predefine the CoM height trajectory. The results of the two proposed MPC approaches support

4http://pages.isir.upmc.fr/~padois/website/fichiers/videos/2015_ibanez_jnrr.mp4

http://pages.isir.upmc.fr/~padois/website/fichiers/videos/2015_ibanez_jnrr.mp4
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/2015_ibanez_jnrr.mp4
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the belief that the proposed 3D model of dynamically balanced locomotion is a good candidate for real-time
model predictive control for multi-contact locomotion.

2.4.2 Instantaneous formulations
Optimisation-based approaches are nevertheless not restricted to MPC methods at this level. Open-loop
references can also be refined at the instantaneous level and translated into instantaneous acceleration or
force objectives. The computational burden being reduced with such formulations over a single step horizon,
complex scenarios can be practically considered.

With the objective of distributing a reference value of the balancing net contact wrench over multiple
contact points, while respecting friction constraints, C. Ott et al.. propose in [Ott 2011] an optimisation-
based formulation of the balance problem focused on the centre of mass dynamics. With this model, any
contact configuration can be considered. The resulting problem is written as a QP, aiming predominantly
at minimising the tracking error of the desired net wrench. This intermediate control problem outputs a
set of contact forces, considered as objectives to be tracked at a lower-level for each contact points. Lee
and Goswami similarly propose to focus on a model of the dynamics of the system reduced to its centre
of mass in [Lee 2012b] while considering each individual contact wrenches instead of a net contact wrench.
This approach refines at this level desired rates of change in linear and angular momenta into admissible
ones, with respect to the foot geometry and contact constraints. In order to keep the computational cost of
this problem as low as possible, the authors perform a sequential distribution of the original optimisation
problem to obtain two successive QP problems.

2.5 Optimisation-based whole-body control
Desired references and objectives, generally expressed at a relatively high level of abstraction, needs to be
translated at the actuation level to compute the corresponding actuation control inputs.

2.5.1 Local optimality
A widespread optimal approach to balance at the actuation level is to solve the inverse kinematics or dy-
namics problem under balance constraints. At this level, balance constraints are generally restricted to the
consideration of contacts stability and coordinated centre of mass accelerations.

On the one hand, this problem has historically been solved using analytical methods based on null-
space projection techniques and accounting for constraints as avoidance tasks. Nonetheless, as explained
in Chapter 1, this approach is doomed to fail: these constraints-related tasks aim at getting away from
the constraints (active avoidance). The number of constraints being potentially higher than the number of
DOF, they cannot lead to control solutions that can strictly guarantee the respect of all constraints. On the
other hand, whole-body controller are written as a quadratic multi-objective optimisation problem under
linear constraints where priorities between the objectives can be dealt with through strict or soft hierarchies.
The resulting optimisation problem is therefore to compute optimal actuation inputs which maximise the
tracking performance of desired references while respecting balance constraints. The logic behind this choice
is straightforward. First, the equation of motion and joint space to task spaces mappings can be written
as equalities but they are not sufficient to describe the overall dynamics and physical behaviour of a robot.
Indeed, other intrinsic physical constraint have to be accounted for at the joint level as well as in Cartesian
space. These constraints do not solely describe relationships between physical quantities but also limits
which cannot (control input saturation) or should never be crossed in order to maintain the robot and its
environment in proper working conditions. Theses limits translate into inequalities. Assuming a convex
solution space, the optimal solution of the control problem lie at the boundary of the feasible (constraint
compliant) solution space. Finding the optimal solution thus boils down to finding the active constraint set,
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i.e. on which boundary it lies. Optimisation problem solvers are designed to optimally choose this subset
of constraints that should be considered when computing the optimal solution of the control problem. The
strong mathematical background in convex optimisation is such that optimisation based methods mostly
outperform analytical methods attempting to heuristically activate constraints.

In the seminal work in [Faverjon 1987], an obstacle avoidance technique includes a control law structure
based on a Quadratic Program (QP). Since then, control approaches relying on optimisation tools such
as Linear Quadratic Problem solver have emerged for virtual humans [Abe 2007, Collette 2007]. For real
humanoids, to deal with prioritised inequality constraints more easily, hierarchical quadratic programming
(HQP) approaches use numerical QP solvers to solve a Hierarchical Quadratic Program[Kanoun 2009]. The
idea of HQP is to first solve a QP to obtain a solution for a higher priority task objective; and then to
solve another QP for a lower priority task, without increasing the obtained minimum of the previous task
objective. This prioritisation process corresponds to solving at best lower-priority tasks in the null-space of
higher-priority tasks. The HQP algorithm is applied for solving prioritised inverse dynamics and whole-body
motion control under unilateral constraints [Saab 2013]. It requires to solve as many QPs as priority levels,
which can be quite time consuming. The computation cost of hierarchical inverse kinematics with inequality
constraints is improved by an algorithm developed in [Escande 2014], which permits real time control of the
HRP-4 humanoid robot. Similar work is performed in [Herzog 2014] where a reduction of the equation of
motion allows for real time control of the SARCOS humanoid robot.

Generally, for an approach based on strict hierarchy, the relative importance of one task with respect to
another one of different priority level is parametrised in a binary way: either strictly higher or strictly lower
(lexicographic order). However, in many contexts, organising tasks by assigning them a lexicographic order
is not generic, i.e. can have some limitations. First, a strict priority is just an extreme case of the relations
of task importance levels. In fact, a task may not always have a strict priority over another one and it is
usually difficult to define a strict hierarchy among some of the tasks. Second, strict priorities can sometimes
be too conservative so that they may completely block lower-priority tasks. Third, a change in the task set,
such as a swap of task priorities, may lead to discontinuity. An approach to smooth priority rearrangement
between two tasks is proposed in [Keith 2011, Petrič 2013] and approaches for continuous and simultaneous
transitions of multiple tasks are developed in [Mansard 2009c, Lee 2012a]. A specific inverse operator is
proposed in [Mansard 2009c] to ensure continuous inverse in the analytical computation of control laws.
The approach presented in [Lee 2012a] is based on intermediate desired values in the task space. When
applied to humanoids, the number of tasks and the state dimension are such that the computational cost
implied by these approaches is too high for practical use.

Smooth task transitions can be easily achieved within a framework using a weighting strategy [Abe 2007,
Collette 2007, Bouyarmane 2011b] by the continuous variation of task weights [Salini 2011]. These control
frameworks solve all the constraints and task objectives in one QP and provide a trade-off among task
objectives with different importance levels. In a nutshell, the control problem is formulated as follows:

argmin
X

∑
i

ωiTi(X)

s.t.


M(q)ν̇ + n(q, ν) + g(q) = ST τ −

∑
j

JTcj
(q)wcj

GX � h

(2.17)

where X =
(
τT ,wT

c , ν̇
T
)T . The equality constraint is the equation of motion. The inequality constraint

includes the bounds on the joint positions, velocities, and torques (all formulated in terms of τ and ν̇), as
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well as the contact existence conditions for each contact point according to the Coulomb friction model:

Ccjwcj ≤ 0 ∀j
Jcj (q)ν̇ + J̇cj (ν, q)ν = 0 ∀j

(2.18)

where Ccj is the linearised friction cone of the j-th contact point.

The objective function is a weighted sum of tasks Ti (weights ωi) representing the squared error between
a desired acceleration or wrench and the system acceleration/wrench. The solution is then a compromise
between the different tasks, based on their relative importance. The following types of tasks are generally
considered:

• Operational space acceleration ‖J iν̇ + J̇ iν − ẍ∗i ‖2

• Joint space acceleration ‖ν̇ − ν̇∗‖2

• Operational space wrench ‖wi −w∗i ‖2

• Joint torque ‖τ − τ ∗‖2

where ẍi is the Cartesian acceleration (time derivative of a twist) of body i, and wi the wrench associated
with body i. The superscript ∗ refers to the desired acceleration/force. The desired acceleration can be
defined by a proportional derivative control5:

z̈∗ = z̈goal +Kv(żgoal − ż) +Kp(zgoal − z) (2.19)

where z stands for x or q, and Kp and Kv are the proportional and derivative gains. The superscript goal
indicates the position, velocity and acceleration wanted for the body or joint (reference trajectory).

As the performances of higher priority tasks cannot be guaranteed by simply adjusting the weights of
task objectives, a prioritised control framework is proposed in [Liu 2012b] to ensure the performance of a
higher-priority task within a user defined tolerance margin. However, this approach handles priorities of
only two levels. The work of M. Liu described in section 1.2 proposes a Generalised Hierarchical Frame-
work allowing to describe both soft and strict priority problems with smooth priority transitions. It is also
specifically applied to the humanoid cases [Liu 2016a].

Towards tasks optimisation Recently, the PhD thesis work of R. Lober has questioned the notion of
priorities: while some priorities are needed for robustness and safety reasons, trying to achieve incompatible
tasks at the reactive level does not make sense. Thus, on-line task optimisation is needed in order to feed re-
active whole-body controllers with references which are compatible one with another and more importantly
with constraints, among which balance is a very important one. Pursuing this goal, a novel framework
is introduced in [Lober 2014] for defining and optimising multiple tasks in order to resolve potential in-
terferences prior to task execution and remove the need for prioritisation. This framework parametrises
tasks with Dynamical Movement Primitives, simulates and evaluates their execution, and optimises their
parameters based on a general compatibility principle, which is independent of the topology of the robot,
tasks or environment. Two test cases on a simulation of a humanoid robot are used to demonstrate the
successful optimisation of initially interfering tasks using this framework. The current major drawback is the
computational cost of the task execution simulations. Because each update of the task parameters requires
a number of simulations to be executed, the average time needed to optimise a set of tasks is too long for a
real-world implementation. The on-going work of R. Lober aims at reducing this computational complexity,
using efficient dynamic simulation tools6 but more notably Bayesian optimisation techniques. R. Lober has

5the “−” operator is used here for the sake of simplicity but its meaning is of course related to the physical nature of the
corresponding quantity and is a function of the retained parametrisation.

6The synthesis of a survey on existing dynamic simulation tools dedicated to Robotics can be found in [Ivaldi 2014a] while
the complete results are accessible in [Ivaldi 2014b].
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also explored a quite simple idea in [Lober 2015]: using task variability to modulate task priorities during
execution, to temporarily deviate certain tasks as needed, in the presence of incompatibilities. The proposed
method includes a mapping from task variance to task priority and then provides an approach for computing
task variance. Through three common conflict scenarios, it is shown that mapping from task variance to
priorities reactively solves a number of task incompatibilities. The corresponding article can be found in
Appendix B.5 and the most illustrative video associated to this work can be seen here7.

2.5.2 Whole-body MPC
While the combination of instantaneous whole-body approaches with reduced MPC task controllers pro-
vides the control system with the consideration of both a future horizon and the whole-body dynamics
of the system, their sequential layout is necessarily suboptimal. MPC approaches are therefore gradually
extended to whole-body control with the consideration of models capturing the system state at the joint
level. Computational limitations nevertheless requires the setup of simplifications of the control problem.
Indeed, as discussed in Sec. 2.4, time-integration is one of the major challenges of MPC formulations.

A significant improvement in this direction was performed by Y. Tassa et al.. in [Tassa 2012]. The au-
thors address computational issues in two ways in this work.

First, the resolution of the MPC optimisation problem is considered over the whole duration of the
activity. That is, the control problem solely aims at continuously driving the system towards an all-time
minimum, rather than finding an optimum at each control step. To this aim a suboptimal solution solely is
demanded at each control step, generally obtained through a single iteration of the optimisation algorithm.
It therefore allows the consideration of much more complex optimisation problems: explicit formulations of
models are indeed not required as an update for a given control input is solely needed. In this particular
work, an iterative Linear Quadratic Gaussian optimiser, a variant of Differential Dynamic Programming,
is setup to work over the joint actuation space. Computational issues nevertheless arise from the needs to
update the model rapidly for an iteration of the optimiser.

To meet this challenge, the second contribution of this work is thus to propose a fast dynamics integra-
tor. Following the remark that frictional contacts are mainly responsible for the dynamics computational
burden, the authors consider continuous contact models ignoring the discontinuous contact dynamics and
propose a cheap smooth model producing realistic behaviors for the time scales of the MPC problem.

Balance is simply approached in [Tassa 2012] through a static metric on the CoM. Despite the use of
this highly conservative balance criterion, dynamic and complex behaviors involving the whole-body of the
system are discovered to track a target pose of the torso. However this controller required a time slowdown
of ×7 with optimisation iterations of 140ms, thus forbidding a direct real-time implementation. J. Koene-
mann et al.. nevertheless described in [Koenemann 2015] a real-time implementation of this controller using
a double rate control architecture. In this work, the MPC problem is employed as a trajectory generator
running at 10 times slower than the rate of the lower, tracking control loop.

I. Mordatch et al.. in [Mordatch 2012] also consider regularisation of contact dynamics as a solution to the
computational issues it raises. This approach is however fundamentally different ; indeed, in order to avoid
the costly computation of contact states from control inputs (performed by the dynamics simulator in the
works of Y. Tassa et al..), they are explicitly considered in the optimisation problem as control variables.
More specifically, the activation and deactivation of contacts is written as thresholds over a continuous
variable describing whether a contact should be activated or not. However, the resulting formulation is not
computationally-efficient enough to allow real-time implementations.

7http://pages.isir.upmc.fr/~padois/website/fichiers/videos/lober_IROS2015.mp4

http://pages.isir.upmc.fr/~padois/website/fichiers/videos/lober_IROS2015.mp4
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/lober_IROS2015.mp4
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2.6 Conclusion
Balance is an essential feature of humanoids but, despite a strong understanding of its laws and dynamics,
it remains an open problem for control applications. Optimisation-based control approaches to balance
explicitly include balance dynamics and constraints in the control problem in order to capture at best the
behaviour of the system and fully exploit it to reach complex control objectives. Although theoretically ap-
pealing, these approaches intrinsically induce a significant computational burden. In practice, this implies
to resort to simplifications on the model and problem complexities, which limits the capacity to actually
generate complex behaviours. While whole-body Model Predictive Control stands out as a promising frame-
work, it also suffers from the need for compromises. Its potential is, in the current state of the art, hindered
by the difficulty to efficiently integrate the non-linear dynamics of humanoid systems. Future developments
in this direction could undoubtedly provide keys to widen the scope of humanoids applications.



Chapter 3

Performance based design and
evaluation of robots

Note on this chapter

The contribution presented in this chapter is adapted from an article entitled “Human-oriented design
of collaborative robots” and recently submitted to the International Journal of Industrial Ergonomics.
This article has been written together with P. Maurice and partly builds up on her PhD thesis work
[Maurice 2015].

“On n’écrase pas une mouche avec un marteau-pilon.”

This short French proverb summarises well the motivations behind the work presented in this chapter:
using the right tool renders the task achievement easier. From a control point of view this has an even more
specific interpretation: a robot designed with tasks and constraints in mind will be easier to control and is
more likely to perform well.

For industrial robots used in traditional manufacturing applications, the notion of performance is mostly
characterised by three features:

• precision and repeatability;

• maximum velocity and acceleration capabilities;

• energetic efficiency.

The latest of these three features is clearly antagonistic with the first two and trade-offs have to be made
at the design level. However, “standard” robotic applications have been studied for several decades and the
morphology and topology of robots for a given conventional application can easily be decided for based on
previous experience and well established system design and engineering rules. This unfortunately does not
apply to any potential use of robots. There are two reasons for this:

1. the expected workspace of the robot may be so unconventional and/or the nature of the tasks to be
executed so diverse that no existing robot type can fit by default. Adapting existing solutions may
actually restrain the design process to reach really effective designs.

http://www.journals.elsevier.com/international-journal-of-industrial-ergonomics
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2. The notion of performance, as described here before, may not be appropriate for the considered
application. This is for example the case of collaborative robotics application where the presence of
human beings induces a shift in the objectives pursued by introducing a robot in the application. In
other words, the notion of performance may have to be redefined.

The first case actually corresponds to a problem that S. Rubrecht has tackled during his PhD the-
sis [Rubrecht 2011a]. His thesis work was hosted by Bouygues Travaux Publics, within the framework of
TELEMACH, an R&D project dedicated to the feasibility of tele-operated maintenance in Tunnel Boring
Machines (TBMs). TBMs are widely used for the excavation of small (1m diameter) to large tunnels (15m
diameter and more). In this context, the task based design of the morphology of a robotic manipula-
tor evolving in a cluttered environment was one of the central research topics. Indeed, the workspace of
an excavation chamber is highly cluttered, so usual design techniques are inefficient and time-consuming.
Moreover, the complexity of the TBM environment and the tasks to be accomplished induce a high number
of potential design solutions among which the best ones may, given their originality with respect to usual
design problems solutions, probably not arise using classical design methods. The use of dedicated CAD
tools may help to numerically discard some of the potential solutions, but checking each robot candidate
with respect to a representative subset of tasks and environments still remains a complex and time consum-
ing work. Instead, this work proposed to follow an approach where the design process is considered as a
multi-objective optimisation problem: tasks and constraints are formulated in terms of functions to optimise
and constraints to satisfy. Such a formulation allows the automation of the design process in the preliminary
phase. Given a family of automatically obtained solutions, the so-called classical design methods can then
be used to converge towards a practical solution. The retained design process is an example of task-based
design carried out thanks to an evolutionary process where robot morphologies are generated thanks to a
genetic algorithm which evaluation step (fitness function) aims at qualifying the ability of a robot to carry
out a maintenance mission in the TBM. The obtained results using such an automatic design approach in
this context are presented in [Rubrecht 2011b] as well as in [Rubrecht 2011a] with more details.

The second case is central in the PhD thesis work of P. Maurice [Maurice 2015]. This thesis focuses on
the design of collaborative robots with ergonomics as a central concern. In fact, while dimensions related to
the nature of the workspace and of the tasks to be executed are present in the design process of collaborative
robots, it is really the shift in the notion of performance which renders the design problem for such systems
difficult. This chapter presents a generic method for performing detailed ergonomic assessments of co-
manipulation activities and its application to the optimal design of collaborative robots. Multiple ergonomic
indicators are defined to estimate the different biomechanical demands which occur during manual activities.
For any given activity, these indicators are measured through dynamic virtual human simulations, for
varying human and robot features. Sensitivity indices are thereby computed to quantify the influence of
each parameter of the robot and identify those which should mainly be modified to enhance the ergonomic
performance. The sensitivity analysis also allows to extract the indicators which best summarise the overall
ergonomic performance of the activity. An evolutionary algorithm is then used to optimise the influential
parameters of the robot with respect to the most informative ergonomic indicators, in order to generate an
efficient robot design. The whole method is applied to the optimisation of a robot morphology for assisting
a drilling activity.

3.1 Context
Work-related musculoskeletal disorders (MSDs) represent a major health problem in developed countries.
They account for the majority of reported occupational diseases and affect almost 50% of industrial workers
[Schneider 2010]. Since MSDs result from strenuous biomechanical solicitations [Luttmann 2003], assisting
workers with collaborative robots can be a solution when a task is physically demanding yet too complex
to be fully automatised (Fig. 3.1); a collaborative robot enables the joint manipulation of objects with the
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worker (co-manipulation) and thereby provides a variety of benefits, such as strength amplification, inertia
masking and guidance via virtual surfaces and paths [Colgate 2003].

In order to design a robot which decreases at best the risk of developing MSDs, an ergonomic assessment
of the robot-worker system must be performed throughout the design process. Though standard ergonomic
assessments are based on the observation of a worker performing the task [Li 1999, David 2005], digital eval-
uations now tend to replace physical evaluations in the design process of workstations; digital evaluations
– in which a digital human model (DHM) is used to simulate the worker – indeed present several major
advantages [Chaffin 2007]. Firstly, the simulation enables easy access to detailed biomechanical quantities,
which otherwise can only be measured on real humans through complex instrumentation, if at all (e.g.
muscle or joint forces). Secondly, different morphologies of workers can easily be tested without the need
for a wide variety of real workers. And thirdly, a virtual – instead of a physical – mock-up of the robot is
used for digital assessments, thus removing the need to build a new prototype every time a parameter of
the robot is tuned. The overall development time and cost is thereby decreased.

Figure 3.1: A collaborative robot providing strength amplification for tire retreading (developed by RB3D,
CEA-LIST, CETIM).

To perform digital ergonomic evaluations, several commercial DHM software for workplace design pro-
vide ergonomic analysis tools (e.g. Delmia, Jack [Raschke 2004], Ramsis [Seidl 2004], Sammie [Porter 2004]).
These software – based on simple rigid-body models of the human body – include standard assessment meth-
ods which estimate an absolute level of risk depending on the main MSDs factors [Luttmann 2003] (posture,
effort, duration and frequency of the task) and possibly additional factors (e.g. RULA [McAtamney 1993],
REBA [Hignett 2000] and OWAS [Karhu 1981] methods, OCRA index [Occhipinti 1998], NIOSH equation
[Waters 1993]). The resulting ergonomic indicators are, however, either very rough (e.g. effect of external
load in RULA) and/or task-specific (e.g. NIOSH equation for lifting loads), so they do not accurately cover
all kinds of manual activities which may be addressed by collaborative robots. Besides, these assessment
methods are static, i.e. dynamic phenomena are not taken into account; yet fast motions do increase the risk
of developing MSDs [Marras 1993]. In collaborative robotics, evaluating the dynamic phases of an activity
is even more important because the robot is never perfectly backdrivable and some phenomena cannot be
compensated even with a dedicated control law (e.g. additional inertia); manipulating the robot might then
require extra efforts and cause new MSDs.
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Concurrently to DHM software for workplace design, other DHM software provide more accurate mus-
culoskeletal models of the human body, including muscles, tendons, and bones (e.g. OpenSim [Delp 2007],
AnyBody [Damsgaard 2006], LifeMOD). Beyond classic macroscopic measurements (joint angles, joint forces
and moments), these software also provide dynamic measurements (joint velocities and accelerations) and
quantities that more accurately account for the biomechanical demands on the human body (muscle force,
tendon deformation, muscle fiber length...). The high number of outputs (one for each muscle/tendon/joint)
is, however, difficult to interpret without specific biomechanical knowledge, especially when the purpose is
to summarise the global ergonomic level of the activity.

The second criticism which can be addressed to both kinds of DHM software concerns the animation of
the DHM. The DHM motion is generated through forward or inverse kinematics, pre-defined postures and
behaviours (e.g. walk towards, reach towards), or from motion capture data. Apart from motion capture,
none of these animation techniques enables to come up with a truly realistic human motion. Kinematic tech-
niques do not take into account the inertial properties of the human body or external load, so the simulated
motion is rarely human-like [Chaffin 2007]. Pre-defined behaviours result in more realistic motions since
they rely on a pre-recorded motions database, but only a limited number of behaviours can be simulated and
they become unrealistic when external conditions are modified (e.g. adding a load in a reaching motion).
In general, the obtained motion is not even dynamically consistent. For instance, the DHM balance is never
considered though it affects the relevance of the evaluation [Lämkull 2009]. As for motion capture, the
human subject and the avatar must experience a similar environment to obtain a realistic simulation. In
particular, the interaction forces with the environment are crucial, so the subject must either be provided
with a physical mock-up (Fig. 3.2) or be equipped with complex instrumentation (digital mock-up through
virtual reality and force feedback devices). Motion capture is therefore highly time and resource consuming.

Figure 3.2: Animation of a DHM using motion capture data, with the Jack software (picture from Jack
documentation). The human subject is placed in a physical mock-up of the environment in order to obtain
realistic motions.

In order to circumvent the above-mentioned issues, G. De Magistris et al. developed an optimisation-
based DHM controller to automatically simulate dynamically consistent motions [De Magistris 2013]. The
dynamic controller computes DHM joint torques from a combination of anticipatory feed-forward and feed-
back control. It has many advantages over kinematics techniques, such as ensuring DHM balance and
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generating hand trajectories that are in accordance with some psychophysical principles of voluntary move-
ments. However, though this controller has been successfully used for a virtual ergonomic assessment, the
Jacobian-transpose method used in the feedback control does not guarantee the optimality of the solution,
because joint torques limits cannot be explicitly included in the optimisation.

Eventually, evaluating the ergonomic benefit provided by a collaborative robot requires that the robot
be included in the DHM simulation. Though most DHM software can simulate a DHM within a static envi-
ronment, they cannot simulate the motion of a collaborative robot which depends on its physical interaction
with the DHM, both through its control law and through physical interferences.

Motion capture and 
dynamic replay

Ergonomic indicators 
for manual activities

Virtual human simulation 
of co-manipulation activities

1&2- Ergonomic measurements 
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Figure 3.3: Overview of the methodology developed for performing ergonomic assessments of collabora-
tive robots, and its applications. This paper focuses on the optimisation of robot design (4), but other
applications are possible.

Thus, despite many available tools for performing virtual ergonomic assessments, none of them is suitable
to evaluate co-manipulation activities. This work therefore presents a novel approach for quantitatively
comparing the ergonomic benefit provided by different collaborative robots when performing a given activity,
and its application to the optimal design of such robots. The proposed method consists in four components
(Fig. 3.3):

1. A list of ergonomic indicators defined to accurately account for the different biomechanical demands
which occur during manual activities. They cover all kinds of manual activities, without requiring any
a priori hypotheses on the activity that is performed.

2. A dynamic simulation framework in which a DHM can interact with a controlled collaborative robot.
The simulation is used to measure the ergonomic indicators. The DHM is animated through an
optimisation-based whole-body controller to ensure the dynamic consistency of the motion. The
controller can be used either with high level tasks descriptions (autonomous DHM, 2a), or with motion
capture data (2b). 2a enables the evaluation of robots under development without the need for a human
subject or physical mock-ups, while 2b allows the replay of a recorded activity to acquire a reference
situation (non-assisted gesture) or evaluate existing robots.
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3. A sensitivity analysis framework with which the relevance of each ergonomic indicator and its de-
pendence on the robot parameters can be established – for any given activity – without the need
for much input data. The analysis enables the identification of the indicators which best summarise
the overall ergonomic performance, and of the robot parameters which most affect this performance.
The aforementioned simulation framework is used to automatically create and simulate a variety of
situations.

4. A framework for optimising design parameters of a collaborative robot with respect to relevant er-
gonomic indicators, based on a multi-objective evolutionary algorithm.

Thanks to the proposed tools, comparing and optimising the ergonomic benefit provided by collaborative
robots is facilitated. The technical gesture is acquired on the initial situation and serves as an input for
the sensitivity analysis. The sensitivity analysis enables the identification of a small number of ergonomic
indicators relevant for the comparison of robots performances, as well as of the robot parameters to primarily
optimise. An optimal robot is then designed with the evolutionary tool by optimising the relevant ergonomic
indicators. The initial (non-assisted) and final (with the optimised robot) situations can eventually be
compared, to ensure the benefit provided by the robot.

3.2 Method
In digital human modelling, the human body can be represented with different level of detail (rigid bodies,
muscles...). The chosen model, however, affects both the biomechanical quantities measured on the model
– hence the formulation of ergonomic indicators – and the controller generating the DHM motion (defini-
tion of the actuation variables). In this work, the human body is represented with rigid bodies and does
not include muscle actuation; each joint is controlled by a single actuator. Even though muscle-related
quantities cannot be estimated with such a model, numerous other quantities can be measured to repre-
sent the biomechanical demands that occur during whole-body activities (e.g. joint loads, joint dynamics,
mechanical energy...). Besides, given the high actuation redundancy of the human musculoskeletal system,
computing muscle forces requires to solve the muscle recruitment problem (i.e. which muscles should be
activated – among the infinity of possible activation patterns – to perform a given motion). While muscu-
loskeletal models have proved valid and insightful in specific cases, no general criterion has been established
yet for the muscle recruitment problem. The realism of the muscle-related measurements can therefore not
be ensured in all possible whole-body situations [Damsgaard 2006, Thelen 2003, Chaffin 2006, Hicks 2015].
The questionable gain of information and the significant computational cost then reduces the interest of
musculoskeletal models in the current context.

3.2.1 Ergonomic indicators for collaborative robotics
Ergonomic indicators aim at quantifying exhaustively and concisely the physical demands endured by a
worker when executing various manual activities, with or without a collaborative robot. Such indicators
should take into account the main MSDs risk factors considered in standard ergonomic assessments (posture,
force...), but also phenomena that are usually left aside, such as dynamic demands.

In standard ergonomic assessments, risk factors of different nature are often combined together to form
a single and compact ergonomic score. Though the combination of several MSDs factors does increase
the risk, the way these various factors interact is, however, not well-established in general [Li 1999]. The
different kinds of demands are therefore represented by separate indicators here, so that the formulation of
the indicators is not task-dependent. The proposed ergonomic indicators are classified into two families –
constraint oriented indicators and goal oriented indicators – detailed hereafter.
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3.2.1.1 Constraint oriented indicators

Constraint oriented indicators are local joint measurements – position, velocity, acceleration, torque and
power – which directly represent the relative level of joint demands1. For each one of these five quanti-
ties, a global indicator Is is obtained for the legs, the right arm, the left arm, and the back (plus head),
by summing the squared contributions of every joint in the considered limb (similarly to [Pholsiri 2004]).
Grouping several joints in one indicator decreases the number of indicators – and thereby the complexity
of the ergonomic analysis – while accounting for the situation of the whole body (the evaluation cannot be
limited to the joints initially affected by MSDs since an ill-adapted robot may relocate the MSDs risk to
other joints). The different limbs of the body can, however, perform very different tasks simultaneously,
hence separate indicators for each limb.

The position and torque of each joint are normalised by average physiological limit values before the
summing [Chaffin 2006, Holzbaur 2005]; the capacities of the normalised joints are then all equivalent,
rendering the summing more meaningful. For velocity, acceleration, and power, however, joint physiological
limits are not well-documented in the literature and the normalisation is impossible for now.

3.2.1.2 Goal oriented indicators

Goal oriented indicators are indirect images of the biomechanical demands endured by a worker; they
quantify the ability to comfortably perform certain actions (e.g. balance, force exertion). Goal oriented
indicators are very compact: one indicator accounts for the whole-body situation.

Balance Evaluating the balance quality gives an insight into the effort needed to maintain the posture.
Unstable balance indeed requires higher muscular effort since the posture must always be corrected to prevent
falling. Balance is quantified through two indicators. Balance stability margin represents the capacity to
withstand external disturbances; it is evaluated by the sum of the square distances between the centre of
Pressure (CoP) and the base of support boundaries [Xiang 2010]. Dynamic balance evaluates the dynamic
quality of the balance with the inverse (so that all the indicators should be minimised to improve the
situation) of the time before the CoP reaches the base of support boundary, assuming its dynamic remains
the same.

Force/Movement generation The ability to generate forces and movements is evaluated with manip-
ulability measures [Yoshikawa 1985b], which are global images of the joint demands needed to perform
a motion/force [Jacquier-Bret 2012]. This work focuses on skilled technical gestures in which the worker
knows the trajectories/forces to follow/exert, therefore directional measures are used; the ability to produce
end-effector Cartesian force (resp. velocity) in a given direction is evaluated with the inverse of the hand(s)
force (resp. velocity) transmission ratio [Chiu 1987]. The transmission ratio is calculated with the dynamic
manipulability [Yoshikawa 1985a] to account for the dynamic effects and the non-homogeneity of the human
joint capacities.

Vision Estimating the ability to easily move one’s head in various directions gives an insight into the
amount of postural change required to follow a visual target (workers tend to look at what they are doing
when performing manual activities). The rotational dexterity of the head [Yoshikawa 1985b] is therefore
used as a vision-related indicator.

Energy The whole-body kinetic energy is a global measure of human energetic performance, since it is
directly associated with the power consumed during a movement [Abdel-Malek 2005].

1See [Maurice 2014a] for a detailed study and validation of some of these indicators.
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Indicator definition Equation
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Table 3.1: Ergonomic indicators for evaluating biomechanical demands in manual activities. RA stands for
right arm, LA for left arm, B for back and L for legs. Nj is the number of joints in the considered body-part
(RA, LA, B or L), qji the angle of joint i, qmaxji

the joint limit, qneutralji
the neutral joint position, q̇ji the joint

velocity, q̈ji the joint acceleration, τi the joint torque and τmaxi the joint torque capacity, which decreases
with fatigue according to the evolution law proposed by L. Ma et al. [Ma 2009]. ν is the generalised velocity,
M the generalised inertia matrix, J the Jacobian matrix of the considered end-effector, u the task direction
of interest, and L = diag(τmaxi ) contains the joint torque capacities. σmin (resp. σmax) is the smaller (resp.
bigger) singular value of JhrotM−1L, with Jhrot the rotational part of the head Jacobian matrix. Nb is the
number of base of support boundaries, and di the distance between the CoP current position and the ith
boundary of the base of support. vCoP is the CoP current velocity, and d the distance between the CoP
current position and the base of support boundary along the direction of vCoP .
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3.2.1.3 Main features

The aforementioned ergonomic indicators are summarised in Table 3.1. They are relative indicators, i.e.
they enable to quantitatively compare several situations and identify the most demanding one, but they do
not assess an absolute level of risk of developing MSDs.

Besides, all these indicators are instantaneous quantities, i.e. they can be measured at each moment of
the activity. If the time evolution of the indicators may be interesting, the purpose here is to summarise
the whole ergonomic situation with only a limited number of values, to facilitate the comparison of the
overall ergonomic performance of different collaborative robots. The instantaneous values of each indicator
are therefore time-integrated, so that the whole activity is represented with one single scalar value per
indicator.

3.2.2 Simulation of co-manipulation activities
In order to numerically evaluate the ergonomic indicators defined in section 3.2.1, the considered activity
must be simulated with a dynamic autonomous DHM, possibly interacting with a collaborative robot. The
simulation is run in a dynamic simulation framework based on a physics engine to ensure the physical
consistency of the resulting motion and forces.

3.2.2.1 DHM control

The DHM motion is computed by solving an optimisation problem to find the actuation variables (joint
torques, accelerations and contact forces) which enable to follow some objectives at best (e.g. hand trajec-
tory, centre of mass acceleration), while respecting physical constraints. The general concept of this type of
optimisation-based controller are introduced in chapter 1 and the particular structure of this controller for
humanoids is recalled in section 2.5.1.

3.2.2.2 Animation modes

The DHM controller presented above is generic and can be used either with motion capture data (replay
mode) or with high level tasks descriptions (autonomous mode) (e.g. target to reach, place to go)2.In both
cases, the DHM balance is managed with a high weight centre of mass acceleration task, which reference
is computed using a Zero Moment Point preview control [Kajita 2003]. Low weight joint acceleration tasks
(postural task) and joint torque tasks are used respectively to define a natural reference posture (standing,
arms along the body), and to prevent useless effort.

In autonomous mode, only the body parts that are directly needed to perform the activity – generally
one or both hands and the head – are explicitly controlled with an operational acceleration and/or force
task (Fig. 3.4). The reference trajectory for the hand task (manipulation task) results from an interpolation
between the start and end points specified by the user. The head is controlled with an orientation task,
so that the DHM looks at what it is doing (gazing task). In replay mode, on the contrary, the recorded
Cartesian positions of markers positioned on the body of a human subject are mapped onto the DHM. An
operational acceleration task is created for each marker, and the reference trajectory is the recorded marker
trajectory.

The exact values of the tasks weights are manually tuned through trial and error. Though time consuming
in the first place, the tuning process does not need to be repeated; the weights obtained are general enough
to be used for successfully simulating many different activities.

2See [Maurice 2015] for a detailed description of the tasks included in the controller in autonomous and replay modes.
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Figure 3.4: Tasks used in the LQP controller for simulating manual activities with an autonomous DHM
(left) or for dynamically replaying human motion (right).

3.2.2.3 Robot simulation

This work focuses on collaborative robots which provide strength amplification and are manipulated by the
end-effector only (parallel co-manipulation). The simulation method presented in this section is dedicated
to such systems specifically.

DHM grasp The DHM fingers are not articulated because grasping requires a complex control of the
fingers which is beyond the scope of this work. The human grasp is therefore represented by a 6D spring-
damper system between the DHM palm and the robot end-effector.

Control law Strength amplification consists in controlling the robot so that the force it exerts on the
manipulated tool (or environment) is an amplified image of the force applied by the worker onto the robot3.
Additionally, the weight of the robot and the viscous friction effects are compensated. The inertial effects,
on the contrary, are not compensated because such compensation is hard to implement on real robots due
to the difficulty/cost to properly measure joint accelerations. The global strength amplification control law
is:

τ r = αJTee,r fvh + gr(qr) +B q̇r (3.1)

where τ r is the vector of robot joint torques, qr the robot joint angles, q̇r the joint velocities, gr the vector
of gravity forces, B the matrix of viscous friction coefficients, Jee,r the Jacobian matrix of the robot end-
effector, fvh the force applied by the DHM on the robot end-effector, and α the amplification coefficient4.

3 In the simulation the interaction force is estimated with the spring-damper system representing the human grasp; on real
robots, a force sensor is embedded on the user handle.

4In all generality, α may not be the same for all operational directions. As such, it could be chosen as a diagonal matrix
rather than as a scalar.



3.2. Method 49

3.2.3 Sensitivity analysis of the ergonomic performance
The simulation framework described in section 3.2.2 enables to measure multiple ergonomic indicators
defined in section 3.2.1. These measurements are, however, not directly useful for the design of collaborative
robots. Comparing the overall ergonomic performance of different collaborative robots based on all the
ergonomic indicators is indeed not straightforward, because each indicator has a different biomechanical
meaning and different indicators may lead to different conclusions. Moreover, the values of the ergonomic
indicators per se do not provide any information on how to improve the robot design, i.e. which parameters
should mainly be modified to enhance the overall ergonomic performance. To answer these questions, the
most informative indicators and their dependence on the robot parameters must be identified. In most cases,
however, no straightforward analytical relation between robot parameters and ergonomic indicators can be
established. A statistical sensitivity analysis is therefore conducted [Saltelli 2000]. This section presents an
extended version of the work presented in [Maurice 2014b].

3.2.3.1 Method overview

Statistical sensitivity analyses rely on the numerical evaluation of the output (ergonomic indicators here)
for numerous values of the input parameters, thus requiring a large number of trials. Having a real subject
execute the activity in each situation would be too time consuming, therefore the activity is rather simulated
with an autonomous DHM.

The whole process for analysing the relevance of ergonomic indicators regarding the comparison of
collaborative robots and the influence of the robot parameters can be summarised as follows (Fig. 3.5):

1. Define the robot parameters which can be altered.

2. Select – among all the possible combinations of parameters values – those that should be tested.

3. Simulate the activity with an autonomous DHM for each selected combination of parameters values,
to measure the ergonomic indicators.

4. Compute sensitivity measures for the ergonomic indicators based on their values in all the tested cases.

Steps 1, 2 and 4 are detailed in the following sections. The simulation step 3 is performed with the
autonomous DHM as described in section 3.2.2.

3.2.3.2 Parameters selection

The sensitivity analysis aims at estimating – for a given activity – how much each parameter of a collaborative
robot affects the ergonomic situation. In early stages of a robot design process, however, the number of
possible designs – and hence the list of possible parameters – is infinite and there is a priori no reason to
choose one over another. In order to be generic, real robot designs are therefore not used. Instead, a robot
is modeled by its positive and negative effects on the worker – each effects corresponding to one parameter.

Robot parametrisation In this work, robots are manipulated by the end-effector only (parallel co-
manipulation), so the robot is simulated by a 6D mass-spring-damper system attached to the DHM hand
(Fig. 3.6). The mass (Mr), stiffness (Kr) and damping (Br) parameters represent the equivalent dynamics
of the robot at the end-effector. The possible geometric interferences between the robot and the DHM are
simulated without making hypotheses on the robot design, by limiting the DHM movements (limiting the
joints range of motion) and modifying its posture (e.g. feet position, joint reference position). External
forces are applied on the mass-spring-damper system to simulate the robot actuation (Frobot), α being the
strength amplification coefficient (Eq. 3.1).
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Figure 3.6: Abstraction of a collaborative robot by a mass-spring-damper system attached to the DHM hand
and geometric constraints on the DHM motions (only some examples of constraints are displayed here).
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Parameters space exploration The robot parameters taking continuous values, they must be discretised
to form the different combinations of parameters values to test. But the computational cost of a simulation
– though variable – is always expensive (greater or equal than real-time). The number of situations tested
is therefore limited and the values of the parameters must be carefully selected.

Optimising the exploration of the parameters space requires a compromise between the number of trials
and the precision of the resulting information [Saltelli 2000]. In this work, the analysis aims at quanti-
tatively estimating the influence of each robot parameter on the ergonomic indicators, to identify which
parameters should mainly be tuned. The computation of Sobol indices – which relies on the decom-
position of the ergonomic indicators variance (functional ANOVA decomposition) – is then appropriate
[Hoeffding 1948, Sobol 1993, Homma 1996]. Sobol indices allow a fine ranking of the influence of the dif-
ferent parameters, without requiring specific hypotheses on the ergonomic indicators. Furthermore, their
interpretation is quite straightforward – each index measures the percentage of variance of an indicator that
is explained by the corresponding parameter(s). Only the first order indices Si (influence of the parameter
Xi alone, with no interaction) and the total indices STi

(influence of Xi , including all interactions with other
parameters) are considered in this work, because they give information on the i-th parameter independently
from other parameters. A high Si means that Xi alone strongly affects the indicator, whereas a small STi

means that Xi has very little influence on the indicator, even through interactions.

The extended FAST (Fourier amplitude sensitivity testing) spectral method is used for choosing the ap-
propriate parameters values to test (within user-defined bounds) and for computing Sobol indices [Saltelli 1999].
The FAST exploration method is indeed a good compromise between the comprehensiveness of the space
exploration and the number of trials.

3.2.3.3 Ergonomic indicators analysis

Once the simulations are performed for all the selected combinations of parameters values, Sobol indices
can be computed. But Sobol indices only address single-output models, whereas here each ergonomic in-
dicator is an output. Even though Sobol indices can be computed separately for each indicator, no global
sensitivity index can be obtained for a parameter by aggregating indices relative to different indicators –
the comparison of indices referring to different indicators being meaningless. Besides, Sobol indices do not
help reducing the number of ergonomic indicators to facilitating the comparison of different collaborative
robots. The most informative ergonomic indicators must therefore first be identified.

The purpose of this work is not to assess the absolute level of MSDs risks, but to compare collaborative
robots. In this context, the relevance of an indicator is not related to its value, but to its variations when
the activity is performed with different robots; if the value of an indicator remains unchanged whichever the
robot that is used, this indicator is not useful to compare different robots. The most informative indicators
are therefore the ones that best explain the disparity of the results when the activity is performed with
various robots.

Ranking The problem of reducing the number of indicators to keep only the ones that best explain the
disparity is addressed by K. Campbell et al. [Campbell 2006] and M. Lamboni et al. [Lamboni 2011] in the
context of sensitivity analysis for multiple-output models. They propose to decompose the model outputs
in a well-chosen basis before applying sensitivity analysis to the most informative components individually,
which comes down to a dimensionality reduction problem. Standard dimensionality reduction methods,
however, cannot be used here, because they form composite variables (i.e. combinations of the initial
variables). The ergonomic indicators having different physical meanings, aggregations of various indicators
would be meaningless. Moreover, composite variables cannot be used to estimate the global influence of the
robot parameters, since the influence of a parameter is likely to be different from one ergonomic indicator
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to another. The importance of each ergonomic indicator is therefore represented directly by its variance.
The indicators are thus ranked, and the most informative ones (those with the highest variance) are easily
identified.

Scaling Before computing their variance, the indicators must be scaled because they have non-homogeneous
units, hence different orders of magnitude. Scaling each indicator with a physiological limit value would be
ergonomically meaningful, but some indicators do not have well-defined limits (e.g. kinetic energy), and
even the existing ones may be hard to find (e.g. joint acceleration). The order of magnitude (used for the
scaling) of an indicator is therefore estimated by measuring the indicator in many different situations with
DHM simulations, and taking the average value. Activities of many different kinds (e.g. walking, reaching,
pushing, carrying) are performed in many different ways, so the range of values of each indicator is assumed
to be covered quite exhaustively5.

Selection Once the ergonomic indicators are ranked according to their variance, a Scree test [Jolliffe 2002]
is performed to decide the number of indicators that are kept; the objective is to limit the number of
indicators, while sufficiently accounting for the global ergonomic performance of the activity. Sobol indices
are then computed separately for each one of the selected indicators. The indices relative to different
indicators still cannot be compared, but the overall number of indices is reduced, making the interpretation
of the results easier for the user.

3.2.4 Evolutionary design of a collaborative robot
The evaluation framework presented in the previous sections enables to rank robot candidates with respect
to their ergonomic performance, and to identify which design parameters are crucial for improving this
performance. Designing and modifying test candidates is, however, left to the robot designer, who has to
rely on his/her experience (potentially limited since collaborative robotics is a rather new approach) and
preliminary studies. This process is both time and resource intensive. To circumvent these problems, opti-
misation techniques are used to guide robots design.

Robots are optimised by coupling an evolutionary algorithm (EA) software [Goldberg 1989] with the
collaborative robot evaluation framework presented previously. The EA is used for exploring the space of
robot designs – i.e. providing robot candidates to evaluate – while the simulation tool is used to numerically
evaluate the various objectives for each robot candidate (Fig. 3.7) (here the full robot structure – and not
its abstraction – is included in the simulation and interacts with the DHM). EAs are well-suited to address
the problem of optimal robot design because they enable optimisation over vast and non-continuous search
spaces and can handle multi-objectives problems [Doncieux 2011]. Optimal collaborative robot design is
indeed a multi-objective problem: the robot must be optimised regarding both the task and the worker, and
potentially other aspects such as the cost or complexity of the structure. Moreover, these general objectives
are often divided into several specific objectives; the worker-oriented objective, for instance, is evaluated
through multiple ergonomic indicators.

The EA used here is the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [Deb 2002] – based on
the Pareto optimality principle – because it efficiently addresses convergence and diversity of the solutions,
the two main features that allow to approach the Pareto-optimal front at best. Though NSGA-II (and multi-
objective EAs in general) is designed to solve multi-objective problems, the number of objectives affects the
convergence of the optimisation; the number of conflicting6 objectives should generally be limited to three

5The activities used for estimating the indicators order of magnitude are detailed in [Maurice 2014b]. A video is available
here: http://pages.isir.upmc.fr/~padois/website/fichiers/videos/maurice_humanoids_2014.mp4

6Two objectives are conflicting when it is impossible to satisfy both of them simultaneously.

http://pages.isir.upmc.fr/~padois/website/fichiers/videos/maurice_humanoids_2014.mp4
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[Deb 2001]. The ergonomic indicators analysis presented in section 3.2.3 is therefore used beforehand to
select a small number of relevant worker-oriented objectives.
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Figure 3.7: Framework for the optimisation of collaborative robot design: XDE-Sferesv2 coupling (a single
generation loop is represented). The genetic operations are performed by the Sferesv2 software [Mouret 2010],
which provides a population of robot candidates to evaluate. The simulations are run in the physics-
engine based simulation framework XDE developed by CEA-LIST [Merlhiot 2012]. For each candidate,
the objectives are measured through a DHM simulation. To limit the number of objectives, only the most
informative ergonomic indicators are included in the worker-oriented objectives.

3.3 Results
The whole method for guiding the design of collaborative robots presented in section 3.2 is applied to a
real activity. The motion of a human subject performing the considered activity is recorded and replayed,
to evaluate the initial situation as a baseline. Autonomous DHM simulations are then run to perform
the sensitivity analysis. The indicators which best summarise the overall ergonomic performance of the
considered activity are thereby selected, and the robot parameters which should be tuned to enhance this
performance are identified. Optimal values of these parameters – with respect to the relevant indicators –
are computed using the EA framework. The activity performed with the optimised robot is then compared
to the initial (non-assisted) situation.

3.3.1 Acquisition of the initial situation

3.3.1.1 Task description

An industrial manual task requiring significant effort is used as a test case. The activity consists in drilling
six holes consecutively in a vertical slab of autoclaved aerated concrete (dimensions: 30 × 60 cm) with a
portable electric drill. The locations of the holes are imposed and depicted on Fig. 3.8. The drill weighs
2.1 kg. The average normal force needed to drill a hole is about 40N. The task duration is not constrained,
but it takes about 1min to perform the whole activity (take the drill, drill the six holes, put the drill down).
In the experiment, the drill is held with the right hand only. The subject chooses his feet position but is
not allowed to move them during the trial.
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3.3.1.2 Motion capture set-up

The subject’s motion is recorded with a CodaMotion7 system at 100Hz. The subject is equipped with 25
markers spread all over his body and is standing on a force measurement plate. A 6 axes ATI force sensor8

is embedded in the drill handle to measure the drilling forces (Fig. 3.8). The recorded data are filtered with
a zero-phase 10Hz low pass 4th order Butterworth filter.

CodaMotion 

camera

CodaMotion

markers

Force sensor

Figure 3.8: Force and motion capture instrumentation for the drilling activity. The subject is standing on
a force measurement plate. A commercial drill has been modified to embed a force sensor. The red circles
on the slab represent the drilling points.

3.3.1.3 Motion replay

The motion recorded on the human subject is replayed with a DHM9, using the dynamic replay method
described in section 3.2.2. The simulation is run in the physics-engine based simulation framework XDE
developed by CEA-LIST [Merlhiot 2012]. The XDE DHM consists of 21 rigid bodies linked together by 20
compound joints, for a grand total of 45 degrees of freedom (DoFs) plus 6 DoFs for the free-floating base.
Each DoF is a revolute joint controlled by a single actuator. Given a subject’s stature and mass, the DHM
is automatically scaled according to average anthropometric coefficients10, and each body segment is further
manually modified to match the subject morphology when needed.

The replayed motion enables the measurements of the ergonomic indicators in the initial situation. But
the technical part of the gesture (i.e. the profiles of the tool trajectory and of the drilling force) is also
needed to animate the autonomous DHM for the sensitivity analysis simulations11.

7www.codamotion.com
8www.ati-ia.com/products/ft/ft_models.aspx?id=Gamma
9A video is available here: http://pages.isir.upmc.fr/~padois/website/fichiers/videos/maurice_drilling_dyn_

replay.mp4
10segments lengths: http://www.openlab.psu.edu/tools/calculators/proportionalityConstant, segments masses: http:

//biomech.ftvs.cuni.cz/pbpk/kompendium/biomechanika/geometrie_hmotnost_vypocet_en
11The acquisition of the technical gesture in itself only requires markers on the tool or the subject’s hand and the drilling

force.

www.codamotion.com
www.ati-ia.com/products/ft/ft_models.aspx?id=Gamma
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/maurice_drilling_dyn_replay.mp4
http://pages.isir.upmc.fr/~padois/website/fichiers/videos/maurice_drilling_dyn_replay.mp4
http://www.openlab.psu.edu/tools/calculators/proportionalityConstant
http://biomech.ftvs.cuni.cz/pbpk/kompendium/biomechanika/geometrie_hmotnost_vypocet_en
http://biomech.ftvs.cuni.cz/pbpk/kompendium/biomechanika/geometrie_hmotnost_vypocet_en
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3.3.2 Sensitivity analysis

3.3.2.1 Simulations

The drilling activity is simulated in the XDE framework, with the autonomous DHM; only the right hand
trajectory and force are explicitly specified through a Cartesian acceleration/force task in the DHM controller
(plus balance, postural and effort minimisation tasks). The hand trajectory and drilling force profile recorded
on the human subject serve as reference trajectory/force for the hand tasks. The DHM feet do not move
during a simulation (i.e. no automatic stepping), except if the dynamic balance cannot be maintained and
the DHM falls. The drill weight is not included in the simulation because it is supported by the collaborative
robot. The abstraction of the collaborative robot (section 3.2.3.2) provides strength amplification during
drilling.

3.3.2.2 Input parameters

The input parameters of the sensitivity analysis represent the diversity of potential collaborative robots.
In this experiment, only the mass of the robot abstraction (mass-spring-damper system) varies, while the
stiffness and damping are kept constant to limit the number of parameters. The geometric interference
between the robot and the worker is represented by constraints on the right arm and back (because the robot
is manipulated with the right hand) joint limits and joint reference positions, and on the pelvis distance
and orientation. The strength amplification coefficient is also included in the parameters. Parameters
representing the diversity of workers are added to ensure that the human features do not have a strong
impact on the ergonomic situation (otherwise, the robot should include some adjustable parts to adapt to
specific workers’ morphologies). The worker is defined by his/her stature and body mass index (BMI). The
numerical upper and lower bounds of the input parameters are given in Table 3.2.

Parameter Min. Max.
DHM stature (m) 1.65 1.80
DHM BMI (kg.m−2) 21.0 27.0
angle pelvis - normal to stab (◦) -30 30
offset distance pelvis - centre of stab (m) -0.3 0

upper body reference positions (◦) 0, 0, 15, 45,
0, 0 45, 135

upper body joint limits 0.3 1.0
robot mass (kg) 2 10
amplification coefficient 1 3

Table 3.2: Drilling activity parameters definition and limit values. The pelvis position is given in polar
coordinates with respect to the centre of the stab. The offset for the pelvis-stab distance is added to the
DHM arm length to define the real pelvis-stab distance. The upper-body joint limits are specified as ratio
of the regular joint limits and applied to each joint of the back and right arm. The reference positions of the
upper-body joints are only modified for the back flexion, shoulder flexion, shoulder abduction, elbow flexion;
they are given in the same order and relative to the reference posture (upright, arms along the body).

The R software sensitivity toolbox12 is used to select the parameters values – within the user-defined
bounds – that need to be tested for the extended FAST analysis. The sample size and set of frequencies are
chosen according to the recommendations of A. Saltelli et al. [Saltelli 1999]. They result in a grand total of
8008 simulations. One simulation takes approximately 2min (real time: 75 s) on one core of a 2.4GHz Intel
R CoreTM i7 laptop, and the simulations can be parallelised.

12http://www.r-project.org

http://www.r-project.org
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Relevant ergonomic indicators
Legs Right Arm Back FTR drilling Right Arm

position torque torque direction position
31% 19% 14% 10% 7%

P
ar
am

et
er
s

DHM stature 10−3 0.13 0.19 0.42 0.07
0.03 0.15 0.29 0.52 0.12

DHM BMI 10−3 0.05 0.02 0.21 10−5

0.02 0.06 0.03 0.23 0.02
Pelvis 10−4 0.10 0.01 0.15 0.15

orientation 0.01 0.14 0.03 0.23 0.28

Pelvis distance 10−3 10−4 0.01 0.02 0.03
0.01 0.02 0.02 0.03 0.12

Upper body 0.60 0.20 0.56 0.08 0.23
ref. position 0.73 0.22 0.69 0.10 0.42
Upper body 0.26 0.01 0.06 10−3 0.28
joint limits 0.37 0.03 0.10 0.02 0.43

Robot mass 10−4 10−6 10−5 10−6 10−5

10−3 10−3 10−3 10−3 0.02
Amplification 10−4 0.46 10−5 10−4 10−5

coefficient 10−3 0.49 10−3 10−3 0.02

Table 3.3: Sobol indices for all five ergonomic indicators identified as relevant for the drilling activity. For
each parameter and indicator, the upper value is the first order index, the lower value is the total index.
The ergonomic indicators are presented in decreasing order of importance (decreasing variance) from left to
right: the percentages below their names correspond to the percentage of the total variance they explain.
FTR stands for force transmission ratio. Numbers are coloured from blue (minimum) to red (maximum),
to facilitate the reading.
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3.3.2.3 Results

The 26 ergonomic indicators defined in section 3.2.1 are analyzed. The velocity and force transmission ratio
are computed for the right hand, in the motion direction and in the drilling direction respectively.

Relevant ergonomic indicators Table 3.3 presents the five ergonomic indicators – out of 26 in the
initial list – that are identified as relevant according to the sensitivity analysis. The five indicators together
represent 81% of the total variance information, therefore only little information is lost by not taking into
the other indicators. The selection of the upper-body torque and position indicators is consistent with the
physical demands of the drilling activity (exerting a significant force with the right hand while covering a
quite extended area). The absence of any velocity or acceleration indicators is consistent with the fact that
the drilling activity does not require fast motions. The presence of the legs joint position indicator as the
most discriminating indicator is, however, less expected.

Indicator-Parameter dependence Some parameter-indicator relations represented by Sobol indices in
Table 3.3 are strongly expected and confirm the consistency of the proposed analysis (e.g. influence of the
strength amplification coefficient on the right arm torque indicator, influence of the upper-body geometric
parameters on the right arm position indicator). Other relations, however, are less straightforward and
could not easily be guessed without the sensitivity analysis (e.g. predominant influence of the upper-
body geometric parameters on the legs position indicator, absence of influence of the strength amplification
coefficient on the back torque indicator).

Conclusion regarding robot design The results of the sensitivity analysis highlights two global trends.
Firstly, the robot mass does not significantly affect the overall ergonomic performance, since it has no
influence on any of the selected indicators. When designing a collaborative robot for the drilling activity,
the robot mass is therefore not a critical parameter (from an ergonomic point of view). Secondly, all the
selected indicators are significantly affected by at least one of the parameters representing the geometric
interference between the robot and the worker. In the drilling activity, the morphology of the robot is
therefore critical to the ergonomic benefit provided by the robot.

3.3.3 Evolutionary design of a robot morphology
The efficiency of a collaborative robot being highly task-dependent, designing a robot specifically for a given
activity is often preferable to using a generic robot. Designing a dedicated robot from scratch is, however,
costly and therefore not accessible to small companies. An intermediate solution is to use a generic platform
including modifiable elements.

3.3.3.1 Optimisation variables

A generic 7 DoFs architecture (similar to a Kuka-LWR) with variable lengths for the first five segments is
used (Fig. 3.9); the robot is manipulated by a user handle mounted on the end-effector. The control law of
the robot is not optimised (to limit the complexity of the problem and hence the convergence time), so all
robot candidates use the same strength amplification control law with α = 2 (Eq. 3.1). The optimisation
therefore aims at finding optimal values for the segments lengths and for the position and orientation of the
robot base13.

Though the physical features of the worker do affect the ergonomic performances (Table 3.3), only one
average human morphology is used in the optimisation because the purpose is only to make a proof of
concept.

13Unlike the sensitivity analysis where an abstraction of the robot is used, the drilling activity is simulated here with the
full robots candidates.
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(a) Kuka LWR-like robot. (b) DHM simulation.

Figure 3.9: DHM simulation of the drilling task, assisted by a 7 DoFs Kuka LWR-like robot with adjustable
segments lengths Li, and providing strength amplification.

3.3.3.2 Objectives

Among the five relevant worker-oriented objectives identified through the sensitivity analysis (Table 3.3),
the right hand FTR is removed to decrease the number of objectives. Indeed, the FTR is mainly affected
by parameters which are constant in the present optimisation. The right arm and the back torque indica-
tors are gathered into one single indicator, called upper-body torque indicator. Apart from the strength
amplification coefficient which is constant here, the most influential parameters are the same (with similar
parameter/indicator trends) for both indicators. A total of three worker-oriented objectives are therefore
included in the optimisation.

The quality of the drilling task execution (task-oriented objective) is evaluated with the maximal position
error of the drill extremity during the drilling phases (one objective). No additional objective is used.

Due to the high number of objectives (four), the probability of a robot belonging to the Pareto front
is high, except if a very large population size is used. The population size is, however, constrained by the
computation time. Having most of the population in the Pareto front – at least early in the optimisation –
is not desirable because it turns the EA into a random search algorithm. The fitness (objective) values are
therefore discretised to limit the number of robots in the Pareto front.

3.3.3.3 Evolutionary algorithm parameters

The population size and the number of generations in the EA result from a compromise between the
computation time and the convergence of the solution. A population of 100 individuals and 200 generations
are used. One generation is entirely evaluated in about 1 hour on a four-core, 2.4GHz Intel R CoreTM i7
laptop14.

3.3.3.4 Results

The evolution of the four objectives is studied to evaluate the capability of the optimisation to find suitable
robot morphologies. The optimised robots are then compared with the non-assisted situation to estimate
the ergonomic benefit brought by the robot.

14The overall optimisation time could however be significantly reduced if a computer with more cores were used because the
optimisation framework is implemented so that several XDE simulations can be run simultaneously.
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Evolution of the objectives The evolution of the four objectives is displayed in Fig. 3.10 for the whole
population. The mean value of each objective decreases over generations, showing that the overall per-
formance of the robots in the population do improve. Except for the upper-body torque indicator, the
objectives minimal values stop evolving almost immediately. The convergence of the objectives maximal
values, on the contrary, takes between 100 and 150 generations, especially for the three ergonomic indicators.
It is therefore easy to find a robot which performs well on one objective, but finding a robot which matches
all four objectives is much harder, hence the usefulness of multi-objective optimisation.
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Figure 3.10: Evolution of the minimal, average and maximal values of the four objectives over generations
(all the robots in the population are included). The discretised fitness values (no units) – and not the
ergonomic indicators/trajectory error values – are plotted.

Comparison with the reference situation During the optimisation, the situation with the robot is
never compared with the non-assisted situation. Though the robot performances are optimised, there is no
certainty that the use of the robot is indeed beneficial. The five ergonomic indicators relevant for the drilling
activity (Table 3.3) are therefore measured in the reference situation (no robot) and with the assistance of
two near-optimal robots chosen within the Pareto front of the last generation to represent different solutions
(Fig. 3.11).

(a) No robot (b) Robot R1 (c) Robot R2

Figure 3.11: Snapshot of the DHM performing the drilling activity without assistance and with the assistance
of two near-optimal collaborative robots. The coloured spheres represent the instantaneous level of joint
effort.

To make the situations comparable – and as a first validation – all three situations are evaluated with
the autonomous DHM (the exact same DHM controller is used). The results are displayed in Table 3.4.

Out of the five relevant indicators, two are significantly improved by both robots (force-related indica-
tors, expected since the robots provide strength amplification), two remain mostly unchanged, and one is
worsened. Despite the degradation in the right arm position indicator, the comparatively significant im-
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No robot R1 R2

Right arm position 90 105 125
Legs position 15 25 18
Right arm torque 125 38 47
Back torque 75 43 38
FTR drilling 130 105 112

Table 3.4: Values of the five relevant ergonomic indicators without assistance (No robot) and with the
assistance of two near-optimal robots (R1 and R2). For each indicator, the value displayed is the percentage
of the indicator reference value (used for the scaling), so that the comparison is more meaningful (the
reference value gives an insight into the average order of magnitude of the indicator, however it does not
provide any indication on the absolute level of risk). The indicators in red are worsened by the robot, those
in green are improved.

provements in the torque and power indicators demonstrate the benefit of the robots. The two near-optimal
robots nevertheless show antagonistic performances (e.g. R1 is better for the right arm torque but worse
for the right arm position), so it is hard to say which one is overall the best (even more when all robots
in the Pareto front are considered). The choice between different near-optimal robots is then left to the
designer or ergonomist, according to his/her main concerns. The optimisation is nevertheless useful, since
it performs a pre-selection of the best performing robots. Moreover, the purpose of the optimisation is not
to replace the designer, but to provide him/her with interesting preliminary designs to be worked on, for
further improving the robot performances.

3.4 Discussion and potential improvements
The physically consistent results and the improvement of the robots performances obtained through the
optimisation demonstrate the usefulness of the proposed method. Its application within the design process
of collaborative robots for industrial tasks should, however, be considered carefully because of some current
limitations which are discussed thereafter.

3.4.1 Limitations of the ergonomic indicators
Though the ergonomic indicators defined in section 3.2.1 cover a wide range of MSDs risk factors, the repet-
itiveness factor is omitted. Yet, repetitiveness belongs to the main MSDs risk factors [Luttmann 2003]. The
comparison of different collaborative robots is therefore conducted on a single work cycle, and the robot
which most decreases the physical demands on one work cycle is assumed to the best overall. But this
hypothesis is only valid if the robots do not significantly affect the work rate; this restricts the range of
possible applications of the proposed assessment method.

The other time-related risk factor – the duration factor – is taken into account through the time integral
value of each ergonomic indicator. This solution comes down to measuring the time spent in different danger
zones, each zone being weighed by a danger coefficient equal to the value of the instantaneous demand. But
the relation between the time spent in a zone and the risk is very likely not linear. For instance, the same
final value can result either from a medium demand all along the task, or from an alternation of strong and
light demands. Yet both situations do not have the same biomechanical consequences.

Taking into account the time-frequency aspect of the gesture in the ergonomic evaluation would enable a
more accurate assessment, as well as the possibility to extend the possible applications. However, it requires
to understand how these time factors affect the human physical capacities, which is closely related to the
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open problem of fatigue modelling. Fatigue and its effect on movement variability are the central question
of the PhD thesis work of J. Savin. Some preliminary results on the integration of muscular fatigue models
have been published in [Savin 2017].

3.4.2 Limitations of the optimisation
The proposed optimisation does improve the performances of the robots, compared to random robots in
the initial population. However, the optimisation process is useful only if it outperforms the results a
robot designer could achieve (i.e. does the optimisation provide robots with better or similar performances,
in less or comparable time). The answer to this question is not straightforward – neither in general nor
for the drilling activity in particular – but several elements must be underlined. Firstly, given the small
number of task-related and environment-related constraints and the high number of DoFs of the robot, the
drilling activity is not strongly constrained; a good solution would be much less intuitive in a cluttered
environment where the optimisation may be more useful [Rubrecht 2011b]. The success of the optimisation
in a cluttered environment, however, strongly depends on the autonomy of the DHM for solving complex
problems(e.g. anticipating and avoiding collisions while still reaching the task target); this autonomy is
currently limited (see section 3.4.3). Secondly, the performances of the optimisation could be improved by
tuning the parameters of the evolutionary algorithm. The values used in this work are based on general
recommendations, but no comparative studies have been carried out. The tuning of the parameters should
nevertheless not be task-dependent, since the purpose is to provide a generic tool and not to address one
specific task.

3.4.3 Limitations of the DHM
Musculoskeletal model Unlike the muscular actuation of the human body, the actuation of the DHM
(in this work) is at joint level only (joint torques), and each DoF is controlled by a single actuator. The
biomechanical quantities measured with such a model are therefore less detailed than what could be achieved
with a musculoskeletal model. The DHM joint torques, in particular, do not fully represent the overall
physical effort exerted by a person. Due to the redundancy of the human actuation, different combinations
of muscle forces can result in a same joint torque. Internal muscle forces (i.e. forces which do not generate
any joint torque) can thus be generated by a person, but they do not have any equivalent in the DHM
model and are therefore not taken into account in the evaluation. Such forces occur during the simultaneous
contraction of antagonistic muscles (co-contraction phenomenon) and aim at increasing the joint impedance
to withstand perturbations arising from limb dynamics or due to external loads [Gribble 2003]. Though
especially important in motions requiring high accuracy, co-contraction occurs in all motions to stabilise
the joints and protect joint structures. Not taking co-contraction forces into account therefore leads to
an under-estimation of the real human effort. Nevertheless, when comparing several collaborative robots,
one can assume that the smaller the effort required to perform the task (not including the co-contraction),
the smaller the co-contraction. External efforts (forces to apply on the robot or environment) and gravity-
induced efforts (efforts required to maintain a posture) indeed represent a perturbation to the position or
force accuracy; if the perturbation is smaller, the stiffness required to resist it is also smaller. A robot which
is the best regarding the joint torque indicator without considering the co-contraction is therefore likely to
be also the best when including co-contraction.

DHM control Since the sensitivity analysis and the optimisation are both based on DHM simulations,
the biomechanical reliability of the results strongly depends on the realism of the autonomous DHM motion.
The question of feet – as well as other contacts – placement is essential, since the activities addressed by
collaborative robotics often require significant efforts and thus engage the whole-body. Besides, workers
may adapt their feet position during the task, if the robot hinders their gestures. Conversely, the DHM
currently lacks autonomy regarding contact placement: the feet positions are entirely set by the user and
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are therefore not necessarily well-adapted to the task (the DHM can walk or step, but the stepping time and
place must be specified beforehand). Solutions for automatic online feet adaptation [Ibanez 2014b] and for
optimal contact placement when significant external forces are at play [Liu 2012a] do exist, but they only
partly address the problem. The anticipated (i.e. not purely reactive) optimal placement of contacts indeed
requires complex planning methods [Bouyarmane 2011a], which for now are too computationally expensive
to be used in the current context. More generally, simulating highly realistic human motions requires to un-
derstand the psychophysical principles that voluntary movements obey. Many studies have been conducted
to establish mathematical formulae of these principles, especially for reaching motions (Fitt’s law, minimum
jerk principle,...). G. De Magistris et al. [De Magistris 2013] have successfully implemented some of them
within the XDE framework, and adding these features in the controller used in this work is a direction for
future work. However, these improvements are currently limited to reaching motions because the driving
principles are not yet known for all kinds of motions.

Nevertheless, if the results of the sensitivity analysis and optimisation presented in this paper are affected
by the DHM limitations, the method in itself is independent from the DHM control. Thus in the near future
an improved control law could be used to animate the DHM, while the analysis and optimisation methods
remain the same.



Conclusions and Perspectives

Overview
This dissertation provides a rather complete overview of my research activities. The different contributions
cover several topics:

• a generic formulation of reactive control problem (cf . Chapter 1) aiming at enforcing the strict respect
of constraints over an infinite time horizon while targeting locally optimal control performances;

• a survey of the domain of balance control for balances humanoid behaviours under the prism of
optimisation (cf . Chapter 2) and with a focus on some my own contributions in that domain ranging
from reactive whole-body control and model predictive control to tasks optimisation;

• a methodological approach to performance analysis and optimisation in Robotics (cf . Chapter 3),
notably applied to ergonomic evaluation for the design of collaborative robots.

Even though it is probably more a kind of wishful thinking rather than a reality, the underlying ingredi-
ent of these contributions is genericness. In other words, I have made by best so that the proposed control
and performance analysis methodologies we have developed together with my PhD students and colleagues
apply with minimum restrictions to all robots and applications.

It is also important to underline the fact that control is central to all these contributions. It may not
appear so clearly in the last chapter (cf . Chapter 3). Nevertheless, evaluating at best robot morphologies in
simulated physical environments requires the most robust and advanced control laws for the robotic systems
to be designed but also the capability to simulate at best the behaviours of a virtual human.

Finally, even though this requires a tremendous engineering effort (notably on the work on humanoids),
experimental validation is of uttermost importance when pretending to control robots evolving in open-
ended environments. I am trying – the way to go is still long – to make it a central concern in all my
research and teaching activities.

Challenges
Frédéric Rotella, one of my first Automatic Control professors, once told me: “Come back when you will
have found the right question to ask”. He was right: the process that leads us to finding the right research
questions is probably more important than the answers themselves. In that respect, my work has been
prolific as it raised much more questions than it provided definitive answers. These questions are both
short terms and long terms ones and are hopefully taking interesting directions both in terms of general
understanding of Robotics and of applicability to real-world use-cases. Some of these questions/challenges
are briefly exposed here.
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Safe control of collaborative robots
The energy-based control approach for safe human-robot interaction developed together with A. Meguenani
provides a very interesting framework as it:

• shifts the notion of safety from a pure geometric problem to a physical one;

• tends to break the classical barrier which consists in making a distinction between robot motion in
free-space and robot motion in contact with the environment.

However, some aspects of the problem have been neglected. The first one is actually central: while monitoring
the robot energy and constraining it under some limit values is interesting, it is very unlikely that we can
guarantee any safety if this limit does not account for the energy introduced by the human operator in the
interaction. This energy should be considered and estimated in some way. Before contact, the corresponding
kinetic energy could be computed based on an estimation of the person mass as well as an estimation of
its velocity. When contact is established, the energy introduced by the operator can be accessed through
measurement of the interaction wrenches as well as of the tracking errors induced by these external wrenches.
The second limiting factor is related to the absence of a proper theoretical analysis of safety. We tend to
believe that our approach can lead to safe behaviours but we have not yet used any theoretical approach to
prove it. Looking at this problem in terms of passivity could be one way to go and constitutes a short term
perspective.

Realistic virtual human motion
Based on the work of J. Salini and with the contribution of A. Ibanez, P. Maurice has, through her work on
virtual ergonomics for the evaluation and design of collaborative robots, demonstrated that virtual humans
could be controlled realistically enough and constitute a great tool for fast prototyping of robot morphologies
and behaviours. Nonetheless, some developments are still needed to get more realistic behaviours but also
provide better estimation of some very important factors such as the energy expenditure and torque demands
at the articular level. While introducing musculo-skeletal models seems out of reach as they would induce
very large computation times but also would potentially lack realism in some way15, some improvement
are possible, notably with respect to the effects of fatigue. To that end, the on-going work of J. Savin
aims at introducing an experimentally validated fatigue model inside the virtual human controller used by
P. Maurice and thus obtain more realistic motion of virtual human. However, at this stage the effects of
fatigue are just accounted for through a dynamic adaptation of the joint torque limits. This is of course
needed but many more potential impacts of fatigue should be considered among which impacts on: the
reference posture, tasks control gains, tasks weights, allowed target and trajectory variances, joint limits.
A thorough study of the corresponding literature is needed in order to determine the need for considering
these impacts of fatigue as well as ways to account for them in the used whole-body controller.

The right models for the right control time scales
The work on constraints compatibility is perfectible and a short term perspective is to extend with A. Megue-
nani the results of the work of S. Rubrecht at the dynamic level (as mentioned in Section 1.3.3). Unfortu-
nately, as explained in Section 1.3, this will not be enough and, related to the notion of viability, constraints
compatibility cannot be guaranteed over an infinite time horizon in open-ended environments and appli-
cations. Model predictive control is presented several times in this dissertation, both in Chapter 1 and
Chapter 2, as a promising framework for what could be called “realisitic” optimal control. However, it
raises new challenges. Indeed, the computational complexity of model predictive control can be important
when considering non-linear systems and there exist a problem16 which can be posed as: what is the right
level of complexity to be considered for a system when considering its control at different time scales? Ide-
ally, one would like to be able to reactively re-plan a global, rough motion of the system on one end and

15To the best of our knowledge the underlying principle of whole-body motions are still far from being fully understood.
16This problem is brilliantly evoked in a recent video of N. Mansard: https://www.youtube.com/watch?v=5UlDv-PTXp4.

https://www.youtube.com/watch?v=5UlDv-PTXp4


65

reactively compute a local, fine solution to the control problem on the other end. For a fixed computation
capacity, one thus has to find the right balance between the complexity of the retained model for the robot
and the size of the considered control horizon. This is easier said than done. Indeed too much simplifications
at the global level may lead to infeasible solutions at the local level or to highly suboptimal behaviours as
explained in Chapter 2.

The work of R. Lober on efficient tasks adaptation in order to maximise their feasibility at the reac-
tive whole-body control level is one step in the direction of adapting global, potentially infeasible, plans
for efficient execution at the reactive control level. However, up-to now, there is no efficient tasks com-
patibility model that can be used for on-line task adaptation and more importantly, no capitalisation is
made of the encountered situations. In other words, we keep performing costly computation again and
again without accounting for previously found solutions. Introducing incremental learning algorithms
could definitely be a solution to learn simplified models of the robot which could efficiently be reused
and adapted over time. This differs from the approaches which consider the combination of motion prim-
itives (see for example [Clever 2016]) as the focus here is more one learning models of the systems dy-
namics rather than learning a catalogue of observed motion, but the pursued goals are in the end quite
similar. Overall, this is clearly a longer term and complex perspective but my long-lasting collaboration
with O. Sigaud in this domain (see the pioneering PhD work of C. Salaün on model learning for robotics
[Salaün 2009, Salaün 2010, Sigaud 2011, Sicard 2011, Droniou 2012]) is an ingredient of interest to achieve
novel and impacting contributions. My collaboration with S. Doncieux within the framework of the PhD
thesis of J. Pontes is also a promising way towards the use of learning and online adaptation of controllers
for the locomotion of legged robots towards different objectives and different terrains [Pontes 2016].

Towards the industry
Traditional industrial companies have recently started to formulate a need for robots out of their cages,
with specific use-cases in mind. In my case, this growing interest has been the support of many PhD thesis:

• the PhD thesis of S. Rubrecht with Bouygues Travaux Publics;

• the PhD thesis of P. Maurice with CEA-LIST;

• the PhD thesis of A. Meguenani within the framework of the RTE17/UPMC chair position on “Inter-
vention Robotics” that I have been holding during the last five years;

• the PhD thesis work of J. Savin together with INRS;

• the PhD thesis work of L. Joseph together with GE Healthcare on the “Design and Control of a robotic
manipulator working safely around patients”.

It also creates collaboration opportunities in the domain of collaborative robotics applied to aeronautics for
example.

Overall, transferring research to the industry is not the main motivation per se (sic). However, industrial
contexts and all their constraints are a perfect way of testing the fact that the control approach that I am
attempting to develop are actually well grounded, generic, constraints compliant and robust.

17RTE is the French system operator for transmission of high-voltage electrical power.
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Appendix A

Linear system inversion

The derivation of the solutions provided in this appendix are mostly based on the work of A. Ben Israel and
T. Greville [Ben Israel 2003].

A.1 Weighted Euclidean norm solutions
In chapter 1, section 1.1.1, the following optimisation problem is posed

xsol = arg min
x

1
2‖x‖

2
W x

(A.1a)

s.t. Cx = arg min
b

1
2‖Fb− y‖

2
W y

(A.1b)

where:

• W x ∈ Rnx and W y ∈ Rny are symmetric, positive definite matrices;

• A = FC is a full rank decomposition of A;

• F ∈ Rny×nr and C ∈ Rnr×nx are respectively full-column rank and full-row rank;

• b = Cx.

The Lagrangian associated to the problem (A.1b) is

L1(b) = 1
2

(
bTF TW yFb− 2yTW yFb+ yTW yy

)
(A.2)

and the nullity of its gradient provides the optimal solution

bsol =
(
F TW yF

)−1
F TW yy. (A.3)

From there, the second problem (A.1a) can be written

xsol = arg min
x

1
2x

TW xx︸ ︷︷ ︸
L2(x)

(A.4a)

s.t. Cx−
(
F TW yF

)−1
F TW yy︸ ︷︷ ︸

c2(x)

= 0. (A.4b)



80 Appendix A. Linear system inversion

The Karush-Kuhn-Tucker (KKT) optimality conditions for this problem are

c2 (xsol) = 0 : Cxsol =
(
F TW yF

)−1
F TW yy (A.5a)

∇L2 (xsol)− λT,sol∇c2 (xsol) = 0 : W xxsol −CTλsol = 0 (A.5b)

where λ is the vector of Lagrange multipliers associated to the constraints. This yields the following linear
system of equations [

W x −CT

C 0

] [
xsol
λsol

]
=
[

0(
F TW yF

)−1
F TW yy

]
. (A.6)

This problem has a unique solution which can be computed using block-wise inversion, giving the solution

[
xsol
λsol

]
=

 W−1
x C

T
(
CW−1

x C
T
)−1 (

F TW yF
)−1

F TW yy(
CW−1

x C
T
)−1 (

F TW yF
)−1

F TW yy

 . (A.7)

The solution can thus be written
xsol = A+

W x,W y
y (A.8)

where

A+
W x,W y

= W−1
x C

T
(
CW−1

x C
T
)−1 (

F TW yF
)−1

F TW y. (A.9)

�

A.2 Regularised, Weighted Euclidean norm solutions
In chapter 1, section 1.1.1, the following, three stages, optimisation problem is posed

xsol = arg min
x

1
2‖x‖

2
W x

(A.10a)

s.t. V ′x = arg min
b

1
2


∥∥∥∥∥∥∥∥Σb− arg min

c

1
2‖U

′c− y‖2
W y︸ ︷︷ ︸

csol

∥∥∥∥∥∥∥∥
2

+ ‖b‖2
Λ


︸ ︷︷ ︸

bsol

(A.10b)

Similarly to problem (A.1b), the first stage of the problem is written

csol = arg min
c

1
2‖U

′c− y‖2
W y

(A.11)

and yields the solution
csol =

(
U ′TW yU

′
)−1

U ′TW yy. (A.12)

This leads to the second stage of the problem

bsol = arg min
b

1
2

(
‖Σb− csol‖2 + ‖b‖2

Λ

)
. (A.13)

The Lagrangian associated to this problem is given by

L3 = 1
2

(
bTΣTΣb− 2cTsolΣb+ cTsolcsol + bTΛb

)
(A.14)
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and the optimality condition ∇L3(bsol) = 0 leads to the intermediate solution

bsol =
(
ΣTΣ + Λ

)−1
ΣT csol. (A.15)

Finally, the last sub-problem

xsol = arg min
x

1
2‖x‖

2
W x

(A.16a)

s.t. V ′x = bsol, (A.16b)

is solved similarly to problem (A.1a) and the solution can be written

xsol = W−1
x V

′T
(
V ′W−1

x V
′T
)−1

bsol (A.17)

and the regularised, weighted pseudo-inverse of A is given by

A+
W x,W y,Λ = W−1

x V
′T
(
V ′W−1

x V
′T
)−1 (

ΣTΣ + Λ
)−1

ΣT
(
F TW yF

)−1
F TW y. (A.18)

�

A.3 Linear systems inversion under constraints
In chapter 1, section 1.1.2, the following optimisation problem is posed

xsol = arg min
x

1
2

(
‖Ax− y‖2

)
(A.19a)

s.t. Ca x = ca. (A.19b)

Assuming that Ca is full-row rank, there exist at least one exact solution to this optimisation problem
which can be written

x = C+
a ca + PN(Ca)x0. (A.20)

An optimal choice for x0 is given by solving

x0,sol = arg min
x0

1
2

(∥∥A (C+
a ca + PN(Ca)x0

)
− y

∥∥2
)

(A.21)

leading to
x0,sol =

(
APN(Ca)

)+ (
y −AC+

a ca
)
. (A.22)

The solution xsol thus writes

xsol = C+
a ca + PN(Ca)

(
APN(Ca)

)+ (
y −AC+

a ca
)
. (A.23)

�
The same solution can be obtained by writing the KKT conditions related to problem (A.19) however

the demonstration is left to the reader.
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Abstract Multi-objective control systems for complex
robots usually have to handlemultiple prioritized tasks.Most
existing hierarchical control techniques handle either strict
task priorities by using null-space projectors or a sequence
of quadratic programs; or non strict task priorities by using
a weighting strategy. This paper proposes a novel approach
to handle both strict and non-strict priorities of an arbitrary
number of tasks. It can achieve multiple priority rearrange-
ments simultaneously. A generalized projector, which makes
it possible to completely project a task into the null-space
of a set of tasks, while partially projecting it into the null-
space of some other tasks, is developed. This projector can
be used to perform priority transitions and task insertion
or deletion. The control input is computed by solving one
quadratic programming problem, where generalized projec-
tors are adopted to maintain a task hierarchy, and equality
or inequality constraints can be implemented. The effective-
ness of this approach is demonstrated on a simulated robotic
manipulator in a dynamic environment.
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1 Introduction

Redundant robots are nowadays expected to perform com-
plex missions involving the simultaneous performance of
multiple tasks. Even though robot redundancymakes it possi-
ble for these robots to performmultiple tasks simultaneously,
task conflicts may still occur when all the task objectives
cannot be satisfied at the same time. In order to handle con-
flicts, tasks are usually assignedwith different priority levels.
Therefore, controllers for complex robots must be able to
handle multiple prioritized tasks and respect various con-
straints imposed by the robot body and the environment.

A large number of hierarchical control frameworks are
presented in the robotics literature for the management of
multiple operational task objectives. Some of them deal with
strict task hierarchies, which ensure that critical tasks are
fulfilled with higher priorities and lower-priority tasks are
performed only in the null-space of higher priority tasks.
Other approaches handle non-strict task hierarchies. The
solution of these approaches is a compromise among task
objectives of different weights. In a non-strict task hierar-
chy, a lower priority task is not restricted in the null-space
of higher priority tasks, thus it may still affect their perfor-
mances.

In a more general context, the robot may need to deal with
both strict and non-strict hierarchies. Moreover, for robots
acting in dynamically changing contexts, non-strict priorities
between tasksmay become strict ones and task prioritiesmay
have to be switched in order to copewith changing situations.

With the aim of handling both strict and non-strict hier-
archies simultaneously, a novel control framework called
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generalized hierarchical control (GHC) is presented in this
paper. The contributions of this work are as follows. (i) The
development of a generalized projector, which can regulate
to what extent a lower-priority task is projected into the
null-space of a higher-priority task. In other words, this gen-
eralized projector allows a task to be completely, partially, or
not at all projected into the null-space of some other tasks. (ii)
The development of a generic dynamic hierarchical control
framework, which solves a single quadratic program (QP)
and uses generalized projectors as a mechanism to account
for an arbitrary number of strict and non-strict task priori-
ties. It can achieve desired priority transitions, as well as an
elegant way of inserting and deleting tasks among those to
be performed. Task hierarchies are handled by the modula-
tion of a priority matrix, without the necessity of modifying
the control problem formulation each time the hierarchies
change.

2 Related works

This section reviews some classical hierarchical control
frameworks and priority transitions within them.

2.1 Approaches for handling a strict hierarchy

Analytical methods based on null-space projections can
ensure that lower priority tasks are executed only in the null-
space of higher-priority tasks. The idea is based on the use
of the limited Jacobian of a lower-priority task, which is
projected into the null-space of higher priority tasks by the
application of a null-space projector (Liégeois 1977). Such
an idea is applied in prioritized inverse kinematics (Mistry
et al. 2007, 2008), in acceleration based control (Hsu et al.
1989; Flacco et al. 2012b), and in joint torque based control
(Khatib 1987; Sentis and Khatib 2004a; Sentis et al. 2010).
A generic framework, from which several existing control
laws can be derived, is presented in Peters et al. (2008).
Projected inverse dynamics schemes are developed for con-
strained systems inAghili (2005), Khatib et al. (2008), where
the dynamics equation is projected into the null-space of the
Jacobian of constraint equations. As the limited Jacobians
mentioned above could be rank deficient, task priority strate-
gies involving their pseudo-inverses may lead to algorithmic
singularities. To overcome the effects of such singularities, a
technique based on damped least-squares and extended Jaco-
bian (Egeland et al. 1991) is proposed, which requires to
choose the damping factor carefully in order to guarantee
good behaviors near singularities.

Inequality constraints are usually difficult to be directly
dealt with in analytical approaches using pseudo-inverses
and projection matrices. A common method is to trans-
form inequality constraints into task objectives by apply-

ing artificial potential fields (Khatib 1986), from which
repulsive forces are derived to prevent the robot from
entering into activation zones of the inequality constraints
(Sentis and Khatib 2004b, 2005; Khatib 1986; Stasse et al.
2008; Padois et al. 2007; Saab et al. 2009). However, per-
forming these tasks cannot guarantee that these inequality
constraints are actually met. The approach presented in
Mansard et al. (2009) integrates unilateral constraints at any
priority level, albeit time consuming. The algorithm intro-
duced in Flacco et al. (2012a, b) proposes to disable the most
critical joint and redistribute joint motion commands to guar-
antee the satisfaction of some hard bounds of joint variables.
However, this algorithm deals with inequality constraints
only at the joint level. Furthermore, the optimal solution sat-
isfying the control problem may require the movement of a
joint which has unfortunately been disabled.

To deal with prioritized inequality constraints more easily,
hierarchical quadratic programming (HQP) approaches use
numerical QP solvers to solve a hierarchical quadratic pro-
gram (Kanoun et al. 2009; Saab et al. 2011, 2013; Escande
et al. 2014). The idea of HQP is to first solve a QP to obtain a
solution for a higher priority task objective; and then to solve
another QP for a lower priority task, without increasing the
obtained minimum of the previous task objective. This prior-
itization process corresponds to solving lower-priority tasks
in the null-space of higher-priority tasks while trying to sat-
isfy lower-priority tasks at best.

Generally, approaches that handling strict hierarchies
parameterize the relative priority of one task with respect to
another one of a different importance level in a lexicographic
way (Saab et al. 2013): either strictly higher or strictly lower.
However, in many contexts, organizing tasks by assigning
them with strict priorities is not generic, i.e. can have some
limitations. First, a strict priority is just an extreme case of the
relative priority of tasks. In fact, a task may not always have
a strict priority over another one and it is usually difficult to
define a strict hierarchy among a set of tasks. Second, strict
priorities can sometimes be too conservative so that theymay
completely block lower-priority tasks. Compared with a dis-
crete parameterization of strict task priorities, a continuous
parameterization of both strict and non-strict task priorities
is richer and more informative. Therefore, this work uses
a continuous priority parameterization. Moreover, priorities
are defined here by pairs of tasks and are encoded by a prior-
ity matrix. This choice of priority representation can handle
not only a single standard lexicographic hierarchy as HQP
does, but also a complex priority network. For example, it
can represent two lexicographic hierarchies 1 � 2 � 31 and
4 � 5 � 6, with an additional relationship 2 � 5, leaving the
relationships among all the other pairs of tasks free.

1 The notation i � j indicates that task i has a strict higher priority over
task j .
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2.2 Approaches for handling a non-strict hierarchy

Non-strict priorities are usually handled by approaches using
weighting strategies (Abe et al. 2007; Collette et al. 2007;
Liu et al. 2011; Salini et al. 2011; Bouyarmane and Khed-
dar 2011). These control frameworks solve all the constraints
and task objectives in one QP and provide a trade-off among
task objectives with different importance levels. As the per-
formances of higher priority tasks cannot be guaranteed by
simply adjusting the weights of task objectives, a priori-
tized control framework is proposed in Liu et al. (2012)
to ensure the performance of a higher-priority task. How-
ever, this approach handles priorities of only two levels. In
approaches based on weighting strategies, task priorities can
be parameterized continuously.Nonetheless, even though the
work in Kerrigan andMaciejowski (2000) on soft constraints
in model predictive control could probably be adapted to
provide a way to reach the extreme case of strict priorities,
the existing robotic applications of these frameworks do not
extend to strict hierarchies. The control framework proposed
in this paper outperforms weighting strategies by permitting
priorities to change gradually from a non-strict case to a strict
case.

2.3 Task transitions

Recently, different methods have been developed to handle
task transition problems. An approach to smooth priority
rearrangement between only two levels of tasks is proposed
in Keith et al. (2011), Petrič and Žlajpah (2013). A spe-
cific inverse operator is proposed in Mansard et al. (2009)
to ensure continuous inverse in the analytical computation of
control laws. The approach presented in Lee et al. (2012) is
based on intermediate desired values in the task space. When
the number of task transitions increases, this approach sug-
gests to apply an approximation to reduce the computational
cost. An approach of hierarchical control with continuous
null-space projections is presented in Dietrich et al. (2012).
However, the design of an activator used by this approach
makes it difficult to be implemented for the separate han-
dling of different task directions. On the other hand, task
transitions can be easily achieved within a non-strict hier-
archy by the continuous variation of task weights (Salini
et al. 2011). This method is used in HQP approaches to swap
the priorities of tasks coming from two consecutive priority
levels (Jarquin et al. 2013). This is achieved by tuning the
weights of the tasks, which are merged in the same prior-
ity level, to comply with their priorities before and after the
transition phase. However this strategy may require a set of
swaps before bringing a task to the desired priority level. A
novelty of the control framework proposed in this paper is
that it allows the simultaneous priority rearrangements for an
arbitrary number of pairs of tasks, and it requires only one

swap to switch priorities between each pair of tasks at two
non-consecutive levels.

3 Modeling

Consider a robot as an articulated mechanism with n degrees
of freedom (DoF) including na actuated DoF. The dynamics
of the robot in terms of its generalized coordinates q ∈ R

n

is written as follows

M(q)q̈ + n(q, q̇) = Jc(q)Tχ , (1)

where M(q) ∈ R
n×n is the generalized inertia matrix;

q̇ ∈ R
n and q̈ ∈ R

n are the vector of velocity and the
vector of acceleration in generalized coordinates, respec-
tively; n(q, q̇) ∈ R

n is the vector of Coriolis, centrifugal

and gravity induced joint torques; χ = [
wT
c τ T

]T
is

the vector of the actuation torques (τ ∈ R
na ) and the

external contact wrenches applied to the robot (wc =[
wT
c,1 . . . wT

c,nc

]T
), with nc, the number of contact points;

Jc(q)T = [Jc,1(q)T . . . Jc,nc(q)T S(q, q̇)T ] is the transpose
of a Jacobianmatrix, with Jc,nβ (q), the Jacobianmatrix asso-
ciated to a contact point β and S(q, q̇)T ∈ R

n×na , a selection
matrix for the actuated DoF. In the control problem consid-
ered in this paper, the vector χ is called the action variable.

A task i of a physical frame attached to the robot body can
be defined by the following characteristics:

(I) A task variable ξ i ∈ R
mi expressed in terms of some

goals to be achieved by the task frame in the task space,
such as a desired position or orientation of dimensionmi .
The second order derivative of ξ i can be linearly related
to that of q

ξ̈ i = Ji (q)q̈ + J̇i (q, q̇)q̇ (2)

where Ji (q) is the Jacobian matrix representing the dif-
ferential kinematics mapping from joint space to task
space, and J̇i (q, q̇)q̇ is the task space drift vector.

(II) A local controller ξ̈
d
i , the goal of which is to correct task

errors and ensure the convergence of the task variable
ξ i towards its desired trajectory. For task motion control,

ξ̈
d
i can take the form of a proportional-integral-derivative

controller with a feed-forward term. For task wrench
control, ξ̈

d
i can take the form of a proportional–integral

controller with a feed-forward term. The wrench task can
be expressed as a motion task using the inverse of the
operational space inertia matrix Λi (q) = [Ji (q)M(q)−1

Ji (q)T ]−1 (Khatib 1995; Chang and Khatib 1999)

ξ̈
d
i = Λi (q)−1wd

i (3)
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whichmaps the desired taskwrenchwd
i to a desired accel-

eration ξ̈
d
i at the task frame.

(III) A set of relative importance levels with respect to
nt tasks, including task i , characterized by a priority
matrix

Ai = diag
(
αi1Im1 , . . . , αi j Im j , . . . , αint Imnt

)
(4)

whereAi is a diagonalmatrix, themain diagonal blocks
of which are square matrices: αi j Im j . Im j is the m j ×
m j identity matrix, and αi j ∈ [0, 1]. By convention,
the coefficient αi j indicates the priority of task j with
respect to task i .

– αi j = 0 corresponds to the case where task j has
strict lower priority with respect to task i .

– 0 < αi j < 1 corresponds to a non-strict priority
between the two tasks: the greater the value of αi j ,
the higher the importance level of task j with respect
to task i .

– αi j = 1 corresponds to the case where task j has a
strict higher priority with respect to task i .

The role of the particular element αi i is given and explained
in detail in Sect. 4.2.1.

4 Generalized projector for hierarchical control

The hierarchical control proposed in this paper is based on a
new generalized projector, which can precisely regulate how
much a task is affected by other tasks. The following part
of this subsection first looks at several forms of projectors,
then the analysis of which leads to the development of the
generalized projector.

4.1 Review of projectors for hierarchical control

Strict priorities can be handled by analytical methods using a
null-space projector N j = I− J†jJ j , where J

†
j is the Moore-

Penrose pseudo-inverse of the Jacobian J j .2 The projection
of a task i into the null-space of another task j can ensure
that the lower-priority task i is performed without producing
anymotion for the higher-priority task j . To handle priorities
between one task i and a set of other tasks with higher prior-
ities, task i is projected into the null-space of an augmented
Jacobian of all the higher priority tasks (Siciliano and Slotine
1991; Baerlocher and Boulic 1998).

To achieve smooth priority transitions, the null-space pro-
jector is replaced by the following matrix in Keith et al.
(2011), Petrič and Žlajpah (2013)

2 The dependence to q is omitted for clarity reasons.

N
′
j (αi j ) = I − αi jJ

†
jJ j , (5)

where a scalar parameter αi j ∈ [0, 1] is used to regulate
the priority between two tasks i and j . The greater αi j is,
the more task i is projected into the null-space of task j .
This method can handle priority transitions between only
two levels of tasks, and it can hardly be extended to the case
of simultaneous transitions among multiple priority levels.

The following matrix N
′′
is proposed in Dietrich et al.

(2012) for continuous null-space projections

N
′′ = I − VΘVT , (6)

where V ∈ R
n×n is the right singular vectors of J j , the

Jacobian of a higher priority task, and Θ ∈ R
n×n is a

diagonal activation matrix. The kth diagonal element of Θ ,
θkk ∈ [0, 1], refers to the kth column vector in V: when
θkk = 1, the kth direction in V is activated in N

′′
; when

0 < θkk < 1, the kth direction in V is partially deactivated;
when θkk = 0, the kth direction in V is deactivated. As men-
tioned in Dietrich et al. (2012), for any one-dimensional task
j (J j ∈ R

1×n), the matrix (6) becomes

N
′′
j = I − θ11

JTj∥∥J j
∥∥

J j∥∥J j
∥∥ , (7)

where only the first element θ11 of Θ is relevant. N
′′
j can

be applied to achieve activation or deactivation of task j
direction in the projectionmatrix by the variation of the scalar
θ11.When extended to a task (or a set of tasks) ofm directions
(J j ∈ R

m×n), this method allows one to apply the same
transition to all the m directions of J j , but its application for
achieving the separate regulation of each task direction is not
easy. This is because each activator θkk is directly referred to
the kth direction in the right singular vectors of J j , but not
directly referred to a specific direction in J j .

4.2 Generalized projector

In order to achieve variations ofmultiple task priorities simul-
taneously among an arbitrary number of tasks, and to be able
to ensure a priority network with both strict and non-strict
priorities, an approach to the computation of a generalized
projector Pi (Ai ) ∈ R

n×n is developed in this section. Here
the subscript i in Pi indicates that the projector takes into
account the priorities of a set of tasks with respect to task i .
The dependence of Pi to Ai is sometimes omitted hereafter
for clarity reasons. Similarly to the form of the matrix N

′′
in

the case of considering a one-dimensional task (7), the form
of Pi is obtained without the necessity of the computation of
pseudo-inverse matrices.Moreover, the new projector allows
one to regulate the activation of each task directions in amore
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intuitiveway, by regulating the prioritymatrixAi that ismore
closely related to task directions than the activator Θ in (6).

First, look at the following matrix, which extends N
′′
j

defined by (7) from the handling of one task direction to
the handling of the directions of nt tasks

N
′′′ = I −

nt∑

j=1

αi j
JTj∥∥J j

∥∥
J j∥∥J j

∥∥ , (8)

where, without the loss of generality, each task dimension is
supposed to be 1, and αi j with j = 1, 2, 3, . . . , nt parame-
terizes the priority of each of the nt tasks with respect to a
certain task i . For any task k among the nt tasks withαik = 1,
which means that task k is of the highest priority, the product
of N

′′′
with Jk leads to

JkN
′′′ = Jk − Jk

JTj∥∥J j
∥∥

J j∥∥J j
∥∥ −

∑

j �=k

Jkαi j
JTj∥∥J j

∥∥
J j∥∥J j

∥∥

= −
∑

j �=k

Jkαi j
JTj∥∥J j

∥∥
J j∥∥J j

∥∥ .

(9)

In (9), JkN
′′′ = 0 if JkJTj = 0 for each j �= k and αi j > 0.

This means that the highest priority of task k may not be
satisfied if it is interfered by a lower priority task j , which
has a component along task k direction. On the contrary,
task priorities can be maintained if such task interferences
disappear, or in other words, if all the lower priority task
directions become orthogonal to all the higher priority task
directions. Based on this observation, the computation of the
generalized projector Pi is divided into three steps.

Step 1 is a preliminary processing of the matrices J and
Ai , where

J =
[
JT1 . . . JTj . . . JTnt

]T
(10)

is the augmented Jacobian concatenating the Jacobian matri-
ces of all the nt tasks. The processing of J and Ai is carried
out according to the priorities of the nt tasks with respect to
task i . As each row of J is associated to αi j , the rows of J can
be sorted in descending order with respect to the values of
the diagonal elements in Ai . The resulting matrix Jsi is thus
constructed so that tasks which should be the least influenced
by task i appear in its first rows, while tasks which can be
the most influenced by task i appear in its last rows. The val-
ues in Ai are sorted accordingly, leading to As

i , the diagonal
elements of which are organized in descending order starting
from the first row.

Step 2 consists in the computation of a matrix Bi (Jsi ) ∈
R
r×n by using Jsi , where r is the rank of Jsi . The rows of

Bi (Jsi ) form an orthonormal basis of the joint space obtained
using elementary row transformations on Jsi . Algorithm (1)
describes this computation. As in any numerical scheme, tol-
erances are used here for numerical comparison, such as ε in
line #11 of Algorithm (1), which is defined as a small posi-
tive value. As the use of ε may lead to rank jumps in Bi , it is
suggested to assign the smallest value greater than zero to ε

to avoid large variation of Bi .
Step 3 is to compute the generalized projector, which is

given by

Pi (Ai ) = In − Bi (Jsi )
TAr,s

i (Ai , origin)Bi (Jsi ), (11)

where Ar,s
i is a diagonal matrix of degree r . The vector

origin ∈ R
r is a vector of the row indexes of Jsi selected

during the construction of the orthonormal basis Bi . Each of
these r rows in Jsi is linearly independent to all the previously
selected ones. The diagonal elements of Ar,s

i are restricted
to the r diagonal elements of As

i , which correspond to the r
rows of Jsi , the row indexes of which belong to origin. Algo-
rithm (2) summarizes the construction of the generalized
projector.

Note that the interference of lower priority tasks with
higher priority tasks, which exists in (8) if two task direc-
tions of different priorities are not orthogonal (JkJTj �= 0),
is avoided in Pi . Indeed, each row in Bi corresponds to the
component of a task direction that is effectively accounted
for by the projector Pi . The row sorting in step one ensures
that higher priority task directions are accounted for in Bi

prior to any lower priority task direction, and the orthonor-
malization process in step two ensures that each direction (or
row) of Bi is orthogonal to previous rows associated to all
the higher priority task directions.

By varying the value of each αi j in Ai , one can regulate
the priority of each task j with respect to task i separately.
Indeed, during the execution of task i , the projector Pi can
be configured such that

– for tasks having strict priority over task i , the movement
along their task directions is completely forbidden by
setting corresponding αi• to 1;

– for tasks over which task i has a strict priority, the move-
ment along their directions is completely allowed by
setting corresponding αi• to 0;

– and for tasks with non strict priorities, the movement
along their task directions is partially allowed according
to the value of their priority parameters. The increase of
the values of corresponding αi• ∈ (0, 1) leads to the
increase of the priorities of the associated tasks with
respect to task i , and thus stronger restriction of task i
movements along their task directions.
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Algorithm 1: Orthonormal basis computation -
GetOrthBasis(J)
Data: J, ε
Result: B, origin, r
begin1

n ←− GetNbCol(J)2
m ←− GetNbRow(J)3
i ←− 04
for k ← 0 to m − 1 do5

if i ≥ n then6
break7

B[i, :] ←− J[k, :]8
for j ← 0 to i − 1 do9

B[i, :] ←− B[i, :] − (
B[i, :]B[ j, :]T )

B[ j, :]10

if norm(B[i, :]) > ε then11
B[i, :] ←− B[i, :]/ norm(B[i, :])12

origin[i] ←− k13
i ←− i + 114

r ←− i15
return B, origin, r16

end17

Algorithm 2: Generalized projector computation - task i
Data: Ai , J
Result: Pi
begin1

n ←− GetNbCol(J)2
index ←− Get Rows I ndexDescOrder(Ai )3

As
i ←− Sort Rows(Ai , index)4

Jsi ←− Sort Rows(J, index)5
Bi , origin, r ←− GetOrthBasis(Jsi ) �Alg. (1)6

Ar,s
i ←− Get SubDiagMatri x(As

i , origin)7

Pi ←− In − BT
i A

r,s
i Bi8

return Pi9
end10

4.2.1 Task insertion and deletion

There is a particular case induced by the proposed formu-
lation and corresponding to the influence of task i on itself.
Even though not intuitive, this self-influence has to be inter-
preted in terms of task existence,modulated byαi i . Ifαi i = 1
then task i is projected into its own null-space, i.e. it is basi-
cally canceled out. Decreasingαi i continuously to 0 activates
task i gradually. Conversely, increasing αi i continuously
from 0 to 1 deactivates the task gradually.

5 Generalized hierarchical control framework

This paper handles task hierarchies subject to linear con-
straints. This multi-objective control problem is formulated
as a Linear Quadratic Programming (LQP) problem here,
where all the task objectives and constraints are solved simul-
taneously in one LQP. Constraints are formulated in terms of

priority consistent joint accelerations by applying general-
ized projectors.

This section first briefly reviews the LQP control frame-
work that is commonly used by weighting strategies, then
explains the implementation of generalized projectors in such
a framework to achieve generalized hierarchical control.

5.1 LQP control framework for weighting strategies

Whenonly non-strict task hierarchies are considered,weight-
ing strategies, such as those proposed inCollette et al. (2007),
Liu et al. (2011), Salini et al. (2011), Bouyarmane and Khed-
dar (2011), can be applied to handle the relative priorities of
multiple elementary tasks. In this case, the control problem
can be formulated as a LQP problem as

argmin
q̈,χ

nt∑

i=1

∥∥∥ f i
(
q̈, ξ̈

d
i

)∥∥∥
2

Qi
+

∥∥∥∥

[
q̈
χ

]∥∥∥∥

2

Qr

(12a)

subject to M(q)q̈ + n(q, q̇) = Jc(q)Tχ (12b)

G(q, q̇)

(
q̈
χ

)
≤ h(q, q̇) (12c)

where f i
(
q̈, ξ̈

d
i

)
= Ji (q)q̈+ J̇i (q, q̇)q̇− ξ̈

d
i is the objective

function which measures the error of task i . The regulation
term minimizes the norm of joint accelerations and action
variables. For a redundant robot with many solutions satisfy-
ing the same task objective, the regulation term is useful for
ensuring the uniqueness of the solution (Salini et al. 2011).
In (12), Qi = ωi Imi is a weighting matrix to regulate the
importance level of task i , with ωi denoting the weight of
task objective i . Qr = ωr In+na+3nc is the weighting matrix
of the regularization term, withωr denoting theweight value.
As the regulation term may increase task error, ωr is usu-
ally very small compared to ωi . The equation of motion
(12b) constitutes an equality constraint to ensure physical
realism. The matrix G and the vector h express some other
equality or inequality constraints, such as actuation capabili-
ties (maximum actuator torques and velocities), geometrical
limits (joint limits, Cartesian space obstacles), and contact
wrenches (contact existence conditions, bounds on the norms
of contact wrenches).

By solving (12), the solution of q̈ and χ can be obtained,
from which the solution of joint torques is extracted.

5.2 Generalized hierarchical control using generalized
projectors

The control framework based on weighting strategy (12)
can qualitatively regulate the relative priorities of tasks
by weighting task objectives, but it cannot ensure strict
task priorities. The GHC framework proposed here extends
framework (12) through the implementation of generalized
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projectors defined by (11) to handle a priority network with
both strict and non-strict task priorities.

Consider the control problem for solving nt tasks. The
operating principle of GHC is summarized by the follow-
ing LQP problem, which takes into account the desired task
priorities parameterized by the priority matrix Ai .

argmin
q̈′,χ

nt∑

i=1

∥∥
∥ f i

(
q̈ ′
i , ξ̈

d
i

)∥∥
∥
2 +

∥∥
∥∥

[
q̈ ′
χ

]∥∥
∥∥

2

Qr

(13a)

subject to Jc(q)Tχ = M(q)q̈ + n(q, q̇) (13b)

G(q, q̇)

(
q̈
χ

)
≤ h(q, q̇) (13c)

q̈ = Pq̈ ′ = ∑nt
i=1 Pi (Ai )q̈ ′

i (13d)

with q̈ ′ =
⎡

⎢
⎣

q̈ ′
1
...

q̈ ′
nt

⎤

⎥
⎦ and P = [

P1(A1) . . .Pnt (Ant )
]
. Each

q̈ ′
i in (13) is an intermediate joint acceleration variable

associated to each task i and q̈ is the overall joint accel-
erations accounting for the sets of desired task priorities
(A1, . . . ,Ant ).Assuming a perfectmodel, q̈ is the joint accel-
erations resulting from the application of the joint torques
computed by solving (13).

This optimization problem minimizes the objective func-
tion of each task as well as the magnitude of the control
input, subject to constraints. Each task objective function is
expressed in terms of the intermediate joint acceleration vari-
able q̈ ′

i . Note that inGHC, task priorities are handled by using
the generalized projectors Pi in (13d) instead of task weights
ωi . Therefore, here the task weighting matrixQi is set to the
identity matrix, which is omitted in (13a).

A solution to the equation of motion (13b) can be ensured
as long as there exists a highest priority task i such that
Pi (Ai ) = In (with Ai being the zero matrix), which means
that this task is not projected in the null-space of any other
task. Indeed, (13b) can be expressed in terms of intermediate
joint accelerations as

Jc(q)Tχ = M(q)Pq̈ ′ + n(q, q̇), (14)

with P = [
P1(A1) . . .Pnt (Ant )

]
. As the inertia matrix M

is positive definite, a solution to (14), and thus (13b), can
be ensured if P has full row rank. A sufficient condition to
ensure this property of P is that there exists at least one Pi

which equals the identity matrix, and this is the case for the
highest priority task in a hierarchy.

Since the constraints have a higher priority than the objec-
tives in LQP, and in (13) the constraints are expressed in
terms of the overall joint accelerations q̈, it is ensured that the
solution accounting for desired task hierarchies satisfies the
constraints. Or in other words, the GHC framework ensures

that the constraints, such as the equation of motion (13b) and
the other constraints of physical limitations (13c), have a
higher priority over task hierarchies. Moreover, this GHC
framework can handle strict task hierarchies represented
by standard lexicographic orders. The proof is provided in
Appendix.

Another property of GHC is that it is robust to both kine-
matic and algorithmic singularities. In this framework based
on LQP, tasks are expressed in a forward way and most LQP
solvers do not require the explicit inversion of Jacobianmatri-
ces. Therefore, GHC does not have problems of numerical
singularities due to kinematic singularities. Moreover, unlike
approaches using the pseudo-inverse of limited Jacobians
(JiN j ), which requires special treatment for handling algo-
rithmic singularities when the limited Jacobians drop rank
(Sadeghian et al. 2013), GHC does not require the inversion
of priority consistent Jacobians. Therefore, the framework
does not have to handle such kind of algorithmic singulari-
ties.

6 Results

The proposed GHC framework (13) is applied to the control
of a 7-DoF KUKA LWR robot. The experiments are con-
ducted in the Arboris-Python simulator (Salini 2013), which
is a rigid multibody dynamics and contacts simulator writ-
ten in Python. The LQP problem is solved by a QP solver
included in CasADi-Python (Andersson et al. 2012), which
is a symbolic framework for dynamic optimization.

In the experiments, three tasks are defined: task 1 for the
control of the three dimensional position (or position and
force) of the end-effector, task 2 for the control of the three
dimensional position of the elbow, and task 3 for the control
of the 7-DoF posture. The elbow task target is a static target
position and the posture task target is a static posture. For each
task i, an optimization variable q̈ ′

i ∈ R
7 is defined. A local

proportional-derivative controller ξ̈
d
i is used to ensure the

convergence of each task variable towards its target. When

a task target is static, ξ̈
d
i = kpei + kd ėi with kp = 30s−2

and kd = 20s−1. When tracking a desired trajectory ξ̈
∗
i ,

ξ̈
d
i = ξ̈

∗
i + kpei + kd ėi with kp = 100s−2 and kd = 20s−1.

The priority parameter matrices associated with the three
tasks are: Ai = diag(αi1I3,αi2I3,αi3I7) with i = 1, 2, 3.
The regularizationweightωr is chosen as 0.01. The following
function is used for the smooth variation of αi j (conversely
α j i ) from 0 to 1 during the transition time period ([t1, t2])

αi j (t) = 0.5 − 0.5 cos

(
t − t1
t2 − t1

π

)
, t ∈ [t1, t2],

α j i (t) = 1 − αi j (t).

(15)
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Fig. 1 Experiment of priority switching

6.1 Hierarchical control with priority transitions, task
insertions, and task deletions

In the experiments, task hierarchy is changed four times (see
Fig. 1), and the equality constraint (13b) as well as inequality
constraints, such as joint velocity and joint torque limits, are
imposed. The evolution of the task hierarchy is 3�2�1 ⇒ 1�
2�3 ⇒ 2�1�3 ⇒ 1�3 ⇒ 1�2�3. In the beginning, the tasks,
in the priority level decreasing order, are the posture task, the
elbow task, and the end-effector task. Then the end-effector
task priority increases and the posture task priority decreases
simultaneously. Afterward, the priorities of the end-effector
task and the elbow task are switched. Then the elbow task is
removed. Finally, the elbow task is inserted with its priority
level between those of the end-effector task and the posture
task.

The experiment is carried out first using static task tar-
gets for steady state error analysis, then using a dynamic
end-effector trajectory of a lemniscate shape. Moreover, the
performance of GHC is compared with the HQP approach
(Kanoun et al. 2011).

The results corresponding to the use of static task targets
are presented in Figs. 2, 3, 4, and 5. Task errors by usingHQP
(Fig. 2) as well as those by using GHC with different hierar-
chy rearrangement durations (Figs. 3 and 4) are shown. The
hierarchy rearrangement duration is 0.005 s in Fig. 3 and 2 s
in Fig. 4. Figure 5 shows the integration of the absolute val-

ues of the resulting joint jerks
∑n

i=1

(∫ t
0

∣
∣d3qi

∣
∣

dt3
dt

)
by using

HQP that performs instantaneous hierarchy rearrangements,

Fig. 2 Task errors using HQP, with fixed task targets. Priority tran-
sitions as well as the insertion and deletion of the elbow task are
performed. The hierarchy rearrangement is instantaneous

as well as by using GHC with faster and slower hierarchy
rearrangements. Steady state task errors for each task hier-
archy configuration are shown in Table 1, where the results
using GHC and HQP are included.

GHC provides similar results in terms of task errors com-
pared with HQP, as can be observed in Figs. 2 and 3. The
results of task errors in Table 1 show that both GHC andHQP
can ensure strict priority. When controlled by either GHC or
HQP, errors of the tasks with the highest priority are very
small. Moreover, GHC can perform slower and smoother
hierarchy rearrangements that require less joint jerks. This
can be seen in Fig. 5, which shows that GHC can generate
smaller joint jerks than HQP does.

When a lemniscate-shaped end-effector trajectory is used,
the end-effector task is to move along this lemniscate orbit
periodically, with an orbital period of 2π s. The desired and
the resulting end-effector trajectory is shown in Fig. 6. The
resulting task errors using GHC is presented in Fig. 7. The
resulting joint velocities and joint torques are shown in Fig.
8. A video of this experiment that presents the main features
of GHC (priority transitions, the insertion and deletion of
tasks) is attached to this paper.

Figure 7 shows that when the end-effector task has the
highest priority, it can track its desired trajectory precisely.
Moreover, Fig. 8 shows that joint velocity and joint torque
limits are respected, which demonstrate that GHC can main-
tain desired task hierarchies while satisfying constraints.

6.2 Hierarchical control with a force task

In this experiment, the end-effector task is to move towards
a plane, and then to apply a desired contact force against
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Fig. 3 Evolution of αs (top) and task errors (bottom) using GHC, with
fixed task targets. Priority transitions aswell as the insertion anddeletion
of the elbow task are performed. The hierarchy rearrangement duration
is 0.005s

the plane in the vertical direction (see Fig. 9). Before the
establishment of the contact with the plane, the end-effector
task (task 1) is a motion task. Once the contact is established,
the end-effector task is a composition of a position subtask
in the horizontal plane (task 1a) and a force subtask in the
vertical direction (task 1b). The force task is transformed
into a motion task by applying (3). The evolution of task
hierarchy is 2 � 1 � 3 ⇒ 1 � 2 � 3. At the beginning of this
experiment, the elbow task has the highest priority, and the
initial position of the end-effector is above its target position
but pointing upwards. Then the priorities between the elbow
task and the end-effector task switches. The increase of the
priority level of the end-effector task allows the end-effector
to point downwards, move towards its target position on the
surface of the plane, and then push against the plane.

The change of αs, the errors of the elbow position and
the end-effector horizontal position, as well as the error of
the end-effector contact force are shown in Fig. 10. After the

Fig. 4 Evolution of αs (top) and task errors (bottom) using GHC, with
fixed task targets. Priority transitions aswell as the insertion anddeletion
of the elbow task are performed. The hierarchy rearrangement duration
is 2 s

priority switch, the highest priority of the end-effector task
allows the controlled frame to achieve its target position and
to follow its contact force reference after the contact estab-
lishment, except for the impact peak at the moment when
the contact is established between the two rigid bodies. This
result illustrates the fact that the highest priority of the end-
effector task, including both the horizontal position control
component and the vertical force control component, ismain-
tained.

6.3 Control with a non-strict hierarchy

In the previous experiments, non-strict priorities are used
only in the transition phase. Experiments here handle con-
stant non-strict priorities by using GHC. The elbow task and
the end-effector task are considered, with α12 being set to a
value between 0 and 1. Figure 11 shows the task errors with
respect to different values of α12. It can be seen in this figure
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Fig. 5 Integration of the absolute values of joint jerks using GHC and
HQP, with fixed task targets. The value is increased each time the
task hierarchy is changed. GHC generates less amount of joint jerks
by performing slower hierarchy rearrangements; while HQP, which
perform instantaneous hierarchy rearrangements generates larger joint
jerks

Table 1 Steady state task errors for each task hierarchy configuration

Priority 3 � 2 � 1

Task 1 2 3

GHC 0.46 0.40 2.2e−30

HQP 0.46 0.40 2.8e−10

Priority 1 � 2 � 3

Task 1 2 3

GHC 1.0e−6 0.46 1.8

HQP 4.5e−7 0.46 1.8

Priority 2 � 1 � 3

Task 1 2 3

GHC 0.42 2.6e−6 3.0

HQP 0.42 2.7e−6 3.1

Priority 1 � 3

Task 1 2 3

GHC 3.9e−6 0.55 0.79

HQP 4.5e−6 0.55 0.79

that by settingα12 to certain values between 0 and 1, no task is
completely satisfied and non-strict hierarchies are achieved.
Whenα12 = 0.5, the errors of the two tasks showmore or less
an equal compromise between them. When α12 is increased,
the performance of the end-effector task is reduced in order
to improve the performance of the elbow task. In fact, the
increase of α12 corresponds to the increase of the elbow task
weight with respect to that of the end-effector when using a
weighting strategy.

Fig. 6 The desired and the resulting end-effector trajectory provided
by GHC, when the end-effector task has the highest priority. The end-
effector moves along the lemniscate-shaped trajectory with an orbital
period of 2π s

Fig. 7 Task errors using GHC, with the end-effector tracking a
lemniscate-shaped trajectory. Desired priority transitions as well as the
insertion and deletion of the elbow task are achieved. Strict priorities
are maintained

7 Discussion

In this section, the computation cost of GHC is analyzed,
which shows that the computation time tends to increasewith
the number of DoF of the robot and the number of tasks. For a
robot of n DoF performing k tasks of different priority levels
with a total task dimension of m, the computation cost by
using the HQP solver (Escande et al. 2013) is dominated by
the hierarchical complete orthogonal decomposition, whose
cost is equivalent to n2m+nm2+∑k

i=1(mi −ri )m2
i , withmi

and ri being respectively the task dimension and the rank of
task Jacobian in the ith hierarchy. By using the GHC strategy,
the magnitude order of optimization variables is kn, since an
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Fig. 8 Evolution of joint velocities and joint torques. The upper and
lower bounds of q̇ are 1.2 and −1.2 rad/s, respectively. The upper and
lower bounds of τ are 1.5 and −1.5 Nm, respectively. These bounds
are voluntarily set low in order to easily illustrate the fact that they are
respected

Fig. 9 The target end-effector position is on the plane.The end-effector
starts from an initial position, which is above the target position and
pointing upwards, then it should move towards the target position, and
then apply desired forces to the plane

intermediate joint acceleration variable q̈ ′
i ∈ R

n is created
for each task i . In this case, one level of QP (13) needs to be
solved, so the computation cost is in O((kn)2m + knm2 +
(m − r)m2), with r being the rank of the augmented task
Jacobian.

The computational cost of the current GHC strategy is
sensitive to the number of DoF of the robot and the number
of tasks. For a fixed-based KUKA robot with 7 DoFs per-
forming n1 motion tasks of different priority levels, a set of
intermediate joint acceleration variables q̈ ′ ∈ R

7n1 and the
joint torques τ ∈ R

7 needs to be solved for. For a fixed-based
humanoid robot iCub with 32 DoF performing n2 tasks, the
number of variableswould be 32(n2+1). Figure 12 shows the
computation time of using GHC to solve randomly selected
hierarchical control problems for the KUKA robot and the

Fig. 10 Results of contact force control. The top figure shows the
change of αs. The figure in the middle shows the end-effector posi-
tion error in the horizontal plane as well as the elbow position error.
The bottom figure represents the desired and resulting contact forces
between the end-effector and the plane

Fig. 11 Errors of the elbow task and the end-effector task with respect
to their different relative priorities. Three priority values are applied:
α12 = 0.2, α12 = 0.5, and α12 = 0.8

iCub robot performing different numbers of tasks. Each con-
trol problem consists of the constraint (13b), a posture task
with random joint goal positions, and a set of 3-dimensional
Cartesian motion tasks with random goal positions. For the
KUKA robot performing totally 5 tasks, the mean computa-
tion timeper iteration is 2.7ms; for the iCub robot performing
the same number of tasks, the mean computation time is 88
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Fig. 12 Mean and standard deviation of the computation time per iter-
ation, when using GHC to solve randomly selected hierarchical control
problems for a fixed-based KUKA robot and a fixed-based iCub robot.
Each control problem consists of a posture task and a set of 3D Carte-
sian motion tasks (0–4 motion tasks for KUKA and 0–6 motion tasks
for iCub), subject to the whole-body equilibrium constraint (13b)

ms. These results correspond to a C++ implementation of the
controller on a standard Linux PC.

8 Conclusions and future works

This paper proposes a generalized hierarchical control
approach for handling tasks with both strict and non strict
priorities. A generalized projector is developed. It can
precisely regulate how much a task can influence or be
influenced by other tasks through the modulation of a pri-
ority matrix: a task can be completely, partially, or not
at all projected into the null-space of other tasks. Multi-
ple simultaneous changes of task priorities can be achieved
by using this generalized projector and, using the same
mechanism, tasks can be easily inserted or deleted. More-
over, the GHC approach can maintain and switch task
priorities while respecting a set of equality and inequality
constraints.

In this work, the GHC approach is illustrated at the
dynamic level; however, the generalized projector intro-
duced here is not restricted to this case. In fact, it can
also be used in other types of controllers, such as a
velocity kinematics controller or a quasi-static controller.
The idea is to associate each task with an intermedi-
ate task variable in joint space (q̇ ′

i , q̈ ′
i , τ ′

i , etc.), then
to apply generalized projectors to these task variables,
and finally the global joint space variable is the sum of
each projected task variables(Pi (Ai )q̇ ′

i , Pi (Ai )q̈ ′
i , Pi (Ai )τ

′
i ,

etc.).

Immediate future work includes the reduction of the
computational cost of GHC to achieve real-time control of
complex robots with a high number of DoF. Moreover, the
use of robot learning techniques to incrementally learn and
improve the tuning of the relative influence of each task with
respect to others is of great interest.
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Proof of the maintenance of strict hierarchies rep-
resented by standard lexicographic orders subject
to constraints

This section proves that the proposed GHC approach (13)
can maintain strict task hierarchies represented by standard
lexicographic orders while accounting for linear constraints.

Suppose there are nt tasks that should be organized in
a way such that each task i has a strict lower priority than
task i − 1 with i = 2, . . . , nt . In this case, the generalized
projector Pi for a task i is in fact a null-space projector,
which projects a task Jacobian into the null-space of all the
previous i − 1 tasks, and each Ai is an identity matrix. Let
each task objective function be f i = Ji x′

i − xdi , with x′
i

being a joint space task variable, such as q̇ ′
i , q̈

′
i , or τ ′

i , etc.
Moreover, the global variable x = ∑

i Pi x′
i should satisfy

linear equality or inequality constraints Gx ≤ h.
At the first stage, the regulation term is neglected, and the

optimization problem can be written as follows

argmin
x′

(nt )

nt∑

i=1

∥∥∥Ji x′
i − xdi

∥∥∥
2

subject to G
nt∑

i=1

Pi x′
i ≤ h

(16)

where x′
(nt )

= {
x′
1, x

′
2, . . . x

′
nt

}
, and the solution to (16) is

denoted as x∗
(nt )

= {
x∗
1, x

∗
2, . . . x

∗
nt

}
.

When nt = 1, the optimization problem can be written as

argmin
x′

(1)

∥∥∥J1x′
(1) − xd1

∥∥∥
2

subject to Gx′
(1) ≤ h.

(17)

The solution to this problem x∗
(1) is the same as the one to

the problem formulated by HQP.

123



Auton Robot (2016) 40:17–31 29

When nt = k, the optimization problem is formulated as

argmin
x′

(k)

k∑

i=1

∥
∥∥Ji x′

i − xdi

∥
∥∥
2

subject to G
k∑

i=1

Pi x′
i ≤ h.

(18)

Suppose the solution x∗
(k) can maintain the strict task hier-

archy: if a task k + 1 is inserted with lowest priority with
respect to the set of k tasks, then the optimization problem
with the k + 1 tasks can be written as

argmin
x′

(k+1)

k∑

i=1

∥∥
∥Ji x′

i − xdi

∥∥
∥
2 +

∥∥
∥Jk+1x′

k+1 − xdk+1

∥∥
∥
2

subject to G

(
k∑

i=1

Pi x′
i + Pk+1x′

k+1

)

≤ h.

(19)

As PkPk+1 = Pk+1, the term
k∑

i=1
Pi x′

i + Pk+1x′
k+1 in the

constraint in (19) is equivalent to
k−1∑

i=1
Pi x′

i + Pkςk , with

ςk = x′
k + Pk+1x′

k+1. (20)

Then problem (19) can be written as

argmin
x′

(k),ςk ,xk+1

k−1∑

i=1

∥
∥∥Ji x′

i − xdi

∥
∥∥
2 +

∥
∥∥Jkςk − xdk

∥
∥∥
2

+
∥∥∥Jk+1x′

k+1 − xdk+1

∥∥∥
2

subject to G

(
k−1∑

i=1

Pi x′
i + Pkςk

)

≤ h

ςk = x′
k + Pk+1x′

k+1.

(21)

x′
k in (21) is a free variable, and this problem can be separated

into two sub-problems. The first sub-problem is

argmin
x′

(k−1),ςk

k−1∑

i=1

∥
∥∥Ji x′

i − xdi

∥
∥∥
2 +

∥
∥∥Jkςk − xdk

∥
∥∥
2

subject to G

(
k−1∑

i=1

Pi x′
i + Pkςk

)

≤ h.

(22)

The optimal solution
k−1∑

i=1
Pi x

∗,′
i + Pkς

∗
k to this problem is

equivalent to the one of (18). Indeed, these two solutions
have the same effect on task k

Jk
k∑

i=1

Pi x
∗,′
i = Jk

(
k−1∑

i=1

Pi x
∗,′
i + Pkς

∗
k

)

. (23)

To prove (23), one needs to notice that JiP j = 0 with j ≥ i .
The second sub-problem is given by

argmin
xk+1

∥∥∥Jk+1x′
k+1 − xdk+1

∥∥∥
2
. (24)

Therefore, the insertion of a lower priority task k+1 does
not change the optima of the k previous task objectives. In
other words, the strict task hierarchy of an arbitrary number
of tasks subject to linear constraints can be maintained.

We have proved that each lower priority task will not
increase the obtained optima of all the previous tasks. The
rest of this proof explains the roles of the regulation term.
As mentioned in Sect. 5, the use of a regulation term, which
minimizes the norm of each task variable, helps to ensure
the uniqueness of the solution. As each task objective i is
assigned with the weight ωi = 1, which is much greater
than the weight of the regulation term (ωr << 1), the task
variables are optimized to mainly satisfy task objectives.
Moreover, in GHC, this regulation term also helps to improve
the performance of lower priority tasks. Consider k+1 levels
of tasks to handle, as JiP j = 0 with j ≥ i , the final solution

is
k∑

i=1
Pi x∗

i + Pk+1x∗
k+1. Denoting the elements required by

task i as xi,∗i and the rest elements that are are not effectively

handled by task objective i as x f,∗
i , the final solution can be

rewritten as S =
k∑

i=1
Pi
i x

i,∗
i +

k∑

i=1
P f
i x

f,∗
i + Pk+1x∗

k+1, with

Pi
i and P

f
i the columns in Pi that correspond to xi,∗i and x f,∗

i

respectively. The term
k∑

i=1
P f
i x

f,∗
i that is not required by the

k previous tasks may contribute to task k + 1 and affect its
task performance. The minimization of the norm of x f

i in the
regulation term improves the performance of task k + 1 by

making S closer to
k∑

i=1
Pi
i x

i,∗
i + Pk+1x∗

k+1, where P
i
i x

i,∗
i are

used to perform the k previous tasks and Pk+1x∗
k+1 is used to

perform the (k + 1)th task in the null-space of all the higher
priority tasks.
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1 Introduction

The starting point of the present work deals with the use
of a robotic arm in charge of maintenance tasks in the in-
ner part of the excavation room of a tunnel boring machine
(Fig. 1). The robot is teleoperated to perform inspections
and cleaning tasks in a static and cluttered environment.
The control of such a robot is reactive (teleoperation is not
compatible with offline planning) and subject to real time
constraints (force feedback requires control loop frequen-
cies higher than 500 Hz). Although the features of this prob-
lem are common in the literature, safety issues remain. For
example, most of the collisions avoidance methods do not
take the system dynamics into account, which may cause
collisions in tight environments and high speed motions. As
the robot is subject to kinematic and dynamic constraints
that cannot be ignored, it is important to take the physical
properties of the system and its environment into account to
ensure motion safety.

1.1 Safety criterions for control

The notion of safety for a system is a principle applied at
various levels. At the design level, safety is often integrated
directly in the system (Ikuta et al. 2003; Zinn et al. 2004;
Haddadin et al. 2010). At the control level, the work re-
lated to offline optimal trajectory planning is closely linked
to joint constraints management (Brady 1982; Biagiotti and
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Fig. 1 Tunnel Boring Machine. The red line encircles the cutter head
and the excavation room, which is the manipulator’s working area

Melchiorri 2008); in spite of the context differences,1 their
recent adaptations to online frameworks (Kröger 2010) ex-
hibit some similarities with reactive control techniques. In
a strictly reactive context, safety has been neglected for a
long time. Recently, Fraichard (2007) proposed 3 criteria to
ensure safety:

1. to decide its future motion, a robotic system should con-
sider its own dynamics;

2. to decide its future motion, a robotic system should con-
sider the environment objects future behavior;

3. to decide its future motion, a robotic system should rea-
son over an infinite time-horizon.

In case of a static environment (not known a priori), only the
first criterion stands: the future behavior of the objects in the
environment remains identical to the current one. The third
criterion can thus be integrated in the first one if the consid-
eration of the system’s own dynamics is done over an infinite
time-horizon (referred later as the extended criterion 1).

1.2 Safety of common approaches for collisions avoidance
with multibody robots

The number of constraints being potentially higher than the
number of DOF, the usual active avoidance techniques (ap-
proaches for which the avoidance requires a motion) in-
volved in multi-objectives frameworks (issued from Khatib
et al. (1986) and Maciejewski et al. (1985)) cannot lead to
safety. Moreover, they do not involve dynamics in the avoid-
ance magnitude computation.

Faverjon and Tournassoud (1987) proposed an avoidance
technique included in a Quadratic Programming (QP) con-
trol law structure. This method limits the velocities toward
obstacles by inequalities (passive avoidance), which is more

1Most of these approaches are exclusively concerned with joint physi-
cal limits as operational constraints are managed by path planning.

likely to avoid the collisions whatever the number of obsta-
cles. QP are now widely used in manipulators or humanoids
control (Decre et al. 2009; Escande et al. 2010), but the
avoidance methods still do not include dynamics on an infi-
nite time-horizon. It results that, to our knowledge, no con-
trol law for multibody robot passes the extended criterion 1.

In fact, most of the research work related to safety at
the control level is led in the field of mobile robotics, i.e.
single body mobile robots avoiding collisions: models are
simpler, and the operational capabilities predictions are eas-
ier (operational deceleration limits do not depend on the
robot configuration for example). As an example, the Dy-
namic Window Approach (DWA) (Fox et al. 1997) involves
the acceleration limits of a mobile robot and ensures its
safety in a fix environment (extended criterion 1). More re-
cent developments in this domain are part of the framework
based on the notion of Inevitable Collision State proposed
by Fraichard and Asama (2004): e.g. Martinez-Gomez and
Fraichard (2009), Althoff et al. (2010), Bautin et al. (2010).

To the best of our knowledge, although this framework
could be used to assess the safety of a wider scope of
applications, (1) it has never been applied to multibody
robots; (2) it is limited to collisions avoidance with respect
to dynamics, which can be formulated as the compatibil-
ity between the constraint of geometric collisions avoidance
and acceleration limits. However, these are just two con-
straints among the many constraints that have to be faced
in robotics: joint position, velocity, acceleration and torque
limits (joint space), collisions with obstacles and forbidden
regions (Cartesian space), contacts conservation constraints
(Park and Khatib 2008), comanipulation and cooperation
(Khatib et al. 2001), actuators temperature limits (Guilbert
et al. 2008), etc. We can conclude that there is still a lack
regarding robots safety (in particular for multibody robots)
when considering a large variety of constraints.

1.3 Constraints compatibility

All these constraints can be considered at the velocity kine-
matics level for example, where the model is traditionally
formulated as

Ẋdes(t) = ∂Xdes(t)

∂q
q̇(t) = JT (q(t))q̇(t) (1)

where t is the current instant, JT (q), Ẋdes , q and q̇ are re-
spectively the operational task Jacobian matrix (size (m,n)),
the operational desired velocity vector (size m), the robot
configuration (size n) and the joint space velocity vector
(size n). The QP formulation of the control problem has the
advantage to explicit the constraints that are supposed to be
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Fig. 2 Incompatibility between constraints represented in the joint
space. The terms q(k) + q̇(k)δt + q̈m(k)δt2 and q(k) + q̇(k)δt +
q̈M(k)δt2 are respectively the configurations induced by a full acceler-
ation and full deceleration (approximation based on finite differences).
The subscripts m and M denote respectively the minimum (negative
value) and the maximum (positive value) limit of the considered vari-
able. The control admissibility space of joint acceleration limits (up)
and minimum joint position limit (middle) cannot be satisfied simulta-
neously: q(k + 1) ≈ q(k) + q̇(k)δt will inevitably violate one of the
constraints (bottom)

satisfied by the robot

min
q̇(k+1)∈Rn

‖Ẋdes(k + 1) − JT (q(k))q̇(k + 1)‖ (2)

subject to JC(q(k))q̇(k + 1) − b(k) ≤ 0 (3)

where k is the current time step, q̇(k + 1) is the velocity
vector chosen for the next time step (control input vector),
JC(q(k)) is the Jacobian of constraints (size (p,n)) and
b(k) is the constraints limit vector (size p). The feasibil-
ity of the problem (i.e. the existence of q̇(k + 1) such that
JC(q(k))q̇(k + 1) − b(k) ≤ 0) is usually taken for granted;
however, if the constraints expressions have not been care-
fully set-up, incompatibilities may occur. The typical case
is the joint position limit violation because of limited accel-
erations illustrated by Fig. 2. If a joint gets close to one of
its position limits with a high velocity, its deceleration ca-
pabilities may not be sufficient to avoid the collision with
the boundary (joint position limit). As an example, a max-
imum deceleration 2 rad/s2 imposed on a joint moving at
1.0 rad/s requires 0.5 s to actually stop; then, distance trav-
elled is 0.25 rad. This example illustrates the fact that sat-
isfying at each time the joint position and the joint accel-
eration limits does not prevent from a constraint violation
due to incompatibility. Usually, virtual envelopes are set up
around the physical limits to absorb such violations. These
envelopes do not guarantee safety and often artificially limit
the performances of the robot. Relying on a safe approach
taking dynamics into account would enable to reduce sig-
nificantly those envelopes.

The contribution of this paper is to propose a methodol-
ogy to ensure safety at the control level. The control problem
resolution is out of the scope of this paper: it is assumed that
once the control problem is feasible, a control law algorithm
such as the one proposed in Rubrecht et al. (2010a, 2010b),
solves it appropriately (Constraints Compliant Control law).
The present work focuses on the formulation of the control
problem.

The proposed methodology is applied to the case of a
multibody robot in a static environment (extended crite-
rion 1). Section 2 exposes the description retained for the
robotic system and its constraints and proposes a definition
of safety at the control level. Section 3 is dedicated to the
methodology description, whereas Sect. 4 details case stud-
ies dealing with static obstacles, joint positions, velocities
and accelerations constraints. Finally, a set of experiments
illustrates the approach in Sect. 5.

2 Description for safety

In this section, an appropriate description of the robot and
its constraints is introduced and a resulting definition of
safety is proposed. In this work the control problem is for-
mulated at the velocity kinematic level. The assumptions of
this study are an exact perception of the system and the en-
vironment, an exact knowledge of the model and the sys-
tem real capabilities and an exact execution when the de-
sired joint input satisfies the constraints: u(k) = q̇des(k + 1)

for time step k is exactly carried out at the next time step
(q̇(k + 1) = q̇des(k + 1)).

2.1 E-state

First, it appears that the description of the behavior of a
robotic system Σ and its constraints through its state s as
defined in the State Representation formalism is insufficient.
As a matter of fact, an extended state vector (e-state) is de-
fined and denoted σ ; it gathers all the variables which allow
to describe Σ and its constraints. The e-state is defined over
continuous time (t ∈ R+) since it contains variables used to
describe the physical system. For example, a n-DOF ma-
nipulator controlled at the velocity kinematic level and con-
strained by collisions avoidance and joint position, velocity
and acceleration limits has the following e-state

σ =
[
qT q̇T q̈T dT

]T

(4)

where dT is a vector of distances to obstacles. In the same
example, the state of Σ would be s = q . Conversely to σ ,
the control vector u(k) = q̇(k + 1) belongs to Rn and it is
defined over the discrete time (k ∈ N). The e-state space is
denoted S and the control space (Rn) is denoted C .

2.2 E-state constraints

The notion of constraint usually refers to both a test on the
system (“Is the joint boundary exceeded?”—denoted by e-
state constraint) and a prerequisite to motion (“The con-
trol input sent to the actuator should not lead to exceed
the joint boundary.”—denoted by control constraint). The



336 Auton Robot (2012) 32:333–349

e-state constraints describe if Σ satisfies safety at the cur-
rent time, i.e. when not considering any time horizon. They
can be expressed through Boolean functions such as

S → B
f : σ �→ 1 if the constraint is satisfied

0 else,
(5)

where S is the e-state space and B the Boolean space.
As an example of e-state constraint, fPM,3 (P for Posi-

tion limit, M for Maximum) describes the superior position
limit of the third joint

fPM,3: σ (t) �→ q3(t) − qM,3 ≤ 0 (6)

where q3(t) is the joint position of joint 3 at time t and qM,3

is the maximum joint boundary value.
Any e-state satisfying the p e-state constraints imposed

to Σ satisfies the property
∧p

i=1(fi(σ )) = 1, where
∧

is the
logical conjunction operator (AND). This means that all e-
state constraints are simultaneously true for the e-state σ . In
this case, σ is called an instant-safe e-state.

2.3 Subspaces of the e-state space and definition of safety

The e-state space S is composed of subspaces that can be
identified. The subspace of S gathering all the instant-safe
e-states is denoted SA. Conversely, the complementary sub-
space gathers the e-states violating an e-state constraint; it
is denoted SV S (VS for Violation e-State). As illustrated
by Fig. 2, maintaining at each time step σ in SA for the
next time step is not sufficient to prevent an inevitable e-
state constraint violation in the future. As a consequence, a
part of SA must never be reached to guarantee safety.

An e-state leading inevitably to an e-state constraint vio-
lation is called an Inevitable Violation e-State (IVS). It is an
extension of the notion of Inevitable Collision State (ICS)
defined by Fraichard and Asama (2004) which denotes a
state from which, whatever the sequence of control inputs
sent, a collision finally occurs. Once an IVS is reached, the
system can be considered as not safe anymore as an e-state
constraint violation is going to happen. The space of IVS is
a subspace of SA denoted SIV S . The union of SIV S and
SV S is denoted SV and gathers all the e-states that should
be avoided to ensure safety. The complement of SV in S
is denoted SV . These subspaces are illustrated on Fig. 3.
A definition of safety is then

Definition 1 The safety of a robotic system Σ is ensured at
the control level if its e-state σ cannot reach SV .

This definition enlightens the role of the constraints ex-
pression to limit the evolution of the system toward danger-
ous areas.

Fig. 3 Partitioning of the e-state space. To be safe, a system should
not be able to reach SV

The last subspace to define in this section regards the
space that can be reached by a system. Given an initial e-
state σ 0, R(σ 0) denotes the space of all the reachable e-
states on an infinite time horizon through all the possible
constraints compliant control sequences.

3 Methodology to ensure safety

This section exposes the methodology to ensure safety. The
proposed methodology must be carried out offline, upstream
from any robotic mission in a new constraints context. The
equivalent of e-state constraints, the control constraints,
should be formulated at the control level. Once their validity
is ensured, they should either be proved compatible, or the
permanent availability of an alternative safe behavior must
be ensured on an infinite time horizon.

3.1 Step 1: control constraints definition

The controller cannot act directly on the e-state σ ; it modi-
fies it indirectly through the control vector u. Reciprocally,
at each time step, by imposing conditions on the e-state, each
e-state constraint forbids an area of the control vector space
C . Hence, to each e-state constraint f is associated a control
constraint F which can be defined as the function returning
the space of admissible control vectors CA(σ ), i.e. the con-
trol vectors leading to instant safe e-states at the next time
step. A control constraint can be expressed as a Boolean
function returning whether a given control vector belongs
to CA(σ ) or not

(S ,C ) �→ B
F : (σ ,u) �→ 1 if u ∈ CA(σ )

0 else.
(7)

The control input being discrete, control constraints are
defined over discrete time (k ∈ N). As an extension of the
notation σ (t) (t ∈ R+), σ (k) (k ∈ N) denotes the e-state at
time step k.
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In the example of the third joint superior position limit, if
the control is done at the velocity kinematic level, a possible
control constraint is

FPM,3:

(σ (k), q̇(k + 1)) �→ q̇3(k + 1) − qM,3 − q3(k)

δt
≤ 0. (8)

It can be mentioned that from a practical point of view,
the inequalities imposed on the system at each time step in
the QP control law structure are an example of control con-
straints. In this case, at a given time step k, these terms are
gathered in

JC(q(k))q̇(k + 1) − b(k) ≤ 0. (9)

3.2 Step 2: validity

In order to ensure safety, the first stage is to check that con-
trol constraints are valid.

Definition 2 Validity. Let σ be an instant-safe e-state at
time step k, a control constraint F is said valid if its satis-
faction implies the satisfaction of its associated e-state con-
straint f at next time step k + 1 and for all time between k

and k + 1.

σ ∈ SA, k ∈ N, ∀t ∈ [kδt; (k + 1)δt]:
F(σ (k),u(k)) = 1 ⇒ f (σ (t)) = 1.

The validity of constraints is most of the time an assump-
tion rather than a formally proved property. For example,
constraints at various physical levels (position, velocity, ac-
celeration, etc.) must be converted to the (single) control
physical level, which is often done thanks to first order ap-
proximations (finite differences). The control being in dis-
crete time, the approximations induced by finite differences
generate errors between the discrete ideal behavior and the
real one. However, it is assumed that the sampling period
is appropriately chosen to ensure that these errors remain
acceptable with respect to the various usual sources of er-
rors (model approximations, sensors precision, etc.). As a
remark, reducing the space of admissible control vectors as-
sociated to a control constraint generally enables to ensure
validity.

3.3 Step 3: compatibility

A second stage to ensure safety is to check that the set of
control constraints is compatible.

Definition 3 Compatibility. Given an initial e-state σ 0 in
SV , a set of p control constraints is compatible if for
all e-states σ in R(σ 0), there exists u in C such that∧p

i=1(F (σ ,u)) = 1.

The following proposition establishes that validity and
compatibility ensure safety.

Proposition 1 Let σ 0 in SV be the e-state of Σ , a robotic
system constrained by p e-state constraints. If the p con-
trol constraints of Σ are valid and compatible, then safety
is ensured.

Proof Let Σ be a robotic system in an initial (time step 0)
e-state σ 0 belonging to SV . As the control constraints are
compatible, there exists u in C such that

∧p

i=1(F (σ0,u)) =
1. Thus the control problem is feasible and as all the con-
straints are valid, σ is an instant-safe e-state at time step 1
and for all time between time steps 0 and 1. This reasoning
can be extended by recursion for all time steps. As a conse-
quence, σ is maintained in SA on an infinite time-horizon,
which means that it is maintained in SV ; as a consequence,
it cannot reach SV and safety is ensured. �

3.4 Step 4: design of alternative safe behaviors

The study of compatibility between control constraints is
complex: an exhaustive method would consist to, given an
initial e-state σ 0, evaluate all the control constraints for all
the e-states σ reachable from σ 0 to detect empty intersec-
tions between control admissibility spaces CA(σ ). Given the
diversity of constraints, it seems vain to look for generic
methods to detect incompatibilities and modify control con-
straints appropriately to eradicate them. Moreover, some-
times incompatibilities cannot be resolved: when variables
cannot be measured accurately, or when there is no model
available, another method should be used to ensure safety.

A second way to guarantee safety is to ensure the per-
manent availability of a sequence of control solutions lead-
ing to instant-safe e-states on an infinite time horizon. At
each time step, it is ensured that the controller will be able
at next time step to switch to an infinite sequence of controls
leading to exclusively instant-safe e-states. Similarly to the
proof of Proposition 1, σ is maintained in SA on an infinite
time-horizon, which means that it is maintained in SV ; as
a consequence, it cannot reach SV and safety is ensured.
This control sequence is called an Alternative Safe Behav-
ior (ASB—referred as evasive manoeuvres by Parthasarathi
et al. (2007)). Dedicated ASBs are exposed in Sect. 4.5 ac-
cording to the specifications of the proposed case studies.

3.5 Summary and methodology

To describe the physical system Σ and its constraints in con-
tinuous time, the e-state σ is proposed, and the status of
the system with respect to its constraints is given by the e-
state constraints f . Based on this description, a definition of
safety at the control level is proposed: Σ is safe if its e-state
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Fig. 4 Safe controller algorithm. The part of the algorithm above the
dashed line is offline and is concerned with the control problem for-
mulation; the part of the algorithm under the dashed line is online and
is concerned with the control problem resolution. From each identified
e-state constraint (physical limit or induced by the mission), a control
constraint is formulated offline. If the validity of the constraints can-
not be proved, a new formulation of the control constraints must be
expressed. It is always possible to find valid control constraints by re-
ducing their space of admissible control vector CA. If the compatibility
of the control constraints cannot be proved, a new formulation can be
expressed and evaluated, or an ASB must be established. Once this is
done, the reactive control loop is launched. At each time step, the con-
troller is fed with operational inputs and solves the control problem
thanks to any Constraints Compliant Control algorithm. In particular,
it can include usual constraints avoidance techniques (e.g. the one of
Maciejewski and Klein 1985). If the compatibility of the control con-
straints defined offline could not be proved, an ASB sequence is con-
catenated to the desired joint motion: if the resulting behavior is not
safe, then the first control input of the ASB is sent (represented by
φk−1

ASB ), which safety has been proved at a previous time step; else, the
control solution is sent to the actuators

σ is not able to reach the forbidden e-states SV . In order to
prevent this, the control constraints F are defined, and the
validity property links control constraints in discrete time
and e-state constraints in continuous time. To ensure safety,
either the compatibility property must be proved for the set
of control constraints, or the availability of an Alternative
Safe Behavior must be ensured on an infinite time horizon.

As an outcome, the following methodology is proposed
to obtain a safe behavior for a system subject to constraints
in a reactive framework:

1. Based on e-state constraints, formulate associated control
constraints;

2. Prove the validity of control constraints. If not possible,
go back to 1;

3. Prove the compatibility of control constraints. If not
possible, either go back to 1 and modify the control
constraints expression or define permanently available
ASBs. These ASBs will then be computed at each time
step to ensure that the controller is able to switch at the
following time step to an infinite sequence of controls
leading to exclusively instant-safe e-states.

Based on this methodology, a safe controller algorithm can
be set up, as shown on Fig. 4.

4 Case studies

To illustrate the approach described previously, three case
studies are proposed, based on combinations of the fol-
lowing constraints: {joint position limits—joint velocity
limits—joint acceleration limits—collisions avoidance} ap-
plied to a n-DOFs serial manipulator Σ controlled at the
velocity kinematic level. The first case study considers com-
patible constraints with intuitive expressions. The second
case study involves constraints that must be modified to be
proved compatible. The third case study deals with con-
straints that cannot be proved to be always compatible; as
a result, the permanent availability of an ASB is required.

4.1 E-state constraints expression

This first section exposes the e-state constraints expressions.
These expressions describe if, for a given time t in R+, the
e-state σ of Σ is instant-safe. The subscripts m and M de-
note respectively the minimum (negative value by conven-
tion) and the maximum (positive value by convention) limit
of the considered variable.

Joint position limit

fPM : σ (t) �→ q(t) ≤ qM (10)

fPm: σ (t) �→ qm ≤ q(t) (11)

Joint velocity limit

fV M : σ (t) �→ q̇(t) ≤ q̇M (12)

fV m: σ (t) �→ q̇m ≤ q̇(t) (13)

Joint acceleration limit

fAM : σ (t) �→ q̈(t) ≤ q̈M (14)

fAm: σ (t) �→ q̈m ≤ q̈(t) (15)
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Collisions avoidance A collision is characterized by

Σ
⋂

� 
= ∅ (16)

where Σ is the system (meant here as the set of all the sys-
tem points) and � is the set of all the obstacles points. The
e-state constraint expression is then

fO : σ (t) �→ ∀A ∈ Σ, GA(q(t)) /∈ � (17)

where GA(q) is the geometric model of point A belonging
to the robot.

4.2 Case study 1: joint position limits, joint velocity limits,
collisions avoidance

This case study involves three constraints: joint position
limits, joint velocity limits and collisions avoidance. The
following control constraints (assumed to be valid, see
Sect. 3.2) are derived from (10)–(15) thanks to finite dif-
ferences. They are given for a time step k in N.

Joint position limit (joint i) FP

FPM,i : (σ (k),u(k)) �→ Jc+
i
q̇(k + 1) ≤ qM,i − qi(k)

δt
(18)

FPm,i : (σ (k),u(k)) �→ Jc−
i
q̇(k + 1) ≤ qi(k) − qm,i

δt
(19)

where Jc+
i

= [0, . . . ,0,1,0, . . . ,0] (the term i being 1) and
Jc−

i
= [0, . . . ,0,−1,0, . . . ,0].

Joint velocity limit (joint i) FV

FV M,i : (σ (k),u(k)) �→ Jc+
i
q̇(k + 1) ≤ q̇M,i (20)

FV m,i : (σ (k),u(k)) �→ Jc−
i
q̇(k + 1) ≤ −q̇m,i (21)

Collisions avoidance FO

FO : (σ (k),u(k)) �→ JA,B(q(k))q̇(k + 1) ≤ dA,B(k)

δt
(22)

for all pairs of points (A,B), where A belongs to the robot
and B to the obstacles; dA,B is the distance between A and
B; JA,B(q(k)) is the (line) Jacobian of point A along the di-
rection A → B . For practical reasons, this infinite set of con-
straints is reduced to one constraint per segment of the robot
(shortest distance). This assumption is frequently made de-
spite its limits in some cases (as shown by Kanehiro et al.
2008). It is considered sufficient in the present study.

The space of admissible control vectors for control con-
straints FP , FV and FO are respectively denoted C P

A , C V
A

and C O
A .

Validity being assumed (cf. Sect. 3.2), the compatibility
is checked.

Proposition 2 The set {FP ,FV ,FO} is compatible

Proof Let q̇0 be the null control vector (q̇0 = 0) and let
σ 0 be in SV . For any σ ∈ R(σ 0), q̇(k + 1) = q̇0 be-
longs to C P

A , C V
A and C O

A . As a result, for all σ (k) in
R(σ 0), q̇0 is solution of the control problem and thus
FP (σ , q̇0)

∧
FV (σ , q̇0)

∧
FO(σ , q̇0) = 1. �

As all the control constraints are proved to be always
compatible, safety is ensured without modification or ASB
required.

4.3 Case study 2: joint position limits, joint velocity limits,
joint acceleration limits

As in the previous case, this case study involves three con-
straints but collisions avoidance is replaced by joint accel-
eration limits. The control constraints for joint position and
velocity limits are taken from case study 1 (18)–(21); the
control constraints of joint acceleration limits are derived
from (14) and (15) thanks to finite differences (joint i)

FAM,i : (σ (k),u(k)) �→ Jc+
i
q̇(k + 1) ≤ q̈M,iδt + q̇i (k)

(23)

FAm,i : (σ (k),u(k)) �→ Jc−
i
q̇(k + 1) ≤ −q̈m,iδt − q̇i (k)

(24)

The space of admissible control vectors for control con-
straint FA is denoted C A

A .

Proposition 3 The sets of control constraints generated by
{FP ,FA} are incompatible.

Proof Let σ 0 be in SV . From σ 0, any σV ∈ R(σ 0) for
which a given joint satisfies

q̇(k) >
qM − q(k)

δt
− q̈mδt (25)

is such that FPM,i(σV ) and FAm,i(σV ) are not compatible,
which traduces that fPM,i and fAm,i cannot be satisfied si-
multaneously. As there is no assumption or constraint pre-
venting from reaching σV , then FP and FA are incompati-
ble. �

This incompatibility is illustrated on Fig. 2. It has been
locally treated by Decre et al. (2009), but as shown in
Rubrecht et al. (2010b), the proposed method is tight and
can be smoothened by imposing that the joint distance to
the joint position limit at next time step should remain supe-
rior to the current joint distance needed to decelerate. As a
result, a modified expression of FP is proposed (joint i)
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FPM ′,i :
(σ (k),u(k))

�→ Jc+
i
q̇(k + 1) ≤ (qM − q(k)) − 1

2 (s2
1 − s1)q̈mδt2

(s1 + 1)δt
(26)

FPm′,i :
(σ (k),u(k))

�→ Jc−
i
q̇(k + 1) ≤ (qm − q(k)) − 1

2 (s2
2 − s2)q̈Mδt2

(s2 + 1)δt
(27)

with

s1 = −
√−2q̈m(qM − q(k))

q̈mδt
(28)

s2 =
√−2q̈M(qm − q(k))

q̈Mδt
(29)

The choice of (26) and (27) as the joint position limits
constraints provoke a small reduction of the reachable posi-
tions. Actually, the resolution of q̇(k+1) = 0 in (26) induces

qM − q(k) = −q̈mδt2

8
(30)

which means that the asymptotic value of the joint posi-
tion according to this constraint is no longer qM but qM ′ =
qM − −q̈mδt2

8 . The order of magnitude of this reduction is
∼ δt2, which can be considered negligible. However, it is a
reduction of the space of reachable e-state, and all the com-
patibility studies involving this control constraint must then
be checked over the joint position space S P ′

A = [qm′ ; qM ′ ]
where qm′ and qM ′ are the vectors of general term respec-

tively qm + q̈Mδt2

8 and qM − −q̈mδt2

8 .

Proposition 4 The set {FP ′ ,FV ,FA} is compatible.

Proof Let σ 0 be in SV , the current time step k be in N and
the current e-state σ (k) be in R(σ 0). The design of (26)
and (27) is based on the condition

�q(k + 1) > dR,dec(k) (31)

where �q(k + 1) is the joint distance to the position limit at
the next time step and dR,dec(k) is a vector of upper bounds
of the joint distances needed to stop at current time step (cf.
Rubrecht et al. 2010b). This condition implies that the vector
of maximum deceleration velocity q̇dec(k + 1) which gen-
eral term is

q̇dec(k + 1) =

⎧⎪⎨
⎪⎩

q̇(k) + q̈mδt if q̇(k) ≥ −q̈mδt

q̇(k) + q̈Mδt if q̇(k) ≤ −q̈Mδt

0 else

(32)

belongs to C P ′
A (σ ). Then, by definition, it belongs to

C A
A (σ ). Finally, as it reduces the velocity magnitude, it

belongs to C V
A (σ ). As a result, for all σ (k) in R(σ 0),

q̇(k + 1) = q̇dec is solution of the control problem and thus
FP ′(σ , q̇0)

∧
FV (σ , q̇0)

∧
FA(σ , q̇0) = 1. �

This incompatibility between control constraints being
resolved, the control constraints are ensured to be always
compatible, which ensures safety.

4.4 Case study 3: joint position limits, joint velocity limits,
joint acceleration limits, collisions avoidance

This case study involves four constraints, gathering the two
previous case studies: joint position limits, joint velocity
limits, joint acceleration limits and collisions avoidance.
The considered control constraints are (20)–(24), (26) and
(27).

Proposition 5 The sets generated by {FO,FA} are incom-
patible.

Proof Let σ 0 be in SV . From σ 0, any σV ∈ R(σ 0) for
which

JA,B(q(k))q̇(k) >
dA,B(k)

δt
− JA,B(q(k))q̈mδt (33)

shows that FO(σ ) and FAm(σ ) are not compatible, which
shows that fO(σ ) and fAm(σ ) cannot be satisfied simulta-
neously. As there is no assumption or constraint preventing
from reaching σV , then FO and FA are incompatible. �

As mentioned in Rubrecht et al. (2010b), the incompati-
bility induced by the simultaneous presence of FO and FA

is complex. Actually, the operational acceleration depends
on the robot configuration (derived from (22)).

ẌA,B = JA(q)q̈ + J̇A(q)q̇ (34)

which does not enable to rely on any value for the oper-
ational acceleration capabilities along a trajectory. In the
worst cases, these capabilities may fall down to zero, which
prevents to take a lower bound on which to rely for the decel-
eration capabilities estimate. As a result, ensuring compati-
bility between joint acceleration limits and collisions avoid-
ance seems impossible without an exploration in the neigh-
borhood of the current system e-state, which may turn time-
consuming and thus not acceptable in a real-time reactive
control framework. In this case, the permanent availability
of an Alternative Safe Behavior is required.
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Fig. 5 Algorithm of maximum deceleration based ASB. Thin plain is
for non validated motion, dots is for non admissible motion and dashes
for safe motion. (1) Control solution computation q̇(k + 1); (2) ASB1
profile computation φk

ASB1; (3) Admissibility check; (4.1 & 4.2) Send
appropriate output

4.5 Alternative safe behavior

When the control compatibility cannot be proved, the per-
manent availability of an Alternative Safe Behavior is re-
quired, to be triggered in case of critical situation. As men-
tioned in Sect. 3.4, an ASB is a sequence of control solutions
u leading to instant-safe e-states on an infinite time horizon.
It must be computed at each time step and the safety of the
resulting e-states must be checked, thus it should be fast to
compute. To clarify the following descriptions, let φ denotes
an infinite constraint compliant control input, i.e. an infinite
sequence of controls u satisfying the control constraints at
each time step.

4.5.1 Algorithm based on maximum joint deceleration ASB

As a preliminary observation, as the environment is assumed
to be static, once an instant-safe e-state is static (no varia-
tion with respect to time), it remains safe until the end of
time. Consequently, the first ASB proposed φASB1 is a full
deceleration at the joint level. This deceleration is the most
efficient way to stop the robot: it is fast as no Jacobian has
to be recomputed at each time step, and the number of time
steps necessary to obtain a static robot is minimized. As the
control constraints of joint position, velocity and accelera-
tion limits are compatible, the only remaining constraint to
check on all e-states resulting from φASB1 is FO , that is an
intersection between the robot bodies and the environment.
The method is detailed on algorithm 1. It is assumed that for
k = 0, the initial e-state σ 0 belongs to SV . The algorithm is
illustrated on Fig. 5.

4.5.2 Algorithm based on mixable joint deceleration ASB

As the robot may oscillate between two behaviors (between
q̇(k + 1) issued from the task, and φk−1

ASB1 issued from the

ASB) a safe but rough behavior is expected from Algo-
rithm 1 when moving near obstacles. The problem lies in the
maximal deceleration toward the static e-state; when φASB1

is chosen at one time step, it is likely to be retained until the
robot stops. As shown on a simple example in Fig. 6, in most
cases there is no available space during φASB1 for another
motion than full deceleration. To have a small margin in
the intersection on the control admissibility space, it is pro-
posed to add a prediction φASB2 with reduced accelerations
capabilities. At each time step, both predictions are tested
(φASB1 based on q̈min/max ; φASB2 based on αq̈min/max ,
with α � 1). Once one of these behavior leads the robot in
intersection with the environment, the robot adopts a φk−1

ASB1
(maximal deceleration). For both behaviors, in case of vi-
olation, q̈min/max is applied. If φASB2 is violated (in most
cases), the control will then have a margin in the control
admissibility space during its deceleration, where another
behavior can be inserted.

The method established by Faverjon and Tournassoud
(1987) is proposed to illustrate this approach. This method is
referred as the Smooth Avoidance Technique (SAT). Briefly,
this method limits the operational velocity of each point of
the robot bodies that gets close to an obstacle. The velocity
limitation is done through an inequality constraint in the QP
framework ((2) and (3)). This limitation involves 2 parame-
ters

ḋ = −a
d − ds

di − ds

for d ≤ di (35)

where ḋ is the temporal derivative of the distance d between
a given point of the robot and the obstacle, a is a positive
coefficient for adjusting convergence speed, ds is the secu-
rity distance and di is the distance influence, i.e. the distance
under which the constraint is active. The control constraint
associated to (35) is

FC :
(σ (k),u(k))

�→ JAq̇(k) ≤ −a
dA,B(k) − ds

di − ds

for dA,B(k) ≤ di. (36)

Including the expression of this control constraint at a
given time step does not necessarily yield a feasible control
problem. However, it is acceptable to violate it as it does not
involve security but rather a desired behavior. Checking the
compatibility at each time step is not trivial: knowing if a set
of linear constraints is compatible may require the resolu-
tion of the associated linear system. An approximate answer
is given by checking whether the configuration of maximum
deceleration is admissible. It is not a requirement for com-
patibility (there may be cases for which this configuration is
not admissible whereas the constraints are compatible) but
it is a sufficient condition. As a result, at each time step the
compatibility between the SAT control constraint and the



342 Auton Robot (2012) 32:333–349

Fig. 6 Comparative behaviors of robots trying to reach a keypoint
(star) behind a wall. On the right, the schemes are representations of
the e-states projected on the joint space of the second DOF of the sys-
tem during 3 time steps. Top: maximum joint deceleration (ASB1). The
motion of the robot is decomposed in three parts. Dark plain path: the
motion is computed through the control law, and at each time step the
controller concatenates the control vectors to be sent with a full decel-
eration, to check if a collision occurs and decide if the control vector
should be sent or not. Fair dashed path: a collision with the predicted
full deceleration being detected, it is applied before sending the control
law computed input; during the ASB deceleration, only the full decel-
eration control solution is admissible (top right). However, when the
robot stops, it is close to the obstacle. Dark dots path: once near the
obstacles, the controller oscillates between the control law solutions
and ASB. Bottom: mixable joint deceleration (ASB1 & ASB2). As in
the scheme at the top, the motion of the robot is decomposed in three
parts. Dark plain path: control law based motion; it is shorter than the
upper one, because deceleration predictions are based on under-esti-
mated capabilities. Fair dashed path: the ASB is done with maximal
deceleration capabilities, but as it has been triggered before, the con-
trol law solutions can be chosen in a small (but not reduced to a point)
interval (bottom right). Dark dots on the fair plain curve: as a result,
the robot progression toward the wall can be damped by a smooth path
constraint. Fair plain curve: representation of the smooth path trajec-
tory

other constraints is checked: if the SAT is not compatible, it
is not considered.

The final method is detailed on Algorithm 2. As for Al-
gorithm 1, it is assumed that for k = 0, the initial e-state σ 0

belongs to SV .
The algorithm is illustrated on Fig. 7.

5 Results

The following part details the results obtained with a 6-DOF
manipulator. The results are composed of 3 experiments
showing:

Fig. 7 Algorithm of mixable deceleration based ASB. Thin plain is
for non validated motion, dots is for non admissible motion and dashes
for safe motion. (1) Control solution computation q̇(k + 1); (2) ASB1
(φk

ASB1) and ASB2 (φk
ASB2) profile computation; (3) Admissibility

check; (4.1 & 4.2) Send appropriate output

Algorithm 1 Maximum joint deceleration ASB
for all k ∈ N do

(1) Compute an admissible solution q̇(k + 1)

(2) Compute deceleration trajectory φk
ASB1

if (3) for all σ resulting from φk
ASB1, σ is an instant-

safe e-state then
(4.1) Send q̇(k + 1)

else
(4.2) Send the first element of φk−1

ASB1
end if

end for

Algorithm 2 Mixable joint deceleration ASB
for all k ∈ N do

Control constraints: {FP ′ ,FV ,FA,FO,FC}
if

⋂
i=P ′,V ,A,O,C C i

A 
= 1 then
Control constraints: {FP ′ ,FV ,FA,FO}

end if
(1) Compute an admissible solution q̇(k + 1)

(2) Compute deceleration trajectories φk
ASB1, φk

ASB2
if (3) for all σ 1 resulting from φk

ASB1, σ 1 is a safe e-
state AND for all σ 2 resulting from φk

ASB2, σ 2 is a safe
e-state then

(4.1) Send q̇(k + 1)

else
(4.2) Send the first element of φk−1

ASB1
end if

end for
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– the safe behavior obtained thanks to the resolution of the
joint constraints compatibility;

– the safe behavior obtained thanks to the resolution of the
joint constraints compatibility and the maximum joint de-
celeration ASB;

– the safe behavior obtained thanks to the resolution of the
joint constraints compatibility and the mixable joint de-
celeration ASB with the SAT.

5.1 Experiments presentation

The experiments were performed in a facility of the French
Alternative Energies and Atomic Energy Commission
(CEA), a government-funded technological research orga-
nization. The 6-DOF arm used in these experiments is a
100daN advanced remote hydraulic manipulator with force
feedback capabilities, the Maestro (David et al. 2007), de-
signed by CEA and transferred to Cybernetix.2 It is usually
used in various applications where remote handling with
high strength and dexterity are needed, e.g. in nuclear or
offshore hostile environments.

5.1.1 Experimental equipment

The robot’s controller uses a generic hard real-time applica-
tion, TAO2000 (Gicquel et al. 2001), developed by CEA for
Computer Aided Teleoperation Systems (teleoperators) and
coming from its experience for objects remote manipulation
in hazardous environment. It can address both masters and
slaves robots, whatever their kinematics and actuation tech-
nologies, providing them a whole generic set of useful fea-
tures with nearly no specific development. This application
provides, via a standard Ethernet link, a high level communi-
cation interface to control the robot and a low level real-time
tuning and spying interface.

The Maestro works in front of a tunnel boring machine
cutting wheel mock-up (Fig. 8). At each time step, the oper-
ational input sent is a desired velocity issued from a 3-DOF
desired point (position only, no orientation). It induces a De-
gree Of Redundancy (DOR) of 3.

5.1.2 Initial assumptions versus experimental conditions

Despite the work carried out on safety, the assumptions
enounced in Sect. 2 induce approximations which may pro-
voke minor incompatibilities. These incompatibilities are lo-
calized and do not have a big impact on the robot behavior:
as shown on the following results, the envelope needed to
absorb them could be small with respect to what would be
needed without the compatibility study. However, at the con-
trol level, an incompatibility provokes the impossibility to

2http://www.cybernetix.fr/Hydraulic-arms.

Fig. 8 Teleoperated Maestro operating in front of the tunnel boring
machine cutting wheel mockup

solve the problem. For practical reasons, the occurring in-
compatibilities are denied at the control level: for example,
if the current position of the joint parameter q3(k) is inferior
to the artificial minimum joint position qart

m,3, then the infe-
rior joint position limit is taken as the minimum between
the current joint position and theoretical minimum joint po-
sition: qm,3 gets min(q3(k), qart

m,3).
From a practical point of view, the envelopes around the

joint position limits ej and around the environment ec are
unknown from the controller and considered as an origin
offset: for example, the controller considers that a collision
occurs if the distance between the robot and the environment
is lower than ec.

5.2 Safe behavior with compatible constraints

This first experiment3 illustrates the behavior of a multi-
body robot subject to control constraints modified to become
compatible.

Task presentation The robot is subject to a brutal fold up
from a configuration of extended robot to a configuration in
which the robot has reached its joint position limits (Fig. 9).
During a first period (5.0 s), the desired operational veloci-
ties are maintained constant and maximum toward a point at
the left infinite; then, the desired operational velocity brings
back the robot toward the initial Cartesian point at lower
velocity (the aim is to check that the deceleration toward
the joint position limit is safe). The considered e-state con-
straints are joint position, velocity and acceleration limits
((10)–(15)), treated in case study 2, Sect. 4.3. For the sake
of clarity, the e-state constraints limits are the same for each
joint: respectively ±1.0 rad, ±1.5 rad/s, ±2.0 rad/s2. The
acceleration limits have been taken voluntarily low (lower
than the robot actual capabilities) in order to better illustrate
the results. For this particular experiment, the trajectory is

3http://www.isir.upmc.fr/UserFiles/File/...VpadoiS/Medias/
JointPosLim.avi.
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Fig. 9 Views of the robot in initial position (extended) and at t = 5.0 s
(fold up). The white arrow is the constant operational desired velocity
from t = 0.0 s to t = 5.0 s

considered in a (z, y)-plane (2 DOF desired velocity) and
only 3 DOFs are used (see Fig. 9), which brings the DOR
to 1.

Control law The control framework is the one proposed
on Fig. 4. The control constraints used to enforce the con-
sidered e-state constraints are FV , FA and FP ′ (respectively
(20), (21), (23), (24), (26) and (27)), which are proved to be
compatible (Sect. 4.3). The control problem is expressed as
a QP, and the solver is an efficient open source algorithm.4

Given the limits of the robot, the joint position over-
shoot could reach 0.56 rad without the proposed method-
ology (by taking (18) and (19) as the joint position control
constraints for example). As a benefit of our approach, the
envelope retained on joint position limits for this experiment
is ej = 0.1 rad.

Results and analysis The results are presented on Fig. 10.
The q̇des values are the joint velocity sent to the actuators
(q̇(k + 1)) and q̇actual are the velocities actually carried out
by the actuators. Only the 3 DOFs concerned by the planar
trajectory are represented (the other are excluded from the
model, so they remain static). During the first second, each
joint contributes to the operational motion at its best: ac-
celerations are maximal for each joint. Joint 5 is the first to
undergo a deceleration (before reaching its maximum veloc-
ity) due to the initial proximity to its position limit. Joint 3
reaches its velocity limit for a short time. Joint 2 does not
perform high accelerations due to the fact that the opera-
tional velocity is sufficiently high thanks to the other joints.
At t = 4.0 s, the small motion of joint 2 is induced by a
disturbance which, given the system configuration, leads to
the tracking of the desired Cartesian velocity. At t = 5.0 s,
the operational desired velocity is inverted (the robot goes
back to its initial operational position), and the robot gets
away from its boundaries without any difficulty. At the end

4QuadProg++: http://sourceforge.net/projects/quadprog/.

Fig. 10 Position, velocity and acceleration of the joint 2, 3, and 5 dur-
ing experiment 1. The position is directly measured on the robot, the
velocity q̇des is the input sent to actuators and q̇actual is the measured
one. The acceleration is computed from q̇des . All the variables remain
between their limits. The control constraints modification imposes ap-
propriate decelerations to satisfy the joint position limits

of the experiment, (t = 7.5 s), the deceleration is provoked
by a reduction of the operational desired velocity; it is not
provoked by any constraint. The envelope violation of joint
3 occurring at the beginning of the experiment (t = 1.5 s)
is attributed to the approximations discussed in Sect. 5.1.2
(especially the exact execution of the desired joint input).
However, the envelope is hardly violated, which tends to
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Fig. 11 Results of experiment 2. Left column: shortest distance between body 6 and the environment, desired and actual position along Cartesian
axis X; right column: desired and actual velocity of joint 2, accelerations of joint 2

show that it can reliably be reduced (maximum overshoot
is 3.03E−2 rad).

5.3 Safe behavior with ASB

The second experiment5 illustrates the behavior of a multi-
body robot subject to incompatible control constraints; at
each time step, the computed control input is sent if a con-
secutive deceleration toward a static e-state is admissible
(see Sect. 4.5).

Task presentation The robot is subject to various motions
in the cluttered environment of the cutting wheel mock-up
(Fig. 8). The desired operational velocity is issued from a
3D trajectory involving unreachable points. The considered
e-state constraints are joint position, velocity and acceler-
ation limits and collisions avoidance ((10)–(15) and (17)).
The trajectory involves motions close to joint position lim-
its. The joint position limits are ±1.0 rad. The joint velocity
limits are not reached during this experiment; the joint ac-
celerations limits are set to ±1.0 rad/s2. The distances are

5http://www.isir.upmc.fr/UserFiles/File/...VpadoiS/Medias/
ObstAvoidASB1.avi.

computed in real-time using a CAD model of the environ-
ment (Fig. 8).

Control law The control law is similar to the previous
experiment. To deal with incompatible constraints (joint
acceleration limits and collisions avoidance, as shown in
Sect. 4.4), the control uses Algorithm 1. To ease the analysis
and differentiate accelerations due to the trajectory tracking
and accelerations issued from ASB1, the acceleration value
for prediction and alternative behavior is lower than the one
retained for the control constraint: ±0.9 rad/s2. This modi-
fication has no major impact on the results but makes them
clearer.

Given the limits of the robot, the joint position overshoot
could reach 0.5 rad without the proposed methodology. In
the same conditions, given the dimensions of the robot, the
potential collision without ASB would have required an en-
velope ∼1 m to be avoided. As a benefit of our approach,
the envelope retained on joint position limits is ej = 0.1 rad
and the envelope around the environment is ec = 0.1 m.

Results and analysis The results are presented on Fig. 11.
The 4 motions getting close to obstacles, easily identifiable
at t = 2.0 s, t = 5.0 s, t = 8.0 s and t = 17.0 s on the graph
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of distance to environment, end-up in the envelope ec. The 3
first motions (t = 2.0 s, t = 5.0 s and t = 8.0 s) get close to
obstacles with a reasonable velocity, but as there is no com-
patibility between collisions avoidance and acceleration lim-
its, resort to the alternative behavior is needed (fair squares).
The fourth motion toward obstacles is done at higher speed;
the deceleration begins nearly 1.0 s before the impact (dark
square). Finally a motion in the neighborhood of the obsta-
cle generates high frequency oscillations on the acceleration
(t = 20.0 s). Actually, as the robot remains close to the ob-
stacles, a deceleration at the joint level tends to maintain
the robot close to the environment. As a result, oscillations
between the trajectory tracking and the alternative behavior
occur. Thanks to the envelope ec taken, safety is preserved.

5.4 Integration of smooth avoidance technique into the
mixable joint deceleration ASB

This third experiment6 illustrates the possibility to introduce
usual collisions avoidance methods into a safe framework
for a multibody robot. The resulting behavior remains safe
and takes full advantage of the avoidance method.

Task presentation The robot is in charge of reaching a set-
point from which it is separated by an infinite horizontal
plane (Fig. 12). As in the first experiment, the trajectory is
considered in a plane (2 DOF desired velocity) and only 3
DOFs are used (the same as in Fig. 9), which gets the DOR
to 1. The magnitude of the desired velocity is maintained
constant toward the desired point. At the end of the experi-
ment, a second setpoint is given to get far from the obstacle.
The considered e-state constraints are joint position, velocity
and acceleration limits and collisions avoidance ((10)–(15)
and (17)). The trajectory does not involve motions close to
joint position limits. The joint velocity limits are not reached
along this motion. The joint accelerations limits are set to
±1.0 rad/s2.

Control law The control law is based on the one of ex-
periment 2, but uses Algorithm 2 instead of Algorithm 1.
Actually, the approach used to preserve safety in the previ-
ous experiment has the severe drawback to generate oscil-
lations on the accelerations when the robot is moving along
obstacles. Actually, the control alternates between the trajec-
tory tracking and the alternative behavior at nearly each time
step. As detailed in Sect. 4.5, the control constraint induced
by the SAT (36) is added to the set of considered constraints.
The following values have been used: di = 0.15 m (area I),
ds = 0.07 m (area II) and the envelope around obstacles is
ec = 0.05 m (area III). Taking different values for ds and ec

eases the interpretation of the results.

6http://www.isir.upmc.fr/UserFiles/File/...VpadoiS/Medias/
ObstAvoidASB2SAT.avi.

Fig. 12 Views of the robot during the trajectory. The arrows show the
desired operational velocity input along the robot trajectory (curve)

Results and analysis The results are presented on Fig. 13.
As in experiment 2, the arrival on the obstacle causes the
maximum overshoot in the area II. The robot never enters
the security envelope (area III) as it is managed by the SAT.
The distance to the obstacle stabilizes during the sliding mo-
tion (see Fig. 12) until t = 6.0 s when another objective is
given to the effector. The transition time can be detected on
the acceleration (square), when it switches from 1.0 rad/s2

(deceleration coming from the alternative behavior) to ap-
proximately 0.93 rad/s2. At that time (t = 1.62 s), the dis-
tance to the obstacle is 10.9 cm, and the avoidance method
begins to limit the robot motion along direction z. The ac-
celeration is then smooth, the collision management being
ensured by the SAT. During the motion along the obstacle
(between t = 2.0 s and t = 6.0 s), the velocity of joint 2
contributes to the motion, but the velocity is small as the
setpoint is far under the table, increasing the angle between
the desired velocity vector and the infinite plane toward or-
thogonality.

6 Conclusion

The work presented in this paper exposes a methodology to
ensure safety of multibody robots behaviors. Satisfying the
constraints at each time step may turn out insufficient be-
cause of constraints incompatibilities; as a consequence, to
obtain a safe behavior, the control problem can be consid-
ered as a problem of constraints formulation. The proposed
approach enables to study the compatibility of constraints
and establishes the link between constraints compatibility
and safety. It also proposes alternatives if constraints com-
patibility cannot be established.

Case studies illustrate the approach. The constraints ex-
pressions are modified to ensure compatibility when possi-
ble; if not, the permanent possible resort to a safe behavior
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Fig. 13 Results of experiment 3. Left column: shortest distance between body 6 and the environment, desired and actual position along Cartesian
axis Z; right column: desired and actual velocity of joint 2, accelerations of joint 2

is ensured. A particular method is developed to take full ad-
vantage of the usual avoidance techniques while maintaining
safety. These works have been applied on a 6-DOF manip-
ulator operating in a cluttered environment. The results ob-
tained confirm the reliability of the approach and validates
the expected performances.

Future works will address new applications and exten-
sions of the proposed methodology. This approach can be
applied to other control levels (e.g. torque control) and in-
clude other types of constraints related to physical limits
(torque limits, jerk limits, power limits, etc.) or user specifi-
cations (contact persistence, comanipulation, etc.). The ex-
tensions of the presented methodology include the adapta-
tions of the work carried out on ICS to IVS. The concept of
ICS has generated a significant amount of works in the field
of mobile robotics: ICS-checker in the 2D case (Martinez-
Gomez and Fraichard 2008), solutions to approximate the
ICS set (Parthasarathi and Fraichard 2007), probabilistic ap-
proaches (Althoff et al. 2010; Bautin et al. 2010), etc. These
works offer many perspectives to increase the use of safe
multibody robots.
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Control of robots sharing their workspace with humans: an energetic
approach to safety

Anis Meguenani1, Vincent Padois1 and Philippe Bidaud1,2

Abstract— In this paper, we propose a physically meaning-
ful energy-related safety indicator for robots sharing their
workspace with humans. Based on this indicator, a safety
criterion accounting for the breaking capabilities of the robot is
included as a quadratic constraint in the control algorithm. This
constraint is modulated by the distance between the human op-
erator and the end-effector of the robot. The control algorithm
is formulated as an optimization problem and computes the
actuation torque of a robotic manipulator given some task to
be performed and physical constraints to respect. The overall
framework is validated in a physics simulation software on a
Kuka LWR4 and different behaviours of the robot towards
a considered obstacle in its environment are evaluated and
discussed.

I. INTRODUCTION

Service and intervention robotics, as well as more tra-
ditional industrial robotics applications, are evolving in a
direction where the workspace of the robot is very likely
to be shared with humans. This may induce deliberate1 and
non-intentional physical interactions. Safety in this context
becomes a critical issue to be dealt with [1].

To ensure safe human-robot interactions, several ap-
proaches have been explored in the robotics literature. At
the hardware level, the mechanical design can be optimized
to reduce the apparent inertia of the robot [2] and compliant
components can be introduced to allow smoother contacts
and less severe impacts [3]. Torque sensing at the joint level
also provides a way to actively control the impedance of the
robot. The Kuka-DLR lightweight robot [4], [5], [6] has been
specifically designed to meet these challenges.

Different control approaches using internal and external
force/torque sensors have been developed to handle safety
during pre and post impact/contact phases [7], [8], [9].
Haddadin in [10] and De Luca in [11] present different
strategies to reduce the effect of undesired impacts. A
collision detection parameter based on the estimated external
torque is introduced and used to scale down the link inertia
obtaining a “lighter” robot that “flees” from the collision
area. An other strategy is the use of the disturbance input to
slow the robot until zero velocity then pushing it back along
its original path. Heizmann and Zelinsky in [12] propose a

1Anis Meguenani, Vincent Padois and Philippe Bidaud are with:
-Sorbonne Université, UPMC Univ Paris 06, UMR 7222, Institut des

Systèmes Intelligents et de Robotique, F-75005, Paris, France
-CNRS Centre National de la Recherche Scientifique, UMR 7222, Institut

des Systèmes Intelligents et de Robotique, F-75005, Paris, France
Email:{meguenani,bidaud,padois}@isir.upmc.fr
2Philippe Bidaud is with ONERA, 91123 Palaiseau, France
Email:philippe.bidaud@onera.fr
1For example if the robot can be both used in an autonomous mode or

in a comanipulation mode.

Fig. 1. View of a user sharing its workspace with the KUKA LWR
manipulator. The kinetic energy of the system is modulated as a function of
the distance between the human operator and the end-effector of the robot
in order to best perform the task of the robot while ensuring safety.

safety criterion based on the potential impact force to filter
the control torque of the system. The introduced controller
scheme allows one to consider two potential contact points
at the same time for a real-time implementation. As the
degree of potential injury is directly related to the mass and
velocity of the colliding objects, the controller proposed in
[13] takes into account the reflected robot inertia along a
collision direction to decide about the maximum operational
point velocity. The bounds on this velocity are based on
experimental results relating mass, velocity, geometry and
medically observable soft tissue injury by systematic drop-
testing experiments with pig abdominal wall sample. By
making use of the redundancy property of a KUKA/DLR
lightweight arm, [14] proposes a physical interaction strategy
that is able to react safely to collisions while continuing to
execute as much possible of the original task.

Kinetic energy has already been discussed in [10] and
[13] as a good representation of the risk of injury. It is
used in the work presented in this paper to synthesize a
physically meaningful safety indicator. This indicator can
also include elastic potential energy associated with the
controller in phases where the robots physically interacts
with its environment. The kinetic energy part of the proposed
criterion is used to constrain the dynamic behaviour of a
Kuka LWR4 serial robot in the direction of a considered
obstacle2. The imposed constraint accounts for the breaking

2All along the paper, ”obstacle” is used as a generic term for any external
element of the environment, e. g. a human operator.
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capabilities of the robot and is modulated as a function of
the distance between the robot and the human operator.

In order to properly account for the safety constraint, the
control problem is expressed as a Quadratically Constrained
Quadratic Program (QCQP) [15]. The computation of the
adequate actuation torque needed to perform a trajectory
tracking in operational space is subject to several linear
inequality constraints accounting for the physical limitations
of the robot (joint limits, joint velocity and torque satura-
tions) as well as for a limit value on the quadratic, energy-
based safety indicator. The proposed control framework is
expected to decrease impact forces due to collisions by
constraining the kinetic energy of the robot while contact
forces induced by deliberate physical interactions can be lim-
ited through some constraint on the elastic potential energy.
Using the same framework, contact with the environment
can be enabled, modulated and disabled by a straightforward
modification of physically meaningful control parameters.
Fig. 1 illustrates a typical workspace-sharing scenario for
the proposed controller.

This paper is organised as follows. In section II, the
proposed safety indicator and associated safety criterion are
formulated and expressed as a function of the control input
of the system, i.e. the actuation torque. In Section III, the
controller is derived: tasks related objectives are formulated
and the expression of the inequality constraints acting on the
system is provided. In Section IV, an experimental scenario
is introduced based on which the possibilities offered by the
proposed controller are illustrated and discussed in several
cases in simulation. Finally, Section V summarizes the
contribution and provides an overview of the future work.

II. SAFETY CRITERION

In this section, a safety indicator quantifying the degree
of danger (risk induced by a collision) represented by the
robot towards a nearby human operator is introduced. This
indicator has to be physically meaningful, related to the
control input and computable in real-time.

During a collision phase, the risk of injury for a human
operator depends mainly on the shape of the robot and on
the generated impact force. For a given shape, to ensure
safety, an indicator whose value is related to the impact
force is proposed. A safety criterion, namely a bound on
the maximum value of the safety indicator, is then derived.

A. Energy dissipation model and safety indicator

The generated impact force during a collision phase can be
written as a function of the dissipated energy and the shock
absorption distance:∫

u

Fimpactdu = Edissipated

= Ehumc + Erobc + Ehump + Erobp ,

(1)

With Fimpact the generated impact force during the col-
lision, u the shock absorption distance and Edissipated the
dissipated energy which is equal to the sum of the kinetic

Ec and potential Ep energy of both of the human operator
and the robot.

On the one hand, the left side parameters of the shock
absorption equation (1) are not directly related to the actu-
ation torque. Moreover, it is impossible to have an accurate
model of the human body-robot impedance3. As a matter of
fact, the use of the impact force or of the shock absorption
distance as a safety indicator is neither desirable nor possible.
On the other hand, the dissipated energy is closely related to
the impact force and can be directly related to the actuation
torque and thus controlled in order to reduce the impact of
a collision.

At a given time, very few assumptions can be made on
the current level of energy of the human operator and on
its future evolution. As a consequence, the retained safety
indicator S is robot-centered:

S = Eijc + Eijp

=
1

2
m(q)eqij v

2
i/j +

1

2
K(q)eqij e

Te,
(2)

where 1/m(q)eqij = J(q)i,jC M(q)−1J(q)i,j
T

C . m(q)eqij is the
equivalent mass of the robot segment i in the direction of
obstacle j expressed in the cartesian space [16]. M(q) is
the joint space inertia matrix of the robot and q its joint
space configuration. vi/j = J(q)i,jC q̇ is the relative velocity
of the closest point C belonging to the robot segment i
in the direction of obstacle j, with respect to obstacle j .
J(q)i,jC is the Jacobian of the robot segment i expressed at
C and projected along the distance vector towards obstacle
j. K(q)eqij is the equivalent controller stiffness4 at point C
projected along the distance vector towards obstacle j. When
in contact, e is the error induced by the contact on the
position and orientation of point C. This error is 0 when
there is no contact.

To ensure safety for both the robot and any nearby
obstacle, the introduced indicator has to be considered for
each (robot segment i, considered obstacle j) pair, i.e. for no
obstacles and a robot composed of nb mobile bodies, no×nb
safety indicators. Within the framework of this paper, and
without loss of generality, a single obstacle O is considered
and the only mobile body of the robot considered for safety
is the end-effector (EE). Indeed, it is the last segment of the
fixed base serial robot (Kuka LWR4) that holds the practical
load and consequently deploys the maximum kinetic energy.
Also, at this stage of the work, only kinetic energy is
considered. The safety indicator can thus be written:

S = EEE,Oc

=
1

2
m(q)eqv2,

(3)

where m(q)eq = m(q)eqEE,O and v = vEE/O. This indicator
represents the energy that would have to be dissipated by the

3This model would have to be individual and body-part specific.
4In this work, the robot is supposed to be rigid with respect to the

controller stiffness capabilities but it would be possible to integrate the
compliance of the robot in the safety indicator if, for example, series elastic
actuator were used.
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end-effector of the robot and the human operator in case of
an immediate collision.

B. Safety limit value

Given Elimit, some limit value of the energy that can
be dissipated by a human and the robot during an impact,
the safety criterion can be written S ≤ Elimit and must
always be satisfied. Given the nature of S, such a constraint
if imposed at the control level, may have two consequences: a
limitation of the velocity of the end-effector in the direction
of the obstacle and a modification of its apparent mass in
the same direction. However, when no human operator is
present at a close distance from the robot, it is not necessary
to saturate the developed kinetic energy. Elimit should then
depend on the amount of kinetic energy that is considered
to be safe just before the occurrence of a contact/collision
but also be a function f of the distance d between the end-
effector of the robot and the considered human operator:

S ≤ Elimit = Esafe + f(d). (4)

The value of Esafe depends on the nature of the obstacle
and of the tool carried by the end-effector. It also depends on
the nature of the interaction that can be allowed between the
robot and its surrounding environment. Thus, if any contact
between the robot and the considered obstacle is forbidden:
Esafe = 0 → v = 0. When contact is allowed: Esafe > 0
is the maximum value of the kinetic energy allowed for the
robot just before the collision. f(d) is a weighting function
depending on the distance d between the end-effector and
the considered obstacle.

Based on the previous statements, three working zones,
illustrated on Figure 2, are defined for the dynamic behaviour
of the robot:

1) a safe zone for d < dsafe in which the kinetic energy
must be lower than Esafe;

2) a working zone for dsafe < d < dmax where the
kinetic energy is constrained when the robot is moving
toward the obstacle;

3) and a third zone for d > dmax in which maximum
dynamic performances are allowed for the system.

robot < Esafe + f(d)

Erobot < Esafe

Erobot < Esafe + f(dmax) = Emax

d
sa

fed
m

a
x

Safe zone

Distance energy zone

E

Maximum energy zone

Fig. 2. Energy zones for the dynamic behaviour of the robot.

In the case where the considered obstacle is approaching
the robot, the later must be able to develop sufficient breaking

Esafe

Emax

dsafe dmax

d

Elimit

f(d)

Fig. 3. Evolution of the kinetic energy constraint depending on the distance
d between the end-effector and the obstacle.

capacities to satisfy the imposed constraint on the kinetic
energy. The weighting function f(d) must therefore account
for the dynamics of the robot at every time-step. From the
Work-Energy theorem, the amount of work exerted on the
robot during the breaking phase is equal to the variation of
its kinetic energy. Moreover, this work can be expressed as
a product between the equivalent breaking force Feq applied
on the end-effector and the breaking distance:

W = ∆Ec

= Feq(d− dsafe)
= Elimit(d)− Elimit(dsafe)
= f(d)− f(dsafe).

(5)

The term f represents the maximum energy that can
be dissipated during the breaking phase. By choosing this
function to be linear inside the distance energy working zone
(see Figure 3), it can be written:

f(d) = k(d− dsafe). (6)

The slope coefficient k of the weighting function f(d)
represents the equivalent breaking force applied on the end-
effector in the direction of the obstacle. It depends on the
available breaking torques τ breaking and the Jacobian of the
end-effector in direction of the considered obstacle J(q)C :

τ breaking = J(q)TCk. (7)

Sufficient breaking capacities have to be guaranteed over
the distance d. However, J(q)C can only be considered
constant locally and k is thus a function of the future
configurations of the robot. Given the non linear nature
of robotic manipulators, predicting the evolution of k is a
complex problem. In the worst cases, this value is very close
to 0 and to ensure safety Elimit should always be equal
to Esafe, strongly limiting the dynamic performances of
the robot when d < dmax. Given the global objectives of
this work, this is not satisfactory and an average value of k
(> 0) is considered all over the workspace of the robot. As
demonstrated in the work of Rubrecht et al. [17] this is a
reasonable working assumption as safe alternative behaviours
can be constructed on-line based on the knowledge of the
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joint space breaking capabilities which are constant and can
be guaranteed over an infinite time horizon.

C. Safety criterion extension

The safety criterion previously introduced considers the
squared relative velocity between the end-effector and a
nearby obstacle. Thus, there is no differentiation between
the case where the robot is going towards the obstacle and
where it is moving away from it. In a forbidden contact
situation (Esafe = 0), v = 0 is imposed which forbids the
robot from going towards the obstacle but also from moving
away from it. To avoid constraining the motion of the robot
in the opposite direction of the obstacle, the safety indicator
can be signed:

S =
1

2
sign(v)m(q)eqv2, (8)

with sign(v) = 1 when the end-effector is getting closer to
the considered obstacle.

The safety criterion is thus finally written:

S ≤ Esafe + k(d− dsafe), (9)

with S defined by (8).

III. SAFE DYNAMIC CONTROLLER

In this section a dynamic control strategy that ensures
safety for both of the human operator and the robot is
proposed. The objective is to compute the control torque
τ in order to to perform a trajectory tracking task while
respecting a number of constraints at every time-step:
• respect the introduced safety criterion to prevent dam-

aging collisions,
• respect the physical limits of the system.

A. Task formulation

The objective function of the controller is defined as an
error function to be minimized. It could be for example an
acceleration task if the robot has to perform a trajectory
tracking, or a wrench task if the wrench applied on the
environment has to be controlled.

In this work, a trajectory tracking performance is con-
sidered. A cartesian acceleration task is then defined as
an error between the expected acceleration Ẍ

c
and the

real acceleration Ẍ of the robot-end effector. Considering
Ẍ = J(q)q̈ + J̇(q)q̇ (where J(q) is the Jacobian of the
end-effector), it can be written as function of the control
input using the equation of motion of the system:

Ẍ = J(q)M(q)−1 (τ − b(q, q̇)) + J̇(q)q̇, (10)

where b(q, q̇) are the non linear terms of the equation of
motion, namely gravity, Coriolis and centrifugal induced
generalized forces. Ẍ

c
can be computed with a PD controller

with feed-forward term in order to track some desired
trajectory X(t)?. The acceleration task function to minimize
can then be written:

g
(
τ , Ẍ

c
)

= Ẍ
c
−
(
J(q)M(q)−1 (τ − b(q, q̇)) + J̇(q)q̇

)
.

(11)

B. Constraints formulation

The physical limits of the system have to be accounted
for when solving the control problem. The computed control
input τ |k at instant k must be such that these limits are not
violated at the next time step k + 1. They can naturally be
written as inequality constraints:

qmin ≤ q|k+1 ≤ qmax,
q̇min ≤ q̇|k+1 ≤ q̇max,
τmin ≤ τ |k ≤ τmax.

(12)

To be easily accounted for, these constraints have to be
expressed as a function of the control variable τ |k. This can
be done based on the state at instant k and on a local discrete
linear approximation of the behaviour of the robot in joint
space with a time step δt:

q̈|k = M(q|k)−1
(
τ |k − b(q|k, q̇|k)

)
,

q̇|k+1 = q̇|k + δtq̈|k,

q|k+1 = q|k + δtq̇|k + δt2

2 q̈|k.

(13)

In an equivalent way, the safety indicator S|k+1 can be
expressed as a function of the control variable τ |k. Express-
ing v as a function of the joint space velocity: v = J(q)C q̇,
v|k+1 is given by:

v|k+1 = J(q)C

(
q̇|k + δtq̈|k

)
. (14)

From (14), the quadratic constraint related to the safety
criterion is written:

1

2
sign(v|k+1)m(q|k)eqv2|k+1 ≤ Esafe+k(d−dsafe). (15)

C. Controller formulation

The proposed control strategy computes the control torque
by minimizing the norm of the cartesian acceleration task
function expressed in the following quadratic form:

arg min
τ

∥∥∥g (τ , Ẍc
)∥∥∥2

Qt

+ ε‖τ‖2Qr
, (16)

subject to (12) and (15).
Qt and Qr are positive semidefinite weighting matrices

and ‖a‖Q is the Q−weighted euclidean norm of a. ε‖τ‖2Qr

with ε << 1 serves as a regularization task in order to
ensure the uniqueness of the control solution and minimize
the norm of the computed control torque. It can be shown
that the quadratic forms composing the tasks and constraints
expression (16), (12) and (15) can be written as functions
of positive semidefinite matrices. This QCQP optimization
problem is thus convex and admits a unique global minimum.

IV. EXPERIMENTAL RESULTS

The controller described in Section III is implemented as a
C++ Orocos component [16] on a virtual model of the Kuka
LWR4 serial robot using XDE, a robotics-oriented physics
simulation engine [18].

In this section, different behaviours that can be induced
using different values of the algorithm parameters are pre-
sented and discussed. First, a test case scenario used as
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a basis for all the different controller configurations is
presented. An obstacle is introduced in the workspace of
the robot and different interaction modes are simulated. Non
physical interactions and collision tests are performed with
and without a kinetic energy constraint on the robot end
effector in the direction of the considered obstacle.

A. Test case scenario

As a main activity, the robot performs a repetitive pick
and place movement where it tracks a desired position and
orientation in the cartesian space (see Fig. 4). The controller
is implemented without any constraint on the kinetic energy
and the QP problem is solved at every time-step to compute
the needed control torque. The QP is solved in real time
using Gurobi, a commercial optimization software [19].

Obstacle O2 Obstacle O1
3

4 1

2

Fig. 4. Kuka LWR4 serial robot within the XDE simulator near its
considered obstacle. Case O1 is when the obstacle intersects with the robot
trajectory. Case O2 is when the obstacle is nearby the robot but does not
intersect with its trajectory

The controller described by (16) is implemented only
with the linear constraints on the physical limitations of the
system. The robots movement is then as dynamic as possible
and the pick and place task is performed with the maximum
needed kinetic energy to satisfy the desired X∗, Ẋ∗ and Ẍ∗.
The kinetic energy of the end-effector in the direction of the
nearby considered obstacle (case O2 in Fig. 4) is shown in
Fig. 5.a.

The maximum tracking errors in the cartesian space are
5 × 10−3 m for the position and 2.3 × 10−2 rad for
orientation. One of the main advantages of using a QP to
compute the robot control torque is the possibility to take
the physical constraints of the system into account. From
Fig. 6 it can be seen that the limits on the articular position,
velocity and torque are respected whenever the robot reaches
the considered constraints.

B. Obstacle intersecting with the robot trajectory and no
constraint on the kinetic energy

In this scenario, the obstacle intersects with the 2 - 3
segment of the pick and place movement trajectory (case O1

in Fig. 4). When a collision occurs between the robot and the
rigid object, most of the kinetic energy is dissipated. Fig. 7
shows the dissipation of the kinetic energy of the end-effector
during a collision phase with the considered obstacle.

S

1 2 4 3 2 1
a) b)

c) d)

3

Fig. 5. a): Unconstrained kinetic energy of the end-effector in the direction
of a nearby obstacle (case O2 in Fig. 4). b), c) and d): Velocity performance
for the pick and place movement nearby the considered obstacle.

Fig. 6. Articular positions, velocity and torque of the pick and place
movement without constraint on the kinetic energy of the end-effector.

According to (1) this fast dissipation of the kinetic en-
ergy induces a large impact force. This force can generate
damages to the objects during the collision phase. Thus, the
controller can be considered unsafe.

C. Nearby obstacle and constraint on the kinetic energy

In this case, a constraint on the kinetic energy of the
end-effector is added to safely account for the presence of
a considered obstacle. This constraint limits the actuation
torque and, accordingly to (8), has a direct impact on the
velocity of the end-effector. Depending on how the controller
parameters values dsafe, Esafe and k are chosen, physical
contact can be enabled or disabled.

1) Obstacle not intersecting the robot trajectory: In this
scenario, the obstacle does not intersect with the path of the
pick and place movement and the controller parameters are
chosen as Esafe = 0.01 J , k = 0.44 N.m, dsafe = 0.8 m
and dmax = 1.5 m.
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S

Collision instant

Fig. 7. Dissipation of the unconstrained kinetic energy of the robot end-
effector in the direction of the considered obstacle during a collision phase.

In this particular case, the robot succeeds in achieving the
pick and place movement but with a diminished dynamic
performance compared to the unconstrained kinetic energy
behaviour (see Fig. 8). Indeed, the constraint on the kinetic
energy in the direction of the obstacle directly influences the
velocity and the apparent inertia of the robot end-effector
(2).

S
Elimit

a) b)

c) d)

Fig. 8. a): Constrained kinetic energy of the end-effector in the direction
of a nearby obstacle (case O2 in Fig. 4). b), c) and d): Influence of the
constrained kinetic energy on the velocity performance for the pick and
place movement nearby the considered obstacle.

The constraint on the kinetic energy of the end-effector in
the direction of the considered obstacle (Fig. 8.a) is respected
at every time-step and a drop in the velocity can be observed
in the Ẋx component (Fig. 8.b).

2) Obstacle intersecting the robot movement: In this
scenario, the obstacle intersects with the 2 - 3 segment of
the pick and place movement trajectory and the controller
parameters are taken as Esafe = 0.01 J , k = 0.44 N.m,
dsafe = 0.8 m and dmax = 1.5 m. The kinetic energy of
the end-effector during the collision phase is shown in Fig. 9.

S
Elimit

Collision instant

Fig. 9. Dissipation of the constrained kinetic energy of the end-effector in
the direction of the considered obstacle during a collision phase.

The kinetic energy profiles of the two collision phases in
Fig. 9 and 7 show the benefit of using the safety criterion
introduced in (3). Indeed, the dissipated energy when the
kinetic energy of the end-effector is initially constrained
is less than the dissipation without any constraint. This
particular property of the presented controller allows safer
physical interactions between the robot and its environment.

3) Stopping behaviour when the obstacle intersects with
the trajectory of the robot: An other behaviour that can be
induced using the same controller with different parameters
values is the collision avoidance performance. Indeed, speci-
fying Esafe = 0 J at a desired distance dsafe will force the
robot to stop and prevents it from getting in contact with the
considered obstacle (case O1 in Fig. 4). Fig. 10 shows the
robot stopping performance with the following parameters
values Esafe = 0 J , k = 0.44 N.m, dsafe = 0.2 m and
dmax = 1.5 m. The end-effector reaches exactly the desired
kinetic energy at the desired distance from the considered
obstacle.

S
Elimit

Fig. 10. Distance between the end-effector and the considered obstacle for
a collision avoidance behaviour
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V. CONCLUSION

The energy based safety indicator proposed and validated
in this paper holds a great potential for human/robot col-
laboration tasks. Indeed, energy is a universal component
that can describe several physical phenomena linked to the
physical interaction process. Velocity, inertia and also contact
forces can all be expressed and modulated with this same
quantity. Using the presented control framework and the
introduced energy based criterion, the robot has been proven
capable of producing different behaviours towards a nearby
considered obstacle just by acting on physically meaningful
control parameters. During its motion, at every time-step,
the kinetic energy of the end-effector is controlled. If a
collision occurs or contact with the environment is desired,
the dissipated energy is modulated to smooth the interaction
process and guarantee safety for both the robot and the
obstacle. Enabling/disabling contact and stopping the robot at
a desired distance from the obstacle are different behaviours
that can be obtained using the same controller.

On-going work focuses on the hardware integration of
the presented control framework and safety criterion on a
Kuka LWR4 serial robot. The distance between the end-
effector and the human operator is acquired with a 3D visual
system, here a Microsoft Kinect, and encouraging prelimi-
nary results have been obtained as illustrated on Fig. 1. The
reliability and continuity of the measured distance is still to
be improved and the velocity of the human operator must
be considered. The Gurobi QCQP solver is running as an
Orocos component on a Linux operating system patched with
Xenomai to ensure proper real-time constraints at 1 kHz.
Given the computational load induced by the QCQP, a 1 kHz
sampling frequency cannot be guaranteed yet and the overall
performances have to be improved.

Besides the improvement of the computational as-
pects of the control problem, future work will focus
on the potential energy part of the safety criterion. The
(kinetic + potential) energy exchange between the robot
and its environment still has to be studied, validated in
simulation and integrated on the real robot.
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Emergence of humanoid walking behaviors
from Mixed-Integer Model Predictive Control

Aurelien Ibanez1, Philippe Bidaud1,2 and Vincent Padois1

Abstract— Balance strategies range from continuous postural
adjustments to discrete changes in contacts: their simultaneous
execution is required to maintain postural stability while
considering the engaged walking activity. In order to compute
optimal time, duration and position of footsteps along with the
center of mass trajectory of a humanoid, a novel mixed-integer
model of the system is presented. The introduction of this model
in a predictive control problem brings the definition of a Mixed-
Integer Quadratic Program, subject to linear constraints. Sim-
ulation results demonstrate the simultaneous adaptation of the
gait pattern and posture of the humanoid, in a walking activity
under large disturbances, to efficiently compromise between
task performance and balance. In addition, a push recovery
scenario displays how, using a single balance-performance ratio,
distinct behaviors of the humanoid can be specified.

I. INTRODUCTION

Humanoid robots employ locomotion systems which are
essentially of hybrid nature, combining discrete supports and
multi-body dynamics. Legged locomotion couples these two
sub-systems in different ways, and distinct behaviors emerge
depending on the desired performance and constraints [1].
The choice of balance strategy is all the more important
in situations where the robot undergoes large physical dis-
turbances. Appropriate strategies in such cases generally
lie between whole-body balancing and changes in the base
of support (BoS). The robotics literature presents various
solutions in this range, involving torque compensation [2],
bracing behaviors [3] at the center of mass (CoM), angular
momentum rejection [4] and shifts in foot placement [4], [5].

Changes in the BoS, however, have the potential to provide
a greater degree of stabilization than whole-body adjustments
in a fixed-support configuration [6], and may, on one hand,
even be necessary depending on the activity and the con-
straints the system is subject to. On the other hand control of
these changes may be more challenging. It requires indeed
the determination of the adequate time, duration, distance
and direction of the shift, while regarding both constraints
on the system and the desired motion of the robot. With the
Capture Region approach [4], Pratt et al. propose to solve
the problem of when and where to take a step, along with
suitable CoM and angular momentum behaviors. Although
it has largely demonstrated its efficiency in push-recovery

1Aurelien Ibanez, Philippe Bidaud and Vincent Padois are with:
- Sorbonne Universités, UPMC Univ Paris 06, UMR 7222, Institut des

Systèmes Intelligents et de Robotique, F-75005, Paris, France
- CNRS, UMR 7222, Institut des Systèmes In-

telligents et de Robotique, F-75005, Paris, France
{ibanez,bidaud,padois}@isir.upmc.fr

2Philippe Bidaud is with the ONERA, 91123 Palaiseau, France
philippe.bidaud@onera.fr

continuous
       postural adjustments

discrete contacts shifts

     
                               

  
walk

external  
  disturbances

Fig. 1. Illustration of the hybrid nature of safe biped walking: the walking
task induces discrete changes in the base of support, while balance is
maintained through continuous postural adjustments and adaptation of the
contacts position.

cases, this method lacks consideration of the constraints
the robot is subject to and of the engaged activity, which
could potentially affect the feasibility of the expected step.
Furthermore, little insight on the suitable duration of the step
is given.

Predictive approaches are appropriate to preview the
influence of the duration and placement of the step taken,
and can be applied to the Capture Region method as
Krause et al. [7] propose in a Model Predictive Control
(MPC) framework. MPC indeed provides a future time
window to estimate the evolution of the system’s state, and
the formulation of an optimization problem is favorable to
the consideration of constraints and objectives the robot
must comply with. However, the additional complexity
generally requires the use of reduced models, constraints
approximations and predefined entities or heuristics in
order to obtain computationally-efficient formulations.
Moreover the hybrid nature of biped walking, involving
continuous evolution of the system’s motion and discrete
changes in constraints and forces acting on it as illustrated
in Figure 1, tends to prevent straightforward formulations.
In order to confine the resolution to the continuous,
smooth part of the problem, Herdt et al. [5] propose to
exploit a previously given horizon of contacts activation to
simultaneously optimize the CoM trajectory with contacts
positions. Another method consists in regularizing the
problem: Mordatch et al. [8] make for example use of
hard-constraints smoothing for rigid contacts, in order to
ensure regularity of the model.

2014 IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS 2014)
September 14-18, 2014, Chicago, IL, USA

978-1-4799-6934-0/14/$31.00 ©2014 IEEE 4014



This papers proposes an original approach to the
capture, in a predictive framework, of the influence of
both CoM dynamics and changes in the BoS with respect
to constraints on the system and the ongoing walking
activity. No regularization of the hybrid nature of biped
walking is carried out, and discrete events are described
using a computationally favorable, redundant set of highly-
constrained integer variables. Behavior of the system is
specified at a high level, as a sole ratio between balance
and performance of the walking activity. The resulting
MPC problem takes the form of a quadratic, linearly
constrained mixed-integer program (MIQP) which allows
to determine, over a preview horizon, an optimal strategy
between changes in the BoS and CoM behavior, subject to
multiple constraints, maximizing balance and performance
of a walking activity.

This work is presented as follows. A linearly-constrained,
mixed-integer set of variables is first introduced in Section II
to characterize admissible changes in the BoS. The Zero-
Moment Point (ZMP) approach is employed to capture, in
terms of balance, the state of the system with respect to the
BoS. The resulting model allows the linear expression of
several constraints related to the walking activity.
Section III employs this model of the system in an MPC
framework, and defines the control objective as a com-
promise between balance and performance of the walking
task, which is formulated as the tracking of a desired CoM
trajectory. An optimal horizon of changes in the BoS and
CoM trajectory is computed from a MIQP, without the use
of pre-defined gait patterns or heuristics.
Simulations results in Section IV validates this approach
in various scenarii. Performance of the tracking task is
demonstrated in a sinusoidal trajectory tracking case, and
the introduction of large physical disturbances on the robot
exhibits the conjoint adaptation of gait pattern and CoM
trajectory. Last, the influence of the balance and walking
weights is exhibited in a push recovery case where the system
behavior, as a response to an unknown external action,
significantly varies for different values of the weights ratio.

II. ZERO-MOMENT POINT, MIXED-INTEGER
BIPED MODEL

In order to adopt the appropriate balance strategy, control
algorithms should exploit a model of the system describing
the effect of various quantities of interest on the postural
stability of the robot. Indeed, employing this model to
evaluate the performance of different evolutions of each of
these quantities may lead to the identification of the best
combination to select.

Under several hypotheses, the Zero-Moment Point [9]
approach captures the balance state of the system by relating
its CoM dynamics to the base of support. However, the
hybrid nature of biped walking clearly differentiates CoM
dynamics changes from BoS shifts: the former is continuous
in essence, while the latter is restrained to discrete events.
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Fig. 2. Mixed-integer contact state description —2(a): Real val-
ued a and b describe bounds of the position of the feet in con-
tact, with their respective binary rising/falling edges α and β. Binary
variable γ differentiates single and double support phases, and δ re-
strains the evolution of bounds a, b during transitions from double
to single support. Current BoS is linearly expressed (dark gray) and
previewed BoSs are approximated by their bounding box (light gray).
—2(b): typical evolution of linearly-constrained variables (a, b,α,β, δ, γ),
related to the base of support. Variable r = (a+ b)/2 is displayed here to
describe the center of the supporting surface.

MPC methods, writing the control problem as an optimiza-
tion problem, generally consider the continuous members
of the ZMP model solely as degrees of freedom (DoF).
Kajita et al. [10] and Wieber [11] for example adjusted the
CoM dynamics to maintain balance; Herdt et al. [5] isolated
the discrete aspect of changes in the BoS in a priorly-defined
activation matrix, allowing to add the determination of the
footsteps location to the MPC problem.

However, the time of activation of discrete changes in the
BoS might noticeably affect the performance of both balance
and the walking task. This section therefore describes a
model considering simultaneously the CoM dynamics, am-
plitude and instants of changes in the BoS. Aiming at a
computationally-efficient formulation, the use of a redundant
set of integer and real variables to describe the contact state
of the robot allows to keep a linear form of the various
constraints the system is subject to.

A. Mixed-Integer biped model

To capture the discrete nature of changes in the BoS,
with a view to future optimization, a choice of linearly-
constrained, redundant descriptors of the contact state is
proposed. Additional details can be found in [12].

The amplitude and position of the BoS are described by
its bounding box, as illustrated in Figure 2(a): real-valued
variables (a, b) ∈ R2×R2 are defined as the upper and lower
bounds, respectively, of the position in the two horizontal
directions of the feet in contact. The discrete essence of
changes in the BoS leads to the definition of several con-
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straints, called shape constraints, restraining variables (a, b).
Essentially, (a, b) must be piecewise-constant. This con-
straint can be linearly expressed with the introduction of
binary variables (α,β) ∈ {0, 1}2 × {0, 1}2 as rising and
falling edges of a and b, respectively.

Bounds (a, b) are furthermore implicitly related to feet
positions: thus there exists couplings between the two
directions of a and b, called admissibility constraints.
First, single support phases (SS) impose that a equals b,
as the BoS is reduced to one foot (cf. Figure 2(a)). SS
phases must hence be differentiated from double support
ones (DS): the binary variable γ ∈ {0, 1} is introduced to
this purpose, and allows to define this constraint linearly.
Second, each change in the pair (a, b) leads to the
alternation of γ, as any shift in the BoS corresponds to
either a transition SS→DS or DS→SS. Note that, as a
result, γ is fully defined by (a, b) and (α,β) assuming that
an initial value of γ is known.
Last, potential changes in a and b from DS to SS depend
on the configuration of the feet, relatively to bounds a
and b, in the previous DS phase. Indeed, as illustrated
in Figure 2(a), only the pairs (a1, a0) or (b1, b0) can
change when leaving the first DS configuration. On the
contrary, leaving the last DS configuration can only lead to
changes in the pairs (b1, a0) or (a1, b0). This coupling can
be linearly expressed with the introduction of the binary
variable δ ∈ {0, 1}: the first configuration in Figure 2(a)
corresponds to δ = 1 and the last to δ = 0. Note that
this relation is bilateral: when leaving SS to DS, changes
in (a, b) set the value of δ, and when switching back to SS,
the value of δ restrains potential changes in (a, b).
Figure 2(b) proposes typical evolutions of this set of BoS
variables.

Contact state of the robot can therefore be described
by the linearly-constrained, mixed-integer set of variables
(a, b,α,β, δ, γ). The ZMP model, neglecting rotational ef-
fects, relates CoM dynamics to the BoS; state ξ of the system
in a balance perspective can thus be reduced to

ξ = [ a b α β δ γ c ċ c̈ ]
T
, (1)

where c ∈ R3 is the position of the CoM in the world frame.
In the rest of this paper, time is sampled at discrete control
instants ti, and notation vj for function v of time t denotes
the value v (tj), and vk|j the value v (tj) estimated from
control time tk. As stated earlier, the major contribution of
such a description of the contact state is that, in discrete time,
shape and admissibility constraints can be put in the linear
form

∀k ∈ N, Aclξk + Acrξk+1 � f c, (2)

where Acl and Acr are nc × 19 matrices, and f c a vector
in Rnc .

Biped postural stability, in non-sliding cases, can be ob-
tained by avoiding tip-over of the humanoid: with coplanar
contacts, the center of pressure (CoP) must stay away from

the edges of the BoS. The ZMP approach [9] allows the com-
putation of the position p on the ground of the CoP from the
dynamics of the system. Ignoring rotational effects compared
to translational ones, and neglecting vertical acceleration of
the CoM compared to its horizontal acceleration, p writes

p = h− c · e2

g
ḧ where h = c− (c · e2)e2, (3)

with e2 the ascendant vertical direction, g the gravity ampli-
tude and h the horizontal position of the CoM. In order
to have a linear expression of p with respect to ξ and
considering the approximation on the vertical acceleration of
the CoM, the altitude of the CoM is considered as constant
in the rest of this paper. The relevant CoM dynamics are thus
the horizontal ones h, therefore system state ξ, matrices Acl

and Acr and vector f c are modified accordingly. Also, the
balance constraint is linear with respect to the horizontal
dynamics of the CoM, but changes in the supporting surface
being reflected by changes in state variables (a, b), the
inclusion constraint is quadratic with respect to the state ξ
of the system. Nevertheless, as shown in [5], overestimating
the convex hull of this surface by its bounding box in
forward and lateral directions brings the definition of a set of
linear inequality constraints with respect to ξ. Note that this
approximation is solely made for future potential DS phases:
constraints for an established BoS can be fully implemented
without overestimation (cf. Figure 2(a)). Remarks on this
approximation are provided in Section IV-D. Under this
overestimation, the CoP constraints write

∀k ∈ N, Apξk � fp, (4)

where Ap is a np × 16 matrix, and fp a vector in Rnp .
The previous description of the contact state, with the

ZMP model, brings the resulting mixed-integer biped model
at time tk

ξk =
[
ak bk αk βk δk γk hk ḣk ḧk

]T

s.t.



Ac,rξk � f c −Ac,lξk−1,
Apξk � fp,

(αk, βk) ∈ {0, 1}2 × {0, 1}2 ,
(δk, γk) ∈ {0, 1} × {0, 1} ,
(ak, bk) ∈ R2 × R2,(

hk, ḣk, ḧk

)
∈ R2 × R2 × R2,

(5)

which describes and restrains the balance state of the system.

B. Walking motion constraints

The model described in (5) allows the consideration of
a large variety of linear constraints, inherent to the con-
trol problem of walking humanoids. Relevant constraints
regarded in this paper are maximum leg span, maximum
swinging foot average velocity and minimal SS/DS phases
durations. Such constraints will ban strategies involving too
large or fast steps, and hinder solutions such as fast series
of small steps. Note that additional constraints such as
maximal SS/DS durations, bounds on the CoM velocity and
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acceleration, or bounds on positions of the feet can also be
put in a linear form with respect to the system state ξ.
Let v̄ denote the maximal swinging foot velocity, s̄ the
maximal step length and t̄ the largest of minimum durations
of SS and DS phases. Constraints on leg span, foot velocity
and SS/DS durations write∑

tk+j−tk≤max(s̄/v̄,t̄)

Aw,jξk+j � fw, j ∈ N, (6)

where Aw,j is a nw×19 matrix, and fw a vector in Rnw . It
can be shown that fw depends on a history of states ξ prior
to tk, and can be written in the form

fw = fw0
+

∑
tk−tk−j<max(s̄/v̄,t̄)

Bw,jξk−j , j ∈ N∗. (7)

Condition tk+j − tk ≤ max (s̄/v̄, t̄) (resp. tk − tk−j) states
that the forward (resp. backward) history influence is
irrelevant beyond the time step where both minimum
duration and maximum average velocity constraints are
necessarily respected. A constraint to avoid the overlapping
of feet is added, in the form of a linearized collision
avoidance constraint.

This model is employed in the following section to eval-
uate and optimize the performance, in terms of walking
activity and balance, of admissible evolutions of the system
state.

III. QUADRATIC, MIXED-INTEGER MPC

The walking control problem, in a predictive framework,
consists in finding an optimal and admissible horizon of
future system states ξk|k+j that ensure the performance of
an ongoing walking activity while maximizing balance of
the system. The descriptors of the system state presented
in Section II being taken as variables of an optimization
problem, these objectives can be written in the form of
quadratic functions, leading to the formulation of a MPC
problem as a mixed-integer quadratic program.

Considering approximations exploited in the ZMP model,
a minimal set of parameters can be obtained to describe an
horizon of system states ξk|k+j . Indeed, a discrete integration
scheme brings, with piecewise constant CoM jerks u =
∂3h/∂t3

∀j ∈ N∗, ĥk|k+j+1 = Ahĥk|k+j + Bhuk|k+j+1, (8)

where ĥ = [h ḣ ḧ]T is the CoM horizontal dynamics,
and Ah, Bh integration matrices. The minimal set of vari-
ables required to preview ξk|k+j+1 from ξk|k+j is hence
denoted χk|k+j+1, defined as

χ = [ a b α β δ γ u ]
T
.

The model (5) can thus be written as the Linear Time-
Invariant process

∀j ∈ N∗, ξk|k+j+1 = Qξk|k+j + Tχk|k+j+1, (9)

where Q and T are state description matrices derived
from (8). Relation (9) allows to preview an horizon Ck,N

of N future states ξk|k+j from an horizon Xk,N of N future
inputs χk|k+j and the actual state ξk|k = ξk. The preview
writes, with P and R combinations of Q and T

Ck,N =

 ξk|k+1

...
ξk|k+N

 = Pξk + R

 χk|k+1

...
χk|k+N

 ,
denoted as

Ck,N = Pξk + RXk,N . (10)

Linear equation (10) allows to reformulate the linear equal-
ities (2), (4) and (6) as

AXk,N � f (11)

where f depends on a history of actual and previous
states ξ, as shown in (2), (6) and (7).

A walking activity can be interpreted as reaching a target
position with a desired horizontal velocity, which can be
expressed at the level of the CoM. It is in such terms a
tracking task, whose performance can be evaluated as a
tracking error. Let ĥ

ref
denote the desired trajectory of the

CoM. Objective Jw of the walking activity can be written,
over a preview horizon, as the minimization of

Jwk =
N∑
j=1

∥∥∥S(ĥk|k+j − ĥ
ref

k|k+j

)∥∥∥2

, (12)

where S is a 6 × 6 weighting selection matrix, diagonal,
defining whether position, velocity and/or acceleration are
tracked in each of the two horizontal directions. For example,
a standstill activity aiming at ḣ→ 0 can be expressed with
ĥ
ref

= 0 and the only non-null terms of S corresponding
to velocity in both horizontal directions; that is, Jwk =∑N

j=1 ‖ḣk|k+j‖2.
While performance of the walking activity is essential,

robustness of the posture of the robot is also a major
objective in walking motions. Balance is guaranteed, under
the assumptions of the model, by the CoP constraint (4)
in (11). Nevertheless, as a tip-over situation occurs when the
CoP reaches the edges of the BoS, robustness of the balance
state of the robot can be captured as a distance to the edges.
The balance maximization objective can thus be written as
the minimization of Jb

Jbk =
N∑
j=1

∥∥∥pk|k+j − rk|k+j

∥∥∥2

, (13)

where r = (a+ b)/2 is the center of the BoS, i.e. the point
at the greatest distance from the edges of the supporting
surface.

Secondary objectives are added to the control problem in
these works for regularization purposes. They aim at mini-
mizing CoM jerks, avoid excessive changes in solutions from
one control step to another, keep track of the previous BoS
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size and prefer DS phases over SS ones. These regularization
objectives are written in the form of a quadratic cost q, which
can be used to reward desired behaviors in order to favor
short and frequent stepping over slower gaits, for example.

Objectives (12) and (13) are quadratic with respect
to Xk,N , and are considered in the global cost function J

Jk = ωbJbk+ωwJwk+q = XT
k,NHXk,N+dTXk,N , (14)

where H is a positive definite matrix, d a vector and (ωb, ωw)
scalar weights defining a compromise between balance ro-
bustness and tracking performance. The MPC problem finally
writes

min
Xk,N

XT
k,NHXk,N + dTXk,N

s.t.



AXk,N � f
ξk|k = ξk

ξk|k+j+1 = Qξk|k+j + Tχk|k+j+1,(
ak|k+j , bk|k+j

)
∈ R2 × R2,(

αk|k+j , βk|k+j

)
∈ {0, 1}2 × {0, 1}2 ,(

δk|k+j , γk|k+j

)
∈ {0, 1} × {0, 1} ,

uk|k+j ∈ R2,

(15)

which is a Mixed-Integer Quadratic Program in canonical
form. The computational complexity of problem (15) is
strongly related to the number of non-real variables. Nev-
ertheless its QP form allows the use of fast algorithms and
binary variables can be sampled at a lower frequency, as
discussed in Section IV-D.

IV. RESULTS

Contribution of the MPC formulation (15) is exposed
with several simulation results, demonstrating the variety of
behaviors generated in diverse scenarii.

Opening results illustrate that, without the use of any
heuristics other than motion constraints and controller
weights, the MPC (15) automatically generates an intuitive
gait pattern to follow a varying reference velocity. A second
set of results exhibits optimal modifications of the gait
pattern to accommodate an ongoing walking activity to large
physical disturbances on the robot. Last, results in a push-
recovery scenario demonstrate how weights in (14) allows to
implicitly define, at a high level, different behaviors of the
humanoid.

Simulations are performed using the ARBORIS-PYTHON
simulator [13] developed at ISIR, and whole-body motion
from optimal outputs of the MPC (15) is ensured by an
LQP-based controller [14] for an iCub [15] robot model.
The system state is previewed over an horizon of 1.0s, and
simulations are run with a time step of dt = 1.e−2s. The
humanoid weighs ≈ 27kg with a height of ≈ 1m.

A. Gait generation: sinusoidal velocity tracking

A first simulation scenario is performed to illustrate the
behavior of the MIQP problem in nominal conditions. A
walking activity is specified as the tracking of a sinusoidal
CoM velocity in the forward direction, and a null velocity
in the lateral direction. Major weights (ωb, ωw) in the cost

Fig. 3. CoM velocity tracking performance — thick line: forward —
thin line: lateral — dotted lines: reference velocities

Fig. 4. Generated gait pattern from CoM velocity tracking — solid: average
foot velocity during single support— dotted: CoM reference velocities

function (14) are equal, and forward and lateral directions
have the same importance in the tracking error function (12),
i.e. Sij ∈ {0, 1}.

Performance of the tracking task is depicted in Figure 3:
both forward and lateral CoM velocities tend towards the
reference ḣ

ref
. However, oscillations are still visible as the

result of the alternation between SS and DS phases. Indeed,
velocity of the CoM is restrained by the CoP constraints (4)
its acceleration is subject to, constraints that are all the more
restrictive in single support phases. Consequently, velocity
tracking is hindered during SS phases, and DS phases release
DoFs of the CoM, allowing the recovery of the tracking task.
Nevertheless, in periods of fast reference velocity ḣ

ref
, a

new SS phase is rapidly required and the robot do not have
time, due to regularizing terms q, to fully reach the required
velocity.

This last effect is illustrated in Figure 4 which displays
SS/DS alternations with the average foot velocity during each
SS phase. Indeed, time periods of high reference velocity
such as t = 15s require steps of high velocity and frequency,
while periods of medium reference velocity such as t ∈
[10s, 13s] lead to slower, sparser steps and a better CoM
velocity tracking.

From a more distant point of view, Figure 4 exposes an
intuitive strategy computed from (15): steps taken automat-
ically tend to be longer, faster and more frequent as the
desired walking velocity grows higher.

Note that equal weights ωb = ωw in (14) tend to give a
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Fig. 5. Evolution of the actual CoP and CoM with generated footsteps
— thick line: CoM position — thin line: actual CoP position
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higher priority to the walking task, particularly in cases of
high velocity tracking. This is mainly due to objectives Jw
and Jb not being normalized, hence letting differences in
magnitude have an influence. This effect can be observed
in Figure 5 which presents an extract of CoM, CoP and
feet positions. Although balance is still ensured, the tracking
task slightly prevents, especially in SS phases, the CoP from
staying in the middle of the BoS.
Figure 5 shows that the feet tend to be aligned in the forward
direction as a result of the null velocity tracking in the
lateral direction, in order to minimize the lateral velocity
of the CoM during footsteps. However, cases of low for-
ward reference velocities require small steps: the linearized
non-overlapping constraint on the feet forces a lateral gap
between them, hence inducing a loss of performance of the
tracking task in the lateral direction, as shown in Figure 3
around t = 22s for example.

B. Activity adjustments: walking under large disturbances

This simulation aims at exhibiting, for an identical set of
weights in the cost function (14), differences in the optimal
behavior against unknown disturbances. The humanoid has
to perform a walking task with a target forward velocity
of 0.20m.s−1, and a null desired lateral velocity. Three cases
are compared: an unknown lateral impact of +60N (more
thant a fifth of the total weight of the robot) is applied to the
head of the humanoid during a period of 0.1s, then no effort
is applied to the robot and, last, an opposite impact of −60N
is considered. Note that applying the external action to the
head brings additional disturbances as large rotational effects
are induced, effects which are not taken into account in the
ZMP model (3). Snapshots of the different cases are provided
in Figure 6.

Figure 7 shows that changes in the system state from the
impact lead to an intuitive modification of the steps taken:

Fig. 8. Generated gait pattern from CoM velocity tracking as a response
to different impacts — solid: average foot velocity during single support—
dotted: CoM reference velocities

Fig. 9. CoM velocity tracking performance against the impact —
thick line: forward — thin line: lateral — dotted lines: reference velocities

balance is ensured with a lateral drift of the robot in the
direction of the impact. It can be noted that for the impact
of +60N the right foot crosses the left one: such a solution
can be excluded by a set of linear constraints in (15), or self-
collisions should be handled at the whole-body control level.
The impact occurring during an ongoing step, Figure 8 shows
that the speed and duration of this step is slightly altered as
a response to the disturbance. Moreover, a major aspect of
the recovery strategy is illustrated: the DS phase following
the impact is noticeably shorter than in the undisturbed case.
A lateral step is indeed taken almost immediately in order
to improve balance.

These modifications in the gait pattern as a response to
the impact seem natural from the balance point of view.
Nevertheless, as illustrated in Figure 9, although a null lateral
velocity obviously cannot be reached during the impact, the
desired CoM velocities are rapidly recovered. Also, it can be
noted that the tracking task in the forward direction is almost
unaffected by the impact. The recovery steps taken are hence
compatible with the ongoing walking activity, as objective
function Jw is still part of the optimization problem.
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Lateral impact 60N No lateral impact Lateral impact -60N

Fig. 6. Snapshots of a walking activity under different unknown external impacts, applied to the head of the humanoid

ω ω

ω ω

ω ω

Fig. 10. Influence of the objective weights on the CoM velocity tracking
performance — thick line: forward — thin line: lateral — dotted lines: ref-
erence velocities

C. Behavior specification: push-recovery

A last simulation scenario demonstrates how the balance
behavior of the humanoid can be specified with the sole
ratio ωw/ωb. Differences in behavior are illustrated in a push
recovery case. The humanoid must stand still, i.e. ḣ

ref
= 0,

and experiences an unknown impact of 50N in the forward
direction and −25N in the lateral one, during a period
of 0.1s. The standing task is incrementally relaxed in three
cases. A first set of weights targets the best activity perfor-
mance with ωw/ωb = 5.0, a second is placed as reference
with ωw/ωb = 1.0 and a last set gives a higher priority to
the balance objective Jb with ωw/ωb = 0.5. The difference
in the resulting behavior of the humanoid is illustrated in
figures 10, 11 and 12 for the three cases.

As expected, results provided in Figure 10 show that prior-
ity of the tracking objective Jw, relatively to Jb, has a direct
influence on the evolution of the CoM velocity. Although
the humanoid eventually reaches the null reference velocity
in all cases, control with ωw/ωb = 5.0 attains the standstill
objective around three times faster than with ωw/ωb = 0.5.

This gain in performance is achieved with a noticeably
different gait pattern for the three cases. Indeed, as shown
in Figure 11 the first controller stops the CoM with one
step, the second with two and the third recovers a standstill
state after three steps. It can be observed that the duration
of the first recovery step grows with the decrease of the
ratio ωw/ωb, which can be interpreted as the concurrence
of two effects. During SS phases, the dynamics of the CoM
are conditioned by the CoP constraint (4), hence potentially
affecting the tracking objective Jw as shown in Figure 10;
on the other hand, a longer step duration allows to place

ω ω

ω ω

ω ω

Fig. 11. Generated gait pattern from CoM velocity tracking for different
objective weights in a push recovery scenario — solid: average foot velocity
during single support

the BoS as desired, in favor of the balance objective Jb.
Essentially, DS phases provides the CoM with a greater
degree of freedom, while SS phases are required to adapt
the BoS in regard to the balance objective.
Figure 12 indeed confirms these remarks. The first recovery
step tends to be further away from the initial feet configura-
tion as the ratio ωw/ωb decreases, which leads, in average,
to a better placement of the CoP with respect to the BoS.

D. Remarks and discussions

As observed in figures 5, 7 and 12, the CoP happens to
reach the edges of the BoS, thus putting the system at tip-
over risk although constraints on the CoP (4) are specified
with a safety margin of ≈ 30%, and are guaranteed in
problem (15). The ZMP model (3) used as an approximation
of the CoP ignores, among others, rotational effects. However
such effects may yet be of large magnitude in the cases
studied in this section: fast reference velocities and sudden
disturbances are considered, leading to rapid steps and, as a
consequence, fast movements of the swinging leg. Moreover,
the application of the external force to the head of the robot
induces rotational effects from the entire upper body of the
humanoid (cf. figure 6), thus increasing the gap between the
actual CoP and estimated ZMP (3). Note that this gap might
be partially reduced by setting a lower maximal foot velocity.
Another approximation regarding the CoP is the overestima-
tion of the convex hull of the contact points by its bounding
box, in order to write linear constraints with respect to
state ξ. Nevertheless, outputs from (15) can be validated at
each control step to ensure that the previewed CoP remains
inside the convex hull of the BoS. If not, a fast QP program
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position — thin line: actual CoP position

as described in [11] can be set up to recompute a valid CoM
trajectory (possibly with new feet positions as in [5]), taking
as input the changes in BoS provided by (15). Nevertheless,
such a safety setup was not necessary in the presented
simulations.

Results introduced in this section were obtained with
the GUROBI OPTIMIZER [16]. A non uniform time sam-
pling scale was used, in order to keep a reduced size of
the optimization vector while avoiding the accumulation
of integration errors in the preview. Furthermore, variables
associated to changes in the BoS were sampled at a lower
frequency than variables describing the CoM dynamics.
Indeed, the complexity of the MIQP (15) is strongly related
to the number of integer variables, and it can arbitrarily
be considered that changes in the BoS occur at a lower
frequency than CoM adjustments. Solving the MIQP (15)
took an average of 40ms1, and note that since MIQP solvers
generally employ branch-and-bound based algorithms, com-
putation time can largely be influenced by the order of
variables and the use of heuristics, helping at reaching the
best nodes faster.

Lastly, it can be noted that the model of the BoS presented
in Section II omits DoFs from the rotations of the feet.
Nevertheless, orienting the BoS in the motion or disturbance
direction may be beneficial to balance.

V. CONCLUSIONS

A novel predictive formulation of the walking control
problem is validated in this paper. The consideration of all
admissible changes in the BoS adds degrees of freedom to
the behavior of the system, behavior which can be specified
with a high-level lever in the form of a weight ratio between
balance and walking. Simulation results show a large range
of balance strategies adopted by the humanoid, independently
from prior gait patterns and moderated by the imposed
compromise between balance and walking performance, as a
response to the ongoing activity and unknown disturbances
on the system.

Future works may consider rotations of the feet to generate
a wider range of motions, and investigate in further details
the computational efficiency of the problem. Additional

1on a dual-core i7-2620M for 74 DoFs and 275 constraints in average.
The computation time being greater than the timestep, simulation was
slowed down in this work. Future works will investigate the implementation
of a slower control loop for gait adaptation.

developments may also consider configurations with non-
coplanar contacts.
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Variance Modulated Task Prioritization in Whole-Body Control

Ryan Lober1, Vincent Padois1 and Olivier Sigaud1

Abstract— Whole-Body Control methods offer the potential
to execute several tasks on highly redundant robots, such as
humanoids. Unfortunately, task combinations often result in
incompatibilities which generate undesirable behaviors. Pri-
oritization techniques can prevent tasks from perturbing one
another but often to the detriment of the lower precedence
tasks. For many tasks, static prioritization is not necessary
or even appropriate because tasks can often be achieved in
variable ways, as in reaching. In this paper, we show that such
task variability can be used to modulate task priorities during
execution, to temporarily deviate certain tasks as needed, in
the presence of incompatibilities. We first present a method
for mapping from task variance to task priority and then
provide an approach for computing task variance. Through
three common conflict scenarios, we demonstrate that mapping
from task variance to priorities reactively solves a number of
task incompatibilities.

I. INTRODUCTION

Highly redundant robots, such as humanoids or anthro-
pomorphic platforms, provide the capability of executing
several tasks simultaneously. Unfortunately, this versatility
comes at the cost of control difficulty due to the high di-
mensionality and undetermined nature of the inverse control
problem. Over the past few decades, Whole-Body Control,
or WBC, techniques have emerged as effective means of
controlling these systems, by allowing multiple tasks to be
specified simultaneously and utilizing their full capacity [1],
[2], [3], [4].

The execution of multiple tasks can induce unwanted
behaviors due to incompatibilities between them. Typically,
priorities are used to ensure that safety-critical tasks, such
as balancing, remain unperturbed by incompatibilities with
uncritical tasks like reaching. These priorities may be strict
[4] or soft [3] hierarchies.

While distinctions between tasks deemed safety-critical
or not are made with relative ease, discriminating between
uncritical tasks is less trivial. In many situations it is im-
possible to analytically justify the prioritization of one task
over another and as a result, tasks priorities are commonly
subject to arbitrary manual tuning. In many cases, such static
prioritization is too restrictive and can engender additional
incompatibilities that could be otherwise avoided. For anthro-
pomorphic or humanoid robots, generating tasks for the end-
effectors (EE) is crucial for manipulation and interaction with
the robot’s environment; however, manipulation tasks are

1 The authors are with - Sorbonne Universités, UPMC Univ Paris 06,
UMR 7222, Institut des Systèmes Intelligents et de Robotique, F-75005,
Paris, France - CNRS, UMR 7222 , Institut des Systèmes Intelligents et de
Robotique, F-75005, Paris, France
e-mail: firstname.lastname@isir.upmc.fr

generally not considered safety-critical and are consequently
difficult to prioritize.

EE tasks generally require that the robot pass through
one or more waypoints, as in goal reaching. These tasks
possess the property of task redundancy [5], which implies
that there exist infinitely many ways of passing from one
waypoint to the next. In practice, trajectories passing through
the waypoints are generated and fed to the controller. How-
ever, these trajectories do not need to be followed with
the same precision as near the waypoints. Works from the
field of imitation learning have approached incompatibility
resolution for single EE tasks, i.e. external perturbations
and poorly formed reference trajectories, by exploiting the
demonstrated task’s redundancy to regulate the task con-
troller’s impedance gains [5]. These studies determine task
redundancy from the variance of the movement demonstra-
tions. The task controller is typically some version of the
Dynamical Movement Primitive, or DMP, [6] and contains
an attractive Proportional-Derivative (PD) term along with a
learned forcing term, for example,

ξdes(t+ δt) = Kpε(t) +Kdε̇(t) + f . (1)

Here ξdes(t+δt) is the desired task-space acceleration term,
ε(t) and ε̇(t) are the current pose error and its derivative, Kp

and Kd, their proportional and derivative gains respectively,
and f , the forcing term learned via regression techniques
from multiple movement demonstrations [6]. Task variance
is measured from the variability of the learned motions and
may be adapted based on new demonstrations [7], [8], [9].
An inverse relationship between the task variance and the
Kp gain is then formed to regulate the attractor term during
the movement. Consequently, when variance is high, the
robot is compliant, and when variance is low, the robot is
stiff. Variable compliance (a.k.a. gain scheduling), allows
the robot to adapt to uncertainties/incompatibilities in its
environment. Unfortunately, these conflicts must often be
directly integrated into the task controller, making variable
compliance, task specific [5]. In addition, the Kp gains
may vary by orders of magnitude for a single task [10].
Nevertheless, there is clearly some relationship between the
variance of a task and its execution [11].

In this paper, we employ task variance to modulate
soft task hierarchies, represented by continuous real valued
weights, within a Whole-Body (WB) controller, rendering
it more robust to incompatibilities, perturbations and poorly
designed reference trajectories. By varying the task weights
during execution, the WB controller can temporarily deviate
high variance tasks in the presence of incompatibilities on an
as-needed basis. This allows the robot to reactively solve a
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range of task incompatibilities. We demonstrate how variance
can be mapped to task weights for the individual Degrees
of Freedom (DoF) of a task and develop a method for
computing variance for a task if none is available, as is the
case with typical trajectory planners. Finally, we test our
variable weighting method in three common incompatibility
scenarios on a humanoid robot in simulation.

II. METHODS
In this section, we first give a broad overview of WB

task-based hierarchical control. We then propose a method
of mapping from a task’s variance to its weight in order
to modulate its priority over the course of execution. A
technique for computing variance for a single task is also
developed.

A. Whole-Body Control
WB controllers seek to reactively calculate the joint

torques, τ , necessary to minimize a combination of task
errors using all of the DoF of the given robot. Task errors can
be formulated as the difference between task-space reference
commands and their joint-space representations,

Ti(q, q̇, ξ
∗
i ,X) =

∥∥∥(Ji(q)q̈ + J̇i(q, q̇)q̇ − ξ∗i
)∥∥∥2

. (2)

Here Ti(q, q̇, ξ
∗
i ,X) is an acceleration task error, Ji and

J̇i, the task Jacobian and its derivative, [q, q̇], the joint-
space variable states and ξ∗i the reference task-space accel-
eration to affect for some frame attached to the robot. The
dynamic variable, X = [ q̈T ,wT

e , τ
T ]T , groups the joint-

space accelerations and torques with the external wrenches,
we. The variable ξ∗i is commonly provided by a task-level
feedforward Proportional-Derivative (PD) controller,

ξ∗i (t+ δt) = ξdesi(t+ δt) +Kpεi(t) +Kdε̇i(t) , (3)

where ξdesi(t + δt) is the feedforward frame acceleration
term. An optimization problem can then be designed to find
the minimum of the weighted sum of nT task errors, subject
to the problem constraints,

argmin
X

1
2

∑nT
i=1 wiTi + w0T0

subject to: GX � h
AX = b.

(4)

The dynamic variable, allows the dynamic equations of
motion to be represented as the equality constraint, AX = b.
Inequality constraints such as GX � h can account for
considerations such as contacts, joint limits, and actuator
limits. The importance of each task is governed by its
weight wi, and a regularization task, T0, is used to ensure
a unique optimization solution with w0 � wi. Varying
the task weights, and consequently their priorities, generates
joint torque commands which favor the minimization of task
errors with higher associated weights1. Equation (4) can
be minimized efficiently using a Linear Quadratic Program.
More details on WBC can be found in [12], [2], [3].

1It is also common to resolve this optimization hierarchically in order of
task priority, projecting the lower priority tasks into the null space of the
higher priority tasks. [4].

B. Task Formalism

Here we look at Cartesian goal reaching tasks, and without
loss of generality, only their translation components are
considered.

Each task follows some trajectory, Υ, which passes
through one or more waypoints. A trajectory has two compo-
nents, its path which consists of a series of vectors of spatial
coordinates, ri = [x, y, z] with {i ∈ N|1 ≤ i ≤ Nr}, where
Nr is the total number of spatial coordinate vectors, and its
temporal evolution, t, which dictates the dynamics of the
movement.

Looking at these tasks in a general probabilistic fashion,
we can use the position vectors ri as the mean, µi, of
our task trajectory. The variance of the movement at each
timestep, σ2

Υ(t) = [σ2
Υx

(t), σ2
Υy

(t), σ2
Υz

(t)], can be obtained
through multiple demonstrations2 as in [5], [7], [8], [9], or
computed from scratch. The concatenation of these position
means and variances, respectively yields MΥ and VΥ for the
given trajectory, Υ.

C. Mapping Variances to Weights

Given a trajectory, Υ, with some variance, VΥ, we can
create a relationship between VΥ and the task’s weight, wi,
at each timestep, t, making the task weights now time and
variance dependent within the WB controller. We would
like to restrict our variable weight evolution to the [0.0, 1.0]
range, therefore all tasks in the WB controller are defined
with a baseline weight of 1.0 and we rescale the trajectory
variance such that {V Υ ∈ R|0 ≤ V Υ ≤ 1},

V Υ =
VΥ

max(VΥ)
. (5)

Equation (5) also ensures that the DoF variances are scaled
relative to one another. The variance of each DoF may not
be the same, so we map a variance to a weight for each.
Therefore, wi(σ2

Υ(t)) becomes the diagonal weight matrix,
Wi(σ

2
Υ(t)), and using a maximum weight factor, β, we can

map from variance to weights using this basic approach,

Wi(σ
2
Υ(t)) =


1−σ2

Υx
(t)

β 0 0

0
1−σ2

Υy
(t)

β 0

0 0
1−σ2

Υz
(t)

β

 . (6)

Where the variance of the movement is high, V Υ is close to
1 and so the weight/importance of the task diminishes. When
the variance is small, V Υ approaches 0 and the importance
of the task is at a maximum. The factor β allows us to scale
the overall importance of the task relative to the other tasks,
while still maintaining variability. For instance, assuming all
tasks have a baseline weight of 1, β < 1 means the variable
weight task is less important than the other tasks, while β >
1 the inverse. This is useful when combining uncritical tasks
with safety-critical tasks such as balancing; however, it does
not guarantee that the safety-critical task will go unperturbed.

2In these works, the covariances of the forcing term basis functions are
used.
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Fig. 1: An example of a 3D task trajectory with variance.
This figure shows how variance can be computed given a
trajectory, then mapped to the weights of the individual DoF
of the task.

In practice, if the variance is too close to 1.0, the weight
of the task becomes infinitesimal and the controller no longer
executes it. In order to avoid such behavior, the maximum
V Υ can be bounded at a value just less than 1.0 (e.g., 0.99
is used in this study).

D. Computing Variance

Historically, task variance has been calculated from mul-
tiple demonstrations of the same movement [5], [7]. Unfor-
tunately, demonstration data is not always available, and it
is advantageous to be able to compute task variance when
we only have one example, as is the case with trajectory
generators. Here, we use a covariance function for this
purpose.

Covariance functions are commonly used in the field of
Gaussian Process Regression (GPR) [13] and allow one to
calculate the variance of a new output point in an existing
data set by paving the input data space with kernel functions.
Here we use Gaussian kernels3:

ki(m) = σ2
k exp

(
−(m− ci)2

2l2k

)
. (7)

The variable σ2
k is the maximum allowable covariance, lk is

the length parameter which influences how much adjacent
kernel centers, ci, influence each other and m is the input
value for which we wish to calculate the kernel output.
Typically one kernel is centered on each input datum.

Given some new input, m∗, and Nk total kernels, we can
calculate the variance of its output as [13],

var(m∗) = K∗∗ −K∗K
−1KT

∗ (8)

where,

K =


k1(c1) k2(c1) · · · kNk(c1)
k1(c2) k2(c2) · · · kNk(c2)

...
...

. . .
...

k1(cNλ) k2(cNk) · · · kNk(cNk)

 , (9)

K∗ =
[
k1(m∗) k2(m∗) · · · kNk(m∗)

]
(10)

and
K∗∗ = km∗(m∗) , (11)

3Also referred to as the squared exponential in GPR literature.

with km∗(m∗), a kernel centered and evaluated on the new
input, m∗. In this formulation, the kernel centers are points
of zero variance, and the variance of the intermediate points
is calculated by evaluating (8) between the kernel centers. In
terms of goal reaching tasks, variance should be zero at the
waypoints meaning that kernel centers should be placed on
each one.

Given a single demonstrated trajectory, we can only con-
fidently interpret two waypoints, one at the beginning of the
movement and one at the end, based on the assumptions that
the trajectory was generated from the EE starting state, and
that the final state of the trajectory represents the goal of the
movement. If more waypoints are given, such as in the case
of programmed trajectories, then they too may be used. The
ensemble of waypoints, λj , can be indexed by the order in
which they are to be attained, {j ∈ N|1 ≤ j ≤ Nλ}, where
Nλ is the total number of waypoints.

We define our kernel centers on the indexes j of the way-
points inferred from the trajectory. We can then create m,
our evaluation domain, by resampling the position vectors ri
as rm such that, {m ∈ R|1 ≤ m ≤ Nλ}. Now, to calculate
the variance of some position rm∗ , (8) is evaluated at m∗,
the resampled index of rm∗ .

For each DoF of the movement, x, y and z we must
calculate the kernel parameters, σ2

k and lk. The variance
of the position values for each DoF can be used to calcu-
late their individual maximum allowable variances, σ2

k =
[σ2
kx
, σ2
ky
, σ2
kz

]T using,

σ2
k =

∑Nr
i=1(ri −MΥ)2

Nr − 1
. (12)

Again, Nr is the total number of positions vectors, r, and
MΥ is the mean of each DoF of the movement. The length
parameter, lk, can be set using,

lk =
Nλ
αl

, (13)

where αl is some scaling coefficient; here we use αl = 10.0.
Figure 1 shows a 3D Cartesian trajectory with 4 waypoints
and the variance computed using the aforementioned tech-
niques. Given this variance, we can map to task weights
using (6), for each DoF. This is shown by the DoF plots in
Fig. 1.

III. EXPERIMENTAL SETUP

To test the efficacy of using variable task weights in
a WB controller, three simulated scenarios are presented
to highlight some common issues encountered when com-
bining multiple incompatible tasks. In each scenario, a set
of tasks is hand-coded for a simulation of the humanoid
robot, iCub, which possesses 32 actuated DoF4. The XDE
physics simulator and environment [14], [15] is used in
this study. Successful task combination is characterized as
the proximity of the hand task frames to their respective
goal locations within a margin of 3.0 cm. This margin is

4The real iCub robot has 18 hand DoF and 3 camera DoF that are not
modeled in the simulation.
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(a) Constrained Configuration (b) Workspace Violation (c) Balance Perturbation

Fig. 2: Three common multi-task incompatibility scenarios. The desired hand task trajectories are indicated by the green
markers. Medium size spheres represent waypoints, and large transparent spheres represent the final waypoints or goals.

represented by the large transparent spheres at the end of
the hand trajectories in Fig. 2, and has been selected solely
to aid in visualization. More precise margins can be applied
without loss of generality. We present the execution of these
scenarios using both static and variable task weights. The
task variances are computed using (8) with a maximum
allowable scaled variance of 0.99.

A. Constrained Configuration

In this first scenario, Fig. 2(a), three principle tasks are
combined to force the robot into a constrained configuration.
Such configurations commonly occur on highly redundant
systems when multiple tasks require the same DoF. In
humanoids, this often occurs due to solicitation of the torso
DoF. The first standing task maintains the center of the
robot’s waist at a constant height with a static weight of
1.0. The two variable weight tasks are associated with the
left and right hands, specifically the center of the base of
the palms. These tasks are defined by trajectories passing
through waypoints at the beginning, middle and end of the
movements. The task objectives are for them to attain the
final waypoints, or goal positions, while passing through the
other waypoints. The left and right hand tasks last 6.4s and
6.1s respectively, and are executed with β = 1.0.

B. Workspace Violation

The second scenario, Fig. 2(b), combines the same three
primary tasks as in Sec. III-A; however, this time the hand
trajectory goal positions are further apart than the maximum
workspace of the robot (in this standing configuration).
This scenario is designed to represent a typical workspace
conflict during picking procedures. The trajectories pass
through waypoints at the beginning, middle and end of the
movements. The left and right hand tasks last 6.3s and 6.2s
respectively, and are executed with β = 1.0. When one of
the hands attains its goal position, that is, within 3.0 cm of
the final waypoint, that task is deactivated (i.e. the object
has been picked). Task deactivation means that it no longer
contributes to the control solution, or equivalently, that its
weight is set to 0.0.

C. Balance Perturbation

Here we combine Zero Moment Point (ZMP) balancing
[16] with a right hand task (see Fig. 2(c)). The objective of
the ZMP balancing task is to maintain the Center of Pressure,
or CoP, (x, y) coordinates at (0, 0), its initial position. The
right hand follows a sweeping trajectory from the hand’s
starting waypoint to its end waypoint - no intermediary
waypoints are considered. This scenario is meant to replicate
activities similar to wiping surfaces. The right hand task lasts
8.6s and is executed with β = 10.0.

IV. RESULTS

In this section we provide the results of the scenario
simulations described in Sec. III. A video presenting these
experiments and their results can be found in the attachments
of this submission.

A. Constrained Configuration

When the two hand tasks are combined with static weights,
we can see in Fig. 3(a) that the left hand task achieves its
goal location, contrary to the right hand task. This occurs
because individually, the hand tasks require the torso to
rotate left and right; therefore, when they are combined this
DoF is constrained between the two. The arm DoF attempt
to compensate for this reduction in redundancy by moving
to their limits, and forcing the robot into a constrained
configuration. This is shown in the left arm DoF plots in
Fig. 3(c). Consequently, the right hand task is no longer
feasible and incurs high task errors at both the middle and
goal waypoints due to its combination with the left hand task.
This can be observed in the task error plot of Fig. 3(c). The
waypoints along the trajectory are indicated by the peaks in
the task weight curves in Fig. 3(c).

In Fig. 3(b) the robot has successfully accomplished its
tasks through the use of variable weights. By looking at the
left arm DoF plots in Fig. 3(c) we can see that the right
hand task weight increases approximately 0.25s prior to the
left hand weight, forcing the robot to dedicate more DoF to
its execution and causing the left arm elbow pitch, shoulder
pitch and shoulder roll to deviate. These deviations pull the
left arm DoF away from their limit values, freeing these
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(a) static

(b) variable (c)

Fig. 3: The constrained configuration scenario. Figures (a)
and (b) show the task combination results using static and
variable weights respectively. The plots in (c) provide the
simultaneous evolution of various task parameters.

articulations for the left hand movement when its weight
increases.

B. Workspace Violation

Figure 4(a) shows the static execution of the two hand
tasks and although the hands seem to reach their goal
positions, close inspection of the distance to goal plot in
4(c) shows that they never attain the 3.0cm error threshold
limit. As a result, they rest in a local minimum between their
two objectives.

When variable weights are applied to the simultaneous
execution of the two hand tasks, the robot achieves its right
hand goal first, thereby deactivating the right hand task, and
then proceeds to finish the left hand task; this is shown in
Fig. 4(b). The instants that the hand tasks are deactivated can
be seen in the task error and distance to goal plots, and are
indicated by circular markers.

In both the right and left hand movements, the y di-
rectional component develops large errors near the goal
locations. The errors are roughly equivalent (see Fig. 4(c)
static task error plot) and therefore whichever task has the
largest wyi dominates in the WB controller output - the
right hand task in this case (see Fig. 4(c) hand task weight

(a) static

(b) variable (c)

Fig. 4: The workspace violation scenario. See Fig. 3 descrip-
tion for layout details.

plots). Once the right hand task is deactivated, all conflicts
are removed and the left hand task is able to recuperate its
accumulated error and be deactivated as well.

C. Balance Perturbation

Figures 5(a) and 5(b), show the balance perturbation
results. Using static weights for the right hand task results
in a loss of balance and ultimately a failure for both tasks;
this can be seen in Fig. 5(a). We can confirm this loss of
balance by observing that the CoP moves outside of the
Polygon of Support, or PoS, in Fig. 5(c). Despite the ZMP
balancing being 10x more important than the right hand task,
it still fails because the accumulated error at the apex of the
sweeping movement generates large enough accelerations in
the y direction to perturb the ZMP balancing.

In the variable weight case, we can see in Fig. 5(b)
that the robot successfully attains the goal position of the
hand task while remaining balanced. The task error plot
shows that, the right hand task incurs a large amount of
error as in the static case, but because this occurs during
a period of high variance, this error only partially perturbs
the ZMP balancing. The CoP is deviated somewhat from its
goal location in order to compensate for some of the right
hand error but it remains safely within the PoS as shown in
Fig. 5(c).
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0.0− 4.0s

(a) static

0.0− 9.0s

(b) variable (c)

Fig. 5: The balance perturbation scenario. See Fig. 3 descrip-
tion for layout details.

V. CONCLUSION

Regulating task weights based on their variance is a
powerful concept, which when coupled with WBC methods,
can solve difficult control problems on-line. The use of
variable weights diminishes the need for manual tuning of
task priorities, and provides WB behaviors which are more
robust to incompatibilities, perturbations and poorly designed
reference trajectories.

In this paper, we presented a simple technique for utilizing
task variance as a means of modulating task weights automat-
ically in a WB controller. These variable weights permit the
WB controller to temporarily deviate high variance tasks in
the presence of incompatibilities. Through three emblematic
scenarios, we showed how variable task weights resolve a
broad set of issues encountered in multi-task execution with
minimal tuning and in a reactive manner. In addition to
the variance to weights mapping, we developed a method
of computing variance for a single trajectory demonstration
using a covariance function (8). This tool is essential in cases
where only one trajectory has been provided for the task, as
in trajectory generation.

High task variance allows one to handle conflicts between
tasks but provides no guarantee that the tasks will be accom-
plished. If an incompatibility occurs when all tasks require
low variance, or high priority, then our method will not work

and some form of planning must occur. In [17], we show that
by optimizing tasks over their entire execution, we can ensure
task completion; however, this method is time consuming. In
the future, we will investigate how to combine such global
optimization methods with variance modulated weighting, to
provide a fast and robust task control framework which can
assure task realization.
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Control and design of robots with tasks and constraints in mind

Abstract: The work presented in this dissertation is mostly concerned with the problem of controlling
robots. While a large part of the scientific literature in Robotics is dedicated to this problem, there still
exists a gap between what has been proposed using advanced control techniques and the majority of existing
applications. Indeed, in simulation or in lab conditions, ad hoc environment and situations can be generated
in order to simplify the control problem and only address one of its sub-parts. This can be necessary in the
preliminary stages of research, when trying to address a challenging problem. However, the risk is to provide
solutions which are intrinsically incompatible with real life constraints. These constraints often constitute
strong non-linearities which have to be accounted for to maintain the robot and its surrounding environ-
ment in proper working conditions. Nevertheless, these limits have often been dealt with as exceptions or
secondary objectives. If these approaches make sense in cases where all motions can be pre-planned, they do
not apply to situations where motions have to be generated in reaction to the environment. In that sense,
there is still a need for advanced control techniques that intrinsically account for real world constraints.
These constraints both lie in the actuation and configuration spaces of the robot but also in the tasks
spaces, i.e. in spaces where the tasks assigned to the robot can be expressed in a straightforward way by
the programmer or by the user through interactive programming. Thus, robotics control paradigms have to
provide the means to naturally express and optimally perform concurrent tasks while natively accounting
for constraints in a computationally efficient way.

In an attempt to tackle this general problem, the first research direction presented in this dissertation
describes some work performed in constraints compatible, multi-tasks robot control. The proposed contri-
bution in that domain leads to the formulation of the robotics control problem as a constrained optimisation
one. This formulation provides the benefit of computing locally optimal solutions intrinsically compatible
with the constraints. This is particularly suitable for applications in constrained and dynamic environments.

While the first chapter advocates for the formulation of the reactive control problem as an optimisation
one, the limits of reactive approaches are quite tangible when dealing with the constraints compatibility
problem. Global optimality has to be tackled despite its complexity. This complexity reaches its climax
with humanoid robots and the second contribution presented in this dissertation is centred on a review of
optimisation-based control approaches for balanced humanoid behaviours.

Control is the central focus of the presented work. Nonetheless, designing the right robot for a given
application is also a very interesting and important research topic if one envisions less traditional use of
robots with respect to standard manufacturing applications. Thus, the final contribution presented in this
document is related to the performance based design and evaluation of robots with collaborative applications
in mind.

Keywords: robotics, redundant systems, tasks and constraints, model-based control, whole-body
control, collaborative robotics, humanoid robotics
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