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Introduction

Remote collaboration is interesting in many cases because it provides ways to collaborate
with geographically distant people without needing to travel, thus saving time and money. This
kind of collaboration can be synchronous, with distant people collaborating in real-time, or
asynchronous, which allows flexibility about the time the different collaborators act on their
shared data and content (especially it can be interesting to handle time zones difference issues).
In our work, we focus on synchronous remote collaboration with the idea to offer ways to
collaborate as effectively as if collaborators were around the same table in the same room.

The development of high-end networks provides more and more bandwidth, while decreas-
ing latency and improving Quality of Service (QoS). Moreover, nowadays, we assist to the emer-
gence of innovative technologies and usages driven by the maturity of these technologies and
their availability on the consumer market. Particularly, Mixed Reality [Milgram and Kishino,
1994] technologies are able to mix real and virtual content in order to provide immersive user
experience while interacting in a more natural way, compared with more classical desktop se-
tups, which can improve efficiency and usability of these applications. These technologies allow
to imagine new kinds of systems to handle computer-mediated remote collaboration by provid-
ing new dimensions to this field. MR adds natural capabilities to remote collaboration, in terms
of interaction as well as perception. In many cases it can improve the collaborative process
by providing enhanced interaction and perception possibilities taking advantages of the human
skills in performing 3D tasks in his/her everyday life in the real world.

In this PhD thesis, we focus on synchronous asymmetric remote collaboration applied to
maintenance. As an example, if an operator who has to perform a physical task in the real world
needs to be helped by a remote expert, we can imagine a system based on MR technologies in
order to virtually collocate the remote expert in the operator’s workspace (i.e to virtually bring
the remote expert within the geographically distant operator’s workspace). Then, the expert
should be able to help the operator in performing his/her task in a natural way using easy-to-
understand helping cues.

Our context opens different fields of investigation:
– (1) virtual simulation for formation purposes before to perform the process (i.e the se-

quence of tasks) in the real world;
– (2) assistance while performing the actual maintenance procedure

– (2.1) based on a pre-established scenario;
– (2.2) based on the live support of a remote expert.

In our work, we focus on collaboration in MR, thus we contribute to fields (1) and (2.2) that
intrinsically imply collaboration between an expert and an operator.

This applicative context and the associated example introduce several interesting topics that
remain as open issues in the scientific community.
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INTRODUCTION

First, asymmetrical aspects can be found in a few dimensions of this kind of remote col-
laborative MR. In the previous example, roles of collaborators are different (expert/operator),
thus they do not need the same requirements and will not act in the same way because of role
differentiation. Thus, devices used could be heterogeneous, which is another asymmetrical di-
mension present in our context. Furthermore, remote collaborators share the same virtual world
and are able to control their own viewpoint in it. Particularly, a last asymmetrical dimension is
introduced if we consider that one of the collaborators (the expert in this case) can change its
scale in the shared virtual world. This creates a multi-scale shared virtual world in which each
collaborator can benefit from a suited point of view according to his/her task, role and devices.

Second, remote helping for maintenance implies different kinds of tasks. Indeed, to achieve
the actual remote guidance to help an operator performing in the real world, the expert must
be able to:

– guide the operator in navigation to place the operator in the correct location;
– assist the operator in selection/manipulation to perform the actual physical task;
– perform gestures guiding in order to explicitly explain to the operator the gestures to

follow.

A highly connected field is collaborative virtual simulation performed before acting in the
real world. Virtual Reality (VR) provides efficient collaborative systems to handle virtual sim-
ulation with remote users. In this context, remote co-manipulation of virtual object is still a
challenging task to perform in VR without tangible link between collaborators. Indeed, in the
real world, collaborative manipulation can only occur if collaborators are physically collocated
(unless they use remote controlled robot), and the physical link created by the manipulated ob-
ject is essential in the completion of this kind of task. In VR remote collaboration, this physical
link is lost (except in case of bidirectional haptic feedback between the users), and thus these VR
systems must provide other cues and tricks to overcome this loss in the collaborative process.

Third and last, even if MR systems provide advanced interactive worlds, nevertheless they
suffer from issues that must be taken into account to provide acceptable and efficient applica-
tions. One of the strongest issues is linked to awareness [Gutwin and Greenberg, 1996]. In the
online Cambridge dictionary, awareness is defined as 1:

“Knowledge that something exists, or understanding of a situation or subject at the present
time based on information or experience.”

Thus, when designing a MR application, it is essential to focus on this awareness aspect
in order that the user understands what happens in the VE, either concerning his own presence
into the VE, or what interactions are possible as well as their consequences on virtual objects.
Moreover, when dealing with multi-user MR applications, and especially if collaborators are
remote, collaborative awareness has a great impact on the collaboration effectiveness. First, the
system must let know results of shared interactions into the VE in order to extend the single-user
interaction feedback to multi-user settings. Second, the understanding of others’ perception and
activity help to disambiguate collaborative situations in a remote context where users can not
see each other directly contrary to a physically collocated collaboration.

1. http://dictionary.cambridge.org/fr/dictionnaire/anglais/awareness, a more specific definition
focused on our context is developed in chapter 2.

2
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Objectives

The objective of this work is to improve remote collaboration in MR, especially in asymmet-
ric context and leveraging awareness through visual feedbacks. To do so, we want to propose
innovative concepts to perform remote assistance using the applicative context of industrial
maintenance. Moreover, collaborative virtual simulation is also interesting in this context, be-
cause it is a way to train operators to perform tasks, without any danger and with reproducibility
and monitoring capabilities, before to reproduce them in the real world. Thus, we defined several
goals for our global approach:

1. We must take care of awareness issues in every proposals we do in order to provide ef-
ficient remote collaboration. Indeed, this is the key for a good understanding between
remote users.

2. We must propose innovative systems to perform remote support for maintenance through
MR technologies.

3. We must propose new ways to collaborate synchronously in virtual simulation, more pre-
cisely to co-manipulate shared content, in order to provide formation facilities adapted to
our context.

Dissertation Organization

We just introduced our research context as well as challenges we are interested in this work.
Chapter 1 presents a global state of the art of domains implied into our work, that are syn-

chronous remote collaboration as well as interaction techniques in MR and frameworks that
manage this. Then, each next chapter (i.e 2, 3 and 4) contains a specific state of the art dedicated
to its research topic.

Chapter 2 presents our first contribution that is a new model to define awareness in MR,
either for single-user application as well as for remote collaboration. Then, we present an early
user study that we have conducted in order to evaluate strategies of users to estimate the activity
of a remote user according to available visual feedbacks and personal awareness. This gives us
interesting results to focus in the following of our work concerning awareness in asymmetric
remote collaboration context.

Chapter 3 focuses on managing actual remote helping, especially for maintenance purposes,
in terms of navigation and selection/manipulation. We present prototypes and interaction tech-
niques that we developed within two different approaches in this asymmetrical roles context:
expert and operator. The first one is a multi-scale VE in which the remote expert has a global
view of the operator’s workspace. The second one is especially interesting because of its pos-
sibilities to manage remote gestures guiding and a better perception of the more natural remote
helping cues by the operator. Both system have been evaluated with pilot user studies.

Chapter 4 focuses on collaborative virtual simulation by providing new ways to co-manipulate
virtual objects. Thus, we propose new approaches for co-manipulation that handles every asym-
metric dimensions we presented in the introduction, that are roles, scale and devices. The first
technique is particularly interesting to handle asymmetric scale and devices in a generic way.
The second one takes place in a multi-scale VE and is based on asymmetric roles. It goes fur-
ther in the virtual co-manipulation concept by manipulating an object and a remote PoV at the
same time. This approach is efficient because of the multi-scale approach we propose. More-
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over, the hybrid virtual object/remote PoV manipulation is an interesting concept to go further
our previous work on remote navigation guiding.

Chapter 4.3.7 concludes this PhD thesis and gives some perspectives of this work.

4



Chapter 1

Related Work

1.1 Synchronous Remote Collaboration

In this section, we present asymmetry dimensions involved by remote collaboration in MR.
Scheme 1.1 illustrates these dimensions. We divided this section according to these dimensions.
First, section 1.1.1 presents some of these asymmetrical dimensions that are the points of view
and the roles as well as an additional one that is the input and output (I/O) devices used. This
third asymmetrical dimension is introduced because remote collaborators can use heterogeneous
devices; moreover, this dimension can be split in terms of interaction devices and feedback de-
vices. Then, section 1.1.2 develops fields of remote collaboration and especially focuses on MR
that includes another asymmetrical aspect in remote collaboration that is the level of virtuality
induced by the I/O devices used.

1.1.1 Asymmetry Dimensions

Dealing with remote helping through distant collaboration often leads to introduce asym-
metrical dimensions in the collaborative process and/or setup. In our work, we focus on this
asymmetric aspect in remote collaboration and more particularly to three specific dimensions.
First, roles of collaborators can be asymmetric according to the collaborative scenario. Second,
their Point of View (PoV) on the shared world and their perception can be different if they belong
to a multi-scale shared environment. Last, the devices used can be heterogeneous, especially in
a remote helping context. Even if they can be linked, we distinguish interactions spaces (issued
from user’s actions) and feedback spaces (used for user’s perception) to be able to describe more
specific situations. As an example, a user can have a visual feedback that merges real and virtual
content while interacting on a real object or on a virtual one. Thus it can be useful to separate
interactions on real objects from interactions on virtual ones. In the same way we can classify
displays for visual feedback in terms of virtual or real content.

1.1.1.1 Roles

Different domains are interested in using remote collaboration in order to train a user or to
help him in performing a specific physical task. Virtual simulations can be used to learn about
procedures before to perform them in the real world, for instance in the industrial domain [Lopez
et al., 2013], or in a medical context for surgery procedure teaching [Claude et al., 2015]. In this
context, the trainer can remotely explain and show to one or more trainees the different steps

5



CHAPTER 1. RELATED WORK

Figure 1.1: Scheme of the main asymmetrical dimensions found in remote collaboration in MR.
We distinguish roles, point of view, and partially device-dependent dimensions that are interac-
tion device and feedback device as well as the position of the application on the MR continuum,
called level of virtuality of the MR application.

Figure 1.2: Illustrations of remote collaboration with asymmetric roles. (Left) A remote assis-
tance system with expert and operator [Huang et al., 2013a]. (Right) A collaborative training
application in the military domain with trainer and trainee [Lopez et al., 2013].

6



1.1. SYNCHRONOUS REMOTE COLLABORATION

Figure 1.3: Illustrations of a sandbox providing collaborative remote interactions in a shared
world, extracted from Toybox demo by OculusVR. On the left, both users interact at the same
scale, whereas, on the right, a user is interacting at a lower scale than the other user.

to perform before to let them try in their shared virtual environment, under his supervision
(cf. Fig. 1.2). In the same way, remote helping in performing a physical task also introduced
asymmetric roles between users. Indeed, in this scenario, one user, considered as the expert,
remotely helps the operator in performing a complex and specific procedure, unknown from
the operator. For instance, it has been used in the mining industry [Huang et al., 2013a], or
in assembly scenario context [Huang et al., 2013b, Robert et al., 2013] with remote guiding
through hands gestures (cf. Fig. 1.2).

1.1.1.2 Point of View / Scale

In remote collaboration, users virtually share a common world while they are geographi-
cally far away. In general, they are able to control their individual PoVs. This aspect introduces
the notion of multi-scale collaboration. Indeed, in some cases, users can be part of the virtually
shared world at the same scale, but in other cases, it can be useful to let a user have another
PoV on the shared world by changing its scale in it. It can be used to take advantage of a global
view by increasing the PoV scale in order, for example, to guide another user in virtual explo-
ration scenarios [Nguyen et al., 2012], or for architectural laying-out of spaces [Goldschwendt
et al., 2014]. On the contrary, for entertaining purposes (cf. Fig. 1.3), or even for scientific data
exploration (e.g microscopic data such as molecules), it can be interesting to be able to min-
imize someone’s PoV in order to be able to perceive tiny details in the shared world. If only
one user changes its scale, it introduces an asymmetric collaboration in terms of PoV. It leads to
enhanced collaborative capabilities provided by different PoVs because users are able to com-
municate their own perception of the multi-scale shared world.

1.1.1.3 Devices

More and more devices become consumer-ready and are put on the market. Displays are
more affordable, and consumer Head-Mounted Display (HMD) are released. But there are many
manufacturers and proprietary devices that need to be normalized in order to able to switch be-
tween any of them in a transparent way. This capability to adapt automatically the application to
any devices is called interfaces plasticity [Lacoche et al., 2015a]. The same way, interaction de-
vices (e.g controllers) are very heterogeneous whereas they provide equivalent capabilities (e.g
buttons, joysticks and 6DoFs tracking). Figure 1.4 illustrates devices on the consumer market.
Moreover, other kinds of devices provide different capabilities such as force feedback, naviga-

7



CHAPTER 1. RELATED WORK

Figure 1.4: (Left) The Oculus Rift CV1 and the HTC/Valve Pre Vive, with their controllers and
tracking system, available on the consumer market. (Middle) The Omni PHANTOM desktop
haptic arm, the Myo device for hand tracking, the finger tracking system based on ART. (Right)
the Joyman device [Marchal et al., 2011] for navigation.

tion or even hand tracking (cf. Fig. 1.4). This variety of devices introduces an asymmetric aspect
in collaboration because users often use different devices, either because of their availability, or
because of some needed capabilities.

1.1.2 Fields of Remote Collaboration

Providing multi-user systems allows to take advantage of cross-skills from each collabora-
tor. In this context, several fields are interesting in remote collaboration. Historically, Computer-
Supported Cooperative Work (CSCW) has been the first research field that has focused on re-
mote collaborative through computers. It uses desktop computers in order to provide telecon-
ferencing systems [Rae et al., 2015] as well as concurrent document edition while maintaining
consistency in a synchronous or an asynchronous way [Rama and Bishop, 2006]. They also
handle remote collaboration on multimedia content as well as 3D content [Casera and Kropf,
2010], but always using desktop computer and interaction devices (e.g mouse and keyboard /
touchscreen). In this related work, we do not discuss about CSCW, rather we focus on Mixed
Reality systems that provide immersive remote collaboration capabilities taking advantage of
3D technologies and interactions.

1.1.2.1 Mixed Reality Overview: VR-AR Continuum

Mixed Reality (MR) is a promising research area that proposes to mix real world with vir-
tual artifacts. It offers natural ways to display virtual content taking advantage of real world
referencing in order to ease interactions. This leads to more immersive and intuitive systems,
and thus improves user performances. According to the Milgram’s classification (cf. Fig. 1.5),
Augmented Reality (AR) combines virtual objects into the real world, whereas Augmented Vir-
tuality (AV) adds real items into Virtual Environments (VE). On both extrema are real world
and Virtual Reality (VR) that is purely virtual without integration of real world’s items.

8



1.1. SYNCHRONOUS REMOTE COLLABORATION

The place an application is on the MR continuum defines its degree of virtuality, from purely
real to purely virtual. Notice that an application can dynamically moves on this continuum at
runtime, for instance from VR to AR [Billinghurst et al., 2001]. Moreover, collaboration in MR
introduces an additional asymmetric dimension that is the degree of virtuality for each
user that can run different kinds of MR applications while sharing a common synchronized
virtual content.

Figure 1.5: Milgram’s continuum [Milgram and Kishino, 1994].

1.1.2.2 VR

To begin, let us define VR using a citation from Fuchs et al. [Fuchs et al., 2011] translated
from the original version by Arnaldi et al. [Arnaldi et al., 2006]:

“Virtual Reality is a scientific and technical domain that uses computer science and behav-
ioral interfaces to simulate in a virtual world the behavior of 3D entities which interact in real
time with each other and with one or more users in pseudo-natural immersion via sensori-motor
channels”

Immersion is a key element of VR. According to Sutherland, a VR pioneer, “the ultimate
display would, of course, be a room within which the computer can control the existence of mat-
ter. A chair displayed in such a room would be good enough to sit in. Handcuffs displayed in such
a room would be confining, and a bullet displayed in such a room would be fatal.” [Sutherland,
1965]

Existing VR systems can be classified in two categories according to the display system
used: [Boas, 2013]

– semi-immersive: workbench [Poston and Serra, 1994], large 3DTV;
– immersive: immersive cube (e.g CAVE [Cruz-Neira et al., 1993]), HMD [Sutherland,

1968].

Figure 1.6 illustrates these kinds of VR systems.

In the context of remote collaboration, VR is a powerful tool in order to erase the physical
distance between collaborators. Collaborative Virtual Environments (CVEs) provide shared VE
allowing immersion for multiple, potentially remote, users and as natural as possible interac-
tions capabilities in order to improve the collaborative process. Many applications can benefit
from these features. Scientific visualization [Duval et al., 2008] can be improved by provid-
ing better perception abilities and also allowing a multi-scale visualization approach. Immer-
sive teleconferencing system enhance presence feeling and non-verbal communication between
distant users [Beck et al., 2013]. Likewise, training, virtual prototyping or even architectural
exploration are also great fields of application for CVE.
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Figure 1.6: VR systems: (Left) a workbench semi-immersive VR system with two users collab-
orating [Agrawala et al., 1997]; (Right) Immersia, an immersive cube. Both systems provide 3D
stereoscopy with head-tracking for user motion-dependent rendering.

1.1.2.3 AR

AR relies on the real world and combines computer-generated contents with the user per-
ception of the real world. From Azuma et al. [Azuma et al., 2001], an AR application must
follow these requirements:

– “combines real and virtual objects in a real environment;
– runs interactively, and in real time; and
– registers (aligns) real and virtual objects with each other.”

AR display systems can be classified in three categories:

– spatial AR: projection or on a fixed display;
– handheld: on a tablet or a smartphone;
– head-worn: HMD using virtual retinal displays (video-based or see-through) or contact

lenses.

In all cases, AR faces three main challenges. First, initial registration and tracking of the user
PoV in order to adapt the rendering in real time with a minimum end-to-end delay. Second, the
consistency of the combination of the real and virtual content. Indeed, since virtual content is
combined with the real world, it needs to be integrated in a proper way in order to be perceived
correctly. Particularly, the handling of virtual lighting and shadows are challenging, as well as
the occlusion between real and virtual content that is an important visual depth cue. Third, the
display device itself is a technological challenge. It must satisfy several requirements: it must
be comfortable to use (especially if it is Head-Worn) and must provide a proper perception of
the augmented world. This last requirement is dependent, amongst others, of the display form
factor as well as its FoV that needs to be large (as close as possible as the natural human FoV,
e.g ∼ 200˚ in binocular vision for horizontal FoV, with a ∼ 120˚ binocular overlap [Dagnelie,
2011]).

Collaborative AR is mainly used with physically collocated users (e.g not remote, cf. Fig. 1.7),
for instance in a face-to-face setup [Billinghurst et al., 2002b]. In a remote context, it can
also be used for remote help in performing a physical task in the real world, while being
helped by a remote user with 3D augmentations [Robert et al., 2013], or even for teleconfer-
encing [Billinghurst et al., 2002a] overlaid in the real world.
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Figure 1.7: (Left) Illustration of ARTHUR, a collaborative AR system [Broll et al., 2004].
(Right) An AV simulation that includes real hands captured in 3D into the VE.

1.1.2.4 AV

AV takes place between VR and AR. This is a hybrid form of VR, that adds real content
into a VE. For instance, it can be used to add real furnitures of our physical space, as demon-
strated by Nahon et al. [Nahon et al., 2015], or even his own body (cf. Fig. 1.7) in order to be
aware of it while being immerse into a VE. In remote collaboration, it is particularly interesting
because we can add remote users into the shared VE in order to improve communication and
mutual understanding of the other interactions. It is achieved using real-time 3D reconstruction
technology and live streaming over the network [Petit et al., 2009].

1.2 Interaction Techniques

We have just presented the different modes of mixed reality to immerse a user in virtual con-
tent, mixed with a perception of the real world or not. But this immersion does not only consist
in visualizing the worlds (virtual or real) but in general requires interactions of the users with
contents. To achieve it, interaction techniques provide the ability to interact with an interactive
system. It is the input link between the user and the simulation.

1.2.1 Classification

In MR, interactions tend to be the most natural as possible in order to decrease the learning
curve thanks to real-world-like interactions. Thus they involve the user engagement into the
interaction process by its motion and gestures. According to Bowman et al. [Bowman et al.,
2004], 3D interaction techniques can be classified in 4 categories:

– navigation: to move in the VE;
– selection: to select an item;
– manipulation: to modify an item;
– application control: to change application parameters.
Navigation allows to move the virtual camera in order to choose the desired PoV into the

VE. It includes the scale of the PoV that enables multi-scale VE. Selection and manipulation are
used to interact and modify virtual items into the VE, while application control is needed to edit
parameters as in classical desktop applications. This fourth category can be implemented based
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Figure 1.8: Illustrations of mid-air bimanual interaction schemes in semi-immersive systems.
(Left) A virtual carousel with symmetric 3D object manipulation inspired from work presented
by Gaucher et al. [Gaucher et al., 2013]. (Right) A virtual design application [Le Chénéchal
et al., 2014b] based on an asymmetric control scheme.

on desktop-like WIMP-fashion Graphical User Interface (GUI) adapted in 3D [Andujar et al.,
2006], or it can be based on natural user input such as gestures [Jacob et al., 2008].

1.2.2 Interaction Metaphors

Even if they wish to mimic realistic interactions, interaction with virtual content are not
exactly the same as in the real world with real objects. Thus, interaction techniques need to
provide a comprehensive way to behave in order to be usable. The behavior that links user
physical interaction with the corresponding action into the VE is called interaction metaphor.
These metaphors can be classified in 3 categories:

– symbolic;
– pseudo-natural;
– natural.
For instance, navigation can be achieved based on a symbolic metaphor using a joystick,

or a pseudo-natural one using body-based navigation [Marchal et al., 2011] or walking-in place
technique [Usoh et al., 1999], or a natural one using walking as in the real world with pos-
sible redirection tricks to increase the virtual walkable area compared with the real tracking
area [Razzaque et al., 2001].

Concerning selection and manipulation, the user’s interaction tool can be a virtual hand or
a 3D ray, for instance. An additional behavior can complete the metaphor to add capabilities.
As an example, selection of far objects can be achieved using the GoGo technique [Poupyrev
et al., 1996] that, basically, stretches virtual arms, at a certain speed according to the distance
of the hand from the user, until casting an object. It is a derived version of the classical 3D
ray metaphor that cast objects continuously. Hybrid approaches can be proposed, such as the
HOMER metaphor that combines raycast for selection and virtual hands for manipulation [Bow-
man and Hodges, 1997].

1.2.3 Interaction Scheme

MR systems are basically real-time interactive systems that combine many inputs and pro-
vide multi-modal outputs (e.g leveraging different sensory channels) simulated according to the
VE interactions. To combine several inputs of a single user in order to achieve interactions into
the VE, MR systems propose interaction schemes. An interaction scheme combines user inter-
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actions, through the devices used, with the interaction metaphors and the virtual object behavior
in order to provide advanced interaction techniques.

For instance, using both hands to interact (cf. Fig. 1.8), an interactive system, and particu-
larly a MR system, can handle this bimanual interaction in many ways in order to modify the
state of the VE. For manipulation, it can be based on asymmetry between roles of dominant
and non-dominant hand used as a frame of reference [Hinckley et al., 1998]. Another asymmet-
ric approach consists in using the non-dominant hand for application control using gestures as
commands, and the dominant hand for direct interaction in the VE [Le Chénéchal et al., 2014b].
Another way to handle bimanual interaction is to provide a symmetric interaction scheme, such
as the grab-and-twirl or the slide-and-turn [Cutler et al., 1997], where the manipulation results
from the average motion between both hands.

Finally, the inputs can also be multi-modal. For instance it can combine speech recognition,
motion-based and gaze-based interactions. This provides enhanced interaction techniques be-
cause it allows to improve interaction performances by combining different human skills. For
instance, selection task can take advantages of the speed of gaze motion and the accuracy of
hand gestures [Stellmach and Dachselt, 2013].

1.2.4 Collaborative Interactions

Some tasks need more than one user acting at the same time on the same object to be
achieved successfully. For example, some industrial manipulations [Aguerreche et al., 2010,
Salzmann et al., 2009] cannot be done alone but need at least two collaborators to manipu-
late voluminous objects. In the same way, teaching scenarios involving a teacher and at least
a learner [Luna et al., 2012] intrinsically require CVE. Figure 1.9 illustrates such collaborative
MR applications. Moreover, other kinds of scenarios are performed better in a collaborative way.
For instance, virtual exploration of large environment [Nguyen et al., 2013] can be enhanced by
the help of a collaborator with a different point of view on the VE to guide the explorer.

In the literature several authors classified collaborative interactions. We present a classifi-
cation based on a mix between the ones presented in [Margery et al., 1999] and [Luna et al.,
2012]. It is a hierarchical classification from the basic features to the more advanced ones.

– Level 1: Awareness of team members’ presence (avatars and communication channels).
– Level 2: Individual interactions on the scene.
– Level 3: Collaborative/codependent interactions (at the same time).

– Level 3.1: Modification of different attributes.
– Level 3.2: Modification of the same attribute.

Level 1 is similar to teleconference systems because it does not include any interaction ca-
pabilities, but only communication channels through audio and video communication facilities.
Level 2 is an extension of interactive systems for a single user to multi-users environment. How-
ever, they do not adapt their interaction techniques from one to multiple users. Only Level 3 takes
advantage of the availability of multiple users to improve their interaction capabilities. It can be
achieved in two ways: using a split of Degrees of Freedom (DoF) policy (Level 3.1) or using
an aggregation mechanism on a concurrent DoF (Level 3.2). It is partially similar to interaction
techniques handling multiple inputs for a single user, such as bimanual interaction techniques
that can use either asymmetrical [Hinckley et al., 1998] or symmetrical [Cutler et al., 1997] in-
teraction schemes. Here, DoFs are not only the spatial attributes of a virtual object (e.g position,
orientation and size, aka TRS for Translation-Rotation-Scale) but also its color, physical param-
eters or even ownership or shape for example. Thus, splitting these DoFs, as Level 3.1, eases the
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Figure 1.9: Collaborative MR systems. (Left) A shared white-board with remote user 3D re-
construction and sketching interaction [Zillner et al., 2014]. (Right) Two users co-manipulate a
virtual object and avatars are used for awareness of others [García et al., 2008]

merging process between the different inputs of collaborators because each DoF is controlled
by only one input. On the contrary, Level 3.2 handles concurrent and synchronous modification
of the same DoF by different users. In this case, proposed interaction techniques must handle
the merging of different and potentially divergent inputs while maintaining awareness of the
collaborators’ interactions in order to understand the behavior of the modified object. First, the
merging part can be based on the weighted average result of multiple inputs, with factors for
each users associated to their roles for instance. Second, the awareness of collaborators’ activity
is essential to provide an understandable interaction technique. In cooperative manipulation (co-
manipulation) task, the physical link formed by the virtual manipulated object can be simulated
in a physically collocated context using a physical prop [Aguerreche et al., 2010]. In a remote
context, haptic devices can substitute this loss of physical link [Sallnäs et al., 2000], but visual
feedbacks can also be used to maintain this awareness of others’ interaction, such as the use
of rubber bands [Aguerreche et al., 2009b] or bent rays [Riege et al., 2006] that create a visual
continuity between the virtual manipulated object and the users that collaboratively moves it.

1.3 Framework for Remote Collaboration

Relying on the classification of collaborative interactions and on the asymmetrical dimen-
sions we are interested in, we identified three categories to define frameworks handling remote
collaboration in MR. First, section 1.3.1 presents frameworks built to manage collaboration at
Level 2 that induces a synchronization of the shared world that is the minimum requirement
for interactive remote collaboration. Then, section 1.3.2 introduces PoV and roles asymmetry
that add the need to handle synchronization of multi-scale shared VE. Devices asymmetry is
not used in our categorization because it is a basic feature managed by MR frameworks, even
for single user systems. Last, section 1.3.3 details more advanced frameworks that also handle
Level 3 with collaborative interactions management.

1.3.1 Shared World Synchronization

Shared world synchronization between remote places is based on massive communication
capabilities over the network able to transmit individual interactions in the VE as well as virtual
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objects states to remote users in order to maintain consistency into the shared VE. It implies
maintaining object’s ownership, transformation, appearance, and others due to interactions of a
single user on the virtual object. Low-level frameworks are able to manage this by using opti-
mized networked communications based on TCP or UDP protocols over LAN, WLAN or WAN
facilities. They can adopt different software architecture according to the need of the application,
e.g high consistency, low delay or failures recovery for instance. The two main architectures are
client/server that centralizes the simulation on a master node that ensures the synchronization
between the others connected nodes, and peer-to-peer (P2P) that distributes the simulation syn-
chronization over all the connected nodes [Frey et al., 2008]. Hybrid architectures have also been
proposed as in [Fleury et al., 2010b] that take advantages of both previous architecture while
handling additional features such as nodes migration or proxy objects for higher consistency.
Commercially available frameworks such as RakNet 1 or SmartFox Server 2 manage massively
multi-users synchronization in real-time. Their offer high performances, but do not handle ad-
vanced features encountered in remote collaboration in MR. However, they can be the base for
network communication used in middlewares specifically designed for remote collaboration in
MR.

1.3.2 Multi-Scale

As soon as we are facing asymmetric roles or PoV into remote collaboration, the framework
used must be able to manage synchronization between multi-scale shared VE. Indeed, it can not
be managed only by moving the camera in the scene to modify the PoV on the scene, others
considerations must be taken into account as explained by Wartell et al. [Wartell et al., 2009].
Typically in VR systems, the display handles head-tracked dependent rendering to provide a
collocated display. This feature is also dependent of the physical screen size, and thus constraints
the virtual frustum used to compute the scene rendering. In the case of a stereoscopic rendering,
disparity between right and left images (one per eye), used to generate depth perception, must
be set according to the scene scale. Indeed, at 1:1 scale, average inter-pupillary distance (IPD)
is 6.5cm. If we keep this value when modifying the scene scale, it results in discomfort viewing
condition and wrong depth perception. Particularly, in collaborative cases that mix several fields
of MR, such as AR and VR, it can be tricky to achieve multi-scale synchronization because of
different real-world referencing; as an example in this case, the real world in AR, and the screen
size constraint in VR. Indeed, because these two physical dimensions can not be dynamically
modified, if a user wants to change its PoV scale at runtime, the application must adapt its
synchronization mechanism in order to keep a consistent rendering for each user (including the
representation of others in this multi-scale shared world).

It can be achieved using scene-graph facility [Strauss and Carey, 1992], implemented in
modern 3D engines such as Unity3D 3 or the Unreal Engine 4, taking advantage of its hierarchi-
cal construction to compute virtual object transformations. With this approach, synchronization
inside a multi-scale shared world can be simply achieved with a main root node storing the local
scale of the shared world for each users and a synchronizations of objects transformations based
on local transformations (as opposed to global transformations that is not relative to its parent
node transformation). As an example of a middleware that provides facilities to develop such

1. http://www.jenkinssoftware.com
2. http://smartfoxserver.com
3. http://unity3d.com
4. https://www.unrealengine.com/what-is-unreal-engine-4
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multi-scale shared world, MiddleVR 5 company proposes improov3 6 as a platform for facilitat-
ing virtual remote collaboration for professionals in such environments. Nevertheless, none of
these commercially available tools natively manages collaborative interactions at Level 3, but
are limited to Level 2 of collaboration.

1.3.3 Collaborative and Concurrent Interaction

Collaborative interactions are often application-specific, this is why there is not any available
framework that provides a generic way to manage collaborative interactions. However, several
academic projects aimed to develop such a framework providing some collaborative interactions
capabilities.

One of the first proposed framework is DIVE [Frécon and Stenius, 1998] that has evolved
since almost twenty years with several versions. FIVE [Slater and Wilbur, 1997] as well as
MASSIVE [Greenhalgh and Benford, 1995] are also early frameworks that manage scalability
of the CVE and particularly focus on users’ representation and awareness issues. They natively
manage some awareness features with an integrated model inspired from the aura/focus/nimbus
model proposed by Benford et al. [Benford and Fahlén, 1993]. Therefore they do not address
some asymmetric dimensions we need for our work such as highly heterogeneous devices or
asymmetric MR setups.

More recently, the MORGAN framework [Ohlenburg et al., 2004] proposes to handle these
missing features by providing a solution able to manage multi-user VR/AR environments. More-
over, they implement their framework in a 3D engine-agnostic way in order to be bindable for
future 3D engines that quickly evolve with hardware evolution.

Other frameworks specifically focus on the coherency issue such as OpenMASK [Larrodé
et al., 2008] or Collaviz [Dupont et al., 2010]. They implement distribution models based on
proxies and referents on a hybrid architecture mixing peer-to-peer and a centralized-server to
manage synchronization between distant places while minimizing network delay and inconsis-
tencies. Moreover, they natively provide facilitators for remote collaboration based on mod-
els developed in the literature such as the IIVC model [Duval et al., 2013] that ease under-
standing of interaction and perception capabilities of remote collaborators in order to decrease
ambiguous situations. Furthermore, these frameworks have built-in modules that can manage
co-manipulation interactions. However, even if their kernel is rendering engine-agnostic, their
practical implementation is strongly based on existing 3D engines that are no longer up-to-date,
respectively Ogre3D and JOGL/jReality. Thus, they can not easily be integrated into modern 3D
engines such as Unity3D, Unreal Engine, Cry Engine or others that provide state of the art 3D
rendering and lighting algorithms as well as cross-platform build capability.

Last, some frameworks propose to model relations between objects in order to describe a VE
and its content as well as interaction capabilities, possibly collaborative, with interactive objects.
Mascaret [Chevaillier et al., 2012] adds a semantic-based modeling engine in order to provide
a high-level description language based on UML to design CVE. ]FIVE [Bouville et al., 2015]
provides abstractions and mechanisms that are able to model behaviors within a CVE through a
relations engine and a collaborative interactions engine.

5. http://www.middlevr.com
6. http://www.middlevr.com/improov
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1.3.4 Summary

We presented the main frameworks that have been developed to manage remote collabora-
tion using MR technologies with concurrent interaction capabilities. Here, we summarize main
features we need for our work and what the non-exhaustive listed frameworks are able to man-
age.

Framework MR-
enabled

Cross-
platform

Customiza-
bility

Availability Up-to-date

DIVE No No Partially No No
MASSIVE No No Partially No No
FIVE No No Partially No No
MORGAN Yes No Partially No No
OpenMASK No No Yes Yes No
Collaviz No Partially Yes Yes No
]FIVE No Yes Yes No Yes
Mascaret No Partially Yes No Yes

We notice that most of the proposed framework are focused on VR and do not manage MR
applications. Moreover, few of them are really cross-platform in order to deploy applications on
different Operating Systems (OS) such as Windows or Android for instance. And last but not
least, most of these frameworks are not really up-to-date, what certainly explains that most of
them are no longer available.

We found no available solution that fits all the requirements we need for our research. Thus,
we introduced needed features into our own framework that we developed to manage asymmet-
ric remote collaboration in MR that is presented in annexe A. Especially, we built our framework
around a generic core module and then we wrapped it to use in the Unity3D engine that provides
an up-to-date game engine, integrating among others a physics engine and advanced illumina-
tion algorithms, and that is a very popular game engine nowadays with an available free version.
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1.4 State of the art analysis

We presented the main fields we investigated on during this PhD thesis related to remote
collaboration in MR involving asymmetry dimensions and adapted interaction techniques. Sec-
tion 1.4.1 sums up MR advantages and limitations, then subsection 1.4.2 discusses achievements
and remaining challenges involved in remote collaboration.

1.4.1 Mixed Reality

The main advantage of MR technologies is the ability to provide natural interactions in an
immersive environment that aims at enhancing performances based on more natural perception
and interactions compared to more classical desktop setups. In particular, AR and AV are very
interesting because they merge real world content with virtual one. This integration of real items
into virtual simulation allows to propose innovative ways to handle remote collaboration taking
into account real surroundings of the remote collaborators. Applied to remote maintenance, it is
particularly useful because one of the collaborator (called the operator or the agent) must act in
his real world in order to achieve a physical procedure while being guided by a remote expert.
On the remote expert side, the main issue to deal with is to provide him with a good perception
of the operator’s workspace in order to be able to help him in a comprehensive way. Moreover,
immersive interactions in a shared 3D space provide to the expert interesting capabilities in
terms of guiding cues that can be combined with verbal or video channels. However, there are
still several limitations induced by MR technologies. Firstly, devices have intrinsic limitations
due to their hardware components. For instance, VR HMD have limited FoV and resolution, as
well as see-though AR HMD. Moreover, tracking is a key component of any MR system. This
feature has also physical limitations in terms of tracking area, accuracy, drift and calibration.
Secondly, one of the most important remaining limitation in remote collaboration is the ability to
maintain a correct awareness of the shared space as well as others’ activity. Hardware limitations
generate some of these awareness issues because they can not track precise fingers motion or
facial expressions for instance, but specific feedbacks can be proposed in order to minimize this
lack of awareness about the remote space and collaborators.

1.4.2 Remote Collaboration

Concerning remote collaboration, many work already managed to provide many users with
some ways to collaborate effectively while being physically distant. The first research field
on this topic is CSCW that handles collaborative work with virtual data managed by desktop
computers. It is useful to collaboratively edit documents or to run project reviews for instance.
In addition, research about telepresence adds the ability to communicate using video and audio
channels. Some advanced systems even handles eye-contact for more natural discussions with
remote people. Moreover, the video channel conveys interesting non-verbal informations about
body language and facial expressions. However, available interactions for remote collaboration
stay limited and do not allow collaboration to be as natural and efficient as local collaboration
in the real world in the same room around the same table. The perception of distant activities
is also a challenge to provide efficient collaborations. Interactions and perception in a context
of remote maintenance are the two main challenges addressed in our work applied to remote
maintenance. By enhancing the remote expert perception and interactions capabilities and by
providing new ways to help the operator in achieving his physical task with well-integrated and
easy-to-understand guiding cues, we plan to reduce the distance feeling in remote collaboration.
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1.4.3 Challenges & Contributions Overview

In this section we develop the challenges we aim to tackle. They stem from limitations found
in previous work that still need to provide more awareness of the shared and the distant activity
to remote collaborators.

Figure 1.10 classifies our contributions according to the MR continuum and to the PoV sym-
metry or asymmetry. We cover the entire spectrum of the MR continuum with both symmetrical
and asymmetrical PoV/scale in the shared VE. More asymmetrical dimensions (e.g roles and
devices) are covered within each contribution.

First we propose a new model in order to describe an interactive MR system in terms of
user activity that feeds the different inputs, and of semantic feedbacks considering remote col-
laboration, i.e if they convey information that maintains awareness about his/her self or others’
activities. We also tested several ways to represent users in a multi-scale VE and ran an experi-
ment to evaluate the interpretation of the others according to his own representation and activity.
This leads to conclude about the need to take into account the expertise of the end-user in the de-
sign of collaborative MR applications; especially in our applicative use case, we must be aware
that the operator will not have necessarily any expertise about the use of MR technologies, while
the remote expert could be trained in using a more complex interface.

Then, we apply some findings about awareness issues to our remote guiding use case by
proposing two different settings. Both are based on an operator using an AR interface, and a
remote expert using a VR interface. Thus we add the additional level of virtuality asymmet-
rical dimension in this contribution allowing the expert to virtually share the real operator’s
workspace. This feature has been studied in order to overcome awareness limitations in such
remote maintenance systems that can be found in previous work. Moreover, the expert’s interac-
tion capabilities are also proposed and allow him/her to visually help the operator in completing
his maintenance process. They use natural, real-world-integrated, and not intrusive visual cues
that improve the remote helping process in terms of understanding and completion time.

Last, in order to deal with asymmetric devices, roles and PoV in VR shared world, we intro-
duce new ways to collaboratively interact in purely virtual simulation. Particularly, we extend
classical co-manipulation technique to a hybrid paradigm that is close to a remote navigation
technique that we just investigated.
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Figure 1.10: A summary of our contributions in three fields we focus on: awareness, co-
manipulation and remote guiding. Contributions are classified according to their asymmetrical
aspects in terms of PoV and level of virtuality. We can notice that asymmetrical dimensions in
terms of devices and roles are not addressed in this figure.
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Chapter 2

Awareness

Awareness is defined as the internal/mental representation of a user according to the interac-
tive world he/she belongs to. This is a close definition of workspace awareness in CSCW con-
text given by Gutwin et Greenberg [Gutwin and Greenberg, 2002]. In VR, it is mainly achieved
through the interpretation of sensory feedbacks that inform the user about the consequences of
his/her action, as well as the self-updating of the VE. In CVE, this awareness of the shared VE
is more complex. Indeed, remote collaborators must interpret what is happening in the shared
VE, which is also consequences of other’s actions. Thus, collaborators’ awareness involves in-
terpretation of signals sent by others through the shared VE [Dourish and Bellotti, 1992].

This chapter begins with a state of the art of awareness in MR in section 2.1 with a focus on
collaborative applications. Then, section 2.2 proposes a new model to classify users’ inputs and
feedbacks provided by the interactive system. These feedbacks can be generated from his/her
own interactions into the VE or be issued from shared interactions with other collaborators.
All these feedbacks are used in different ways in order to maintain awareness of the shared
VE. Section 2.3 focuses on users’ representation into a shared VE and develops some examples
that demonstrate different levels of representation generating different levels of awareness in
the user experience. In a similar way, section 2.4 discusses about PoV importance in remote
collaboration in MR and gives examples of PoV impacts according to different awareness needs.
Last, section 2.5 presents an early user study that we ran in order to address these two specific
features that act on awareness in remote collaboration: users’ representation and PoV. It gives
us valuable preliminary results to our future work, especially focusing on asymmetry in remote
collaboration in terms of roles and PoV.

2.1 State of the Art

Awareness is essential to let the shared VE be usable in potentially distant collaborative
tasks. It allows users to perceive other actions and to understand the collaborators activities.
Subsection 2.1.1 presents a classification of awareness features, then subsection 2.1.2 describes
awareness solutions used to enhance the perception of the VE and its content. Subsection 2.1.3
develops some multi-modal awareness techniques. Last, subsection 2.1.4 describes some aware-
ness solutions especially designed to enhance collaboration in CVE.
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2.1.1 Awareness classification

Classically in VR, system interactivity is defined as a 3-step loop that is: perception, de-
cision, action. Another way to express it follows an interactive loop defined in three steps:
awareness, action, feedback [Goebbels et al., 2003]. In this last loop, the first step 1 indicates to
the user what can be done in the VE, e.g what interactions are possible. The second step repre-
sents the actual interaction of the user with the VE, then the third step provides a feedback to let
the user be aware of the consequences of his/her actions on the VE. Then, the loop can go on.
Without it, there would be no mean for the user to directly understand his/her actions and the
application would not be interactive enough. The lack of direct feedback drastically decreases
the usability of the system. Goebbels et al. [Goebbels et al., 2003] proposed an extension of this
interactive loop to be used in CVE. In particular, they extend the awareness part and divided it
as follows:

1. proprioception, e.g perception of his own actions;

2. perception of his own physical and virtual input devices and of the virtual data set;

3. perception of co-presence, e.g of other collaborators;

4. perception of co-physical and virtual input devices and of shared virtual data set;

5. perception of co-knowledge and co-status.

These five steps are the ordered steps perceived by users at each step of the awareness part of
the interactive loop defined previously. We note that steps 1 and 2 are the same in a single-user
or a multi-user setup, and steps 3 to 5 specifically address awareness features in collaborative
settings.

The term presence defines "the feeling of existence within a given environment" [Zahorik
and Jenison, 1998]. Sanchez et al. [Sanchez-Vives and Slater, 2004] claim that presence is a
level of consciousness above awareness. Co-presence [Goebbels et al., 2003] extends this con-
sciousness feeling for collaborators in shared worlds. Thus, the last 3 steps enable coordination
between users and improve collaborative interactions by trying to compensate the lack of direct
collaborators’ proprioception feedback.

Awareness is not only studied by computer science researchers, it is inspired by work from
the social science community, and adapted to the context of CSCW and CVE. Social science
community provides an exhaustive classification of awareness, but CSCW and CVE do not
require every features of this classification. A survey about similarities between awareness in
CSCW and social sciences can be found in [Gross et al., 2005]. We rather present a specific
classification of awareness for CVE extracted from [García et al., 2008] and [Pinho et al., 2002].
Thereby, awareness in CVE can be split into 6 classes:

1. Object: is it selectable? selected? who is its owner? can we modify some of its attributes?

2. Task: who is currently participating in the task? what is the task status?

3. World: where are the objects? the users?

4. Group: who is online? what are the group members actions? positions? capabilities?

5. Social: what are the available communication channels?

6. System: what are the available data about the system states (stability, network latency,...)?

1. The first step of the loop is named awareness in the literature. However, it only refers to the interaction
capabilities awareness part of the whole awareness that the system can provide (that includes direct interaction
feedbacks).
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(a) (b) (c)

Figure 2.1: Illustrations of visual cues used to enhance awareness in CVE: (a) Bounding boxes
indicating a specific object property [Duval et al., 2006b], (b) Echoes managing network trou-
bles [Duval et al., 2006b], (c) Rays from the owners to the manipulated object [Aguerreche
et al., 2009a].

This need of informations must be well-studied for each application and must not disturb the use
of the system. For instance we must avoid to provide too many data that could hide some im-
portant parts of the VE. Rather, awareness must improve interaction performances by providing
necessary visual, auditive or haptic cues together with a direct verbal communication channel
at least. This must lead to enhance the whole perception of the VE including remote users, their
current actions and their interaction capabilities.

2.1.2 Awareness basics: VE and content

First, VE must provide some ways to users to have an accurate perception of the whole
environment. In immersive settings (e.g 1:1 scale), the World In Miniature (WIM) technique
provides a way to have a global view of the whole VE in a map-like view. Without it, users
only see what is contained in their respective view frustum. Most of the time in non-immersive
setups, the available horizontal field of view (fov) is limited to 60˚, whereas natural range of
binocular vision extends up to 200˚. Fraser et al. [Fraser et al., 1999] proposed peripheral lenses
to provide such a wide horizontal fov. These peripheral lenses are placed on both sides of the
central classical 60˚ fov and display another 60˚ fov on a thinner width. It provides peripheral
blurred views mimicking natural peripheral vision. Users can momentarily switch the clear view
and thus better perceive their environment and the collaborators’ location and action.

Second, VE can let users be aware of the objects’ interaction capabilities to improve their us-
ability. For instance, interactive objects can display their current state by changing some of their
appearance attributes when they are selected or manipulated. Another way to represent these
state modifications consists in displaying a semi-transparent bounding-box (cf. figure 2.1a).
Note that this method can also be extended using echoes in order to inform users about network
troubles concerning shared virtual objects [Duval et al., 2006b] (cf. figure 2.1b). Moreover,
when an object is selected or manipulated by a user named the owner, it is interesting for other
users to know who is this owner. A typical technique consists in displaying the owner’s name
next to the interactive object, but more visual awareness techniques propose to display a ray (or
an extended arm) from the owner location to the object (cf. figure 2.1c). Concerning interaction
capabilities, objects can provide visual cues such as manipulation arrows in order to inform the
users which interactions are possible.
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Last, a famous approach considered two distinct spaces for each user named the focus and
the nimbus [Benford and Fahlén, 1993]. In [Benford et al., 1994], focus and nimbus are "sub-
spaces within which an object chooses to direct either its presence or its attention". More specif-
ically, "the more an object is within your focus, the more aware you are of it", and "the more
an object is within your nimbus, the more aware it is of you". It means that, in a generic way,
interactive objects can react to user position and focus by changing appearances for example,
and also inform others about user’s attention and interaction capabilities.

2.1.3 Multi-modal awareness

A MR system can provide awareness through three different channels. First, visual feedback
of the interactive tool allows the user to better anticipate the consequences of his actions. It is
essential in immersive setups as in [Ortega and Coquillart, 2006] to improve the immersive
feeling of the user in the VE. In this example, the user uses a physical prop to interact with the
VE; the interactive tool is directly controlled by the prop motion and its visual representation is
co-located with the tip of the prop in order to provide a convincing 3D user interface. Second,
auditory feedback can enhance user perception of the VE. For instance, physical behaviors can
be simulated thanks to specific sounds, such as contacts and friction in [Le Chénéchal et al.,
2014b]. Third, haptic feedback improves kinaesthetic feedback and helps the user to coordinate
his movements. In [Murayama et al., 2004], Murayama et al. used two SPIDAR devices, one for
each hand. They provided separate haptic feedback for each hand and increased the bimanual
interaction abilities thanks to the feeling of forces applied by hands in the VE. Other pseudo-
haptic feedbacks such as proposed in [Sreng et al., 2006] can provide visual or auditory cues to
overcome the lack of haptic device.

2.1.4 Awareness techniques for CVE

In the literature, many solutions have been implemented to enhance collaboration in CVE
thanks to awareness. We do not present an exhaustive list of these solutions, rather we discuss
some of them that are widely used and quite generic.

2.1.4.1 Awareness of collaborators

First, users have to be able to perceive their collaborators into the shared VE. To achieve it,
the typical solution is to use an avatar animated according to the user motion. In the simplest
case, only the body of the avatar is animated, but more advanced research worked on realistic
avatar [Beck et al., 2013] textured as the real user, and even emotive avateering [Freeman et al.,
2003, Niewiadomski et al., 2011] in order to enhance non-verbal communication between re-
mote users. In this field, an interesting modality is gaze tracking that enables eye-contact and
awareness of others’ gaze [Steptoe et al., 2008]. Avatars with gaze direction allow fine and
informative non-verbal communication and can reproduce natural social interactions.

Second, users should perceive others’ interactions capabilities to be able to collaborate ef-
fectively. These capabilities can depend on hardware setups because users can interact with
heterogeneous setups, such as an immersive visualization room with full body tracking, a semi-
immersive 3D display with a 6DOF tracker input or a head-mounted display with tracked hands.
Figure 2.2a gives an illustration of two heterogeneous setups. This heterogeneity leads to dif-
ferent interaction capabilities for each user. Collaboration becomes more effective if everyone
is aware of these limitations. Duval et al. [Fleury et al., 2010a] proposed the Immersive and
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(a) (b)

Figure 2.2: (a) An illustration of a collaborative session with two users. The one on the left works
in an immersive setup, while the one on the right uses a desktop setup [Duval et al., 2013] (b)
Explicative scheme of the different workspaces composing the IIVC and their relations [Fleury
et al., 2010a].

Interactive Virtual Cabin (IIVC) as a generic concept to handle this awareness feature. It allows
to define the real 3D volumes that represent different workspaces linked to a specific modality
(e.g motion, visual, auditory,...) and to let other users perceive these spaces. These virtual spaces
can stem from some tracking limitations or screen size, and to be aware of that avoids misunder-
standing between collaborators, for example representing the view frustum [Fraser et al., 1999].
Figure 2.2b explicates the generic concept of the IIVC.

2.1.4.2 Collaborative awareness through communication

In this section, we present general awareness techniques providing users with ways to com-
municate. First, CVE must allow direct and natural communication. Several channels can be
employed such as an audio channel. The audio communication has been proved to be the most
important and essential for effective collaboration [Goebbels and Lalioti, 2001]. Video [Pauchet
et al., 2007] or haptic [Chellali et al., 2010] channels can also be used. Second, symbolic com-
munication is another way to allow communication between remote users. For instance, users
can deposit arrows, compass or lighting into the VE to inform collaborators about interesting
spots [Nguyen et al., 2013]. They can also create notes and post-it to add informations collected
in the VE to share them with other collaborators.
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Figure 2.3: The classical input/simulation/output loop describing an interactive system.

2.2 A new generic awareness model

Many awareness techniques have been proposed, and some classifications allow to describe
each of these techniques in terms of conveyed informations. Some models also provide generic
ways to describe interactive and multi-user systems. However, awareness is very personal be-
cause it is generated by “human perception and experience of events” [Cai and Yu, 2014] ac-
cording to provided feedbacks managed by the system. These feedbacks can also be classified,
thus we propose a new model for VE that describes each types of available feedback. First, for
a single user in section 2.2.1, then for multiple users in CVE in section 2.2.2. Last, section 2.2.3
adds the asymmetrical dimension in virtuality to our proposal in order to provide a formal way
to model numerous kind of collaborative MR application. In next chapters, each of our pro-
posals instantiates this model.

2.2.1 Single user

An interactive simulation is basically described as a 3-steps continuous loop:

1. input: user interaction;

2. simulation step: interactive application;

3. output: user perception.

Figure 2.3 illustrates this loop in our formalization. Physical input generated by user’s action
is perceived as input, called user activity, for the interactive simulation. Then, the simulation
generates feedbacks conveyed to the user through output devices.

In our detailed model (cf. Fig. 2.4), we split the input user interaction into two categories. We
distinguish user activity depending on their nature. First, the user can change his state in terms
of body posture (including head and hands for instance) in order to look around him/her in the
VE or to take a comfortable posture in his/her real world he/she belongs to, or even reacting to
an external stimuli from his/her real world. Second, the user can try to modify the VE content by
explicitly interacting with it. The first input of user activity is called user state, while the second
is called interaction.

Concerning the feedbacks provided by the VE, we split them into three categories in order
to distinguish:
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Figure 2.4: Interactive system model detailing types of user activity and feedback.

– feedbacks from intrinsic users properties (self-perception);
– feedbacks from intrinsic objects properties (affordance);
– feedbacks issued from the two previous ones: interaction between users and objects (in-

teraction feedback).

First the user state can modify some content of the VE linked to the user him/herself. Indeed,
the user can be represented by an avatar for instance, thus his state is directly controlled by
the user state. The same way, interactive tools are often represented into the VE. These tools
are controlled by user state, most of the time by user’s hands motion, thus user’s motion has
consequences on his representation as well as his controlled interactive tools into the VE. We
called this kind of feedback self perception because it is linked to user state who does not
necessarily intend to interact with the VE content (except his/her own representation that we
distinguish from the rest of the VE).

Second, VE can also provide informational feedback on possible interactions on different
virtual contents. For instance, if a virtual object is movable, the object can carry manipulation
arrows that give visual cues to the user about its interactive capabilities. This kind of feedback
is called affordance [Gibson, 1979] of the VE that conveys informations to the user in a passive
way (e.g without any explicit user’s interaction) about interactive capabilities of its content.

Last, user’s interaction on VE content has consequences on scene state which are computed
by the interactive simulation at each simulation step. As examples, the selection of a virtual
object can change its color, or its manipulation will move it according to the implementation in
the simulation that can, for instance, include physical constraints. This feedback of the user’s
interaction is called interaction feedback and is the direct consequence of intended user’s action
on virtual content of the VE.

All these feedbacks are perceived by the user through his/her output devices. Then, the user
builds an internal representation of the VE and his/her actions within it that is called awareness.
Figure 2.5 integrates this awareness concept in our detailed model as well as the human cognitive
loop known as perception/decision/action [Mallot, 1997]. From this point of view, awareness is
generated by the combination of three elements in our model: feedbacks, output and perception.
It starts from the simulation that generates feedbacks, then the output devices that convey these
informations that are perceived by the user and used to maintain his personal awareness.
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Figure 2.5: Interactive system model integrating user cognitive loop.

2.2.2 Collaborative setting

Figure 2.6 presents our model extended to multi-users shared worlds. When including ad-
ditional users into the shared VE, the simulation step is also dependent of others’ interactions.
Thus, the interactions feedbacks are now consequences of potential shared interactions on the
same virtual content.

Moreover, in order to address co-presence, the VE must also handle the representation of
remote collaborators to be able to understand what others are doing. It is also useful for improv-
ing coordination with the ability to be aware of others’ interaction capabilities; in the same way
it is important to be aware of virtual content interactive capabilities (affordance). Here, we call
distant user perception the feedbacks representing other users (including their interaction tools).
It is an additional information that feeds the user’s perception in order to maintain awareness of
the VE shared with other users.

In next chapters, our work focuses on asymmetry in terms of roles, PoV, devices and level
of virtuality. Thus, we do not specifically address affordance in shared VE. Rather, we focus
on self-perception, shared interaction feedback and distant user perception that are the keys
to improve awareness of one’s self and others as well as shared activity when dealing with
asymmetric remote collaboration in MR.
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Figure 2.6: Our generic awareness model for CVE. We only detailed the blue user activity and feedback for clarity purpose.
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2.2.2.1 Personal spaces and available feedbacks

We just presented a formal way to describe a CVE, in terms of users’ input and feedbacks,
considering symmetrical feedbacks (i.e all the users have the same capabilities in terms of per-
ception on the shared VE, and feedbacks, especially visual feedbacks, are the same for every
collaborator). However, in many situations this is not exactly the case. For instance, a common
case is to let users interact in a multi-scale shared world. In this case, users will not require the
same feedbacks, especially visual ones, because they do not perceive the CVE at the same scale.
Thus, tiny details for a user with a global PoV are not relevant; instead, this user should be able
to perceive global scheme that can not be seen at another scale.

Thus, in order to deal with these kinds of requirements, we propose to add the concept of
personal spaces. It adds a layer to our model that separates real and virtual spaces, because
each user has a personal virtual space in addition to his/her physical space. Figure 2.7 shows an
example of this additional feature of our model in a multi-scale CVE scenario.

2.2.3 Multi-users MR setting

We proposed a model for CVE that handles many asymmetrical dimensions we introduced
in our research. It can manage asymmetrical roles, devices and PoV. Still, the application level
of virtuality for each user can also be asymmetrical: users can collaborate at different levels of
virtuality while sharing a common VE. As an example, a user can use an AR application and
another user a VR application while still collaborating on a shared synchronized VE. However,
the synchronization of the VE depends of each user’s level of virtuality.

Figure 2.8 illustrates our final model that takes into account this additional asymmetrical
dimension in MR remote collaboration. Interactions in AR can be performed on real objects. In
this case, the AR user can directly perceive the feedbacks of these interactions on real objects;
these interactions generate a real objects activity that is used to synchronize virtual representa-
tions of real objects used to maintain awareness for others collaborators. A noticeable feature of
this model is that aggregation of feedbacks from real and virtual space for each user results in
equivalent perceptual abilities (merging virtual and real contents). Thus, collaborators are able
to maintain equivalent levels of awareness and can collaborate in an understandable way.
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Figure 2.7: Integration of personal virtual spaces in our awareness model, partially synchronized between remote users. This example represents
a multi-scale CVE. The blue user has a global PoV on the shared CVE, while the red user has an immersive PoV. Displayed content is slightly
different for both users (the blue user can only see the big picture of the shared content aggregated into clusters of smaller parts that can only be
seen by the red user; the cluster selected by the blue user makes all the parts of this cluster turn to blue in the red user’s virtual personal space; the
selection of a part by the red user makes the entire cluster turns to red in the blue user’s virtual personal space), while the personal spaces are still
partially synchronized in order to maintain consistency in the shared CVE to maximize awareness capabilities of each collaborator.
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Figure 2.8: Our model enables to describe asymmetrical MR collaboration. The blue user has an AR setup and the red user a VR setup. The real
object in the real AR user space is represented as the blue cube in the virtual VR user space. The red cylinder is a shared virtual object represented
in both virtual spaces. We can notice that the AR user representation is only presented in the virtual VR user space; its counterpart for the AR user
is his/her direct perception of his/her own body in his/her real space.
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Figure 2.9: Illustration of an asymmetric collaboration with two complementary PoVs [Le Ch-
enechal et al., 2015]. The guide has a global PoV of the whole room (left), while the visitor is
immersed in it at 1:1 scale (right). Here, the illustrated visitor’s PoV is a 3rd person PoV slightly
behind the 1st person PoV actually perceived by the visitor user. On the left guide’s zoomed
viewport, we see that the visitor’s avatar is pretty tiny, and thus it can be tricky to be aware of
his/her focus. The frustum can help to understand his/her perceptual capability. We can notice
that the interaction tools of both users are represented for themselves and for the others. On the
right, the guide’s 3D ray is like ‘coming from the sky’, which can be complicated to apprehend
for novice users.

2.3 Users Representation

Users representation in MR is essential to firstly enable presence within the VE and sec-
ondly to add remote activities perception and co-presence, and thus to maintain awareness [Noh
et al., 2015]. For one’s self presence within the VE, representation of the full body is not nec-
essarily needed because we can not see our own head for instance (except as a reflection on
a reflective surface). However, having a virtual body in First-Person Viewpoint (FPV) allows
to look downward and, for instance, to see one’s chest and legs, which reinforces the sense of
embodiment (and thus the sense of presence) due to a matching between proprioception and
visual feedback of one’s own virtual body [Kilteni et al., 2012]. Even more important, MR aims
to provide natural interactions in the VE, thus the use of the hands to act on virtual content is
the most natural way to provide such interactions [Mizutori et al., 2012]. Interaction techniques
create a link between interaction tools and hands motion. These interaction tools are the virtual
items allowing the user to interact with virtual object using his/her hands motion as input. Thus,
the representation of these interactive tools in the VE is also very important in order to be able to
understand his/her interactions in real-time and to be able to predict the consequences of his/her
actions within the VE. As it is linked to hands motion, the explicit representation of the hands,
and even of the whole arms, depending of the applicative context, is also useful in order to
enhance the embodiment feeling as well as to improve presence and interaction performances.

When dealing with multi-users VE, it becomes even more important to represent users
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Figure 2.10: Illustration of different PoVs available in a multi-scale VE. PoV FP is the egocen-
tric, also called immersive, 1st person 1:1 scale PoV. Another user, with TP PoV, can stay behind
this 1st person PoV, it is called 3rd person PoV. Now, considering different scales, a user can have
a global PoV on the whole scene, or at the contrary have an accurate PoV, called micro PoV, on
a specific area of the VE thanks to its tiny scale within the VE.

within the VE. In addition to be used as a way to feel present in the VE, this representation
allows collaborators to be aware of others’ presence as well as activities through others’ interac-
tion tools representation. In particular, when performing a shared task on a same object, it allows
to understand the consequences of combined actions from multiple users who can synchronously
act on a shared virtual content in a collaborative, and possibly concurrent, way. Moreover, the
collaboration can become even more efficient if collaborators are able to understand the others’
field of perception in an implicit way. It allows more natural communication based on visual
feedback without a verbal communication overload that can decrease the collaborative interac-
tion performances. For instance, being able to understand the limits of the others’ FoV greatly
improves coordination because collaborators can know at each time what the others are able to
see or not. The use of an avatar with head motion, or even gaze tracking [Steptoe et al., 2008] can
handle this feature. Other approaches, as the use of a virtual frustum that represents the actual
geometry of collaborator’s FoV [Fraser et al., 2004] can also be used as visual feedback to pro-
vide remote perception capability in a more precise, but less natural way. Figure 2.9 illustrates
an example of users’ representation and their interactive tools.

2.4 User’s Point of View

In a multi-scale VE, users are able to have different viewpoint scales on their shared VE.
Thus, they can benefit from different and complementary PoVs on the same synchronized con-
tent. Figure 2.10 explains the terminology given to each kind of PoV. In this collaborative con-
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text, it can improve the task efficiency in terms of completion or accuracy. For instance, in the
domain of scientific visualization, some global schemes can only be observed at huge scale, e.g
when viewing the content globally, while details need a tiny viewpoint scale to be revealed. For
this kind of asymmetric collaboration, users must be aware at all time of the others’ activities
and capabilities according to their PoV. As an example, let us consider a two-users collaboration
with asymmetric PoVs, in which one user has a global PoV, called the guide, while the other
user, called the visitor, has a 1:1 scale PoV in the content (cf. Fig. 2.9). In this setting, the guide’s
PoV allows him/her to have a global view of the room in order to help the visitor in laying out
the furnitures. Moreover, the visitor has the ability to walk in the room to have a better under-
standing of spaces at 1:1 scale. Both users can interact on the content, thus, the system must let
collaborators be aware of others actions and perception capabilities despite they do not progress
at the same scale. In particular, to be able to efficiently help the visitor, the guide must be aware
of what the visitor is looking at. A tricky part in this is to evaluate at which moment the visi-
tor perceives a pointed item from the guide’s ray ‘coming from the sky’. Indeed, even if verbal
communication can help, it is not necessarily the best way to convey this kind of information,
especially in pointing task with many objects with similar appearances. Thus, we can try to use
additional visual feedbacks specifically designed for this purpose in order to not add this verbal
communication overload that can be inefficient in some situations, especially in asymmetrical
PoV settings.
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Figure 2.11: The asymmetrical dimensions introduced in our preliminary evaluation about
awareness in CVE. Red lines represent the guide’s setting, whereas the blue lines represent
the visitor’s setting. Black lines are merged settings between both users.

2.5 Preliminary user evaluation

From the two previous sections, we pointed important awareness issues found in asymmetric
collaboration. Especially in a multi-scale VE, when a guide with a global PoV on the scene
must help an immersed visitor user, the representation of the visitor could be used to convey
additional informations in order to improve the guide’s awareness about the interpretation of
his own guiding indications. For instance, from the guide’s PoV, when pointing an object, when
does he/she know that the visitor saw it? When guiding the visitor to walk in a specific direction,
when does the guide know the visitor understood his/her guidance? Maybe when the visitor
begins to walk in the desired direction? Or maybe the visitor did not notice and just walks this
way without being aware of the guide’s intention? It is this kind of awareness limitations that
we aim to explore in a early preliminary user study. Moreover, other use cases can suffer from
these kind of awareness issues such as remote learning if a teacher explains a task or shows
something that must be perceived and analyzed by a learner; project review or tele-maintenance
are also cases that need to provide a proper understanding of what others have seen and analyzed
from our own indicative interactions. Figure 2.11 illustrates the asymmetrical dimensions we
introduced in this study in order to explore roles and PoV asymmetry in remote collaboration.

2.5.1 Use case overview: Asymmetric VR remote guiding

We consider a system that handles two distant users in an asymmetric way (note that a
symmetric setup could also be relevant). The first one, named the guide, has a global view of the
scene thanks to a 3/4 top view of the whole scene (or at least a large part of it). The second one,
the visitor, is immersed in the VE with a first-person view of the scene. Figure 2.12 illustrates
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Figure 2.12: (left) The visitor’s immersive view; (right) The guide’s global view.

Figure 2.13: Illustration of the experimental use case implementing our CVE model.

these two views.

The task considered in this CVE is a very simple and common one: the guide points to
an object (with a 3D ray, for instance) that the visitor must find, perceive and analyze. Most
CVEs provide this kind of collaborative feature which allows visual communication. However,
classical awareness techniques are symmetrical. This means that if the pointer highlights the
object, it will be highlighted in the same way and at the same time for both users. This technique
gives no information to the guide that could help him to see that the visitor has perceived and
analyzed what he pointed to. The only way to get any idea of this is to estimate what the visitor
can perceive thanks to his view frustum and his avatar, for instance, and to estimate the accurate
duration needed to analyze the meaning of what has been pointed to. This analysis process can
take more or less time depending on the complexity of the object, especially if this part of the
scene pointed by the guide requires a reasoning of the visitor to send back a comment or an
answer. Thus, the duration of this process must be accurately estimated by the guide, a hard task
to accomplish, especially if he has no idea of the experience of the visitor concerning the task.
Figure 2.13 implements our model for this specific use case and highlights the analysis process
achieved by the visitor to interpret guiding informations conveyed by the guide’s 3D ray.
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2.5.2 Experimental apparatus

We note that none of the existing solutions takes into account the awareness of what others
currently analyzed regarding a remote informative interaction, such as an object pointing that
requires a reasoning to be understood. We think this would be an interesting feature to provide
in order to improve collaboration, especially in a non-verbal situation [Dourish and Bellotti,
1992]. Indeed, in some cases, verbal communication cannot be used, such as when users speak
different languages, when environments are too noisy or when a user is deaf-and-mute. Thus, in
this study, we focus on this particular context without any available audio channel.

The visitor used an HMD to be immersed in a room containing six boards from among 66
possibilities. These boards presented pictures. Each picture was composed of two figures: the
left one was always the same image of reference, whereas the right one could be the rotated im-
age of reference or a different one. The task of the visitor consisted in finding the board pointed
to by the guide, and then to answer the question: Are these two figures identical modulo a 2D ro-
tation? This task is called “2D mental rotation” in the psychology literature [Cooper, 1975]. This
literature proves that everyone can achieve it with few performance differences between people.
Thus, this 2D mental rotation task was a reasonably simple task that nevertheless required an
analysis process that simulated the one described in our new asymmetric loop.

The guide’s task (e.g the subject’s task) consisted in estimating the moment when the visitor
had analyzed the board and answered. With this task, we wanted to evaluate the estimation
performances of the guide regarding the visitor’s activity and the analysis process achievement.

2.5.2.1 Independent variables

Estimation features. In our experiment, the visitor was always presented as an avatar with
a frustum representing his/her exact field of view (¬⊗). Feature ⊗ added a squared spotlight
matching the frustum dimensions and highlighting the objects in the visitor’s field of view (see
Figure 2.12).

Safe-explicit feature. It implements an acknowledgment from the visitor to the guide. In our
experiment, an arrow (o) was presented to the guide as soon as the visitor thinks that he/she
has solved the mental rotation by pushing one of the two physical buttons to answer the binary
question. This notification is directly sent to the guide and is displayed in the VE through an
arrow. (cf. Figure 2.14). We assumed that, for the visitor, the time between the decision following
the analysis process and the answer recorded by the system was insignificant (less than 100ms,
as observed in [Card et al., 1986]).

Single and successive tasks. A single task did not cause a perceptible behavior of the distant
user when the visitor completed his/her analysis, while a successive task brought about implicit
feedback due to a specific behavior of the distant user when the visitor finished his/her analysis.
In our experimental process, the most obvious implicit indication was the motion of the visitor
who is looking for a new task as soon as the previous one is accomplished. For example, if the
visitor looked at the board indicated, then looked elsewhere, it could suggest that the visitor had
completed the analysis of the current task. To simulate this behavior, we gave instructions to the
recorded visitor. In one case, called single task (†), we asked the visitor to keep looking at the
board after the completion of the task until the next iteration. In another case, called successive
task (‡), we asked the visitor to return directly to a phase of VE exploration after solving the
task (‡).
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Figure 2.14: Illustration of our implementation of the safe-explicit feedback o for this experi-
ment from the guide’s point of view.

Combining the three variables of the experiments leaded to eight conditions. Every subject
met all the conditions.

2.5.2.2 Experimental protocol

We designed the experiment in order to be able to evaluate the guide’s perception of the
distant visitor’s activity. Thus, if we had used a real human visitor for each trial, it could
have skewed our experimental results due to heterogeneous behaviors. To solve this issue, we
recorded one real human visitor achieving the tasks in a pre-process phase. Therefore we were
able to replay human behaviors in a counterbalancing design for each subject of the experiment
without any bias regarding the visitor’s behavior.

Afterwards, each participant was first informed about the complete study proceedings. Then,
they completed an identification questionnaire allowing us to collect general information about
their experience with VR. Next, a demonstration introduced the experiment and gave instruc-
tions about the objective for 10min. The experimental manipulation was composed of 56 itera-
tions (8 conditions ∗ 7 iterations) and lasted 10min.

Each condition iterated on seven boards from among the 66 available ones (using a counter-
balancing order). We ensured each board was pointed to at least once for each condition. One
iteration was decomposed as follows:

1. the system simulated a distant pointing of the guide: the symmetric awareness technique
effects board flicking;

2. the system started to replay the recorded visitor’s behavior sequence;

3. the visitor searched for the board indicated;

4. the visitor found it and watched it;

5. the visitor solved the task by analyzing the mental rotation;

6. only in o conditions, a safe-explicit feedback was send to the guide meaning that the
visitor had completed the analysis of the board pointed to.

Moreover, we ensured that the pre-recorded visitor always completed the task before a 10s
timeout (actually he usually completed it in under 5s). During an iteration, the subject’s task
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consisted in clicking when estimating that the visitor had completed the board analysis. After
each validation, we asked the subject the chosen strategy for estimating when the visitor had
completed the analysis of the indicated board. The subject could choose between five options:

– no specific strategy
– self mental rotation: estimation based on the subject’s own performances in achieving the

mental rotation task;
– time count: estimation based on a roughly evaluation of the time needed to accomplish

the mental rotation task;
– visitor motion: estimation based on the behavior of the visitor perceived through the avatar

and frustum (and the spotlight in ⊗ condition);
– other: type any strategy: with this text field, subjects could specify any strategy they used.

We did not explicitly propose the apparition of the arrow (o) as strategy, in order not to in-
fluence the subjects’ answer. But it could be specified in the other text field and subjects was
informed that they could use copy/paste keyboard shortcuts to repeat an already used strategy
without tapping it each time.

We briefly explained the meaning of each proposal in the trial phase. For each condition
change, a black screen displayed the state of the three independent variables for the next condi-
tions. Three icons always remained visible to the subjects to remind them of the current state of
independent variables.

At the end, participants were asked to fill in a questionnaire to provide their impressions,
comments and subjective judgments about the estimation features, the safe-explicit feature and
the tasks with:

– a dichotomous preference test between the estimation features (¬⊗ /⊗), the safe-explicit
feature (o /¬o) and the tasks († /‡);

– a Likert-scale (1: Not certain at all, 4: Totally certain) with the following questions about
the estimation features, the safe-explicit feature and the tasks:
– “Are you confident that the visitor has seen the board indicated?”
– “Are you confident that the visitor has completed the analysis of the board?”

2.5.2.3 Measurements and hypotheses

Measurements We measured the time of completion of the task by the visitor and its esti-
mation by the guide. Thus, we compared the estimation accuracy of the analysis process of the
visitor by the guide according to each condition. The goal was to improve this estimation and
thus the narrower the gap between collaborators’ validation, the better the guide’s estimation.

It should be noted that, in order to remove possible bias and to homogenize collected results
by removing uncontrolled variables, we analyzed only data that respected the following condi-
tions: the guide (e.g the subject) validated before the 10s timeout and the response to the mental
rotation task was ’yes’. 2

Hypotheses We assumed some hypotheses:
– H1: In successive task (‡), the additional estimation feature (⊗) improves the estimation

accuracy because it enhances the representation of the visitor’s perception capability.
– H2: In single task (†), the safe-explicit feedback (o) improves the estimation accuracy

because estimation features do not provide enough feedback about the visitor’s activity.

2. Some boards (∼ 10%) still presented different figures in order to keep the recorded visitor focused on his task.
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Figure 2.15: Difference of time between the visitor validation and the subject estimation: (a)
globally, (b) when subject validated after the visitor, (c) and regarding the availability of o.

2.5.3 Results

2.5.3.1 Participants

Our panel was composed of 20 subjects aged from 23 to 54 (M = 32,SD = 8). There were
12 males and 8 females. Eight of them were considered as experts and 12 as novices. This
consideration was based on their personal experience in VR and, more broadly, in 3D and/or
collaborative video games. We considered a subject as expert if he had spent more than an hour
per week during the last weeks, and already spent more than 14 hours per week during their
lifetime using these kinds of applications. Our subjects had various backgrounds: PhD students,
R&D engineers, communication and human resources staff, managers and assistants.

2.5.3.2 Analysis estimation

We analyzed the delta time between both validations (visitor and guide). If this difference
is positive, that means that the guide validated after the visitor. If the difference is negative, that
means that the guide validated before the visitor.

Figure 2.15a illustrates the significant difference between novices and experts (F(1,939) =
19.78, p< .001). Novices (M = 0.48, SD= 0.07) validated slower than experts (M = 0.00, SD=
0.06). Experts validated at the same time than the visitor, and even before the visitor. This was a
main result: some experts validated before the visitor. Subjects had to validate when they were
convinced that the visitor had analyzed the board. When the participants validated before the
visitor, we considered that they failed.

In the case of safe-explicit feature (o), an arrow appeared when the visitor just completed
his current task. The mode († or ‡, o or ¬o, ⊗ or ¬⊗) was presented at the screen. So, the
subject knew if an arrow would appear or not. Rationally, in the case of safe-explicit feature
(o), subjects had just to wait the apparition of the arrow to validate.

We also analyzed the cases of subjects’ success, e.g when the guide took the mental decision
after the visitor. As action’s duration to click was assumed to be less than 100ms, as observed
in [Card et al., 1986], we assumed the mental decision was the time to click minus 100ms.

Figure 2.15b illustrates the significant difference between novices and experts (F(1,561) =
15.76, p< .001). Novices (M = 0.93, SD= 0.005) validated slower than experts (M = 0.57, SD=
0.04). Results show that experts are better than novices to evaluate the right time the visitor
achieved the mental rotation analysis.
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The analysis of the additional estimation feature results (⊗ vs ¬⊗) gave no significant differ-
ences. The spotlight was not a useful additional estimation feature in this study. As the results
were not significant, we do not analyze the effect of this feature (⊗) in the following. More-
over, H1 is not validated and we will discuss this result in section 2.5.4.

On the contrary, the safe-explicit feature results (o vs ¬o) gave significant differences for
experts (F(1,148) = 5.34, p < .05) and for novices (F(1,411) = 4.304, p < .05). Figure 2.15c
shows that experts and novices validated slower without (expert: M = 0.66, SD = 0.07; novices:
M = 1.05, SD = 0.07) than with the safe-explicit feature (experts: M = 0.48, SD = 0.04;
novices: M = 0.83, SD = 0.08) The safe-explicit feature that implemented an acknowledgment
from the visitor to the guide improves the estimation accuracy, as stated in H2 for single task
(†).

In our experiment, the safe-explicit feature was represented by an arrow above the board for
the guide indicating that the visitor had just completed his task (cf. Figure 2.14). Even when the
participants had to validate as soon as they saw the arrow, the experts were better. This result
could be explained by the skills of experts in VE.

In the single task (†), the analysis of the time to validate gave not any significant difference
between experts and novices, even if experts (M = 0.7, SD = 0.09) were quicker than novices
(M = 0.8, SD = 0.07). When the visitor were motionless after the completion of his task (†),
experts and novices met the same difficulties to evaluate the right time to validate. Obviously,
in this case of uncertainty, the safe-explicit feature helped the subjects to decide (F(1,250) =
4.6, p < .05). We could appreciate how the safe-explicit feature guided the decision-making
process in two ways:

– subjects validated quicker with (0,67) than without (0,91) the safe-explicit feature;
– the standard deviation was smaller with the safe-explicit feature (SD = 0.07) than without

it (SD = 0.09).
The safe-explicit feature was truly useful when the visitor’s behavior did not clarify when the
analysis process was ended.

In the successive task (‡), the analysis of the time to validate gave significant difference
between experts and novices (F(1,327) = 6.6, p < .05). Novices (M = 0.84, SD = 0.06)
validated after experts (M = 0.58, SD = 0.04). In this case, the safe-explicit feature signifi-
cantly helped experts, not novices. Indeed, experts validated earlier with (M = 0.39, SD = 0.01)
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Figure 2.16: Strategies applied according to the task and the expertise.
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than without the safe-explicit feature (M = 0.82, SD = 0.03). The difference was significant:
F(1,19) = 152.7, p < .001. Even if novices validated earlier with (M = 0.82, SD = 0.11) than
without the safe-explicit feature (M = 0.87, SD = 0.06), the difference was not significant. This
result could be explained by the strategies applied (cf. subsection 2.5.3.3)

The visitor’s behavior was an implicit feedback; as the experts validated earlier, experts were
better than novices to understand this feedback.

2.5.3.3 Estimation strategies

The strategies applied depended on the tasks († / ‡), the situations (o / ¬o) and the groups
(novices/experts) (cf. Figure 2.16). In the single task, for each situation (o / ¬o), novices ap-
plied the visitor motion strategy more often than experts what has no real meaning as motion
does not express the task achievement in this condition. For each situation, experts applied time
count and mental rotation strategies more often than novices. In the successive task, the most
common strategy applied was the visitor motion strategy. Without safe-explicit feature, experts
applied the visitor motion strategy and the time count strategy more often than novices. And
novices applied self mental rotation strategy more often than experts.

Figure 2.17 illustrates the success of strategies for validation after the visitor validation. For
each strategy, we calculated the ratio of times the strategy was applied with success. With a ratio
less than 50%, the guide validated more often before than after the visitor. When the subjects
validated before the visitor, we considered that they applied an unsuccessful strategy to estimate
the right time to validate.

Figure 2.17 shows that the less successful strategies were the mental rotation (47%) and
time count (53%) strategies and the most successful strategies were visitor motion (62%) and
safe-explicit feature (100%) strategies.

In the mental rotation strategy, the guide realized a mental rotation, with the implicit as-
sumption that the visitor took the same time to analyze the board. In the time count strategy,
the evaluation was quite more approximated: the guide did not truly analyzed the board but
evaluated the complexity of the rotation and adjusted the time that the visitor took to com-
plete it. These two strategies were based on how the subject analyzed himself the board, not
on the visitor’s behavior or on the safe-explicit feature. These two strategies illustrated an ego-
centric perspective, which was frequently unsuccessful in this study. One of the reasons that
explains this result could be the difference of viewpoint between the visitor and the guide (cf.
Figure 2.12). The guide had a global viewpoint that allowed him/her to watch the 7 boards. The
visitor had an immersive viewpoint with a narrow visual angle that could contain only 3 boards
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Table 2.1: The most applied and most successful strategies in all the conditions for experts and
novices.

at the time. The guide could see the board pointed earlier than the visitor, thus the guide could
validate before the visitor by applying egocentric strategies.

Visitor motion and safe-explicit feature strategies illustrated an allocentric perspective. The
guide was waiting for a visitor’s information: a punctual successive behavior or a safe-explicit
feedback. The visitor motion strategy was often successful in the successive task, but not so
much in single task. Indeed, in the successive task, the visitor looked at the board to analyze it,
answered and then moved to look for the next task. Thus, the visitor’s behavior was useful to
detect when the analysis was completed. One would have thought that the success score would
be higher. The participants told they met difficulties to detect the fixation when the analysis
process duration was too short. In this condition, the visitor explored the VE to look for the
pointed board, found the board, analyzed it, answered and returned exploring the VE. When
the analysis process was short, the guide could perceive the visitor’s behavior as continuous. In
the single task, the visitor watched the board to analyze it and stayed on it after answering. So,
the visitor’s behavior was not useful to detect when the analysis was completed. This behavior
was just useful to detect when the fixation began. Then the guide had to evaluate the time to
validate after this fixation. Often they validated too early. Figure 2.17 illustrates this difficulty.
The safe-explicit feature was a very successful strategy. Obviously, a validation after the arrow
indication was always successful.

2.5.3.4 ROI of strategies applied

We calculated a ROI (Return On Investment) by multiplying the frequency F of the strategy
i applied (0≤ Fi≤ 1) by the score of success of this strategy S (0≤ Si≤ 1) and by adding these
results obtained for the four main strategies (0 < i ≤ 4). ROI = ∑i(Fi ∗ Si) with ∑i Fi ≤ 1 and
0 ≤ Si ≤ 1. Thus, 0 ≤ ROI ≤ 1. The better was the ROI, the better was the global success of
the strategies chosen by each group of participants. Table 2.1 summarizes the most applied and
successful strategies, and table 2.2 gives the associated ROIs scores.

The analysis of the ROIs proved that experts applied strategies that fit better than novices.
This analysis proved that the highest ROIs in successive task were due to the visitor motion
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Table 2.2: ROI of the strategies applied illustrating their global success.

and to the safe-explicit feature strategies. The visitor’s behavior was an implicit feedback that
worked. We proved that as the experts validated earlier, they were better than novices to use
this feedback. The safe-explicit feature was truly useful when the visitor’s behavior did not
clarify when the analysis had been achieved. Experts used more often than novices this feature
to validate.

2.5.3.5 Questionnaire results

Question: “Are you confident that the visitor has seen the board indicated?” Globally,
all the participants were very confident that the visitor had seen the board indicated (> 82%)
(just under for novices in the successive task: 67%). The additional estimation feature with the
spotlight was more appreciated, particularly by novices. The participants preferred the single
task to be firmly convinced that the visitor had seen the board. To optimize confidence that the
visitor has seen the board, the best configuration was: spotlight (⊗) and single task (†).

Question: “Are you confident that the visitor has completed the analysis of the board?”
Obviously, with the safe-explicit feature, the participants thought with a higher degree of con-
fidence that the visitor had completed the analysis of the board. The participants preferred suc-
cessive task to be firmly convinced the visitor had completed his analysis. “If the visitor moves
after steadying, that means he completed the task, so I validate” said numerous participants.
To optimize confidence that the visitor had achieved his analysis, the best configuration was:
safe-explicit feature (o) and successive task (‡).

2.5.4 Experimental design comments

The proposed additional estimation feature, implemented as a spotlight matching the frus-
tum dimensions, did not prove its usefulness (e.g we did not validate H1). An explanation could
be that the boards were distributed on a horizontal half-circle around the visitor. Thus, the ro-
tation of his head was almost around only one axis. This partially decreases the 3D aspect of
the task as the guide can easily estimate thanks to the viewing frustum which objects are visible
by the visitor (no depth perception ambiguity). To solve this issue, we could use a sphere to
dispose the boards. The head would rotate around the three axis, and it would be more difficult
to estimate his field of view without the spotlight. This would be a more realistic use case for
CVE, in addition to provide more interactivity, and would also be interesting to generalize the
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new asynchronous loop we propose to enhance awareness in CVE. Thus, it could extend this
work in more complex scenarios while improving limits of this experiment.

2.5.5 Discussion

We ran a user study in a CVE involving a simple cognitive task called 2D mental rota-
tion [Cooper, 1975]. We analyzed the strategies collected from the participants to estimate a
time when a pre-recorded collaborator, called the visitor, achieved his analysis of a pointed
board showing a problem to solve. Self mental rotation and time count strategies illustrated an
egocentric perspective. They were frequently unsuccessful in this study, e.g by applying these
strategies, the participants validated before the visitor. One of the reasons to explain this re-
sult could be the asymmetric setup in terms of viewpoint. If the guide (e.g the subject), with
a global viewpoint, applied egocentric strategies to analyze the pointed board, their validations
were earlier than the visitor’s validation due to his immersive viewpoint.

In the opposite, visitor motion and safe-explicit feature strategies illustrated an allocentric
perspective. The guide better took into account the visitor’s activity, which led to an enhanced
estimation accuracy. In this study, the guide could use implicit feedback such as the visitor mo-
tion to estimate the completion of the visitor’s analysis process. Moreover, in some conditions,
we provided a safe-explicit feature that enabled the guide to know the exact moment the visitor
completed his analysis. This last has proved to be very useful for experts and novices that used
it successfully in most cases.

We also differentiated two groups of users. Experts and novices applied strategies to estimate
the time to validate:

– taking into account the visitor motion;
– waiting for a safe-explicit feedback;
– achieving the same analysis as the visitor had to achieve (2D mental rotation);
– counting mentally a time (few seconds) depending on the analysis complexity perceived

by the guide.
But, experts and novices did not succeed in the same manner, because experts chose their

strategies in a better way than novices. Experts were able to select their strategies in function of
the condition better than novices. For example, in single task and with an available safe-explicit
feature, novices applied visitor motion strategy whereas experts applied the most successful
strategy: the safe-explicit feature.

To sum up, experts and novices did not apply the same strategies to interpret awareness fea-
tures of the distant activity. Even if we provide adequate awareness features, their interpretation
stay user-dependent (especially according to the expertise). Thus, future work should take into
account the users’ expertise to enhance awareness and improve performances by adapting the
interface.

2.5.6 Awareness proposal: an additional asymmetric loop

In this exploratory user study, we focus on the awareness of collaborator’s activities. It taught
us that users interpret feedbacks in different ways in order to build their own awareness of a
shared VE. Especially, experts are able to adapt to available awareness features and react to
the presence of explicit acknowledgment when available. Thus it could be a useful feedback to
provide to the expert in remote guiding context. Therefore, we propose to add an asynchronous
awareness loop in an asymmetric CVE (in terms of roles and viewpoints) in order to propose a
new way to be aware of what the others currently analyzed in the CVE.
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Figure 2.18: The internal black loop shows the classical continuous awareness loop and the
external orange loop illustrates the new asymmetric loop that handles the analysis feedback.

To this end, we propose a new concept for collaborative awareness. Indeed, in a collocated
(where users share the same physical and virtual environment) or a remote setup, users can
only interact in an asynchronous way since they are independent [Card et al., 1986]. This asyn-
chrony is not induced by the system design, but because of human-human collaboration. Indeed,
human-human collaboration can target perfect synchrony, but can not achieve it in practice be-
cause multiple individuals are involved. Even if they co-manipulate a shared object and try
to synchronize their motion, they are still two individuals. For example, the main difficulty in
extending a bimanual manipulation toward a cooperative manipulation is the lack of the propri-
oceptive sense of the others [Le Chénéchal et al., 2014a]. Actually, the lack of proprioception
induces a delay in awareness of other user’ activities that induces an asynchrony. This limita-
tion can explain the meaning of the asynchronous aspect that we introduce (differently from the
classical definitions of system-based asynchronous interactions that take place at very differ-
ent times as in [Gericke et al., 2014]). Indeed, in this sample case, the lack of proprioception
generates a desynchronization between collaborators’ behaviors, and thus an asynchronous col-
laborative interaction considering a very high frequency for time-step. We propose to manage
this feature with a new asymmetric awareness loop that aims at improving synchronization of
collaborators’ behaviors. Especially, we can explain more simply its interest in an asymmetric
context as illustrated in Figure 2.12. This asymmetry can be useful in many scenarios, such as
in a guiding task, in order to benefit of different capabilities.

In this setting, the guide has a global viewpoint of the scene, and the visitor is immersed in
the VE. Here, it can be tricky for the guide to be sure that the visitor saw and analyzed an object
he pointed to because:

– their viewpoints are different;
– the duration of their analysis is user-dependent
Thus, we extend collaborative awareness with a new feature able to manage awareness of

collaborators’ analysis. Unlike the other ones, this part takes place in an asymmetric interactive
loop that can provide awareness features in an asynchronous way, as explained in Figure 2.18.
Referring to our previous experiment, estimation features take place in the classical black loop
while the safe-explicit feature is an example of an analysis feedback instantiation (its associated
awareness signal is the pointing of a board by the guide that the visitor must analyzed). Using
this new loop, we aim to reduce the lack of mutual knowledge, especially concerning what
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others currently analyzed.
Due to implicit feedbacks of the classical symmetric loop that implements some workspace

awareness features [Gutwin and Greenberg, 2002], some users could estimate the distant activ-
ity. But, some misunderstanding are still possible. Thus, even if our new asymmetric loop could
bring redundant awareness informations regarding already available implicit feedbacks, some
users could use it to improve their estimation of the others’ activity.

2.6 Conclusion

In this chapter, we proposed a model that is able to describe an asymmetrical collaborative
MR system, and especially that is able to detail available feedbacks and their roles in main-
taining awareness for the different users. Then, we conducted an exploratory study with two
collaborators sharing a multi-scale CVE. This preliminary study shows difficulties that can be
encountered when designing a collaborative system with asymmetrical roles and PoVs. Espe-
cially, it has a great impact on the desynchronization of collaborators’ behaviors; asymmetrical
users’ representations and PoVs makes more difficult to target perfect synchrony between re-
mote collaborators’ behaviors.

In next chapter 3, we apply our awareness model to remote guiding application. In our first
proposal, we goes further in MR collaboration with asymmetrical PoVs. The setting is quite
similar to the one studied previously, but this time the visitor (called the operator in remote
guiding context) is using an AR setup in order to be guided in performing a task in the real world.
Then, in order to improve collaborators’ behaviors synchronization, we explore a symmetrical
setting in terms of PoVs, and particularly we study the efficiency of shared PoVs. Indeed, since
roles, devices and level of virtuality asymmetry are involved by the remote guiding context, we
leverage the PoV dimension to enhance remote maintenance in MR.

Then, in chapter 4, we explore an even more sensitive task in terms of users’ behaviors
synchronization that is virtual co-manipulation. Indeed, in order to achieve this task efficiently,
collaborators need to target perfect synchronization while co-manipulating the same object at
the same time. With this specific task, we address more users collaborating in a shared VE that
our previous use case on remote guiding and we demonstrate how our awareness model is able
to describe more complex asymmetrical roles in pure VR remote collaboration.
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Remote guiding

The help of a remote expert in performing a maintenance task can be useful in many situa-
tions and can save time as well as money. In this context, Augmented Reality (AR) technologies
are able to improve remote guiding thanks to the direct overlay of 3D informations onto the real
world. On the other part, Virtual Reality (VR) enables the remote expert to virtually share the
same place as the physical maintenance one. Classically in a local collaboration, collaborators
are face-to-face and watch the same artifact while being able to communicate verbally and us-
ing body language such as gaze direction or facial expressions. This communication is often not
possible in a remote collaborative maintenance scenario in which the agent uses an AR setup
while the remote expert uses a VR setup. Moreover, as we have experimented in the previous
chapter, providing users with adapted interactions and awareness features to compensate the
lack of essential communication signals is a real challenge for remote MR collaboration. How-
ever, our context offers new opportunities to augment collaborative abilities, such as sharing the
exact same point of view, which is not possible in the real life. According to the current task of
the maintenance procedure, i.e navigation to the correct location or physical manipulation, the
remote expert may choose to freely control his/her own viewpoint on the distant workspace, or,
on the contrary, may need to share the viewpoint of the agent in order to better understand the
current situation of this agent. First, we focus on the navigation task that is essential to complete
the diagnostic phase and to begin the maintenance task in the correct location; then, we present a
novel interaction paradigm, implemented in an early prototype, that we proposed to let the guide
show the manipulation gestures to accomplish in order to achieve the physical task needed to
perform the maintenance procedure. These concepts have been evaluated, thus we can provide
guidelines for future systems targeting efficient remote collaboration in MR environments.

3.1 Introduction

Mixed Reality (MR) is a promising research area that proposes to mix real world with vir-
tual artifacts. It offers natural ways to display virtual content taking advantage of real world
referencing in order to ease interactions. This leads to more immersive and intuitive systems,
and thus improves user performances.

On another hand, remote collaboration is a powerful tool in many situations: distant meet-
ing, social communication, entertainment, teaching, etc. Particularly, collaborative maintenance
involving a remote expert helping an agent to perform a maintenance procedure has many ad-
vantages in terms of time and money savings. However, many challenges come with remote
collaboration:
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– perceiving the distant place in a comprehensive way;
– being able to communicate using shared referential;
– understanding remote activity and perception.
We distinguish two research fields that work on these topics. First, Computer-Supported

Cooperative Work (CSCW) focuses on remote collaboration with desktop computer. It mainly
proposes systems handling remote meeting and concurrent document edition while maintaining
consistency between the distant physical places [Rama and Bishop, 2006]. Second, research on
Collaborative Virtual Environment (CVE) takes advantage of VR technologies to propose re-
mote collaboration in 3D VE with natural perception abilities and more intuitive interactions.
These systems mainly provide shared 3D virtual worlds in which remote collaborators can in-
teract on 3D virtual data; and also, immersive telepresence systems that aim to decrease the real
distance between users to let them communicate as if they were in the same room [Zillner et al.,
2014].

Remote guiding of an agent performing a physical task helped by an expert has already
proved its usefulness in many proposed systems [Robert et al., 2013, Huang et al., 2013b]. It
can be used to achieve punctual unknown procedures, decreasing the time and the cost of the
interventions and allowing a single expert staying in the same place to help several potentially
dispersed remote agents. Still, one of the hardest part of these systems is to let collaborators
understand what is happening in the distant places. It is an essential feature to be able to col-
laborate efficiently without misunderstanding. In this work, we propose innovative interaction
techniques always focusing on this awareness aspect in remote collaboration situations. Espe-
cially, we focus on collaborative remote maintenance scenarios that imply several constraints:

– the agent performs in the real world with 1:1 scale interactions and is guided with an AR
interface;

– the remote expert can only help through virtual interfaces and representations.
This leads to imagine different settings for the remote expert interfaces and interactions. First,
we can provide a symmetric setting in which the remote expert interacts, as close as possible,
as if he was in the agent’s workspace in a 1:1 scale setting. Second, we can also imagine an
asymmetric setting providing a kind of World In Miniature (WIM) view [Stoakley et al., 1995]
that allows the expert to have a more global view on the shared scene, while the agent still
belongs to the real 1:1 world. Both conditions have advantages depending on the current guiding
task, and generate different user experiences and performances. In the same way, the agent’s
AR interface can be based on a head-worn or a hand-worn display and cameras. Head-Mounted
Display (HMD)-based AR can intrinsically handle co-location of the guidance, and thus avoids
indirect mapping into the real world. On the contrary, Hand-Worn Display (HWD)-based AR
does not directly display information into the real field of view of the agent. However, this setting
allows more freedom for the camera motion that is used by the remote expert to perceive the
state of the real workspace; but it does not let the operator’s hands free, which adds a constraint
to the operator while performing the physical task.

First, section 3.2 discusses about related work, then section 3.3 presents an overview of our
proposals. Then, each system is developed respectively in section 3.4 and section 3.5. Last, we
conclude this chapter and discuss global results in section 3.6.

3.2 State of the art

In our scenarios, we divided the maintenance activity in two phases. First, the expert must
be able to diagnose the remote workspace to find how to perform the maintenance task. Second,
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(a) (b)

Figure 3.1: Navigation guiding techniques. (a) The para-frustum technique [Sukan et al., 2014]
for single user AR. (b) The compass technique [Nguyen et al., 2013] for collaborative appli-
cation in a multi-scale CVE (The left screenshot is the visitor’s view and the right one is the
guide’s view).

the expert must be able to guide the operator in performing the actual physical task needed to
achieve the maintenance procedure. Both of these phases require two kinds of interaction for
the expert: navigation and manipulation. We can notice that navigation can imply that the expert
must be able to remotely navigate within the distant workspace through the shared VE built
from sensors moved by the agent, who, of course, is not a robot. In the following, we present
the related work concerning collaborative navigation and manipulation guiding.

3.2.1 Navigation

Making a user reach a specific viewpoint is not only used in CVE. Indeed, many single user
MR applications need to provide such a feature. Recently, Sukan et al. proposed the para-frustum
approach to guide a user in an AR application to reach a set of acceptable viewpoints [Sukan
et al., 2014]. This paper presents an advanced technique based on a 3D augmentation that shows
to the user the viewpoint to reach (cf. Fig. 3.1a). Compared to classical approaches such as
the use of head-up display (HUD), this technique greatly eases the reaching process because
of a fully collocated guidance in the real interaction space. However, Sukan et al. highlight the
complexity of defining the shape of the 3D augmentation, and thus it seems complicated to
extend it for collaborative purposes with an online definition of the shape by a distant user.

In CVE, we distinguish two approaches based on the system design: asynchronous and
synchronous guidance. First, asynchronous guidance is often used when a user defines some
interesting viewpoint to another user, who can switch from one predefined viewpoint to another.
In [Duval et al., 2008], these interesting viewpoints are represented with virtual cameras all
around a set of scientific data visualizations. Second, synchronous guidance is the category to
which our proposals belong to. It is utilized by a user who interactively defines a viewpoint to
reach for another user. Many metaphors have been proposed [Nguyen et al., 2013]: directional
arrows, compass (cf. Fig. 3.1b), lit path. However, these techniques work well in an asymmetric
setup (i.e. when the guide has a global view of the scene and while the visitor is immersed
in it) but are hardly extendable for a symmetric, fully collocated setup. Indeed, even if their
implementations can be fully automated (i.e. the guide does not need to define the parameters
of the guidance cues himself because the system is able to compute them automatically) they
suffer from strict limitations: the loss of naturalness in the guidance process for the guided user
because of the interpretation of specific visual cues and the eye strain that can be generated by
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(a) (b)

Figure 3.2: Manipulation guiding techniques. (a) An annotation-based approach presented
in [Gauglitz et al., 2014b]. (b) A free mid-air gestures-based approach described in [Huang
et al., 2011]

the proximity of visual cues according to the guided viewpoint.

3.2.2 Manipulation

The literature presents remote collaborative systems based on shared wall-sized screen al-
lowing remote gestures guiding. The display creates a virtual window through the remote work-
space, handling co-location with head-tracked stereoscopy [Towles et al., 2002], and even in-
teraction with shared physical interface [Zillner et al., 2014]. Most applications targeting re-
mote guiding for maintenance adds interactive features such as the ability to sketch guiding cue
and to help navigation [Gauglitz et al., 2014a] with a correct 3D mapping into the real world
while the agent is moving, as well as a viewpoint saving mechanism easing the remote expert’s
task [Gauglitz et al., 2014b] (cf. Fig. 3.2a).

Alem et al. developed many MR interfaces for remote collaborative maintenance based on
shared point of view. HandsInAir [Huang et al., 2011] (cf. Fig. 3.2b) and MobileHelper [Robert
et al., 2013] are examples of systems that provide gesture-based guiding for an agent helped by
a remote expert. The agent wears a helmet with a camera that is streamed to the helper. Then, the
helper acts with free mid-air gestures in front of a camera, and the helper’s hands are merged
to the output display of both users. Extensions using 3D capturing have been proposed with
HandsIn3D [Huang et al., 2013c] and the 3D Helping Hands [Tecchia et al., 2012] systems.
They add 3D handling of occlusions and virtual shadows and, thus, improve immersion and the
sense of presence. Nevertheless, the displays are still not collocated with the real environment,
and the interaction of the helper stays limited to moving the head around the position of the
agent’s head and to showing the gestures to perform without being able to interact with any
object. In the following of this chapter, we aim to overcome these limitations by proposing
techniques that improve available interactions for the expert and that decrease perception issues
for both users, the expert and the operator.

3.3 Proposed approaches

This chapter focuses on providing efficient interfaces in order to enhance remote collabo-
ration in MR. Particularly, we restrained our field of investigation on two remote collaborators
and proposed new ways to represent distant workspaces and collaborator’s activity.
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Figure 3.3: Description of our two approaches in terms of asymmetrical dimensions introduced
in our systems. (Left) The HWD and WIM system (1) described in section 3.4. (Right) The fully
collocated system (2) presented in section 3.5.

Here, we present our contributions in two distinct phases. First, the remote expert must
be able to diagnose the distant workspace and furnitures, while guiding the agent to follow
him/her in order to place the agent in the correct location. This navigation can take place in
buildings containing corridors, complex room shapes and furnitures layout or complex system
shapes in industry. Thus, we propose new guiding techniques for this navigation purpose and
evaluate them. Synchronous guiding techniques for remote navigation can be divided into two
families:

– Static guiding: the expert points a spot to reach; then the agent walks to this spot. It
implies that the workspace perceived by the remote expert is currently containing the
desired spot to reach (i.e. the expert can see the spot at the time he/she defines his/her
guidance)

– Dynamic guiding: the expert continuously guides the agent to move in a certain direction.
The expert can change the guiding direction at all time. This setting allows dynamic
discovery of the workspace by the remote expert. It allows to guide the agent, until a spot
initially not seen by the expert but dynamically discovered, thanks to the agent’s motion
who can move the streamed camera.

Once the desired spot for performing the maintenance is reached, the physical manipula-
tion guiding can begin.

Settings In our work, we explored the following settings in order to manage collaborative
remote maintenance:

– (1) Asymmetrical: HWD and WIM
– the agent is guided through a HWD;
– the expert helps with a global view of the remote workspace.

– (2) Symmetrical: Fully collocated
– the agent is guided through 3D collocated augmentations in his real field of view (using

video see-though HMD);
– the expert is immersed in 1:1 scale remote workspace (using HMD) and guides using

real scale interactions.
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Figure 3.3 illustrates the asymmetrical dimensions introduced in our both proposals. The
first setting uses more simple interfaces and, then, turns to be more deployable, while the sec-
ond one provides free-hand interactions for the agent and really immersed the remote expert
in the maintenance workspace. However, both revealed advantages compared to the literature
solutions.

First, concerning navigation guiding, we propose both guiding conditions (i.e static and
dynamic) in setting (1), whereas in setting (2) the dynamic guiding condition is more relevant
to investigate than the static one because of the 1:1 scale interactions of the expert that are not
designed to point a spot out of reach.

Second, concerning manipulation guiding, most systems propose visual guiding cues such
as sketching, notes or arrows. However, these interaction techniques are not natural to guide
someone to perform a physical task. Indeed, compared with real life guiding in a local context,
the expert usually shows, at least once, how to proceed to the operator; then the operator tries to
reproduce what he/she just saw. Thus, to move toward this real life process, setting (1) makes
it possible to display virtual clones of real objects, that the expert can manipulate, integrated
into the operator’s real world thanks to an AR display managing occlusions and shadows to
reduce depth cues conflicts, which is much less ambiguous to understand. Moreover, setting
(2) provides to the expert natural gestures at 1:1 scale as guiding interfaces, sharing the agent’s
viewpoint or in a face-to-face configuration, which can also be more efficient than guiding with
verbal instructions. Our contributions using the setting (1) are presented in next section 3.4, and
with the setting (2) in section 3.5.

3.4 Asymmetrical setting: HWD and WIM

The proposed system to perform remote guiding for collaborative maintenance is based on
the streaming of the agent’s camera to the expert. Then, the agent is helped through a Hand-
Worn AR interface. Figure 3.4 describes our system instantiating our awareness model merging
virtual and real spaces, then Figure 3.5 splits the previous figure in order to describe precisely
what belongs to real spaces and virtual spaces.

In AR, from the operator side, some perception issues are generated because of the un-
handled occlusions between real and virtual objects that create depth cues conflicts causing
difficulties to perceive properly the relative depth. In our setting, we handle this feature with the
use of a depth camera and 3D reconstruction of the real environment. Moreover, it enables the
streaming of this 3D reconstruction to the expert in order to let him perceive the maintenance
space in 3D. The expert can move his own PoV around the remote reconstructed workspace.
Moreover, several interaction tools are provided to the expert who can:

– point items to the agent using a 3D ray;
– add/remove virtual arrows in the shared VE in order to add fix virtual pointers into the

shared VE;
– segment parts of the reconstruction to create movable virtual objects;
– guide the agent using the navigation technique presented in section 3.4.2.

Figure 3.6 illustrates the system with screenshots of some proposed features.
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Figure 3.4: Description of our HWD and WIM system instantiating our awareness model and merging virtual and real spaces. A split version of this
model is provided in Figure 3.5.
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Figure 3.5: Description of our HWD and WIM system instantiating our awareness model.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.6: Screenshots of the HWD and WIM prototype. (a) and (b) Expert’s view: the remote
workspace is reconstructed in 3D and displayed on a stereoscopic screen with head-tracking.
The red frustum represents the current operator’s PoV. (a) The expert just pointed the graphic
card using a static virtual arrow placed in the shared VE. (b) The expert is dynamically control-
ling the arrow used for navigation (cf. section 3.4.2). (c), (d), (e) and (f) Agent’s view: the AR
view mixes real and virtual content. (c) the expert’s virtual 3D ray is occluded by the furniture
thanks to the dynamic 3D reconstruction that provides a proper perception of the spatial layout
of real and virtual objects. (d) The expert pointed the screwdriver with the static green arrow and
indicates where to use it on the graphic card with the red 3D ray. (e) and (f) show how occlusion
between virtual and real objects can be useful in some situations, for instance when pointing
hidden spots. This navigation guiding technique is explained in section 3.4.2.
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Figure 3.7: Illustration of the asymmetrical (HWD and WIM) prototype. The agent on the left
is guided by the remote expert on the right.

3.4.1 Implementation

Figure 3.7 illustrates our prototype in practice. The developed AR device prototype is a wire-
less tablet PC (Microsoft Surface Pro 3) coupled with a Google Tango device used to compute
6 DoFs self-positioning in real space (using inside-out tracking based on SLAM with wide field
of view fused with IMU data) and equipped with a high resolution USB-powered depth camera
(Asus Xtion Pro). This setup handles real-time 3D reconstruction from a 640x480 depth map
provided by the depth camera as well as marker-free tracking. Figure 3.8 details this setup. The
whole setup needs a registration phase to define the rigid transformation between the fish-eye
tracking camera and the RGB camera used for AR overlay. It is achieved using OpenCV camera
calibration method based on a chessboard image captured by both cameras at the same time.
Then, the rigid transformation is the difference between the two computed poses according to
the chessboard. Notice that the Tango tracking tablet is also equipped with a depth camera, but
this tablet does not have enough processing power to perform real-time 3D reconstruction at
high resolution (its depth camera produced a sparse depth map of ∼10000 points, i.e resolu-
tion ∼100x100). The current expert’s setup is a zSpace that provides head-tracked stereoscopic
display and a 6 DoFs stylus for interaction.

3.4.2 Navigation guiding

The main advantage for the expert with this setting is the ability to dynamically discover
the remote workspace based on his/her own guidance. Thus, the expert can build his/her own
awareness of the remote workspace and operator’s activity using this dynamic 3D reconstruction
for discovery feature.

In our prototype, the occlusion handling for the operator’s AR display is useful to provide
a proper perception of depth for virtual objects integrated into the real world, but it could also
hide some of the visual guiding cues controlled by the remote expert. Furthermore, if the expert
wants the agent goes in a spot situated on sides or even behind the agent’s field of view, it can
be tricky to efficiently perform the navigation guiding. Thus, we propose a navigation technique
that handles a visual continuity between the agent’s HWD and the spot to go. It is composed of
a 3D arrow made with spline controlled by three control points with 6 DoFs (cf. Fig. 3.9).

On the agent side, the base of the squared arrow (i.e. the base control point) is fixed relatively
to the HWD AR display. Thus, the agent must move it to align this square with the square formed
by the end of the arrow. Once done, a proximity sensor is displayed and flicks according to the
distance to the final location (using position and orientation differences). The final location is
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Figure 3.8: The back of our AR tablet prototype. The Google Tango tablet uses sensor fusion
from SLAM with fish eye camera and IMU to provide a 6 DoFs tracking. The RGB-D camera
is a Asus Xtion powered with USB. These two devices are mounted thanks to a 3D printed
support to a Microsoft Surface Pro 3 (Intel CoreI7 with HD Graphics 5000 chipset) providing
processing resources as well as a larger display.

correct as soon as both squares (i.e the base and the final squares) are superposed.
On the expert side, he can guide the agent using two modes. The static mode allows to define

a spherical volume (using the 3D ray) in the workspace, then the system computes locations of
two final control points, using the 3D ray to define orientation, to place the guiding arrow in
a proper way. When the agent will reach the pointed spot, his camera will contain the defined
volume in his viewing frustum. Figure 3.10 illustrates this process. The dynamic mode fix the
two final control points to the 3D ray used as a virtual interaction tool by the expert to perform
the remote guiding. The first control point is at the ray extremity, and the other one is at a
variable distance from the ray extremity depending on the desired spline curvature. In dynamic
mode, the expert continuously controls the end of the squared guiding arrow and can refine his
guidance while discovering the remote workspace.

3.4.2.1 Experiment

We conducted an experiment on the agent side in order to evaluate the effect of the visual
continuity aspect introduced with our navigation technique.

Protocol & Hypotheses We compared reaching performances to a statically defined target
using our technique (mode 1) versus a simple guiding technique based on a compass and a 3D
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(a)

(b) (c)

Figure 3.9: Squared guiding arrow principle controlled by the expert’s 3D ray in dynamic mode.
(a) Scheme of the control principle constrained by three control points. (b) The agent’s display
showing a PoV to reach dynamically controlled by the expert’s 3D ray (seen on the top right of
the screenshot). (c) The agent reached the pointed spot; the base and the end squares of the arrow
are aligned and almost superposed; the proximity sensor (displayed as a reticule) is flickering.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.10: Illustration of the static mode for navigation guiding. (a), (b), (c) and (d) are exo-
centric PoVs from the agent’s workspace used to explain the expert interactions, while (e) and
(f) are actual screenshots of the agent’s display. First, the expert defines a virtual sphere using
the 3D ray in (a) and (b). Then, the system computes the location of the two final control points
using the sphere as bounding volume and the ray for their respective orientation in (c) and (e).
Last, on (d) and (f), the agent reaches the correct spot pointed by the navigation technique; it has
been computed in a way that the camera FoV, worn by the agent, contains the initially defined
spherical bounding volume.
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Figure 3.11: The two guiding techniques compared in the study. The squared guiding arrow on
the left, and the pointer with compass on the right (the compass is the little cylindric arrow on
the bottom of the viewport). The checkered sphere is the target on which subjects must reach
a specific PoV. On the bottom line, the user reaches the pointed target and the PoV is aligned
enough with the desired PoV to validate the final precision.

cylindric arrow 1 (mode 2). In mode 2, the compass is always pointing into the direction of the
target. It is useful to find its location when it is hidden by real furnitures or walls for instance.
Once the target is visible in the field of view of the agent camera, the cylindric arrow is used to
indicate the exact pointed PoV to reach in order to have the desired perception on the target.

We chose a static guiding condition because it allows us to remove the potential bias that
could have been generated by an expert’s interactions dynamically defining a target to reach. In
order to follow the superposition of the squares principle used in mode 1, the correct location in
mode 2 is also reached when the bottom circle is superposed with the big ring of the cylindric
arrow. Figure 3.11 illustrates the two compared techniques and the alignment condition.

To begin, the subjects tested both guiding modes twice, then they performed 5 target reach-
ing iterations per mode (cf. Fig.3.12). Between each iteration, subjects should come back to the
original position of the floor in order to launch the next one. The mode order has been counter-
balanced between all the participants.

We collected completion time until the subjects reach a threshold close to the target location
(in terms of position and orientation), then they could take time to validate the final precision as

1. The compass is inspired from [Nguyen et al., 2013] and the cylindric arrow from [Tonnis et al., 2005]
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Figure 3.12: The targets location into the floor, and the participant’s paths recorded during the
experiment (blue: mode 1; red: mode 2. The green outlines represent the walls of two rooms
present in the floor.

close as possible as the perfect location indicated by the current guiding metaphor (i.e perfect
superposition of squares in mode 1 or circles in mode 2).

Our hypotheses are:
– H1: Completion time is smaller using mode 1 than mode 2 because the continuity aspect

decreases the ambiguity of the guiding metaphor compared to a compass that points into
the void.

– H2: The precision, especially in terms of orientation, is better using mode 1 than mode
2 because squares superposition allows a better 3D orientation perception than circles
superposition that does not contain helpful angular visual cues.

Results We collected data from 14 subjects aged from 22 to 54 (mean = 27.9,sd = 7.9). Il-
lumination conditions sometimes disturb the vision-based tracking performed by the Tango de-
vice, and thus we discard these iterations (∼ 15%) from the analyzed results. Figure 3.13 illus-
trates the results. Completion time is significantly smaller in mode 1 (M = 21.85,sd = 140.62)
than in mode 2 (M = 27.92,sd = 344.11): F(1,117) = 4.69, p < .05. Concerning positional
precision, we found no significant difference between the two modes. However, orientation pre-
cision is better using mode 1 than mode 2. In the approach phase (i.e at the time the system
validates the target reaching), subjects reached targets with a significant better angular pre-
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(a) (b)

(c) (d)

Figure 3.13: (a,b,c) Boxplots of collected quantitative results. (d) Summary of qualitative appre-
ciations.

cision in mode 1 (M = 6.02,sd = 4.66) than in mode 2 (M = 7.63,sd = 3.30): F(1,117) =
18.77, p < 10−4. The same way, concerning the final angular precision (without taking into ac-
count the roll angle), mode 1 (M = 6.19,sd = 7.38) is significantly more accurate than mode 2
(M = 8.92,sd = 8.18): F(1,117) = 28.28, p < 10−6.

Last, concerning qualitative appreciations, subjects prefer mode 1 than mode 2 for every
criterion (cf. Fig.3.13d).

Discussion We validated both our hypotheses. First, H1 proves that our technique, based on a
continued squared arrow driven by a spline, is easier to follow compared to a simple direction
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shown by a compass. This generates a faster reaching to the remotely pointed target, and thus
improves the whole process of the distant guiding. Second, H2 demonstrates that the use of
squared shapes is much more efficient in a 3D space than circled shapes. Indeed, squares convey
angular informations contrary to circles. These angular visual cues are very important to provide
an efficient way to reach specific orientations in a 3D space. Obviously, the roll angle can not be
defined using the circles superposition principle. With our technique, this roll angle is handled
thanks to the third control point attached to the agent’s display and the continued spline that
defines the whole guiding arrow. Moreover, pitch and yaw are also easier to perceive because
the deformations of squares seems to carry more 3D informations, and thus is easier to perceive
than circles deformations that create slightly ellipsoid shapes.
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Figure 3.14: A conceptual top view of the Vishnu paradigm.

3.5 Symmetrical setting: Fully collocated

Our fully collocated system aims to overcome limitations encountered with remote mainte-
nance application similar to our asymmetrical (HWD and WIM) prototype. Thus, it must satisfy
some new constraints:

– the agent must be able to perform free hand-gestures, and to perceive augmentations in-
tegrated to the real space controlled by the expert, using a head-worn display;

– the remote guiding gestures must be easy to map in the agent’s real 3D world;
– the expert must be collocated in the distant workspace in order to have a proper viewpoint

on it regarding the scale of the scene and to ease his interactions;
– the expert must be able to interact with virtual objects that must be seen by the remote

agent.
We introduce Vishnu, a novel interaction paradigm that proposes to add two virtual arms

to a local agent controlled by a remote expert. With these two additional arms coming out of
the agent’s own shoulders, the remote expert can use them as interaction tools and show the
exact gestures and actions to perform, as illustrated in Figure 3.14. Therefore, interaction is
more natural for the expert, and it is easier for the agent to understand the remote guiding
instructions. Moreover, it provides the guide with the ability to share the exact operator’s PoV
which can improve his/her awareness about the operator’s activity compared to an asymmetrical
setting in terms of PoV, such as the HWD and WIM prototype presented in previous section 3.5.
Figure 3.15 instantiates our awareness model, merging virtual and real spaces, for this proposal
in a face-to-face situation (thus, without the expert sharing the agent’s PoV); and figure 3.16
provides a more precise description of virtual and real contents for both users.
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Figure 3.15: Description of our fully collocated system instantiating our awareness model and merging virtual and real spaces. More explanations
and a more precise description that splits virtual and real spaces contents is provided in figure 3.16.
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Figure 3.16: Description of our fully collocated system instantiating our awareness model. We did not enable the Vishnu paradigm in this description
(i.e the expert does not share the agent’s PoV) for clarity purpose. In the actual implementation, Vishnu’s arms would be transparent in this situation
because the expert is too far from the agent’s location, as explained in section 3.5.1.1 (except in a special mode that allows to disengage from the
Vishnu paradigm).
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Figure 3.17: Illustration of the system and the viewpoints of the agent (left) and the expert (right)
in a motherboard assembly scenario.

3.5.1 System design

The main idea of Vishnu is to add two virtual arms to an agent, coming out of the agent’s own
shoulders. Thus, the agent can see his/her two own real arms in addition to the two additional
virtual arms that are controlled by a remote expert, who can use them as interactive guidance
tools. Figure 3.17 illustrates this paradigm that could be used in many applications: industrial
maintenance, procedure learning and sports training. It is based on a bi-directional communica-
tion (cf Fig. 3.14). The expert’s virtual location must be close to the agent’s real position and
orientation (1). The way the expert navigates in the shared VE is described in subsection 3.5.1.2.
Then, the expert’s virtual arm gestures define Inverse Kinematics (IK) targets used to control the
virtual arms of Vishnu for the agent (2). With Vishnu, we overcome the limitations highlighted in
the related work for both the expert and the agent in order to improve their sense of co-presence
and to decrease their cognitive load due to a de-localized display and interactions.

In the following, we present the features of our system, including the Vishnu paradigm in
addition to others that provide a highly usable system.

3.5.1.1 Agent Features

First, a main goal of our system is to provide the agent with a true AR display enabling
a proper perception of the augmented environment. To achieve this, we need to dynamically
reconstruct the real environment in 3D in order to handle occlusions of real objects by virtual
ones (cf. section 3.5.1.3 for implementation details). Moreover, this allows the handling of vir-
tual shadows (i.e virtual objects are able to cast shadows on real objects) that increase the sense
of presence and ease the perception of depth. Furthermore, the agent’s head is tracked to provide
a collocated stereoscopic display.

The Vishnu paradigm is based on an IK algorithm [Tolani et al., 2000] that controls the virtual
arms with virtual targets for the elbows and hands while the shoulders are fixed regarding the
agent’s ones. This makes sense only if the agent is close to the expert’s virtual location. Other-
wise, the virtual targets are too far from the hands and elbows controlled by the expert, and the
remote gestures are not relevant anymore. Thus, the expert is represented with a viewing frus-
tum that changes its color from red to green according to the distance between the two users.
This provides a basic feedback to the agent that enables him/her to place him/herself correctly
when necessary. In the same way, the virtual arms smoothly disappear when the agent moves
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away from the expert’s location.

3.5.1.2 Expert Features

The strongest limitation found in previous work is the limited interactions of the expert. Our
system provides a VR setup for the expert that enables him/her to interact in the shared VE in a
richer way. In addition to the control of his/her viewpoint, the expert controls two virtual arms
that can interact with virtual objects. Thus, the expert can grasp and manipulate virtual objects
that are displayed as augmentations on the agent side (cf. Fig. 3.17).

The expert’s arm parts (i.e. shoulders, elbows and hands) are tracked and used to control their
virtual representations for proper kinematics between the expert’s gestures and his interactive
tools. The manipulation of a virtual object is achieved using an interaction technique based on a
virtual hand metaphor [Achibet et al., 2014]. The Vishnu’s hands close around the virtual objects
in a natural way using a simple grasping algorithm. Moreover, another interaction allows to use
the virtual hands to point something. Instead to grasp an object, the hand closes without the
index finger as illustrated in Figure 3.18.

Concerning navigation, the expert can freely move in the VE. But, to guide the remote agent
with his/her gestures, the expert must be close to the agent’s location. Thus, two interactions are
possible:

– smoothly bringing back his/her location and orientation to the remote agent’s current one.
– locking/unlocking the automatic following of the remote agent’s head by the expert’s

virtual PoV.
When the expert shares the viewpoint of the agent, a navigation technique can be enabled. This
technique allows the expert to guide the agent, using the Vishnu’s arms, in order to place the
agent correctly to begin the manipulation task (cf. section 3.5.3).

Last, the 3D reconstruction of the remote agent and workspace can be enabled depending
on current awareness needs. Especially in the diagnostic phase, the expert can stand face to the
agent and freely explore the remote workspace in order to find the correct place to perform the
maintenance task (cf Fig. 3.18).

3.5.1.3 Implementation

Figure 3.19 illustrates our implemented setups. For the agent, the 6 Dof tracking of his
head and of real objects (initially overlaid with virtual clones) is performed with an OptiTrack
V120:TrioTM IR tracking system. The 3D reconstruction is based on KinectTM. The AR display is
a video see-through HMD made with an Oculus RiftTM equipped with two front stereo cameras
in order to provide AR with wide field of view.

For the expert, the current system uses a RazerTM Hydra. Using one controller for each hand
allows a 6 Dof tracking and provides buttons to interact and joysticks to navigate. The tracking
of the expert’s shoulders and elbows is based on a KinectTM. Last, the display can be done
with a desktop screen or with an HMD such as an Oculus RiftTM to handle head-tracked 3D
stereoscopy.

Applications are based on Unity3DTM C# scripting, and CG shaders handling Kinect-based
real-time 3D reconstruction (also used for AR virtual occlusions and shadows). In future ver-
sions of our system, this 3D reconstruction of the agent’s workspace should be done based on
the stereo cameras, and the optical tracking system replaced by image-based tracking (i.e SLAM
and/or 3D models-based). Moreover, the expert’s VE should not need a pre-modeling phase, and
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Figure 3.18: An illustration of the remote expert’s viewpoint standing in front of the distant
agent 3D reconstruction.

Figure 3.19: Implemented setups: the expert on the left and the agent on the right.

could be dynamically generated based on the 3D reconstruction coupled with interactive meshes
segmentation and fusion [Dou and Fuchs, 2014].

3.5.2 Pilot user study

We ran a pilot user study with few subjects that aims to evaluate the effectiveness and us-
ability of our system in a simplified scenario: the subjects are seated and only the selection
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(a) (b) (c)

Figure 3.20: (a) Illustration of a subject performing the pilot user study in mode 1 with the
first targets’ layout L1. The virtual targets’ spaces ((b): first layout L1; (c): second layout L2),
reproduced from the real agent’s workspace, used in the expert’s VE.

task is evaluated, not the manipulation one. Subjects were asked to compare our system (mode
1) versus a basic one (mode 2) based on a desktop screen on the agent side and a fix camera
streamed to the remote expert. From this point of view, the expert could sketch in 2D on the
camera stream in order to guide the agent in his task. Subjects were the agent, while the expert
was the same trained experimenter. Indeed, the expert’s role needs a learning process, while the
agent only has to follow remote instructions. The task simulated a physical bimanual selection
by touching simultaneously two different targets (cf Fig. 3.20a), one with each hand. Since in
mode 2 simple sketching provides no way to distinguish which hand the agent should use to
select a given target, the expert used a color code to indicate which hand to use. No verbal com-
munication in both modes was allowed. Each subject had to accomplish this task 20 times per
mode: 10 times replayed from a pre-recording guiding phase performed by the trained experi-
menter, and 10 times with live manual guiding performed by the same trained experimenter. We
stated hypotheses:

– H1: The subject’s task completion from the completion of the guidance is faster in mode
1;

– H2: Mode 1 eases the mapping process between the guiding instructions and the physical
task interaction space.

We ran this experiment twice with the same subjects’ panel and conditions. First, L1 with a
simple random targets’ layout (cf. Fig. 3.20b), then L2 with a more regular and dense targets’
layout (cf. Fig. 3.20c) that seems more complex because of less visual and geometric cues. For
each iteration, the expert was pointed two targets to be selected (one for each hand) amongst
all the available targets; and the subject should follow these instructions to select the designated
targets with the correct hands. Figure 3.21 and 3.22 illustrate respectively the subject’s PoV
in mode 1 and in mode 2. To control the experimental variables, the targets designated by the
expert were ordered in a counter-balanced way.

3.5.2.1 Results

Results have been collected from 11 subjects aged from 23 to 40 (mean = 30,sd = 5.7).
Participants have been selected according to their acceptability of the video see-through HMD
(mostly induced by their previous uses of VR HMD) in order to minimize its effect in mode 1
with respect to mode 2.

For L1, boxplot of figure 3.23a shows a significant difference between both modes con-
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Figure 3.21: Illustration of a subject’s PoV in mode 1. The Vishnu’s arms are designating targets.
The red and blue cube represent the tracked hands of the subject.

Figure 3.22: Illustration of a subject’s PoV in mode 2. (Left) A global view of the subject and
the workspace. (Right) A screenshot of the screen the subject is looking at in order to follow the
instructions for the targets selection.
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(a) (b)

Figure 3.23: Results for the first layout L1. (a) Boxplot of the difference between the guidance
completion and the subject’s task. (b) Synthesis of qualitative results.

cerning the time difference between the guidance completion and the subject’s task completion
(F(1,432) = 3.93, p = 0.047). We can also notice that we found no significant difference be-
tween the replayed iterations and the manual ones.

Concerning the qualitative results (cf Fig. 3.23b), mode 1 is preferred in terms of mapping
easiness, originality as well as guide’s presence. Mode 2 offers a better comfort even if the
desktop screen generates much more head movement than mode 1 (respectively a yaw angle
range of 195˚ versus 103˚), as illustrated on figure 3.24.

3.5.2.2 Discussion

We validated our hypothesis H2. In particular, qualitative results are very encouraging con-
cerning our technique (mode 1), except for comfort (visual and global). This is probably due to
the use of the video see-through HMD that slightly alters the perception of the real environment
and needs a learning process in order to match visual feedback and proprioception. Moreover,
other HMD limitations, such as the screen resolution or the latency, as well as perceptual issues,
such as the conflict between the convergence and accommodation distances, also contribute to
a downgraded user experience compared to mode 2 that does not alter perceptual abilities of
subjects. Thus, it could also explain why we did not validate H1 in a pretty simple task context
(L1): there were only 13 targets by sides (26 in total, cf Fig. 3.20b).

Next section presents results in a more complex task (L2), i.e with a bigger set of more dense
targets with uniform shapes. In this context, mode 1 could be significantly faster than mode 2
because the mapping complexity would override the perception issues generated by the use of
the video see-through HMD in mode 1.

3.5.2.3 Second targets’ layout

For L2, we proposed targets amongst 78 uniform squares arranged in a regular grid (cf
Fig. 3.20c). The idea was to remove spatial cues in the subject’s real workspace in order to
increase the mapping complexity of the correct targets in mode 2. It is similar to real world
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(a)

(b)

Figure 3.24: Head’s yaw angle for all iterations of all subjects. It illustrates the advantage of
the fully collocated setup (mode 1) regarding the smaller range, 103˚, versus 195˚ for the other
mode (2). In sketch mode (2), we can identify goings and comings of the subject’s head between
the desktop screen and the real targets’ space.
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(a) (b)

Figure 3.25: Results for the second layout L2. (a) Boxplot of the difference between the guidance
completion and the subject’s task. (b) Synthesis of qualitative results.

equipments such as computer racks or electrical panels that contain a lot of outlets arranged in a
regular grid. Figure 3.25a shows task completion boxplot. In this more complex configuration,
mode 1 is significantly faster than mode 2: F(1,432) = 41.56, p < 10−9. Concerning qualitative
results (cf Fig. 3.25b), they remain the same compared with the first layout L1.
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(a) (b)

Figure 3.26: (a) The stretchable guiding arms, controlled by the remote expert’s location, from
the agent’s viewpoint. On the left, the arms are extended and red because the guide is ahead of
the agent. On the right, the agent has reached the guide’s location and the guiding arms retrieve
their initial length and green color. (c) A simple guiding technique based on directional arrows
and viewing frustum of the remote expert.

3.5.3 Navigation guiding

We just proposed a novel interaction technique based on a MR system in which a remote ex-
pert using a Virtual Reality (VR) application guides an agent using an Augmented Reality (AR)
application. The agent must perform a physical task that is guided by virtual arms collocated
with his shoulders, controlled by the remote expert. In our previous pilot study, we simplified
our scenario by seating the operator. In more realistic cases, this is more complex. Indeed, be-
fore performing the actual arm guidance, the remote expert must reach the correct location in the
virtual world while showing it to the agent in his augmented real world. To perform this initial
location guidance, we propose to extend the GoGo technique initially developed for single user
selection and manipulation tasks in VR [Poupyrev et al., 1996]. We added the arms representa-
tion as in [Fraser et al., 1999] and removed the non-linear scaling, instead controlling it directly
with the expert’s interactions.

3.5.3.1 The stretchable guiding arms

The stretchable guiding arms technique has been developed to overcome the limitations
found in the techniques from the literature in a specific context: the expert and the agent share a
fully collocated setup. Moreover, the final goal of the system is to guide the agent in performing
a physical task with the use of virtual arms controlled by the remote expert. In this setting, the
first step consists in viewpoints collocation. Then, the expert must show which object to move,
and thus he often needs to move the agent’s viewpoint forward in order to grasp the virtual
cloned object. The existing technique based on directional arrows can achieve this purpose, as
illustrated in Figure 3.26b, but first users who tested our system complained about eye strain
because of the proximity of the visual cues, including the remote expert’s frustum. Moreover,
it increases the cognitive load of the agent who has to follow arms guidance and location guid-
ance at the same time using different visual cues. To improve this, we take advantage of the
already existing virtual arms initially present for gesture-based guiding purposes only. They can
also be used for location reaching guidance in a non-intrusive way, contrary to other methods.
Figure 3.27 illustrates the principle of the proposed stretchable guiding arms technique. When
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Figure 3.27: Principle of the stretchable guiding arms technique. Illustration from the agent
side in blue. From the expert’s viewpoint (in red), his virtual arms do not scale and also stay
collocated with his shoulders.

the expert chooses to switch to stretch mode, his forward motion makes the virtual arms seen
from the agent’s viewpoint start to scale up to keep the virtual hands always collocated with the
expert’s ones, while maintaining the virtual shoulders fixed according to the agent’s shoulders.
From the expert’s viewpoint, his virtual arms do not scale up, and also stay collocated with his
shoulders.

The main advantage of this technique is the naturalness of the guidance. Indeed, the agent
can directly perceive the forward motion of the remote expert, thanks to the scaling up of the
virtual arms. Then, to follow the expert, the agent simply moves his/her viewpoint in order to
retrieve the initial length of the virtual arms. In addition to the scaling cue, a coloring code
smoothly changes the color of the independent virtual arms from green to red, according to their
scale. They return to green when the scale is close to its initial value, which means that the
agent has reached the expert’s viewpoint (cf. Figure 3.26a). If the agent overtakes the expert’s
location, the virtual arms keep their initial length and color, but their bending indicates to the
agent that he must move backward to retrieve a correct pose.

In parallel, the expert can use a virtual camera with a different viewpoint of the VE in
order to get visual feedback on the agent following. This camera is displayed in a corner of
the expert’s viewport and is enabled when the stretchable guiding arms technique is activated.
The remote expert can switch between different available viewpoints: a side or front view based
on his/her head location, or the viewpoint of the agent slightly behind him when performing a
forward motion guidance. Moreover, the color change for virtual arms from green to red is used
to inform the remote expert explicitly about his/her distance with the guided agent.

3.5.3.2 Pilot User Study

We compared reaching performances and subjective feelings of (C1) our technique (cf Fig-
ure 3.26a) with (C2) the frustum with 3D directional arrows based approach (cf. Figure 3.26b).
In order to evaluate the agent’s performance in the location reaching process, we try to remove
bias generated by the expert’s interactions. Thus, we recorded the interactions of a real expert
in a pre-process phase in order to replay it for the experiment, removing possible expert’s inter-
action bias due to changing behavior. We postulate that the expert’s interactions are not really
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affected by the agent’s ones. Indeed, the expert must reach a location to grab a virtual object,
and thus must move forward to achieve the goal assuming that the agent is following.

Measurements and Hypotheses We collected three objective measures: completion time (hit
target around 0.15m), mean distance between the replayed expert and the subject, and final
precision (triggered by the subject) in location and orientation. Moreover, subjects fill in a final
subjective questionnaire (7 point Likert-scale) to express their impressions of the naturalness
of the system, their perceived cognitive load and eye-strain, amongst other considerations. We
stated the following hypotheses:

– H1: Completion time, mean distance and precision are equivalent in both conditions C1
and C2

– H2: C1 is more comfortable to use than C2

Protocol We design our experiment in a counter-balanced way using a set of 20 pre-defined
targets (10 per condition) in a range from 1 to 3 meters from the home location and a horizontal
angle range from -30 to 30 degrees (cf. Fig.3.28). Their altitude is defined around a mean value
of 1.5m with a range of±0.3m. Each participant passes both conditions twice alternatively, with
a different set of 2x5 virtual targets per condition. These targets are not displayed for the replay
process because the subjects must reach them following only the recorded guide. We simulate
the initial viewpoints collocation, illustrated in step 1 of the process described in Figure 3.27,
with a re-targeting of the replayed data according to the subject’s height and exact home location.

Figure 3.28: Example of 10 targets defined for one condition.
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Figure 3.29: Boxplots of the delay between the target hitting by the guide and the subject, their
mean distance until the hit, and their final position and orientation differences.

Results Results have been collected from 10 subjects aged from 20 to 30 (mean = 24.4,sd =
4.03). A few iterations are not part of the analysis because of tracking issues. Figure 3.29
illustrates the collected quantitative results. We found a significant difference in the target
hitting delay between the guide and the subject (F(1,194) = 20.47, p < .01). This delay is
shorter with (C1) the guiding arms (M = −0.03,sd = 1.28) than with (C2) the frustum (M =
0.75,sd = 1.61). In the same way, the mean distance between the guide and the subject un-
til the hit is significantly smaller (F(1,194) = 20.39, p < .01) using (C1) the guiding arms
(M = 0.21,sd = 0.008) than (C2) the frustum (M = 0.26,sd = 0.007). In terms of precision,
the frustum-based guiding (C2) is significantly more accurate than the guiding arms (C1) for
both location (F(1,194) = 11.34, p < .01 ; (C1): M = 0.19,sd = 0.006; (C2): M = 0.15,sd =
0.01) and orientation (F(1,194) = 55.37, p < .01; (C1): M = 31.10,sd = 122.55; (C2): M =
16.54,sd = 252.88).

80



3.5. SYMMETRICAL SETTING: FULLY COLLOCATED

Figure 3.30: Synthesis of subjects’ qualitative appreciations.

Discussion H1 is not proved. Actually, we found that the guiding arms (C1) are better for
closely following the remote guide, while the frustum-based guiding (C2) is more accurate for
final precision. This degradation of accuracy using C1 can be explained by the complexity of
human body’s DOFs that generate variations between the relative pose of the agent’s head and
the expert’s hands. Thus, the coupling of C1 with an alternative guiding technique for final
positioning should be studied to improve accuracy without decreasing naturalness of the guid-
ance. Concerning the qualitative results (cf. Figure 3.30), we validated H2 because of better
visual comfort using our approach (C1). Moreover, subjects prefer our approach (C1) in terms
of originality and guide presence. For other criterion (efficiency, naturalness and cognitive load),
results are similar for both conditions C1 and C2.

3.5.3.3 Extension

As results are better for C2 in terms of final precision for position and orientation, we in-
troduce an additional guiding cue with the C1 technique. This extension is enabled as soon as
the agent is close enough the guide and handles both position and orientation guidance. Thus, it
provides a final 6 DoF guiding cue in order to improve final positioning. This extension is based
on an alteration of the final rendering in order to guide the agent in the right looking direction
taking also into account its position. Figure 3.31a illustrates the way it computes the pixels to
alter according to both users position and orientation. It is implemented using CG fragment
shader and a reticule texture (cf. Figure 3.31b) used to alter pixels. Figure 3.31c illustrates its
action on the agent’s field of view.

This additional guiding cue must be formally evaluated, but according to first tests, we think
this is a good way to improve our stretchable guiding arms technique for final precision. It
generates a visual discomfort in the follower’s field of view, that tends to reorient the follower
toward the guide’s point of view. In the same time, its implementation is not so disturbing as it
only acts on the peripheral vision area of the user; while avoiding the use of the guide’s frustum
that generates uncomfortable virtual inter-penetration between the follower’s point of view and
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(a) (b) (c)

Figure 3.31: (a) Principle of the guiding extension to improve final precision, from top view.
(b) Reticule noisy texture used to alter pixels within the guiding shader. (c) Illustration of the
guiding shader performing as an extension of the stretchable guiding arms. The white zone is
the alteration zone meaning that the guide is looking to the left and must be a little higher than
the current follower’s viewpoint.

the guide’s virtual frustum.

3.6 Conclusion

In this chapter, we developed ideas around the use of MR technologies to improve remote
collaboration. Especially, we applied this to maintenance in order to let a remote expert help an
agent in performing a procedure. We distinguish two phases in this scenario. First, the remote
expert must be able to analyze the agent’s workspace in order to diagnosis the procedure to
perform. In the same time, he must guide the operator to place him in the correct location. Thus,
we proposed guiding technique for remote navigation. Second, the physical manipulation can
begin. For this phase, we proposed guiding techniques for selection and manipulation tasks.
In this context, we investigated two kind of systems. The first asymmetrical one is inspired
from existing systems based on HWD with remote camera streaming. We improved it using 3D
capturing of the operator’s workspace in order to provide an enhanced AR view for the operator
as well as a better perception, including depth, for the expert. It allows 3D interactions for the
expert that can use 3D visual guiding cues, perfectly integrated in the operator’s real world, in
order to help him in achieving the procedure. The second symmetric approach aims to free the
hands of the operator, while improving expert’s interactions capabilities and easing operator’s
perception of the guiding visual cues. Here, the remote expert is immersed into the operator’s
workspace at 1:1 scale. We provide to the expert two virtual arms in order to interact with
virtual objects. The main idea of our proposal is to collocate the expert with the operator’s point
of view. Then, the virtual arms, also coming out the operator’s shoulders, are used as natural
guiding cues that show what are objects to grab and how to move them.

We ran several pilot user studies in order to evaluate the efficiency and the acceptance of our
prototypes. Results show good performances using our systems compared to already existing
ones. For navigation, especially in building containing corridors and complex room shapes, our
approaches add continuity between the operator and the pointed spot in order to always keep
him aware of the expert’s guidance. In our symmetrical fully collocated setting, we found some
drawbacks about precision of the guidance because of a less intrusive but coarser visual guiding

82



3.6. CONCLUSION

cue. Thus we proposed an extension in order to improve this aspect that should be evaluated
in future work. Concerning selection and manipulation to actually perform the physical manip-
ulation in order to achieve the maintenance procedure, our preliminary user evaluation shows
that participants perform better using our fully collocated setting when dealing with complex
layouts similar to computer racks or electrical panels. However, further experiments should be
run in order to formally evaluate the performances of our both settings in realistic scenarios.

Perspectives In this work, we separated our two proposals into two different systems: sym-
metrical and asymmetrical. Our findings show that according to the situation and the phase of
the procedure, the expert may need to freely navigate into the remote operator’s workspace, po-
tentially at different scale, or may need to share the operator’s point of view to better understand
his situation. Thus, we plan to merge both settings into an unified prototype that would handle
these different situations. We could even imagine a system that would combine smartly both
displays, i.e hand-worn and head-worn, with the possibility for the operator to switch from one
to another, or even to use both at the same time in order to provide additional capabilities for the
expert to perform the guidance.
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Chapter 4

Co-manipulation

In the context of remote collaboration, VR allows to share purely virtual world while being
physically distant. In this virtual world, remote collaborators can accomplish tasks that simulate
real world task in a local context. An interesting challenge is to provide some ways to manipulate
an object collaboratively, which is a common task in the real world. Thus, after the focus on our
use case that is remote maintenance using MR, we contribute to the field of co-manipulation in
VR that can be used to train with reproductivity capabilities, to learn about procedures and also
to accustom to work with unknown people. Moreover, compared with the previous chapter 3,
the co-manipulation task can imply more than two users interacting in a shared VE and can also
propose more asymmetry in terms of collaborators’ roles.

First, we present a brief state of the art of co-manipulation in section 4.1. Then, section 4.2
proposes a generic approach that we have implemented to co-manipulate virtual objects. The
main feature of our approach is its capacity to handle heterogeneous interaction devices in a
generic way. Last, section 4.3 goes further in virtual co-manipulation concept by proposing an
hybrid approach that integrates the manipulation of a user’s PoV by another user. This is close
from the remote guiding techniques that have been investigated in the previous chapter.

4.1 State of the Art

In this work, referring to the classification proposed by Margery et al. [Margery et al., 1999],
we focus on cooperation at level 3. We want that the different users can change the same object
transformation at the same time. This kind of synchronous collaborative object manipulation
in CVE can be divided in two families: symmetrical and asymmetrical approaches. In the first
symmetrical approach, collaborators benefit from equivalent viewpoints and interaction capabil-
ities. This collaboration can be homogeneous based on 3D ray [Pinho et al., 2008] or 3D pointer
(i.e virtual hands metaphor) [Duval et al., 2006a, Aguerreche et al., 2009b], or heterogeneous,
for instance mixing a 3D ray for a user, and a 3D pointer for another one [Pinho et al., 2002].
On the contrary, in asymmetrical approaches, the users collaborate in a multi-scale CVE, i.e
they have different viewpoint scale, thus their interaction techniques must be adapted to their
different capabilities [Duval and Fleury, 2009, Fleury et al., 2010a].

Overcoming the loss of the physical link The main issue introduced with virtual co-manipulation
is the lack of a physical link that can greatly decrease its effectiveness. Indeed, in real life co-
manipulation, users are carrying the same physical object that creates a tangible link between
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them. This is essential to synchronize their motion and complete the manipulation task. In VR,
and even more in remote context, this physical link is not available. Thus, techniques must be
proposed to substitute this loss. In local context, we can use a tangible prop as in [Aguerreche
et al., 2010] that proposes a reconfigurable tangible device able to be reshaped in order to match
the global shape of the manipulated virtual object. In remote context, haptic devices can be used
to simulate reactions generated by the co-manipulation task [Sallnäs et al., 2000]. Thus, the han-
dle can pull, push or twist the user’s hand according to the merge of his and others inputs. In
this case, an average method is used to manipulate the object that mimics real world cooperative
manipulation.

Other less intrusive approaches propose vibro-tactile feedback [Naud et al., 2009]. The ad-
vantage is that users do not have to use a cumbersome haptic arm that has a limited motion
space. Last, visual feedbacks can also be used to simulate haptic feedbacks [Sreng et al., 2006].
It is called pseudo-haptic feedback and is based on the dominance of visual sensory over the
proprioceptive one. However, these approaches can not provide real haptic sensations and can
not physically restrain the motion of users, and thus they must propose adapted interaction
metaphors.

4.2 Generic Aggregation-based with Heterogeneous Devices

Many interaction devices can be used in VR applications and even more are put on the
market regularly. Moreover, interaction metaphors must be adapted according to the devices
capabilities. As an example, users can have 6DoFs controllers in their hands that take advantage
of natural hand skills. An associated interaction metaphor can be based on a 3D pointer or a
3D ray. If not available, a 3D ray could be controlled through a gaze-based metaphor. This is a
simple example that illustrates the potential complexity to deal with when developing interaction
techniques for collaborative VR applications due to asymmetrical devices setup.

Our approach aims at easing the integration of different devices and new interaction tech-
niques into a generic framework handling co-manipulation in a potentially multi-scale CVE
(that can introduce different roles for each collaborator in the co-manipulation task). Figure 4.1
illustrates the asymmetrical dimensions managed by our approach. The co-manipulation could
be based on level 3.1, splitting the DoFs between users, but we rather implemented level 3.2 giv-
ing the ability to concurrently modify the all 6DoFs of the manipulated object at the same time
(cf. section 1.2.4). However, downgrading to co-manipulation at level 3.1 is simple to achieve
because the model already manages level 3.2. To provide such a framework, we propose a solu-
tion based on physically-simulated manipulation through virtual handles and connected springs.
Similar approaches have already been proposed [Koutek and Post, 2001, Fröhlich et al., 2000],
but they either do not address collaborative manipulation, or do not handle heterogeneous de-
vices. Other work even uses a spring-based manipulation technique to provide natural whole-
hand interactions while handling the visual inter-penetration issue [Borst and Indugula, 2006].
Indeed, spring-based manipulation is an interesting approach to manage multiple inputs in a
generic way and with scalability capability based on physical simulation.

4.2.1 Model description

In order to provide a generic way to co-manipulate a virtual object, we propose to perform
this manipulation through virtual handles initially stuck to the object’s surface. Using physical
shapes that match the visual shapes of virtual objects, this approach can bring grabbable capa-
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Figure 4.1: Asymmetrical dimensions available with our generic approach for co-manipulation.
The gray hatchings mean that users are not required to use pre-established configurations but
can choose amongst these all combinations.

bility to any object in a simple way. Then, the interaction metaphor must handle how the user
can select a spot on the object surface to dynamically stick a virtual handle on it. Actually, to
be integrated in our model, a new interaction technique must only manage how to update the
position of the used interaction tool and how to trigger the grab and release of a handle. The re-
maining of the needed behavior for co-manipulation is managed in a generic way. For instance,
when trying to grab a handle, the framework checks if the interaction tool intersects a surface
object or an already created handle. In the first case, it creates a new handle on the object surface
and grabs it, and in the second case it just grabs the existing handle. Once a handle is grabbed,
a virtual spring is created between the virtual handle and the interaction tool. If only one handle
manipulates the object, the manipulation is direct because the handle and the interactive tool
are merged (the spring length is null). As soon as more than one handle is stuck on the same
object, the interaction tool is still updated the same way, but the different constraints applied on
the object create a difference between the interaction tool position and its grabbed handle. This
difference is displayed in order to add a visual continuity using a virtual spring. Moreover, the
co-manipulation is computed with a mass-spring model, thus the visual representation of these
springs helps the user to understand what happens adding semantic. Last, these springs are use-
ful to stay aware about what others are doing in the shared VE and to improve the understanding
of the object’s behavior while it is manipulated by several users at the same time.

In order to stabilize the manipulation, we used a pretty high damping factor for the springs.
Moreover, to manage direct manipulation with only one handle, the stiffness of the spring is
also very high to keep its length null in this specific case. Finally, our approach implements an
average method for co-manipulation using physical simulation to compute the final result.
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Figure 4.2: Description of our generic approach for co-manipulation instantiating our awareness model.
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4.2.2 Visual feedbacks

Figure 4.2 describes our approach according to our awareness model for CVE and Figure 4.3
illustrates the manipulation of a virtual object by one to three users at the same time. On the top
screenshot, the yellow user manipulates alone the object with a direct mapping between his/her
interaction tool (the yellow 3D pointer) and the virtual handle, thus the spring is not visible. A
transparent bounding box is added around the object with the color of the current owner. On the
middle screenshot, the second red user adds a handle on the object. His/her interaction tool is a
3D ray that can pick handles and move them. Now, the springs are visible because the two users
concurrently manipulate the object. The bounding box color goes orange that is the average
color of the two involved users. Last, on the bottom screenshot, a third green user adds another
handle and picks it with a 3D pointer. When an object is manipulated by more than 2 users, the
bounding box color goes white.

4.2.3 Asymmetrical devices and PoVs

Interaction techniques based on many devices have already been integrated in our frame-
work. The interaction metaphors are based on a 3D pointer (3D hand) or a 3D ray. In this second
case, the position of the interaction tool is defined at the end of the 3D ray that continuously uses
raycasting on objects of the scene in order to define its length as the distance from the beginning
of the ray and the first intersection point. Some interactions are uni-manual, others are bimanual
and all of them allow collaboration with potential different PoVs on the scene, enabling multi-
scale collaboration. We can notice that an implementation of a complex virtual hand with grab
capability for each fingertips could also be integrated to provide whole hand interaction into the
VE.

Many devices have been integrated in our framework thanks to the provided model that ease
this process:

1. Leap motion

2. Kinect

3. Razer hydra

4. zSpace (with 3D stylus)

5. HMD (based on head orientation)

(1) and (2) can either control a 3D pointer, or a 3D ray; the grab() function is called when the
hand closes and the release() function is called when it opens. (3) and (4) are 3D trackers with
buttons. The same way they can control a 3D pointer or a 3D ray, and the functions are called
according to a button state (triggered or not). Last, HMDs provide rotational head-tracking that
can be used to define a 3D ray based on head rotation. The grab and release of handles is
implemented using physical buttons of the keyboard or the mouse, but it could also be controlled
with a button integrated on the headset.

4.2.4 Improvement tracks

Our proposal provides a generic co-manipulation framework to integrate new interaction
devices, as well as new interaction metaphors, in an efficient way. However, in the current im-
plementation, only 6DoFs of the object transform can be modified: its position and rotation.
The scale is not handled because it introduces an additional transformation mode that is difficult
to manage without an explicit application control. Nevertheless, it would be easy to adapt the
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Figure 4.3: Illustration of a virtual object manipulated by one user, and then concurrently ma-
nipulated by two and three users at the same time.
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framework in order to manage the all 9DoFs of a virtual object, explicitly switching between a
manipulation mode and a scaling mode.

Another refinement could be to associate each user with a priority factor depending on its
role in the co-manipulation process. For instance, if a user is the instructor, the system could give
him/her a higher priority in the co-manipulation in order to let him/her lead the process. In the
context of training other people, it is a great feature to better help them while still collaboratively
manipulate a virtual object. The implementation of such a feature into our framework is pretty
trivial since it just needs to multiply the stiffness factor of the virtual springs with the user-
specific priority factor in order to give it more importance in the co-manipulation process.

4.3 Multi-Scale Hybrid Split of DoFs

In the previous section, we have proposed a generic framework to manage co-manipulation
with asymmetric devices and PoVs. From this base approach, we aim to address a specific case
of co-manipulation close from a practical use that we have investigated in our use case that was
remote guiding in chapter 3. Here, we merge remote guiding and co-manipulation in a pure
virtual environment by developing a hybrid technique that involves to move the PoV of another
user while still collaboratively manipulating the same object.

To do so, we propose a set of metaphors that enables several users to collaborate in a shared
multi-scale VE [Ibayashi et al., 2015, Nguyen et al., 2013] in order to achieve collaborative ma-
nipulation tasks in VR. Such tasks could consist in overcoming different obstacles by moving,
rotating and scaling an object collaboratively. This kind of collaborative manipulation can be
used to simulate industrial tasks such as in an automotive factory where cumbersome objects
must be carried by several collaborators [Aguerreche et al., 2009b]. Thus, we propose an asym-
metric collaboration between two or more users with different devices (cf. Fig. 4.5). These users
are embedded in a co-located multi-scale VE thanks to a model inspired from the Immersive
Interactive Virtual Cabin (IIVC) generic model [Fleury et al., 2010a].

Our system provides an efficient way to co-manipulate an object within irregular and narrow
courses, taking advantages of asymmetric roles in synchronous collaboration. Moreover, our
technique has been developed in the context of the IEEE 3DUI Contest 2016. Thus, in order
to fulfill the contest requirements, our technique provides a way to maximize the filling of the
courses while the object moves on its path.

Moreover, one of our goals is to benefits from the wide variety of today VR devices. There-
fore, our solution is based on an asymmetric collaboration pattern at different scales in which
users benefit from suited points of views and interaction techniques according to their device
setups. Figure 4.4 illustrates the asymmetrical dimensions introduced in our approach.

4.3.1 Motivations

Our approach is motivated by the exploration of innovative ways to manage co-manipulation
that can introduce some awareness issues. Indeed, the main idea is to put a user into the manip-
ulated object, with a micro PoV into the shared VE, while another user has a global PoV of the
shared VE. Both users are able to co-manipulate the same object at the same time. By placing
one user inside the manipulated object, we introduce a hybrid approach for co-manipulation that
requires adequate feedbacks in order to let users being able to maintain a correct awareness of
their activity, activities of others and the state of the manipulated object.
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Figure 4.4: Asymmetrical dimensions introduced in our hybrid approach for co-manipulation.

Moreover, this work takes advantage of the current state of the VR market. All devices used
are already available on the consumer market: a zSpace, an Oculus Rift with a Razer Hydra, a
Gear VR and a Google Cardboard. Indeed, today there is growing number of available VR visu-
alization and interaction devices. Each setup offers different interaction capabilities. That is why
our approach benefits from this diversity by proposing a set of interaction techniques adapted to
different device setups in order to perform a collaborative manipulation task. These techniques
are automatically associated to the suited users with plasticity mechanisms. Plasticity is defined
as the capacity of an interactive system to withstand variations of both the system physical
characteristics and the environment while preserving its usability [Thevenin and Coutaz, 1999].
Here, we demonstrate an example of plasticity for device and collaboration adaptations thanks
to the models presented by Lacoche et al. [Lacoche et al., 2015a].

As proposed by Pihno et al. [Pinho et al., 2002], our approach splits the Degrees of Free-
dom (DoFs) of the manipulated object between collaborators in order to maximize the system
efficiency: the Giant (with a global viewpoint) controls the object’s translation, while the Ant
(inside the object) sets its scale and rotation. In our shared multi-scale VE, this approach allows
the Giant to quickly move the object, while the Ant performs better accurate transformations
and has a suited viewpoint to maximize the courses filling. The object’s rotation can also be
shared between the two main users using a particular fusing scheme inspired from the asymmet-
ric integration by Ruddle et al. [Ruddle et al., 2002]. In this case, we use a non-linear merging
factor for the Giant’s action according to its ray bending. Last, the third helping user (with the
3rd person viewpoint on the object) can also set the scale of the manipulated object by asymmet-
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(a)

(b)

(c)

Figure 4.5: Collaborative manipulation of a virtual object (here, a cube) based on an asymmetric
setting between two users who can be helped by two additional users. (a) The first participant,
called the Giant, has a global view of the scene and moves the object with a 3D bent ray. (b)
The second user, called the Ant, is placed inside the object and precisely rotates and scales it. (c)
Two additional roles can be added. The first one helps to scale the object using a third person
view of it. The other one is a spectator who switches between the other participants’ viewpoints
and helps them with oral communication.
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rically integrating its action with the Ant’s one. All metaphors for controlling these DoFs have
been designed in an iterative way in order to optimize the learning curve for the end user.

In order to demonstrate the interest and the efficiency of our solution, we have proposed to
test it in the context of the IEEE 3DUI contest 2016 1. The goal of this contest was to move
a cube collaboratively through different labyrinths, while maximizing the courses filling of the
object. Most of our illustrative examples are based on the manipulation tasks required by this
contest.

First, an overview of this work is presented in Section 4.3.2. Second, we present collabora-
tors’ roles of our proposal in Section 4.3.3, then we detail interaction techniques in Section 4.3.4.
Section 4.3.5 describes our implementation and Section 4.3.6 discusses informal feedbacks of
test users. Last, we conclude and present perspectives of this work in Section 4.3.7.

4.3.2 Overview

Co-manipulation techniques can be implemented in two different ways: split of DoFs (level
3.1) or concurrent modification involving a merge policy (level 3.2). In our approach, we use
both conditions in order to maximize the efficiency of the whole proposed approach. Basically,
the object manipulation uses a split of DoFs policy between the Giant and the Ant. However, in
some conditions, the Giant can take the lead on the Ant rotation capability in order to help him.
This is done by merging both inputs with a custom policy giving a bigger influence to the Giant
action. Then, if a third user joins the CVE, the scale of the object is controlled using a coopera-
tive interaction with the Ant at level 3.2. We did not find any related work that uses this kind of
adaptable approach. Moreover, our proposal involves a kind of hybrid manipulation/navigation
technique for the Ant. Indeed, the Ant is placed inside the manipulated object, moved by the
Giant. This feature involves the Ant’s navigation in the CVE, controlled by the Giant. However,
the Ant does not control the manipulated object location, thus, the approach does not require
any navigation technique even if the Ant may feel as in a car or a spaceship. This hybrid ap-
proach is also an innovative way to apprehend co-manipulation using an asymmetrical approach
to improve the efficiency of this difficult task.

4.3.3 Asymmetric collaborative scenario

We propose an asymmetric collaboration where each user benefits from interaction capabil-
ities adapted to his/her interaction devices in order to move, rotate and scale a virtual object. It
is based on two main roles, a Giant with a global view of the shared environment, and an Ant
inside the manipulated object. Figure 4.6 describes our approach using our awareness model.
Two other roles are also possible for assisting the two main users.

4.3.3.1 Global View: the Giant

The first user is interacting on a zSpace 2 as shown in Figure 4.5a. It is composed of a 3D
stereoscopic display with head tracking and of a 3D tracked stylus for interacting. The zSpace
screen is used to create a window to the VE. Therefore, this user has a global view of the scene
and can roughly manipulate the object in order to move it really fast in easy passages. This user
can translate the object and also shares with the Ant the possibility to rotate it.

1. The illustrative video submitted for the contest is available online: https://www.youtube.com/watch?v=
Yp130VMMLQI

2. http://zspace.com/
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Figure 4.6: Description of our hybrid approach for asymmetric co-manipulation instantiating our awareness model.
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4.3.3.2 Micro View: the Ant

The second user visualizes the scene with a Head-Mounted Display (HMD), here an Oculus
Rift 3 as shown in Figure 4.5b. The Ant is interacting with a Razer Hydra 4 composed of two
3D tracked controllers. We exploit the immersion feeling given by the HMD to place this user
inside the manipulated object. This position enables the Ant to manipulate the object with a fine
accuracy. This role is essential to overcome difficult passages and maximize the courses filling
by the object. The Ant can scale the object and shares the possibility to rotate it with the Giant.
The Ant’s scale in the scene also offers direct interaction possibilities such as pushing buttons to
trigger different actions.

4.3.3.3 Third Helping User

As shown in Figure 4.5c, the third user is interacting with a GearVR 5, an HMD with a 2D
trackpad. This role is optional. This user has a third person view of the manipulated object.
His/her role is to help the Ant to scale the object with slide gestures on the GearVR trackpad.
Therefore, the scaling capability is shared by these two users.

4.3.3.4 Spectators

The last role is a spectator. It is available on multiple devices. In our scenario, he uses a
Google Cardboard 6 as shown in Figure 4.5c. Multiple spectators can be included in the shared
VE. These users can switch between the other participants’ viewpoints. Here, it is done by
pulling the Cardboard trigger. They can help the other participants by giving oral instructions.

4.3.4 Interaction Techniques

The collaborators benefit from complementary interaction techniques to perform collabora-
tive manipulations task that need translating, rotating, and scaling. An example of task is given
in Figures 4.5a, 4.5b and 4.5c. This task is one of the tasks required by the IEEE 3DUI con-
test 2016. The goal is to pass a cube through a labyrinth while maximizing the courses filling
of the object. First, we present the Giant’s interaction technique based on a bentray in Subsec-
tion 4.3.4.1. Then, we describe the Ant’s interaction technique in Subsection 4.3.4.2, and the
handling of optional concurrent manipulation (for the object rotation and scale) in Subsection
4.3.4.3.

4.3.4.1 Global Manipulation

The user on the zSpace (Giant) can translate the object (actually the Ant’s conveyor in
the IIVC model) with a bent ray inspired from the interaction technique proposed by Riege
et al. [Riege et al., 2006]. The ray is controlled in position and rotation by the tracked stylus.
One button is used for object grabbing, and the other buttons are used to switch between four
point of views: front, left, back and right. The ray is bent during the object translation in order
to respect three constraints:

3. https://www.oculus.com/en-us/
4. http://www.razerzone.com/fr-fr/gaming-controllers/razer-hydra-portal-2-bundle
5. http://www.samsung.com/fr/galaxynote4/gear-vr/
6. https://www.google.com/get/cardboard/
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(a) (b) (c)

Figure 4.7: (a) The Ant’s IIVC instantiation. The front textured face of the object (here, a box)
is the current stage front face that is used as reference for object manipulation performed by the
Ant. The stage coordinate system is always centered in the object. (b) and (c) The two metaphors
used by the Ant to rotate and scale the manipulated object.

– First, the manipulated object is attached to the ray extremity with a spring joint, as pro-
posed by Fröhlich et al. [Fröhlich et al., 2000]. The physical collider of the object avoids
it to pass through other objects, such as corridors. The ray is bent accordingly.

– Second, we manually limit the ray extremity speed when an object is grabbed. The goal is
to not disturb the distant user inside the manipulated object and reduce his cybersickness.

– Third, a last constraint is optional. We added an active help for the translation. It is a
magnetic path that represents the perfect path to follow. The manipulated object is also
connected to the closest point on this path with a spring joint.

To make the others understand the Giant’s actions, his head, stylus and 3D ray are rendered
in the shared environment as shown on the top Figure 4.8a.

4.3.4.2 Inside Object Manipulation

The Ant is placed inside the manipulated object. He can scale and rotate it with the two Razer
Hydra controllers thanks to bimanual metaphors inspired from the work of Cutler et al. [Cutler
et al., 1997]. These manipulations are performed with a fix reference: the object front face. This
reference face can be changed. Figure 4.7a illustrates our instantiation of the IIVC model for
the Ant, and especially explains the meaning of the reference face in the user stage according
to the manipulated object. We propose a symmetric technique between both hands to switch the
current stage front face based on joysticks. Up, bottom, right and left joystick triggers are used
to apply a 90◦ rotation to the stage. An asymmetric aspect is introduced in order to turn around
the normal current front face. For this purpose, we use the joystick button capability, to choose
if we turn in the clockwise or the counter-clockwise direction, according to the hand used.

Manipulations of the conveyor are physically constrained, thus, the manipulated object can
not pass through an obstacle. As shown in Figure 4.7b, the rotation is made with a modified
version of the grab-and-twirl metaphor. Compared to the classical version, the pitch rotation is
performed with a metaphor close to a plane yoke by orienting the two controllers to the top or
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(a) (b)

Figure 4.8: The virtual factory scene that provides scale-one interactions. Buttons are present
in the scene to trigger different actions such as opening doors or painting the object. Trigger-
ing these actions is needed to fulfill the task. Therefore, as shown on (b), the Ant has direct
manipulation capabilities, he can push a button by colliding it with one of his controllers.

to the bottom. The scale of the object is controlled with a grab-and-scale metaphor by bringing
closer or further the two Razer Hydra controllers while pushing two corresponding buttons (cf.
Fig. 4.7c). According to the selected mode, the object scale can be defined as uniform, based on
the distance between the two controllers, or non-uniform by projecting the distances on the x,y
and z axis of the Ant’s stage.

Two visual feedbacks are rendered to make the Ant understand the distance between the
manipulated object and possible obstacles. First, we render particles at the collision points.
Second, a virtual grid visible in blue at bottom in Figure 4.5b, parallel to the user current front
face, is displayed outside of the object. This grid helps the user to perceive the distance between
the manipulated object and other objects such as the courses. In addition to these feedbacks,
we compute a filling ratio that is displayed in the integrated Graphical User Interface (GUI). It
allows the Ant to be aware of the courses filling by the manipulated object, and to maximize it
by using this quantitative ratio as well as the 3D visual feedbacks.

In some particular situations, local interactors can be integrated at scale one in the VE. For
instance, in the example given in Figure 4.8b, buttons are available in the scene for triggering
different actions such as opening doors. These buttons are too smalls for the Giant. Therefore,
as the two Razer Hydra controllers are rendered into the VE, the Ant can use them to interact
with these local interactors. Here, by touching one button with one of the controller, the Ant can
trigger the corresponding action.

To guide the Ant when he is placed in a closed environment such as the provided labyrinth,
different spatial cues can help him. They are shown in Figure 4.5b. First, a World-In-Miniature [Stoak-
ley et al., 1995] shows a third person view that focuses on the manipulated object. Second, an
arrow simulates a compass to show him the direction to follow. Third, in the labyrinth, the path
to follow is also indicated with arrow signs.

For awareness issues, the viewpoint of the Ant is shown to the other users by displaying his
frustum and stage up vector.

Reducing cybersickness due to motion As shown in Figures 4.5b and 4.8b, a progressive
transparency effect is applied to the manipulated object from the screen extremities to the screen
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center. This technique is adapted from the proposal described in [Lacoche et al., 2015b]. Here, it
is used as an anti-cybersickness filter that aims to make the peripheral view of the user consistent
with his head movement. Therefore, the user’s peripheral view is less disturbed by translations
performed by the Giant. Some preliminary evaluations of this effect have been performed in
another context and have shown good results.

This approach consists in applying a progressive alpha blending over the screen edges to
the virtual objects for the two stereoscopic cameras. With this effect, when an object is close to
a screen edge, its rendering is adjusted in the views of both the left and right eye. Indeed, we
suppose that modifying only one view can lead to an increased visual discomfort and difficulty
to fuse the two images.

We propose applying a linear decreasing alpha blending on the two axes of the screen. To
apply the effect, we consider the screen as a space where all pixel coordinates take a value
between (-1, -1) (bottom left corner) and (1, 1) (top right corner). The transparency is computed
in order to get a “squircle”shape, a particular case of a superellipse. A square shape would have
been coarse on the screen corners, and a circle shape would erase too much of the objects on
these corners. For both cameras, for a pixel (x,y), we compute its alpha factor in two steps. We
first compute its distance to the squircle center. This computation is described in equation 4.1.

d(x,y) = 4
√

x4 + y4 (4.1)

Second, a linear approach (Equation 4.2) uses this distance to compute the alpha factor.
The distances that define minimal and maximal opacities are expressed in screen space. For
our instantiation of this rendering technique, we have set the minimal distance to 0.8 and the
maximal one to 0.97.

Al pha(x,y) = 1− d(x,y)−distMinPlane
distMaxPlane−distMinPlane

(4.2)

4.3.4.3 Concurrent Manipulation

As optional collaboration possibilities, we provide concurrent manipulation capabilities for
the rotation and the scale of the object.

Rotation We propose an optional rotation control scheme based on the concurrent action of
the Giant and the Ant. In some particularly difficult circumstances, for instance if the Ant is
completely lost and does not achieve to find the correct way to orient the object, the Giant
can help him to rotate the object by acting on the Ant’s conveyor orientation. For this purpose,
the Giant can use his bentray-based interaction technique as explained in scheme Fig. 4.9. The
interaction starts when the bending of the ray is up to a specific threshold, i.e when −→BC length is
up to 2.0m in our implementation. Then, the manipulated object rotation is controlled based on
velocity according to the −→BC length, as follow:

Each frame
if −→BC.length > threshold then

angle = ((
−→BC.length− threshold)∗ velocity∗deltaTime)2

object.rotateAround(−→AB×−→BC, angle)
end if

It results in a concurrent manipulation with the rotation capability of the Ant that is per-
formed by integrating both actions with a growing Giant’s factor according to its ray bending.
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Figure 4.9: Scheme of the technique used to apply rotation to the object using the Giant’s ben-
tray. A and B are respectively the beginning and the end of the straight, not rendered, ray. C is
the end of the rendered bentray. Axis of rotation is computed as the cross product between −→AB
and −→BC.

Scale The scale control is shared between the Ant and the user of the GearVR. To solve this
concurrency, we add the factors that the two users want to apply to the scale. Thus, the fuse of
the concurrent scale control is not based on an average method, but on a relative setting that
allows synchronous manipulation without conflict. It means that each frame, each user asks to
the scale manager component to increase or decrease the object scale by a vector. Then, this
manager adds all the requests and sets the object scale accordingly if possible (i.e taking care of
environmental physical constraints).

4.3.5 Implementation

Regarding the implementation of the prototype, Figure 4.10 illustrates the architecture of
the application. A software overlay of SmartFox Server 7 is used to manage collaboration. It
ensures the synchronization of the shared VE between the different users as well as a consistent
physical simulation. For rendering, scripting and managing the scene we use the Unity3D game
engine 8. The interaction part is independent from the devices and from the game engine used.
Indeed, it is developed with an implementation of the plasticity models presented by Lacoche et
al. [Lacoche et al., 2015a]. With this solution, each user automatically benefits from the adapted
interaction techniques according to his available devices. These plasticity mechanisms also give
us the possibility to easily exchange the current devices used. For instance, we could use an
HTC Vive 9 instead of the combination Oculus Rift / Razer Hydra for the Ant or any desktop
environment instead of the Google Cardboard for the spectator.

7. http://www.smartfoxserver.com/
8. https://unity3d.com/
9. https://www.htcvive.com/us/
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Figure 4.10: The global architecture of our implementation. T,R and S respectively refer to
translation, rotation and scale.

4.3.6 Preliminary Tests

We did not perform any formal evaluation. However, we tested our approach with differ-
ent users and scenarios. These first test users have experience with VR applications and 3D
interactions. Regarding the commands of the Ant, we first tried the classical version of the grab-
and-twirl metaphor in order to modify the manipulated object rotation. The different users did
not feel comfortable with this interaction and they seemed to perform better with our interaction
technique that reminds a plane yoke. Indeed, as the user is placed inside the object, controlling
it as the user would control a vehicle seemed more natural. To continue, the different visual
feedbacks for the Ant for making him understand his spatial relationship with the environment
were added after multiple tests. Indeed, as the user did not known well the different labyrinths,
they seemed to bo relatively lost after multiple movements. For the Giant, we have compared
the bent ray with a classical straight one without any speed limitation. This approach was re-
ally easy to understand for the Giant but it was really disturbing for the Ant to move as fast.
Moreover, when the Ant was translated too fast, he did not have the time to anticipate the next
obstacles and could not adapt his rotation ans scale accordingly.
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4.3.7 Conclusion & Perspectives

We proposed an asymmetric approach for co-manipulation in shared multi-scale environ-
ment in a specific context. In particular, it is useful to manipulate an object inside narrow cor-
ridors while maximizing its scale and providing direct interaction capabilities to one user, the
Ant, with items of the VE. It is based on the collaboration between a Giant with a global view
of the scene and an Ant immersed inside the manipulated object. Additional users can also be
included to help the two main users in their task completion. Moreover, our approach benefits
from a plasticity mechanisms that handle the automatic adaptation of the interaction technique
according to the devices used by the different users with heterogeneous setups. This work has
been submitted for the 3DUI Contest 2016, and we received the honorable mention award for
this contribution.

Moreover, preliminary users tests show a good efficiency of the different interactions tech-
niques, but a formal evaluation should be done in order to confirm the performances of the ap-
proach. First, it would be interesting to compare our proposal with a solution from the state-of
the art where the collaboration is symmetrical, i.e with equivalent roles and viewpoints. Sec-
ond, our solution includes an oral communication between the different participants. It would
be interesting to evaluate the set of interaction techniques without this oral communication. As
a result, we could include other awareness mechanisms in order to improve the collaboration
when the participants can not talk with each other.
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Conclusion

In this thesis, we presented research that focuses on remote collaboration using Mixed Real-
ity (MR) technologies taking advantages of the natural human abilities in performing 3D tasks.
In particular, this context introduces potential asymmetrical dimensions in the collaboration
process.

The first one is the different roles that each collaborator can endorse. Indeed, in many cases
collaborators can have a common task to achieve; however, each collaborator can lead subtasks
according to the needed skills. This is a key feature of remote collaboration that allows users
from different domains to work together in order to benefit from their own capabilities while not
being physically co-located. Roles can also be intrinsically different if considering hierarchy in
the collaboration, for instance with a trainer/teacher and a trainee/pupil.

The second asymmetrical dimension is introduced by the different Point of Views (PoVs)
of collaborators. This asymmetry can be even more challenging if users belong to a multi-scale
Virtual Environment (VE). Indeed, in order to provide an efficient collaboration, users must still
be aware of others’ perceptual and interactive capabilities. However, when sharing a multi-scale
VE, users’ capabilities often depend on their PoV since it impacts their abilities to perform some
tasks that require a specific PoV. Thus, our work is also interested by this aspect that can greatly
impact on the efficiency of such MR-based collaborative systems.

The third one is directly caused by the wide variety of MR devices. It leads to consider many
different I/O devices used in a MR collaboration. Thus, in addition to the previous dimension,
this one generates a heterogeneous collaboration with different interaction and perceptual capa-
bilities induced from hardware limitations. Since the only way to interact and to get feedback
from a simulation is to used I/O devices, their capabilities have a great impact on the levels of
presence and awareness that a user is able to maintain. It requires to carefully design collabora-
tive MR applications according to the different setups used.

The last asymmetrical dimension is directly linked to our context: collaboration in MR. MR
is defined as a continuum from the real world (excluded) to a pure virtual world; between these
two extrema, an application can provide several level of virtuality depending on the amount of
real and/or virtual content perceived by the user. For instance, remote collaborators can share
a VE while a user is immersed in it using a Virtual Reality (VR) setup, while another user
is equipped with an Augmented Reality (AR) setup to perceive the shared VE and to interact
with its content. This variety of possibility in MR allows to imagine new kinds of paradigm
to improve remote collaboration, but it also introduces complex issues to deal with in order to
maintain a correct level of awareness between collaborators and their shared activities.
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Contributions

We considered the previous asymmetrical dimensions introduced by remote collaboration
in MR. Particularly, our work aims to design a way to describe such applications in terms of
features responsible for maintaining awareness of his own and others activities. Indeed, these
feedbacks are the signals that can be perceived by users and interpreted in order to maintain their
own awareness of the shared VE. Thus, we introduced a model able to differentiate user activity
in terms of intention into the collaboration (i.e if a user only modifies his own body state, or
if a user directly interacts with shared content of the VE) and to describe feedbacks from the
shared VE according to their sources and meanings (i.e if they are issued from VE affordance,
interactions on virtual content or others collaborators activities). Then, we extended this model
to enable the description of more complex situations taking into account more asymmetrical
dimensions that are PoV (i.e in a multi-scale shared VE) and level of virtuality (i.e if collabo-
rators share a VE with heterogeneous MR applications). To do so, we introduced the concept
of personal virtual spaces that considers partial synchronization of a shared VE between remote
collaborators; it manages that virtual content can be different if collaborators belong to a multi-
scale VE and run different kinds of MR applications (for instance, a remote collaboration with
an AR user and a VR user).

Moreover, we ran a exploratory user study in which we evaluated the impact of user rep-
resentation on the awareness of others’ activity in a multi-scale VE. It leaded to conclude that
every users do not interpret the other user activity similarly and do not use available feedbacks in
the same way. Particularly, we identified a group of subjects, called experts, that is able to adapt
their strategies to estimate the other user activity according to the other user representation and
available feedbacks. On the contrary, the other group, called novices, mainly selects a strategy
that seems to fit according to their own interpretation of the situation, and does not change of
strategy, that could fit better, when the situation is modified. It proves that, even if awareness is a
very personal interpretation of a situation depending on his/her own experience and perception,
users can reveal similar behaviors, in terms of strategy to build and maintain awareness, accord-
ing to their own knowledge and experience of similar environments. Moreover, since experts are
able to fit their strategy according to available feedbacks, they better handle the interpretation of
different signals; and the design of interfaces should take this into account in order to provide
enough feedbacks to improve awareness of experts, while not overloading novices, that could
decrease their level of awareness due to an increased cognitive load, by using simpler interfaces.

Then, we address an actual application of remote collaboration in MR that is remote guiding.
We were able to apply our previously defined awareness model to this use case in order to
describe our two approaches. Our global approach is based on a remote expert equipped with a
VR setup who assists a distant operator in performing a physical task through an AR interface.
First, we experimented a setting inspired from our previous exploratory study with a multi-scale
VE. The expert has a global view of the operator’s workspace through a 3D reconstruction
streamed from a camera moved by the operator. The expert is able to indicate items to pick and
to point specific spots to act on it; the operator perceives this guidance with the AR display
that manages a correct mix between virtual and real content in terms of co-location, relative
depths and occlusions. Moreover, we developed a specific navigation guiding technique that
takes advantage of our setting and reveals that visual continuity between the operator’s display
and the spot pointed by the expert improves reaching performances. Second, we goes further by
virtually collocating the remote expert into the operator’s workspace at 1:1 scale. With this new
setting, the expert can stand face-to-face to the operator, freely move into the shared VE and
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even share the exact operator’s PoV. Thus, we introduced the Vishnu paradigm that proposes to
the expert to share the operator’s PoV in order to guide him using virtual arms gestures. The
main idea of this paradigm is to let the expert interacts into the shared VE through virtual arms;
sharing the operator’s PoV, the virtual arms appear to be co-located with both users; thus, from
the operator’s PoV, the Vishnu’s arms seem to come out his/her own shoulders in addition to
his/her real arms. Using an Inverse Kinematic (IK) approach, the Vishnu paradigm provides a
remote guiding system based on virtual arms gestures directly co-located with the operator’s
real body. It leads to drastically decrease the cognitive load because the visual guiding cues
are directly mapped into the operator’s field of view (FoV), and to improve expert’s interaction
capabilities by providing true manipulation capacities based on natural gestures. Moreover, we
also proposed a navigation guiding technique based on the Vishnu paradigm. Its advantage lies
in using existing virtual arms to guide the operator in reaching a specific spot while reducing
his/her cognitive load. Inspired from the previous setting, this technique is based on a visual
continuity between the operator’s body and the pointed spot, by stretching the virtual arms from
the operator’s shoulders to the spot to walk. It benefits from less disturbance into the operator’s
FoV than other techniques because arms are displayed in the operator’s peripheral vision, and
not in front of him/her.

Last, we focused on a sensitive case in terms of users’ behaviors synchronization that is
virtual co-manipulation task. It requires that collaborators maintain a high level of awareness
about others’ activity to efficiently achieve the task. In this context, we proposed a generic
approach that is able to handle many users with heterogeneous devices and asymmetric PoVs
in a co-manipulation task. Then, we add the asymmetrical roles dimension in the process by
providing a new hybrid approach based on a partial split of Degrees of Freedom (DoF) between
collaborators adapted to their PoVs and their devices, while adding feedbacks to let them be
aware of others’ activity. Moreover, we demonstrated how our awareness model can describe
this kind of scenarios with more complex asymmetrical roles in a pure VR remote collaboration.
Our contribution on the hybrid approach to perform co-manipulation has received the honorable
mention award at the IEEE 3DUI Contest 2016.

Perspectives

Our research leads to several contributions around the asymmetrical dimensions identified in
MR-based remote collaboration. Still, we left several tracks of improvements about our propos-
als, and we developed some kind of forward vision about a possible future for this technological
field.

First, about our proposal of an additional asymmetrical loop, developed in section 2.5.6,
used to convey additional feedbacks about the user’s analysis of some informational signals sent
by another user; it would be interesting to go toward an automatic process able to manage the
triggering of such feedbacks. It could lead to a system able to provide explicit acknowledgment
to a user about the analysis of another user without any explicit user interaction. Particularly, in
the context of our exploratory user study, the 2D mental rotation task has been deeply studied in
the psychology domain, and we can estimate the time needed to complete such analysis based on
the rotation of the shape to recognize. This analysis duration is pretty much the same for every
human, and does not depend on some specific capabilities (unlike 3D rotation). Thus, we could
consider a technique that would detect which objects are visible by a user (in the foveal vision,
using eye-tracking technology for instance) and accordingly sent an acknowledgment to the
other user when he/she spent enough time to analyze the 2D mental rotation to be able to solve
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it. This particular task could be used to evaluate the feasibility of such a system. The next step
would be to design a new approach able to integrate more advanced sensors and algorithms for
behavioral analysis such as Brain-Computer Interface (BCI) and real-time analysis of body and
eye tracking data. By estimating the activity of the user based on such analysis, the system could
automatically and accurately adds valuable feedbacks to collaborators about others activity. It
could enable to generalize our proposal of asymmetrical awareness loop in more realistic context
of remote collaboration.

Second, concerning our first setting managing remote guiding in MR (cf. section 3.4), we
proposed to the expert to interact with a global PoV on the remote workspace. We could also
imagine another situation in which the expert would be tiny in the shared VE in order to perceive
more details needed to perform the diagnostic phase or even to propose more appropriate guid-
ing indications to the operator in some specific situations. It could lead to a more efficient system
with more interaction possibilities for the expert who could freely navigate into a personal (but
still shared) multi-scale VE. It would require to design new kinds of navigation guiding tech-
nique in order to provide the expert with the ability to explain to the operator where to move the
streamed camera to perceive tiny details of the remote workspace.

Last and not least, our Vishnu paradigm (cf. section 3.5) could be customized in several
ways. First, for now, the design of the virtual upper and forearms are built with linked cylinders
and spheres. Different rendering conditions could be investigate in order to evaluate the impact
of the current design compared with robotic or realistic skinned arms for instance; in the same
way the uncanny valley effect describes how level of realism of humanoids has an impact on
their acceptability, thus on the whole performance of the human/robot or human/virtual agent
collaborative process [Mori et al., 2012]. Therefore, the design of the Vishnu’s virtual arms
could have a significant impact on the efficiency of the guidance as well as the acceptance
of such a system that adds two virtual arms to the operator in addition to his/her real arms.
Second, retargetting issues should be investigated in this specific context. Indeed, the Vishnu
paradigm proposes to co-locate the virtual arms with both users’ shoulders; however, their body
dimensions are different, thus a specific IK algorithm handling retargetting of the expert’s virtual
arms guidance for the agent should be developed to manage properly this particular situation.
Third, our forward vision about tele-maintenance naturally tends to explore this kind of systems
that virtually immersed the remote expert into the operator’s workspace at 1:1 scale. However,
it should not restrain navigation capabilities of the expert, especially letting him freely navigate
into a multi-scale shared VE seems to be a needed feature to cover most of possibly faced
situations. Nevertheless, guidance at 1:1 scale with share PoV seems to be an efficient way to
perform such tasks. Future systems could introduce the concept of body sharing based on waist
co-location between the remote expert and the operator. Then, the expert could show which
gestures to perform for arms and legs with natural perceptual capabilities for the operator. It
could be used in many domains, such as for sport training [Han et al., 2016], or even body or
gender exchange experiences [Bertrand et al., 2015]. Still, in order to be able to provide a high
quality and fidelity user experience while erasing the physical distance between users, hardware
technologies need major improvements. To our opinion, the main one is head-mounted AR
displays. Indeed, nowadays, provided FoV is not large enough to cover the entire human FoV;
and this piece of hardware is facing many other challenges to overcome: natural vision features
such as depth of field and dynamic focus, or even rendering quality considering opacity of virtual
content using see-though glasses. The last hardware challenges would certainly be to develop
perfect inside-out tracking technology with no latency and to improve data transfer over the
network, especially concerning large content, such as data from a very high-resolution RGB-D
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camera (color and depth), that requires fast compression and streaming algorithms.
The day technical limitations will not be issues anymore, remote collaboration in MR could

reinvent some of our ways of life and how we communicate, work, socialize and enjoy life expe-
riences. In addition to be useful in industry, it will also offer new mediums to a general audience
when its adoption will have proved the valuable features it can provide. To this end, user ex-
perience must be designed in a way it feels comfortable and natural to use. In this context, the
feelings of presence and of co-presence are some key features to manage properly in order to
achieve this goal. Thus, studies about awareness in this kind of environments must still be con-
ducted to extend our knowledge about responsible mechanisms and strategies in order to work
toward transparent remote collaboration even more efficient that real world local collaboration.
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Appendix A

The CollabManager Framework

The CollabManager Framework (aka CollabMgr) is a middleware used to connect a network
communication engine with a game engine in a generic way in order to manage needed features
to develop remote collaboration MR applications.

The current version of CollabMgr is based on SmartFox Server (SFS). But, the conception
of the framework would allow another implementation that would use another server solution,
such as RakNet.

CollabMgr for Unity is a wrapper of CollabMgr. It allows the synchronization of remote
shared scene between several distant users. Its main features are:

1. Transform synchronization in possibly multi-scale VE

2. Physical behaviors run on the master and synchronize on all clients

3. Selectable objects locally managed and synchronize on all clients

4. Co-manipulation (average/split dof)

5. Custom application commands

Feature (1) is the basic requirement of remote collaborative applications with multi-scale
ability needed to maintain consistency of the objects’ transformations. Feature (2) handles the
consistency of the physical simulation of the shared application. If runs on each clients, the
physical simulation would diverge over time, thus our framework uses a centralized approach to
compute physical behaviors of the whole shared VE. Feature (3) allows more reactivity with lo-
cal interactions and feature (4) provides a built-in management of co-manipulation computation.
Last, feature (5) provides a way to handle application-specific behaviors that are not built-in in
our framework. By passing custom messages through the network, developers can easily add
collaborative features to their MR applications using a provided simple registration and events
generation process.

In addition to these basic features, CollabMgr provide additional built-in advanced features
useful for asymmetric remote collaboration in MR:

1. Color and texture synchronization

2. Enable/disable simulation object (GameObject in Unity3D)

3. Asymmetric MR (AR/VR) enabled

Feature (1) and (2) are advanced synchronization possibilities not natively available in most
of the existing frameworks. For instance, feature (1) can be used to stream video data over the
network, such as RGB and depth maps to provide remote 3D reconstruction capability. Last,
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Figure A.1: CollabMgr architecture overview.

feature (3) is very specific to applications mixing AR for a user, and VR for another one. In this
case, we can imagine cloned objects from the real world replicated in the VE as virtual objects.
This leads to consider two different status for a same object: the real one manipulated by the
AR user and the virtual one manipulated by the VR user. Each user must being able to see the
object he can manipulate as well as the object the other can manipulate. We natively manage this
asymmetrical aspect in our framework in order to ease the development of such applications.

A.1 Architecture overview

CollabMgr for Unity is composed of 3 main modules and 2 additional modules running on
the centralized server, as illustrated on Figure A.1.

First, let describe the server part running on a single PC. It is composed of the SmartFox
Server (SFS). It manages the creation of zones and rooms to provide the ability to have multiple
simulations centralized on the same PC. It also provides a web interface to set advanced network
settings and is able to recover from network failures in a transparent way in some circumstances.
Each room must load a SFS extension (written in Java or Python), here called CollabMgr Server.
In our case, this extension is in charge to dispatch every network events sent to the SFS Server.
According to the types of the events, they can be dispatch either to one, several or all the clients
(e.g using unicast, multicast or broadcast policy).

Second, each users of our framework is seen as a client. However, we distinguish two kinds
of client. The first one, called the master, is the unique client which takes centralized decisions
inside his core component. Generally, it is launched on the same PC as the server part, but it
can also be launched on another one. Moreover, it can be a graphical client (e.g taking part in
the simulation as other users), or it can be a non-graphical user used only for its centralization
purpose. Other users are regular users.
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A.2. DOCUMENTATION: HOW TO USE COLLABMGR FOR UNITY3D?

The client’s core component, written in C] is in charge of login process, user status handling,
and virtual content synchronization according to the developer-chosen policy. The SmartFox
Interface is the link between the independent core and the SmartFox Engine used for the network
layer. An advantage of the SmartFox Engine is the amount of covered programming languages:
its client API is available in ActionScript3, C], Objective-C, HTML5, Java and C++. Thus
it can adapted to almost every existing platforms: Flash and web browsers, .Net, Mono and
Windows Universal, OSX, iOS and Android, JAVA SE/EE. Our implementation uses C] to ease
the interfacing with our core component. Moreover, as for now we support Unity3D as game
engine, we also used C] to develop the game engine-specific wrapper that integrates CollabMgr
into Unity3D. The game engine is in charge of rendering and user input and output. Moreover,
in our case, Unity3D also includes a built-in physics engine (based on Nvidia PhysX engine)
that we used to simulate physical behaviors into the simulation. This physical simulation is
only computed on the master node that is in charge to update other regular nodes that do not
locally compute any physical behaviors. At the contrary, when manipulating a virtual object, it
is the owner node of the object (e.g the node which first select the object) which is in charge of
updating every other nodes about the modifications of the manipulated object. This migration
mechanism allows more reactive local interactions for the user who currently manipulates an
object.

A.2 Documentation: How to use CollabMgr for Unity3D?

Setup a shared sync scene The minimum requirement in the graph scene is to put the Col-
labMgr prefab. It contains several scripts:

– UnityUser
– UnityGUILogin&ColorPicker / LoginConfigParser
– UnityCollabMgrGUI
– UnityGUIPickerInfos

and a child that contains UnityUsersPanel. We are going to describe the function of each com-
ponent.

UnityUser defines the user parameters as well as the necessary network parameters. Actu-
ally, it contains all the settings needed to establish a connection with the server. The name has to
be unique between each users because it is used as an unique ID. Host, zone, room and port are
the network settings. For now, CollabMgr is implemented based on SmartFox Server (SFS). The
host address must be the address of the machine that runs the SFS. Status is a choice between
Master and Client. The first logged user must choose Master while the next ones will choose
Client. Color is the user color. It can be anything. Add User Representation, if checked,
will add the Frustum gameobject at startup to symbolize the user in the virtual environment.
Main Camera references the main camera of the scene. Display GUIuser, if checked, will
display a small info panel at the bottom of the screen with a background of the color defined
with Gui Label Background Color.

In almost every cases, all the connection parameters will be overridden at startup by the
loading of the configuration (either through the GUI login, or the configuration file). Thus, it is
not necessary to set them in the Unity Editor.

UnityGUILogin handles the login phase at startup. Basic Skin and Background Color
are GUI settings without consequences. It references the SceneMgr whose purpose is discussed
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Figure A.2: Screenshot of the GUI login implemented in CollabMgr.

later. Others is a list of shared synchronized object that are not child of the SceneMgr. Ev-
ery shared object that is not a child of the SceneMgr must be listed here. ColorPicker is a
component that handles the color picker to choose the user color before login.

Notice that in case we do not want a GUI to login (as illustrated in Fig. A.2), we can use a
configuration file thanks to the component LoginConfigParser. In this case, UnityGUILogin
and ColorPicker must be removed. On Android, the configuration file must be deploy in the
application directory on the sdcard.

UnityCollabMgrGUI is a useful tool to debug applications with GUI. It provides a hidden
button (defined with the rectangle RButton and proportional to the screen size). When activated,
it displays a 2 columns GUI, as illustrated in figure A.3. The left one lists the connected users,
and the right ones the shared objects. A search bar is available on top of the column. You can
click an object to open a window that lists its parameters. Moreover, a setting button is present
and open a window to set some user parameters at runtime, including global co-manipulation
policy per user (e.g average method or controlled DoFs).

UnityGUIPickerInfos is a complementary debug tool that allows to display the infos win-
dow of a shared object clicking on it (in addition to a key down). Moreover, it allows the setting
of some manipulation parameters.
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Figure A.3: Screenshot of the GUI provided to debug applications based on CollabMgr.

Users Panel is a GUI panel on the side of the screen that lists the connected users. The
gameobject can be deactivated if it is not needed.

The SceneMgr Another useful prefab is the Scene that contains 2 components.

UnitySceneMgr is used at initialization to automatize the synchronization of its chil-
dren without any other setting on the specific objects. Children tagged with either ’shared’
or ’selectableShared’ will become synchronized. It is also used to add new shared object at
runtime. To do so, you must call UnitySceneMgr.instance.addNewSharedObj(modelName,
sharedType, parent, color, initpos, initrot, initscale, uselocal, isupdater,
postFunc). The postFunc parameter is very useful since it allows to implement a custom pro-
cess after the adding of the new shared object.

ApplicationCmdHandler handles the application command over the network. Actually, it
can be placed on any gameobject, in case you do not need a Scene prefab. To add a new applica-
tion command, you have to edit the script and add your new command as the examples. Then, the
scripts that will have to receive the command must subscribe to the new event you created. Ev-
erything else is transparent. To send an application command, call ApplicationCmdHandler.instance.sendCmd(cmd,
user, sharedObj, customParam). Except cmd parameter, the others can be null, or you can
send any data that you want, such as a user (yourself or another, the receiver for instance, or
anything else you need), a shared object (the one you want to act on for instance), anything
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Figure A.4: Screenshot of the popped GUI defining shared object parameters.

else using the customParam. The way you handle the command will define what you need to
send with.

Shared objects synchronization It exists 2 kind of synchronized objects:
– UnitySharedObject used to synchronize physical objects that can not be selected
– UnitySelectableSharedObject used to synchronize any object that is selectable
Notice that children of the SceneMgr will be synchronized with default settings. If you want

to customize parameters, you have to add yourself one of these 2 scripts to any object (children
of the SceneMgr or not) and set it. Notice that in this case, no tag is needed.

UnitySharedObject Basically, this script handles the synchronization of the transform.
Since the object is not selectable, it can be used in different situations:

– Physical object
– Input synchronization: frustum with HMD, sketcher with 6DOF,...
– Animated object

You can check what you want to synchronize, and in local or not. The basic policy let the Master
user update everything. You can change this using ForceIsUpdater and ForceNotUpdater for
specific scene settings. AnimForceUpdate can be used in scripts for particular cases. Figure A.5
illustrates the available Unity component.

Others functionalities are available through scripting:
– Color sync
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Figure A.5: Screenshot of the UnitySharedObject component.

– Texture sync
– Reparent sync
– Removing sync

They must be used through the SharedObject contained in the UnitySharedObject. For instance
using gameobject.GetComponent<UnitySharedObject>.getSharedObj().remove().

UnitySelectableSharedObject This script derived from UnitySharedObject and is used
to synchronize selectable objects and manages the selection policy. In addition to shared objects,
it adds 3 parameters:

– Selection Policy: single (only one user can select an object at the same time) or
multi (enable co-manipulation)

– CoManip Policy: average (mean method) or splitDof. If multi enables, must not be
set to disable.

– CoManip Dof: In case of multi and splitDof, defines the user dof controls. Notice that,
for now, everything has not been tested, but the most relevant configuration is to let a user
controls Txyz and another Rxyz. This configuration is tested and functional.

Figure A.6 illustrates the available Unity component.
These manipulation parameters can also be set at runtime through the settings (globally for

all selectable objects) or the picker window (for a specific object).
Notice that the Comanip Dof parameter must be set specifically for each user since it defines

the user dof controls, it is not a global shared parameter.

Example scenes The Unity package provides example scenes that demonstrate the use of most
common features handled by the CollabMgr framework.

TestScene Children of the SceneMgr become synchronized and selectable at startup. Ex-
cept the light that is animated and synchronized but not selectable. The BearRotator shows
an example of command application. NoisyTexture is an example of texture synchronization.
ObjGen is an example of adding new shared object at runtime. The scene also contains two
customized shared object that can be co-manipulated.
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Figure A.6: Screenshot of the UnitySelectableSharedObject component.

WebcamStream This example synchronizes a texture from a camera stream. It can be
used to stream the camera of an Android device to a computer and display the live stream on the
plane. To be able to do that, notice that the gameobject contains a UnitySharedObject in addi-
tion of the WebcamStream component. Actually, it is a selectable plane, thus the synchronization
component is a UnitySelectableSharedObject.

First installation First, install SFS 2X in a directory where you have all access rights, e.g. to
write without to be an administrator. Go to the installation directory, then SFS2X/extensions.
Create CollabMgr directory and copy SFSCollabMgrExtension.jar (found at the root of the
project) in here. Access the web interface through your web browser at localhost:8080. Launch
the Administration Tool 2X. Connect into it: Host: localhost ; Username: sfsadmin ; Password:
sfsadmin. Go to the Server Configurator panel (hidden on the left side of the interface). Add the
required socket addresses: the ip of the machine in both TPC and UDP. Go to the Zone Con-
figurator panel. Create a new zone named CollabMgr (settings: Use custom log=false, Force
logout=true, Overriden user maximum idle time=1000000) and add a new room named Collab-
Mgr. Set the room extension: Name=CollabMgr, Type=Java, Main class=sfsExtensions.SFSCollab-
ManagerExtension, and submit.

Regular use Just run SFS (sfs2x-standalone.exe) and check there is no error on startup. In
addition, check the correct socket addresses are listened as you expect it, and the zone, the room
and the extension have been loaded.

Possible errors:

– SFS can be locked the first launch and ask you to delete SFS2X/Config/ExtensionManagerLock.txt
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::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
>> Zone: CollabMgr

::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

11:32:40,497 INFO [main] managers.SFSRoomManager - Room created: { Zone: CollabMgr },
[ Room: CollabMgr, Id: 1, Group: default, isGame: false ]
11:32:40,506 INFO [main] Extensions - {CollabMgr}: ## SFSCollabManagerExtension
initialized
11:32:40,507 INFO [main] managers.SFSZoneManager -

11:32:42,427 INFO [main] v2.SmartFoxServer - Listening Sockets: { 127.0.0.1:9933,
(Tcp) } { 127.0.0.1:9933, (Udp) } { 10.10.255.132:9933, (Tcp) } { 10.10.255.132:9933, (Udp)
}
11:32:42,429 INFO [main] v2.SmartFoxServer -
_____ _____ _____ ___ __ __

| __| __| __| |_ | | |
|__ | __|__ | | _|- -|
|_____|__| |_____| |___|__|__|
_____ _____ _____ ____ __ __

| __ | __| _ | \| | |
| -| __| | | |_ _|
|__|__|_____|__|__|____/ |_|

[ 2.8.2 ]

11:32:42,435 INFO [main] v2.SmartFoxServer - SmartFoxServer 2X (2.8.2) READY!
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Résumé Abstract

Être capable de collaborer à distance avec d’autres per-
sonnes peut fournir de précieuses capacités pour effec-
tuer des tâches qui ont besoin de plusieurs utilisateurs pour
être accomplies. De plus, les technologies de Réalité Mixte
(RM) sont des outils intéressants pour développer de nou-
veaux types d’applications offrant des interactions et des
possibilités de perception plus naturelles comparées aux
systèmes classiques. Dans cette thèse, nous proposons
d’améliorer la collaboration distante en utilisant ces tech-
nologies de RM qui profitent de nos capacités naturelles à
effectuer des tâches en environnements 3D. En particulier,
nous nous concentrons sur les aspects asymétriques impli-
qués par ce type de collaboration : les rôles, le point de vue
(PdV), les dispositifs et le niveau de virtualité de l’applica-
tion de RM.
Premièrement, nous nous intéressons aux problèmes
d’awareness et nous proposons un modèle générique ca-
pable de décrire précisément une application de RM col-
laborative en prenant en compte les potentielles dimen-
sions asymétriques. Afin de traiter toutes ces dimensions,
nous séparons notre modèle final en deux niveaux qui dis-
tingue espaces réels et virtuels pour chaque utilisateur.
Dans ce modèle, chaque utilisateur peut générer différents
types d’entrées et recevoir des retours de significations dif-
férentes dans le but de maintenir leur propre awareness de
l’Environnement Virtuel (EV) partagé. Puis, nous présen-
tons une étude utilisateur exploratoire qui s’intéresse aux
conséquences de l’asymétrie des PdVs et aux implications
induites par la représentation des utilisateurs sur le niveau
d’awareness des autres collaborateurs.
Deuxièmement, nous appliquons ces observations dans un
contexte de guidage à distance qui implique un guide dis-
tant aidant un opérateur à réaliser une tâche de mainte-
nance. Pour ce cas d’usage, nous proposons à l’expert
d’utiliser une interface de Réalité Virtuelle (RV) pour aider
l’opérateur au travers d’une interface de Réalité Augmen-
tée (RA). Nous contribuons à ce domaine en améliorant les
capacités de perception de l’environnement distant par l’ex-
pert et en proposant des interactions plus naturelles pour
guider l’opérateur au travers d’indications non intrusives et
intégrées à son environnement réel.
Finalement, nous abordons la tâche de co-manipulation
qui est une situation encore plus sensible vis-à-vis de
l’awareness en collaboration distante. Cette tâche requiert
de viser une synchronisation parfaite entre les collabora-
teurs pour l’accomplir efficacement. Ainsi, le système doit
fournir des retours appropriés pour maintenir un haut ni-
veau d’awareness, spécialement concernant l’activité cou-
rante des autres. En particulier, nous proposons une tech-
nique de co-manipulation hybride, inspirée de notre cas
d’utilisation précédent sur la guidage distant, qui mixe la
manipulation d’objet virtuel et du PdV d’un autre utilisateur.

Being able to collaborate remotely with other people can
provide valuable capabilities in performing tasks that re-
quire multiple users to be achieved. Moreover, Mixed Real-
ity (MR) technologies are great tools to develop new kinds
of applications with more natural interactions and percep-
tion abilities compared to classical desktop setups. In this
thesis, we propose to improve remote collaboration using
these MR technologies that take advantages of our natu-
ral skills to perform tasks in 3D environments. In particular,
we focus on asymmetrical aspects involved by these kind of
collaboration: roles, point of view (PoV), devices and level
of virtuality of the MR application.
First, we focus on awareness issues and we propose a
generic model able to accurately describe a collaborative
MR application taking into account potential asymmetry di-
mensions. In order to address all these dimensions, we split
our final model into two layers that separate real and virtual
spaces for each user. In this model, each user can generate
different kind of input and receive feedbacks with different
meanings in order to maintain their own awareness of the
shared Virtual Environment (VE). Then, we conduct an ex-
ploratory user study to explore the consequences of asym-
metric PoVs and the involvement of users’ representation in
the level of awareness of others’ collaborators.
Second, we apply our findings to a remote guiding context
that implies a remote guide to help an operator in perform-
ing a maintenance task. For this use case, we propose to
the expert to use a Virtual Reality (VR) interface in order
to help the operator through an Augmented Reality (AR)
interface. We contribute to this field by enhancing the ex-
pert’s perceptual abilities of the remote workspace as well
as by providing more natural interactions to guide the op-
erator through not intrusive guiding cues integrated to the
real world.
Last, we address an even more sensitive situation for
awareness in remote collaboration that is virtual co-
manipulation. It requires to target a perfect synchroniza-
tion between collaborators in order to achieve the task ef-
ficiently. Thus, the system needs to provide appropriate
feedbacks to maintain a high level of awareness, especially
about what others are currently doing. In particular, we pro-
pose a hybrid co-manipulation technique, inspired from our
previous remote guiding use case, that mixes virtual object
and other’s PoV manipulation in the same time.
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