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Abstract

This manuscript is concerned with convergence analysis of first-order operator splitting methods that
are ubiquitous in modern non-smooth optimization. It consists of three main theoretical advances
on this class of methods, namely global convergence rates, novel operator splitting schemes and local
linear convergence. First, we propose global (sub-linear) and local (linear) convergence rates for the
inexact Krasnosel’skĭı-Mann iteration built from non-expansive operators, and its application to a va-
riety of monotone operator splitting schemes. Then we design two novel multi-step inertial operator
splitting algorithms, both in the convex and non-convex settings, and prove their global convergence.
Finally, building on the key concept of partial smoothness, we present a unified and sharp local linear
convergence analysis for the class of first-order proximal splitting methods for optimization. We show
that for all these algorithms, under appropriate non-degeneracy conditions, the iterates generated by
each of these methods will (i) identify the involved partial smooth manifolds in finite time, and then
(ii) enter a local linear convergence regime. The linear convergence rates are characterized precisely
based on the structure of the optimization problems, that of the proximal splitting scheme, and the
geometry of the identified active manifolds. Our theoretical findings are systematically illustrated on
applications arising from inverse problems, signal/image processing and machine learning.

Keywords: Monotone inclusion, non-smooth optimization, first-order operator splitting, partial
smoothness, (inertial) Forward–Backward/FISTA, Douglas–Rachford/ADMM, Primal–Dual splitting.

Résumé

Ce manuscrit traite de l’analyse de convergence des méthodes du premier ordre d’éclatement d’opérat-
eurs qui sont omniprésents en optimisation non-lisse moderne. Il consiste en trois avancées théoriques
principales sur la caractérisation de cette classe de méthodes, à savoir: leur taux de convergence
globale, de nouveaux schémas d’éclatement et une analyse de leur convergence linéaire locale. Dans un
premier temps, nous proposons des taux de convergence globaux (sous-linéaires) et locaux (linéaires)
pour l’itération de Krasnosel’skĭı-Mann inexacte, et ses applications à un large éventail de schémas
d’éclatement d’opérateurs monotones. Ensuite, nous mettons au point deux algorithmes inertiels multi-
pas d’éclatement d’opérateurs, pour le cas convexe et non-convexe, et établissons leurs garanties de
convergence sur les itérées. Finalement, en s’appuyant sur le concept clé de la régularité partielle,
nous présentons une analyse unifiée et précise de la convergence linéaire locale pour les méthodes
d’optimisation proximales du premier ordre. Nous montrons que pour tous ces algorithmes, sous
des conditions de non-dégénérescence appropriées, les itérées qu’ils génèrent (i) identifient les variétés
actives de régularité partielle en temps finis, et ensuite (ii) entre dans un régime de convergence linéaire
locale. Les taux de convergence linéaire sont caractérisés précisément, notamment en mettant en jeu
la structure du problème d’optimisation, celle du schéma proximal, et la géométrie des variétés actives
identifiées. Ces résultats théoriques sont systématiquement illustrés sur des applications issues des
problèmes inverses, du traitement du signal et des images et de l’apprentissage.

Mots-clés: Inclusion monotone, optimisation non-lisse, éclatement d’oprateurs, régularité partielle,
Implicite-explicite (inertiel), FISTA, Douglas–Rachford/ADMM, algorithmes primaux-duaux.
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Chapter 1 1.1. Context, motivations and objectives

1.1 Context, motivations and objectives

1.1.1 Context

In various fields through science and engineering, such as inverse problems, signal/image processing
and machine learning, many problems to handle end up solving a structured optimization problem. A
classical example of these problems takes the form

min
x∈H
{Φ(x)

def
= F (x) +R(x)}, (Popt)

where H is a real Hilbert space, and
(H.1) R : H →]−∞,+∞] is proper convex and lower semi-continuous (lsc).

(H.2) F : H →]−∞,+∞[ is convex and differentiable, and ∇F is (1/β)-Lipschitz continuous.

(H.3) Argmin(Φ) 6= ∅, i.e. the set of minimizers is non-empty.
More complex forms of problems (Popt), such as composition with linear operator and/or involving
infimal convolutions will be considered in this manuscript.

Now let x? ∈ Argmin(Φ) be a global minimizer of (Popt), then the first-order optimality condition
reads

0 ∈ ∂R(x?) +∇F (x?), (1.1.1)

where ∂R is the sub-differential of R which is maximal monotone (Definition 2.3.1), and ∇F is β-
cocoercive (Definition 2.3.3). In plain words, solving the optimization problem (Popt) is equivalent to
finding the zeros of ∂R + ∇F . This equivalence can be abstracted into the following more general
monotone inclusion problem, that is finding the zeros of the sum of two maximal monotone operators,

find x ∈ H such that 0 ∈ A(x) +B(x), (Pinc)

where
(H.4) A : H⇒ H is a set-valued maximal monotone operator.

(H.5) B : H → H is maximal monotone and β-cocoercive.

(H.6) zer(A+B) 6= ∅, i.e. the set of zeros of A+B is non-empty.
More complex forms of problems (Pinc), such as composition with linear operator and/or involving
parallel sums (corresponding to infimal convolutions in the monotone operators language) will also be
considered in this manuscript.

First-order operator splitting methods, for solving monotone inclusion problems as (Pinc), are it-
erative schemes which evaluate each individual operator separately at various points in the course of
iteration, rather than evaluating the whole summand in the same time. Taking (Pinc) for example,
let B = 0, then a classical approach to solve the problem is the Proximal Point Algorithm (PPA)
[124, 151], which takes the form

xk+1 = JγkA(xk),

where γk > 0 and JγkA
def
= (Id + γkA)−1 is called the resolvent of γkA. This algorithm is very easy to

implement if JγkA can be computed in closed form, or approximated up to high precision. Now suppose
B is non-trivial. In principle, PPA can still be applied. However, even if the resolvents of A and B can
be computed in closed form separately, the resolvent of A+B in general is very difficult to compute. In
addition, the cocoercivity of B is not exploited. Therefore, a proper numerical scheme should take into
account the structure of the problem and the properties of the operators, i.e. operator splitting. By
doing so, one of the best-known algorithms to solve (Pinc) is the Forward–Backward splitting method
(FB) [119, 140], whose non-relaxed iteration takes the form

xk+1 = JγkA
(
xk −B(xk)

)
,

– 2 –



Chapter 1 1.1. Context, motivations and objectives

where γk ∈]0, 2β[ is the step-size. As shown by the formulation, the calculations of the two operators
are split into two steps: a forward explicit step on B (gradient descent), and a backward implicit step
on A (proximal point).

In the literature, based on the structure and properties of the problems at hand, numerous operator
splitting algorithms have been proposed. Popular examples of them include, but not limited to,
• Proximal Point Algorithm [124, 151], and its inertial variants [4, 5].

• Forward–Backward splitting [119, 140], and its variants (e.g. inertial FB [131, 120, 115], FISTA
[24, 50, 12]).

• Douglas–Rachford splitting (DR) [76, 119], alternating direction method of multipliers (ADMM)
[80, 82, 83, 85], Peaceman–Rachford splitting [141].

• The class of Primal–Dual splitting methods (PD) [7, 51, 92, 173, 66, 54, 62].

• Generalized Forward–Backward splitting (GFB) [148], and Forward–Douglas–Rachford splitting
(FDR) [40].

Most of the above methods will be studied in this manuscript.

1.1.2 Motivations

Before delving into the details, let us present two numerical experiments that motivated this work in
the first place. Consider the following problem

min
x∈Rn

R(x) +
1
2
||Kx− f ||2, (1.1.2)

where K : Rn → Rm is a linear operator with m < n, f = Kxob + w is the observation of an object
xob ∈ Rn contaminated by additive noise w . (1.1.2) is a standard formulation for regularized linear
inverse problems, where R is the regularization function which is designed/chosen to promote objects
resembling xob. Under the given setting, the Forward–Backward splitting is a natural candidate to
solve (1.1.2).

Let us consider two examples where R is either the `1-norm (that promotes sparse vectors [122, 159]),
or the nuclear norm (which promotes low-rank matrices [45]). For these two examples, the iteration
profiles of the Forward–Backward splitting are shown below in Figure 1.1. For both plots of Figure 1.1,
the red solid lines stand for ||xk − x?||. For the `1-norm, the black line shows the cardinality of the
support of xk (denoted as |supp(xk)|), while for the nuclear norm, the black line denotes the rank of
xk. We can draw the following observations from the plots (keep in mind that the objective of (1.1.2)
not strongly convex since K is underdetermined):
(i) ||xk−x?|| shows two distinct convergence regimes: sub-linear regime from the beginning (left side

of the blue line of each figure), and then a local linear regime after certain point (right side of
the blue line of each figure).

(ii) For the `1-norm, the change of |supp(xk)| also shows two distinct regimes: a regime where it
varies (left side of the blue line) and then stabilizes after finite number of iterations (right side
of the blue line). Moreover, the locations of supp(xk) also become stabilized which was verified
for many runs of the experiments.

(iii) For the nuclear norm, a similar behaviour is observed on the rank of xk: a regime where the rank
varies (left side of the blue line) and then stabilizes after finitely many iterations (right side of
the blue line).

(iv) This phase transition phenomenon between the sub-linear to the local linear convergence rates
coincides with the points at which the support and the rank become constant.

It should be pointed out that these observations (global sub-linear → local linear convergence, sup-
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Figure 1.1: Convergence profiles of FB solving (1.1.2) with R being (a) `1-norm, and (b) nuclear norm.

port/rank stabilization) are not limited to the presented two functions and the FB method, and turn
out to hold true for a large class of functions (e.g. `1,2, `∞-norms, total variation, and even the non-
convex `0 pseudo-norm, rank function) and a wide range of operator splitting methods (e.g. FB/FISTA,
Douglas–Rachford/ADMM, Primal–Dual splitting).

Besides first-order operator splitting methods, in the past few years, an increasing attention has been
drawn to the Riemannian manifold based optimization methods. The main advantage of Riemannian
geometry based methods, is that they may converge much faster than the operator splitting ones.
However, the key premise of these Riemannian manifold based methods is that the underlying manifold
should be known a prior. For instance, for the fixed rank manifold, Riemannian geometry based
optimization methods have been proposed for low-rank matrix recovery [34, 127, 172, 35], with excellent
numerical results. However, in order to apply these methods, the rank of xob should be known, which
is barely possible in general.

However, our observations from Figure 1.1 yield a hybrid practical way to overcome this difficulty:
apply operator splitting methods first, and turn to the Riemannian manifold based methods whence
the rank of the matrix becomes constant. However, another problem raises: how can we make sure
that the applied operator splitting scheme will correctly identify the rank, and moreover in finite time?
Otherwise one cannot turn to the Riemannian based optimization methods.

In summary, from our discussion above, the following legitimate questions have to be answered:
(Q1) How fast is the global sub-linear convergence rates (i.e. O(1/k) or O(1/k2), and in which

sense)?

(Q2) Why supp(xk) (or more generally the activity of xk) becomes stable after a finite number of
iterations? What are the possible mechanisms underlying this transition, and is this a general
phenomenon that can be guaranteed for a large class of functions?

(Q3) Why ||xk − x?|| shows two convergence regimes, and what is the relation between local linear
convergence of ||xk − x?|| and the stabilization of supp(xk) (or rank(xk))?

(Q4) How can we detect such an activity stabilization/identification? Can we exploit this to get
faster identification and/or accelerate the local convergence behaviour?

In the literature, numerous works have been carried out in the recent years attempting to answer some
of these questions. However most of them focus only on certain specific problems. As a consequent,
their results are rather limited and cannot be extended to complicated general cases.

– 4 –



Chapter 1 1.2. Main contributions

1.1.3 Objectives

The main objectives of this work is to answer all the questions above. In Chapter 3, we present
global convergence rates for those operator splitting methods which can be cast into the form of
the Krasnosel’skĭı-Mann iteration and answer question Q1. A local linear convergence result under
metric sub-regularity is also proposed which partly answers Q3. In Chapter 4, we also design two new
and provably convergent operator splitting algorithms which numerically shows faster stabilization of
activity, and also better local linear convergence speed. From Chapter 6 to 8, based on the notion
of “partial smoothness”, we build a unified analysis framework, under which we are able to answer
questions Q2-Q4 theoretically for a wide spectrum of proximal splitting algorithms.

1.2 Main contributions

1.2.1 Convergence rates of inexact Krasnosel’skĭı-Mann iteration

Our first main result, which is at the heart of Chapter 3, establishes global sub-linear and local linear
convergence of the inexact Krasnosel’skĭı-Mann iteration [101, 123]. This allows to cover many operator
splitting methods as special cases and to answer Q1 and part of Q3.

A single-valued operator is called non-expansive operator if it is 1-Lipschitz continuous.

Definition 1.2.1 (Inexact Krasnosel’skĭı-Mann iteration). Let F : H → H be a non-expansive
operator whose set of fixed points fix(F)

def
= {z ∈ H : z = F(z)} is non-empty. Let λk ∈]0, 1], and

denote Fk = λkF + (1− λk)Id. Then the inexact Krasnosel’skĭı-Mann iteration of F is defined by

zk+1 = zk + λk
(
F(zk) + εk − zk

)
= Fkzk + λkεk, (1.2.1)

where εk is the error of approximating F(zk). The residual of the iteration is defined as

ek = (Id− F)(zk) =
zk − zk+1

λk
+ εk.

Various first-order operator splitting methods in the literature can be cast as (1.2.1), see those
reviewed in page 3 for examples.

1.2.1.1 Main results

For the inexact Krasnosel’skĭı-Mann iteration (1.2.1), we prove the following results:
(i) Global pointwise and ergodic convergence rates.

(ii) Local linear convergence under metric sub-regularity of Id− F (Definition 1.2.3).

(iii) Convergence rates of the non-stationary version of the Krasnosel’skĭı-Mann iteration.

I - Global convergence rates The global convergence rate of the inexact Krasnosel’skĭı-Mann
iteration (1.2.1) consists of two aspects: pointwise and ergodic.

Define `1+ as the set of non-negative summable sequences, and Λk =
∑k

j=0 λj and ek = 1
Λk

∑k
j=0 λjej .

We prove the following theorem.

Theorem 1.2.2 (Global convergence rate). For the inexact Krasnosel’skĭı-Mann iteration (1.2.1),

Pointwise if 0 < infk∈N λk ≤ supk∈N λk < 1 and {(k + 1)||εk||}k∈N ∈ `1+, then ||ek|| = O(1/
√
k).

Ergodic Suppose that {λk||εk||}k∈N ∈ `1+, then ||ek|| = O(1/Λk).

In Chapter 3, we apply the above result to analyze the convergence rates of several operator splitting
methods, including GFB, DR/ADMM and several Primal–Dual splitting methods.
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II - Local linear convergence under metric sub-regularity Define F′
def
= Id− F.

Definition 1.2.3 (Metric sub-regularity [75]). A set-valued mapping A : H ⇒ H is called met-
rically sub-regular at z̃ for ũ ∈ A(z̃) if there exists κ ≥ 0 along with neighbourhood Z of z̃ such
that

dist(z,A−1(ũ)) ≤ κdist(ũ, A(z)), ∀z ∈ Z. (1.2.2)

The infimum of κ such that (1.2.2) holds is called the modulus of metric sub-regularity, and denoted
by subreg(A; z̃|ũ). The absence of metric regularity is signalled by subreg(A; z̃|ũ) = +∞.

Denote dk = dist(zk,fix(F)), we prove the following theorem in Section 3.3.

Theorem 1.2.4 (Local linear convergence). Let z? ∈ fix(F), suppose that F′ is locally metric sub-
regular at z?, let κ > subreg(F′; z?|0) and λk ∈]0, 1]. Assume moreover that

∑
k∈N λk||εk|| is sufficiently

small and λk||εk|| decays fast enough. Then there exists a neighbourhood Z of z?, such that for any
starting point z0 ∈ Z, there exists ρ ∈]0, 1[ such that for all k ∈ N,

dk+1 = O(ρk).

Two concrete illustrations of this theorem are provided in Chapter 3.

III - The non-stationary case The Krasnosel’skĭı-Mann iteration considered in Definition 1.2.1
is stationary, namely the operator F is fixed along the iterations. In fact, F usually depends on
certain parameters, and when these parameters change along iterations, we obtain the non-stationary
Krasnosel’skĭı-Mann iteration.

Definition 1.2.5 (Non-stationary Krasnosel’skĭı-Mann iteration). Let FΓ : H → H be a non-
expansive operator depending on a parameter Γ. Let λk ∈]0, 1]. Then the non-stationary Krasnosel’skĭı-
Mann iteration is defined by

zk+1 = zk + λk
(
FΓk

(zk) + εk − zk
)

= F
Γk,λk

(zk) + λkεk, (1.2.3)

with F
Γk,λk

= λkFΓk
+ (1− λk)Id.

We prove the following theorem.

Theorem 1.2.6 (Convergence of (1.2.3)). Assume the following holds:
(i) fix(FΓ) 6= ∅.
(ii) ∀k ∈ N, F

Γk,λk
is (1 + βk)-Lipschitz with βk ≥ 0, and {βk}k∈N ∈ `1+.

(iii) λk ∈]0, 1[ such that 0 < infk∈N λk ≤ supk∈N λk < 1.

(iv) {λk||εk||}k∈N ∈ `1+.
(v) ∀ρ ∈ [0,+∞[, the sequence {λk∆k,ρ}k∈N ∈ `1+ where ∆k,ρ = sup||z||≤ρ ||FΓk

(z)− FΓ(z)||.
Then {zk}k∈N converges weakly to a point z? ∈ fix(FΓ). Moreover, the convergence rates of Theorem
1.2.2 and Theorem 1.2.4 remain valid for (1.2.3) if {(k + 1)||εk||}k∈N and {(k + 1)∆k,ρ}k∈N ∈ `1+.

1.2.1.2 Relation to previous work

Global convergence rates After the appearance of our work, the O(1/
√
k) pointwise convergence

rate was improved to o(1/
√
k) by the authors of [72].

The convergence rate of the exact Douglas–Rachford is studied in [91], where the authors show
that ||ek|| converges to 0 at the rate of O(1/

√
k). Their result relies heavily on the structure of the

fixed-point of DR iteration (e.g. the fixed-point operator of DR is firmly-non-expansive, see Definition
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2.3.6). Our result goes much beyond this work by considering a more general iterative scheme with an
operator that is only non-expansive and that can be evaluated approximately.

In [65], the authors consider the exact Krasnosel’skĭı-Mann iteration and showed that ||zk− zk−1|| =
O(1/

√
k). Our work differs from [65] in three main aspects: (i) we consider the inexact scheme without

any compactness assumption on the domain of F; (ii) we provide a shaper monotonicity property
compared to [65, Proposition 11]; (iii) we establish global pointwise and ergodic convergence rates as
well as local linear convergence.

Based on the enlargement of maximal monotone operators, in [157], a hybrid proximal extra-gradient
method (HPE) is introduced to solve (Pinc) with B = 0. The HPE framework encompasses some
splitting algorithms of the literature, see [128]. Convergence of HPE is established in [157] and in [42]
for its inexact version. The pointwise and ergodic convergence rate of the exact HPE on a similar error
criterion as in our work were established in [128].

Local linear convergence In [107], local linear convergence of the distance to the set of zeros of
a maximal monotone operator using the exact PPA is established by assuming metric sub-regularity
to the maximal operator A of (Pinc). Local convergence rate analysis of PPA under a higher-order
extension of metric sub-regularity, namely metric q-sub-regularity q ∈]0, 1], is conducted in [113]. For
our result, metric sub-regularity is assumed on Id − F, where F is the fixed point operator, i.e. the
resolvent, rather than the maximal monotone operator in the case of PPA. Note also that the work of
[107, 113] considers PPA only in its classical form, i.e. without errors nor relaxation.

Based on strong regularity, [109] proved local linear convergence of the Method of Alternating
Projections (MAP) in the non-convex setting, where the sets are closed and one of which is suitably
regular. The linear rate is associated with a modulus of regularity. This is refined later in [20]. In
[95], the authors develop local linear convergence results for the MAP and DR to solve non-convex
feasibility problems. Their analysis relies on a local version of firm non-expansiveness together with
a coercivity condition. It turns out that this coercivity condition holds for mapping F for which the
fixed points are isolated and Id−F is metrically regular [94, Lemma25]. The linear rate they establish,
however, imposes a bound on the metric regularity modulus.

1.2.2 Multi-step inertial operator splitting algorithms

In Chapter 4, we partly answer question Q4 by proposing two novel operator splitting methods, and
proving their global convergence. We numerically show that they have faster activity identification
and better local linear convergence rates. However, the tools applied in this chapter are not enough to
theoretically justify this local behaviour, and this work is the core of the chapters in the second part
of this manuscript.

1.2.2.1 Main results

In Chapter 4, we propose two multi-step inertial operator splitting methods:
(i) For the monotone inclusion problem (Pinc), we propose a variable metric multi-step inertial

operator splitting method, coined “MUSTARD”;

(ii) In the context of non-convex optimization, we propose a multi-step inertial Forward–Backward
splitting method, dubbed “ncvx-MiFB”.

I - Variable metric multi-step inertial operator splitting Let ν ∈]0,+∞[ be a positive constant,
define Mν

def
=
{
V : H → H |V = V∗, V < νId

}
, i.e. the set of self-adjoint positive definite operators

whose spectrum is bounded from below by ν. The details of MUSTARD for solving (Pinc) are described
in Algorithm 1.
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Algorithm 1: The MUSTARD algorithm

Initial: let s ≥ 0 be an positive integer and S def
= {0, ..., s − 1}. x0 ∈ H, x−i = x0, i ∈ S .

repeat
Let {ai ,k}i∈S , {bi ,k}i∈S ∈ ]− 1, 2]s , Vk ∈Mν and γk ∈]0, 2βν[:

ya,k = xk +
∑

i∈Sai ,k(xk−i − xk−i−1),

yb,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

xk+1 = JγkV−1
k A

(
ya,k − γkV−1

k B(yb,k)
)
.

(1.2.4)

k = k + 1;
until convergence;

We prove the global convergence results for the MUSTARD algorithm, that we describe here infor-
mally as follows:
(i) s ≥ 2 : We prove in Theorem 4.2.3 conditional convergence of {xk}k∈N for a fixed metric V. The

terminology “conditional convergence” means that the inertial parameters {ai ,k}i∈S , {bi ,k}i∈S need
to be chosen depending on {xk}k∈N.

(ii) For the inertial steps s = 1 :

(a) In Theorem 4.2.5, we establish conditional convergence of {xk}k∈N for a variable metric Vk.

(b) Moreover, in Theorem 4.2.9, we provide proper choices of the inertial parameters {ai ,k}i∈S ,
{bi ,k}i∈S and operators {Vk}k∈N for which {xk}k∈N is guaranteed to be convergent.

The formal statements and their proofs are in Section 4.2.
Since the MUSTARD algorithm solves (Pinc), it can be readily applied to schemes that solve opti-

mization problems and which can also be cast as an equivalent monotone inclusion problem. One can
think for instance to DR, GFB and several Primal–Dual splitting methods. The corresponding results
are detailed in Section 4.3.

II - Multi-step inertial FB for non-convex optimization Now consider problem (Popt), and
remove the convexity assumption, i.e.
(H.7) R : H →]−∞,+∞] is proper lsc.

(H.8) F : H →]−∞,+∞[ is finite-valued, differentiable, and ∇F is (1/β)-Lipschitz continuous.
We propose the following multi-step inertial FB splitting method for solving this problem in Section
4.4. Given γ > 0 is a descent step-size, and

proxγR(·) def
= Argminx∈HR(x) + 1

2γ
||x− ·||2,

denotes the proximity operator of R, which is assumed to be non-empty.

Algorithm 2: The ncvx-MiFB algorithm

Initial: let s ≥ 0 be an positive integer and S def
= {0, ..., s − 1}. x0 ∈ H, x−i = x0, i ∈ S .

repeat
Let {ai ,k}i∈S , {bi ,k}i∈S ∈ ]− 1, 2]s and γk ∈]0, β[: ya,k = xk +

∑
i∈Sai ,k(xk−i − xk−i−1),

yb,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

xk+1 ∈ proxγkR
(
ya,k − γk∇F (yb,k)

)
.

k = k + 1;
until convergence;
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With the help of Kurdyka-Łojasiewicz property (KL, see Definition 4.4.2), we prove the following
global convergence result for ncvx-MiFB.

Theorem 1.2.7 (Convergence of ncvx-MiFB). For problem (Popt), suppose that (H.7)-(H.8)
hold, Φ is proper lsc and satisfies the KL property, and R is bounded from below. For Algorithm 2, if
we choose properly the values of γk, ai ,k, bi ,k, then each bounded sequence {xk}k∈N satisfies
(i) {xk}k∈N has finite length, i.e.

∑
k∈N ||xk − xk−1|| < +∞.

(ii) There exists a critical point x? ∈ crit(Φ) such that limk→∞ xk = x?.

1.2.2.2 Relation to previous work

The MUSTARD algorithm By form, the proposed MUSTARD Algorithm 1 is the most general
Forward–Backward splitting method we are aware of. When s ≥ 2, our proposed Algorithm 1 is new
to the literature.

When s = 0, Algorithm 1 recovers the variable metric Forward–Backward splitting method proposed
in [62]. If further Vk ≡ Id, then it becomes the classical Forward–Backward splitting method [119, 140].
Moreover for optimization problem (Popt), Algorithm 1 recovers the gradient descent method when
R = 0, and the PPA [151] when F = 0.

When s = 1 and Vk ≡ Id, based on the choice of the inertial parameters ak and bk, Algorithm 1
recovers the following special cases:
• ak ∈ [0, ā], bk = 0: this is the case studied in [131] for (Pinc). In the context of optimization with
R = 0, Algorithm 1 recovers the heavy ball method by Polyak [146].

• ak ∈ [0, ā], bk = ak: this corresponds to the work of [120] for solving (Pinc). If moreover restrict
γk ∈]0, β] and let ak → 1, then Algorithm 1 recovers the FISTA schemes [24, 50, 13, 12] developed
for optimization.

• When ak ∈ [0, ā], bk ∈]0, b̄], ak 6= bk, Algorithm 1 recovers the general inertial Forward–Backward
splitting method we proposed in [115].

The ncvx-MiFB algorithm In the context of non-convex optimization, the convergence property
of Forward–Backward for solving (Popt) was first established in [10] under the assumption that the
objective Φ satisfies the Kurdyka-Łojasiewicz property. Following their footprints, [33, 136] established
convergence of the special inertial schemes of [131] in the non-convex setting.

1.2.3 Local linear convergence under partial smoothness

From the local linear convergence analysis in Chapter 3, we observe the following drawbacks of metric
sub-regularity:
(i) In general, the modulus of metric sub-regularity is difficult to compute;

(ii) It requires that the fixed-point operator of the operators splitting methods should be non-
expansive. For instance, this is not valid for the MUSTARD algorithm or FISTA;

(iii) It does not take advantage of the structure of the underlying composite problem (e.g. (Popt)),
and thus does not allow to explain and exploit the activity identification, e.g. support/rank
stabilization of `1-norm and nuclear norm.

As a result, a more powerful tool is needed to answer questions Q2-Q4. This tool relies on the
key concept of “partial smoothness” that has been developed for optimization in finite-dimensional
Euclidean spaces Rn.
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1.2.3.1 Partial smoothness

The notion of partial smoothness was first introduced in [108]. This concept, as well as that of
identifiable surfaces [174], captures the essential features of the geometry of non-smoothness which
are along the so-called active/identifiable manifold. For convex functions, a closely related idea is
developed in [106]. Loosely speaking, a partly smooth function behaves smoothly if we move along the
identifiable submanifold, and sharply if we move normal to the manifold. In fact, the behaviour of the
function and of its minimizers depend essentially on its restrictions to this manifold, hence offering a
powerful framework for algorithmic and sensitivity analysis theory.

Given a set S ⊂ Rn, define par(S) is smallest subspace in Rn which is parallel to S. For simplicity,
the definition below is adapted from [108] to the case of convex functions.

Definition 1.2.8 (Partly smooth function). Let R : Rn →]−∞,+∞] be proper convex lsc. R is
said to be partly smooth at x relative to a setM containing x if ∂R(x) 6= ∅, and moreover

Smoothness M is a C2-manifold around x, R restricted toM is C2 around x.
Sharpness The tangent space TM(x) = par(∂R(x))⊥.
Continuity The set-valued mapping ∂R is continuous at x relative toM.

Many popular regularization functionals, including `1, `1,2, `∞-norms, nuclear norm and total varia-
tion, are partly smooth.

1.2.3.2 Main results

From Chapter 6 to 8, we present finite identification and local linear convergence analysis for the class of
Forward–Backward-type splitting methods, Douglas–Rachford/ADMM, and the class of Primal–Dual
splitting methods respectively.

The outcomes of our proposed analysis framework in these three chapters can be summarized in
the following abstract result. Let the composite objective function Φ such that each of its individual
component functions is partly smooth relative to an active manifold. Let {xk}k∈N be the sequence
generated by a proximal splitting method applied to minimize Φ. Suppose that {xk}k∈N is convergent
to x? ∈ Argmin(Φ), and an appropriate non-degeneracy condition holds. Then,
(i) finite activity identification (answers Q2): there exists K large enough such that for all k ≥ K,

xk belongs to an active manifoldMx? .

(ii) The identification iteration can be bounded and increases as the non-degeneracy condition be-
comes more demanding (answers Q4);

(iii) Local linearization: the proximal splitting method locally linearizes, and the matrix M in this
linearization depends on the structure of the active manifolds;

(iv) Local linear convergence (answers Q3): the iterates {xk}k∈N enter a local linear convergence
regime whose rate is precisely determined by the spectral properties of M ;

(v) Locally, the parameters of the proximal splitting method can be optimized to attain the fastest
convergence rate (answers Q4).

Specializing the above result to each class of proximal splitting methods, we obtain additional key
results:
Forward–Backward-type methods We explain why FISTA (with convergent sequences) locally
oscillates and is eventually locally slower than FB (Section 6.4). In addition, we provide clues on how
to avoid these oscillations.
Douglas–Rachford/ADMM We provide conditions under which finite convergence of the sequence
generated by DR (or ADMM) can by obtained. This is a striking new result (Section 7.5).
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1.2.3.3 Relation to previous work

In [89, 90, 88], the authors have shown finite identification of active manifolds associated to partly
smooth functions for a few algorithms, namely the (sub)gradient projection method, Newton-like meth-
ods, the proximal point algorithm and the algorithm in [167]. Their work extends that of e.g. [174]
on identifiable surfaces . The algorithmic framework we consider encompasses all the aforementioned
methods as special cases. Moreover, in all these works, the local convergence behaviour was not studied.

Forward–Backward-type methods Finite support identification and local linear convergence of
FB for solving a special instance of (Popt) where F is quadratic and R the `1-norm, though in infinite-
dimensional setting, is established in [36]. A similar result is proved in [87], for F being a smooth
convex and locally C2 function and R the `1-norm, under restricted injectivity and non-degeneracy
assumptions. The `1-norm is polyhedral, hence partly smooth function, and is therefore covered by our
results. [3] proved local linear convergence of FB to solve (Popt) for F satisfying restricted smoothness
and strong convexity assumptions, and R being a so-called convex decomposable regularizer which is a
subclass of partly smooth functions. Local linear convergence rate of FB for nuclear norm regularization
is studied in [98] under local strong convexity assumption. Local linear convergence of FISTA for the
Lasso problem (i.e. (Popt) for F quadratic and R the `1 norm) has been recently addressed, for instance
in [165], and also [99] under some additional constraints on the inertial parameters.

Douglas–Rachford/ADMM There are problem instances in the literature where the (stationary)
DR and ADMM algorithms are proved to converge linearly either globally or locally. For instance,
in [119, Proposition 4], it is assumed that the “internal” function is strongly convex with a Lipschitz
continuous gradient. This local linear convergence result is further investigated in [72, 84] under
smoothness and strong convexity assumptions. The special case of basis pursuit, i.e. `1 minimization
with an affine constraint, is considered in [73] and an eventual local linear convergence is shown in the
absence of strong convexity. In [26], the author analyses the local convergence behaviour of ADMM for
quadratic or linear programs, and shows local linear convergence if the optimal solution is unique and
strict complementarity holds. A similar result is reported recently in [8]. For the case of two subspaces
(though in general real Hilbert space), linear convergence of DR with the optimal rate being the cosine
of the Friedrichs angle between the subspaces is proved in [17]. It turns out that [73, 26, 17] are special
cases of our framework, and our results generalize theirs to a larger class of problems.

Our finite convergence result complements and extends that of [19] who established finite conver-
gence of (unrelaxed stationary) DR in the presence of Slater’s condition, for solving convex feasibility
problems where one set is an affine subspace and the other is a polyhedron.

Primal–Dual splitting Recently in [161], a local linear convergence result is presented for a Primal–
Dual splitting method applied to the problem of minimizing the sum of a convex quadratic function
and a convex gauge under a linear constraint. However, this structure is far too restrictive (for instance
sublinearity is irrelevant). This result is a very special case of those we develop in Chapter 8.

1.3 Organisation of the manuscript

This manuscript consists of two parts and nine chapters.

Chapter 2: this chapter collects the necessary mathematical material used throughout the manuscript.

Chapter 3: in this chapter, we present the global convergence rates of the inexact Krasnosel’skĭı-Mann
iteration built from non-expansive operators. Our results include two main parts: global pointwise
and ergodic convergence rates (Theorem 3.2.1 and 3.2.4), and then, under a metric sub-regularity
assumption, we establish a local linear convergence result (Theorem 3.3.3).
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Chapter 4: this chapter is devoted to the following two novel multi-step inertial operator splitting
methods:
(i) A variable metric multi-step inertial operator splitting method, dubbed as “MUSTARD”, for

general monotone inclusion problems.

(ii) A multi-step inertial Forward–Backward splitting method, which is called “ncvx-MiFB”, for non-
convex optimization.

Detailed convergence properties of the two algorithms are discussed in Section 4.2 and 4.4 respectively.

Chapter 5: in this chapter we introduce the notion of partial smoothness which lays the ground for
finite identification and local linear convergence of proximal splitting methods.

Chapter 6: in this chapter, we present our results on finite activity identification and local linear
convergence for a wide class of Forward-Backward-type splitting methods (e.g. FB, (multi-step) inertial
schemes, and sequence convergent FISTA), under the assumption that the non-smooth part of the
optimization problem is partly smooth. Our local convergence analysis allows us to establish and
explain why FISTA locally oscillates and is actually locally slower than FB (Section 6.4). Extension
to the non-convex case is also presented.

Chapter 7: this chapter is dedicated to understanding the local linear convergence behaviour of
DR/ADMM when the involved functions are partly smooth. When both functions are locally poly-
hedral, we show that the optimal convergence rate is given in terms of the cosine of the Friedrichs
angle (Definition 7.4.2) between the tangent spaces of the identified manifolds. We also characterize
situations where finite convergence of DR occurs.

Chapter 8: in this chapter, we consider the class of Primal-Dual splitting methods for minimizing
composite structured non-smooth optimization problems involving smooth terms, partly smooth ones,
infimal convolutions and composition by linear operators. We establish finite identification and char-
acterize the linear convergence regime. Under special scenarios, we also draw connections between
Primal–Dual splitting on the one hand, and the FB and DR/ADMM on the other hand.

Chapter 9: this last chapter summarizes our contributions, and draws important conclusions. It also
discusses several interesting perspectives and open problems.
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In this chapter, we collect the necessary mathematical material used in the manuscript.
Denote H the real Hilbert space equipped with scalar inner product 〈·, ·〉 and the associated norm

|| · ||. Id denotes the identity operator on H. Denote Rn the n-dimensional real Euclidean space,
R+ =]0,+∞[ the set of positive values and R = R ∪ {+∞} the extended real value, `1+ denotes the
set of summable sequences in [0,+∞[. N denotes the set of non-negative integers, N+ denotes the set
of positive integers. Let S ⊂ H be a nonempty subset of H, we denote ri(S) and rbd(S) its relative
interior and boundary respectively. The smallest linear subspace of H that contains S is denoted by
span(S). The smallest affine subspace that contains S is denoted by aff(S) which is also called the
affine hull of S, then par(S) = R+(S − S) denotes the subspace parallel to aff(S).

2.1 Convex analysis

We recall some important concepts and results that will be crucial to our exposition. The proofs are
classical and can be found for instance in [16], which is comprehensive account on convex analysis in
Hilbert spaces.



Chapter 2 2.1. Convex analysis

2.1.1 Convex sets and functions

Definition 2.1.1 (Convex set). A set S of H is convex if,

∀x, x′ ∈ S, ∀t ∈]0, 1[, tx+ (1− t)x′ ∈ S.

Let S ⊆ H be a nonempty set and function F : S → R, the domain of F is

dom(F )
def
=
{
x ∈ S : F (x) < +∞

}
,

and its epigraph is
epi(F )

def
=
{

(x, u) ∈ S × R : F (x) ≤ u
}
.

Function F is called proper if −∞ /∈ F (S) and dom(F ) 6= ∅.

Definition 2.1.2 (Convex function). A function F : H → R is convex if dom(F ) is convex and

∀x, x′ ∈ dom(F ), ∀t ∈ [0, 1], F (tx+ (1− t)x′) ≤ tF (x) + (1− t)F (x′).

It is moreover strongly convex with modulus δ, if δ > 0 and

F (tx+ (1− t)x′) ≤ tF (x) + (1− t)F (x′)− δ

2
t(1− t)||x− x′||2.

Convexity can be preserved by various operations, such as pointwise maximum and supremum, sum
by non-negative weights, composition with an affine operator, etc.

Definition 2.1.3 (Lower semi-continuity). Given a function F : H → R and a point x ∈ H. F is
lower semi-continuous (lsc) at x if,

lim inf
x′→x

F (x′) ≥ F (x).

The class of proper, convex and lsc functions on H is denoted as Γ0(H).

Example 2.1.4 (Indicator function). Let S ⊆ H be a convex non-empty closed set, the indicator
function of S, ιS ∈ Γ0(H), is defined by

ιS(x) =

{
0, if x ∈ S,

+∞, otherwise.
(2.1.1)

2.1.2 Infimal convolution and proximal mapping

Definition 2.1.5 (Infimal convolution). Let functions F,G ∈ Γ0(H), the infimal convolution of F
and G is defined by

(F ∨+ G)(x)
def
= inf

y∈H

(
F (y) +G(x− y)

)
, (2.1.2)

which is convex.

The infimal convolution of indicator function ιS(·) and the quadratic function || · ||2 leads to the
distance function, which finds the points in S closest to a given point x.

Example 2.1.6 (Distance function). Let S ⊂ H be a convex set and a point x ∈ H, define dist(x,S)

the distance of x to S by the function

dist(x,S)
def
= inf

y∈S
||x− y||.

Then we have,
dist2(x,S)

def
= inf

y∈S
||x− y||2

= inf
y∈S

(
ιS(y) + ||x− y||2

)
= (ιS ∨+ || · ||2)(x).
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One very important instance of infimal convolution is the Moreau envelope (or Moreau-Yosida reg-
ularization).

Definition 2.1.7. Let function F ∈ Γ0(H), and γ > 0. The Moreau envelope of F parameterised by
γ is the infimal convolution

γF (x)
def
=
(
F ∨+

( 1
2γ
|| · ||2

))
(x) = inf

y∈H

(
F (y) +

1
2γ
||x− y||2

)
. (2.1.3)

It is obvious that the distance function is the Moreau envelope of the indicator function parameterised
by γ = 1/2.

The Moreau envelope is continuous and strongly convex, given any x ∈ H, the infimum of (2.1.3) is
uniquely attained. The unique minimizer determined by (2.1.3) is called the proximal point of x, and
the evaluation to get such point is called the proximity operator, see the definition below.

Definition 2.1.8 (Proximity operator). Let function F ∈ Γ0(H), parameter γ > 0 and a point
x ∈ H, the proximity operator (or proximal mapping) of F parameterised by γ is defined by

proxγF (x)
def
= Argminy∈H F (y) +

1
2γ
||y − x||2,

where Argmin(F ) the set of minimizers of F , and it is a singleton for this case.

A very simple and widely used example of proximity operator is the projection operator.

Example 2.1.9 (Projection operator). Let S be a non-empty closed convex set, define its projection
operator as, ∀x ∈ H

PS(x)
def
= Argminy∈S ||x− y||,

then we have proxιS = PS , and γιS(x) = dist2(x,S),∀γ > 0.

The Moreau envelope is not only as mentioned continuous, but moreover has Lipschitz continuous
gradient.

Lemma 2.1.10. Let F ∈ Γ0(H), and γ > 0, then γF is differentiable with gradient reading

∇(γF )
def
=

1
γ

(Id− proxγF ),

which is (1/γ)-Lipschitz continuous.

2.1.3 Differentiability

Definition 2.1.11. Let function J ∈ Γ0(H), the sub-differential of J is a set-valued operator, ∀x ∈ H

∂J(x)
def
=
{
g ∈ H : 〈x′ − x, g〉+ J(x) ≤ J(x′), ∀x′ ∈ H

}
.

J is sub-differentiable at x if ∂J(x) 6= ∅, and an element of ∂J(x) is called a sub-gradient.

The sub-differential is a generalization of derivative to non-differentiable functions, and it is always
a convex closed set.

Example 2.1.12 (Normal cone). Let S ⊆ be a non-empty closed convex set, the sub-differential of
the indicator function of S is define by

∂ιS(x) =

{
NS(x)

def
=
{
g ∈ H : 〈x′ − x, g〉 ≤ 0, ∀x′ ∈ S

}
, if x ∈ S,

∅, otherwise,

where NS(·) denotes the normal cone operator, see e.g. [152, Section 23].
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Given a function, the Fermat’s theorem adequately characterises its extrema. For convex functions,
we have the following.

Theorem 2.1.13 (Fermat’s theorem). Let J : H → R be proper convex, then x? is a minimizer of
J if, and only if

0 ∈ ∂J(x?). (2.1.4)

Condition (2.1.4) is also called the first-order (necessary and sufficient) optimality condition.

2.1.4 Conjugacy and duality

Definition 2.1.14 (Conjugate). Let F : H → R, the Fenchel conjugate of F is defined by

F ∗(v)
def
= sup

x∈H
(〈x, v〉 − F (x)).

Fenchel conjugate, or simply conjugate, is also called Legendre transform or Legendre-Fenchel trans-
form. For indicator function ιS(x), the conjugate turns out to be the support function of S.

Example 2.1.15 (Support function). Let S ⊆ H be a non-empty convex set, the support function
of S is defined by

σS(v)
def
= sup

x∈S
〈x, v〉 = ι∗S(y).

The biconjugate of F is defined by F ∗∗
def
= (F ∗)∗, and by Definition 2.1.14 there holds F ∗∗ ≤ F ,

moreover we have the following Fenchel-Moreau theorem [152, Corollary 12.2.1].

Theorem 2.1.16 (Fenchel-Moreau). Let F : H → R be a proper function, then F = F ∗∗ if and
only if F is convex and lower semi-continuous.

The proximity operators of a Γ0(H) function and its conjugate are related by the Moreau’s identity.

Theorem 2.1.17 (Moreau’s identity). Let function F ∈ Γ0(H) and γ > 0, then

Id = proxγF (·) + γ proxF ∗/γ

( ·
γ

)
. (2.1.5)

2.1.4.1 Fenchel-Rockafellar duality

Definition 2.1.18 (Primal and dual problems). Let H,G be two real Hilbert spaces, F ∈
Γ0(H), J ∈ Γ0(G) and L : H → G be a bounded linear operator. The primal problem is defined
by

min
x∈H

F (x) + J(Lx), (2.1.6)

and the Fenchel-Rockafellar dual problem is

min
v∈G

F ∗(−L∗v) + J∗(v), (2.1.7)

where L∗ is the adjoint of L. Let x?, v? be the minimizers of the primal and dual problems respectively,
then the duality gap is defined by

D(x?, v?)
def
=
(
F (x?) + J(Lx?)

)
−
(
−F ∗(−L∗v?)− J∗(v?)

)
.

Theorem 2.1.19 (Fenchel-Rockafellar). For the primal and dual problems defined in Definition
2.1.18, we have

F (x) + J(Lx) ≥ −F ∗(−L∗v)− J∗(v), ∀x ∈ H and ∀v ∈ G.

If G is finite dimensional and ri(dom(F )) ∩ Lri(dom(J)) 6= ∅, then

inf
x∈H

(
F (x) + J(Lx)

)
= −min

v∈G

(
F ∗(−L∗v) + J∗(v)

)
.

Proof. A result of combining Proposition 15.24(viii) and Theorem 15.23 in [16].
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2.2 Variational analysis

We here collect some important results from variational analysis which will be used in Chapter 4 and
Chapter 6.

Let J : H → R be a lower semi-continuous function. Given x ∈ dom(J), the Fréchet subdifferential
∂FJ(x) of J at x, is the set of vectors v ∈ H that satisfies

lim inf
z→x, z 6=x

1
||x− z||

(
J(z)− J(x)− 〈v, z − x〉

)
≥ 0.

If x /∈ dom(J), then ∂FJ(x) = ∅. The limiting-subdifferential (or simply subdifferential) of J at x,
written as ∂J(x), is defined as,

∂J(x)
def
=
{
v ∈ H : ∃xk → x, J(xk)→ J(x), vk ∈ ∂FJ(xk)→ v

}
. (2.2.1)

Both ∂FJ(x) and ∂J(x) are closed, with ∂FJ(x) convex and ∂FJ(x) ⊂ ∂J(x) [153, Proposition 8.5].
Since J is lsc, it is (sub-differentially) regular at x if and only if ∂FJ(x) = ∂J(x) [153, Corollary 8.11].
These generalized notions of differentiation allow us to define the critical point. A necessary (but not
sufficient) condition for x to be a minimizer of J is 0 ∈ ∂J(x). The set of critical points of J is defined
as crit(J)

def
= {x ∈ H : 0 ∈ ∂J(x)}.

Definition 2.2.1 (Prox-regularity [143]). An lsc function J is r-prox-regular at x̄ ∈ dom(J) for
v̄ ∈ ∂J(x̄) if ∃r > 0 such that

J(x′) > J(x) + 〈v, x′ − x〉 − 1
2r
||x− x′||2,

whenever x and x′ are near x̄, with J(x) near J(x̄) and v ∈ ∂J(x) is near v̄. J is prox-regular at x̄ if
it is prox-regular for every v̄ ∈ ∂J(x̄).

2.3 Monotone and non-expansive operators

Given 2 non-empty sets X ,U ⊆ H, an operator (or mapping) A : X ⇒ U is called set-valued operator
if A maps every point in X to a subset of U , i.e.

A : X ⇒ U , x ∈ X 7→ A(x) ⊆ U .

The graph of A is defined by gra(A)
def
=
{

(x, u) ∈ X × U : u ∈ A(x)
}
. The domain and range of A are

dom(A)
def
=
{
x ∈ X : A(x) 6= ∅

}
and ran(A)

def
= A(X ) respectively. The inverse of A defined through

its graph gra(A−1)
def
=
{

(u, x) ∈ U × X : u ∈ A(x)
}
. The set of zeros of A are the points such that

zer(A)
def
= A−1(0) =

{
x ∈ X : 0 ∈ A(x)

}
.

2.3.1 Monotone operators

Definition 2.3.1 (Monotone operator). Let X ,U ⊆ H be two non-empty convex sets, a set-valued
operator A : X ⇒ U is monotone if

〈x− x′, u− u′〉 ≥ 0, ∀(x, u), (x′, u′) ∈ gra(A).

It is moreover maximal monotone if gra(A) is not strictly contained in the graph of any other monotone
operators.

If there exists a constant δ > 0 such that

〈x− x′, u− u′〉 ≥ δ||x− x′||2.

Then A is called strongly monotone.

A very important source of maximal monotone operators is the sub-differential of Γ0(H) functions
[152], and we have the following lemma.
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Lemma 2.3.2. Let function J ∈ Γ0(H), then ∂J is maximal monotone.

Definition 2.3.3 (Cocoercive operator). An operator B : H → H is called β-cocoercive if there
exists β > 0 such that

β||B(x)−B(x′)||2 ≤ 〈B(x)−B(x′), x− x′〉, ∀x, x′ ∈ H.

The above equation implies that B is (1/β)-Lipschitz continuous.

Owing to the [15, Baillon-Haddad theorem], the Lipschitz continuous gradient of a convex function
is cocoercive.

Theorem 2.3.4 (Baillon-Haddad [15]). Let function F ∈ Γ0(H) be a convex differentiable function
whose gradient ∇F is (1/β)-Lipschitz continuous, then ∇F is β-cocoercive.

The next lemma shows the connection between strong monotonicity and cocoercivity.

Lemma 2.3.5. Let C : H⇒ H be a strongly monotone operator for some β > 0, then its inverse C−1

is β-cocoercive.

2.3.2 Non-expansive operators

Definition 2.3.6 (Non-expansive operator). An operator T : H → H is called non-expansive if it
is 1-Lipschitz continuous, i.e.

||T(x)− T(x′)|| ≤ ||x− x′||, ∀x, x′ ∈ H.

For any α ∈]0, 1[, T is α-averaged if there exists a non-expansive operator T′ such that

T = αT′ + (1− α)Id.

A(α) denotes the class of α-averaged operators on H, in particular A(1
2) is the class of firmly non-

expansive operators. The following lemmas collect some properties of the α-averaged non-expansive
operators and the firmly non-expansive operators.

Lemma 2.3.7. Let T : H → H be a non-expansive operator and α ∈]0, 1[. The following statements
are equivalent:
(i) T is α-averaged non-expansive.

(ii) (1− 1/α)Id + (1/α)T is non-expansive.

(iii) ||T(x)− T(x′)||2 ≤ ||x− x′||2 − 1−α
α ||(Id− T)(x)− (Id− T)(x′)||2, ∀x, x′ ∈ H.

Lemma 2.3.8. Let T : H → H be a non-expansive operator. The following statements are equivalent:
(i) T is firmly non-expansive.

(ii) 2T − Id is non-expansive.

(iii) ||T(x)− T(x′)||2 ≤ 〈T(x)− T(x′), x− x′〉, ∀x, x′ ∈ H.

Lemma 2.3.9. Let operator B : H → H be β-cocoercive for some β > 0. Then
(i) βB ∈ A(1

2), i.e. is firmly non-expansive.

(ii) Id− γB ∈ A( γ
2β ) for γ ∈]0, 2β[.

The following lemmas collect some properties of the class of α-averaged non-expansive operators,
that it is closed under relaxations, convex combinations and compositions.

Lemma 2.3.10. Let T : H → H be an α-averaged operator, then

– 18 –



Chapter 2 2.3. Monotone and non-expansive operators

(i) Id + λ(T − Id) ∈ A(λα), λ ∈]0, 1
α [.

(ii) 1
2α(Id− T) ∈ A(1

2).

Lemma 2.3.11. Let m ∈ N+, (Ti )i∈{1,...,m} be a finite family of non-expansive operators from H to H,
(ωi )i ∈]0, 1]m and

∑
i ωi = 1, and let (αi )i ∈]0, 1]m such that, for each i ∈ {1, ...,m},Ti ∈ A(αi ). Then,

(i)
∑

i ωiTi ∈ A(α) with α = maxi αi .

(ii) T1 · · ·Tm ∈ A(α) with α = m
m−1+1/maxi∈{1,...,m} αi

.

Remark 2.3.12. A sharper bound of α can be obtained for m = 2 [64, Proposition 2.4],

α =
α1 + α2 − 2α1α2

1− α1α2
∈]0, 1[.

See also [138, Theorem 3].

2.3.2.1 Fixed-point iteration

Definition 2.3.13 (Fixed point). Let T : H → H be a non-expansive operator, x ∈ H is called the
fixed point of T if

x = T(x).

We denote the set of fixed points of T as fix(T).

The set of fixed point of a non-expansive operator may be empty, such as translation by a non-zero
vector. The existence of the fixed point is guaranteed by the theorem below.

Theorem 2.3.14. Let X be a non-empty bounded closed convex subset of H and T : X → X be a
non-expansive operator, then fix(T) 6= ∅.

Lemma 2.3.15. Let X be a non-empty closed convex subset of H and T : X → H be a non-expansive
operator, then fix(T) is closed and convex.

The fixed points of non-expansive operators, in most cases, cannot be computed in closed form, and
one has to apply certain recursive procedures to find them, from which one of the most-known is the
Krasnosel’skĭı-Mann iteration [101, 123] is an important example.

Definition 2.3.16 (Krasnosel’skĭı-Mann iteration). Let T : H → H be a non-expansive operator
such that fix(T) 6= ∅. Let λk ∈ [0, 1] and choose x0 arbitrarily from H, then the Krasnosel’skĭı-Mann
iteration of T is

xk+1 = xk + λk(T(xk)− xk). (2.3.1)

Conditions for the convergence of the above iteration can be found in the next subsection.

2.3.2.2 Fejérmonotonicity

Definition 2.3.17 (Fejér monotonicity). Let S ⊆ H be a non-empty set and {xk}k∈N be a sequence
in H. Then
(i) {xk}k∈N is Fejérmonotone with respect to S if

||xk+1 − x|| ≤ ||xk − x||, ∀x ∈ S, ∀k ∈ N.

(ii) {xk}k∈N is quasi-Fejérmonotone with respect to S, if there exists a summable sequence {εk}k∈N ∈
`1+ such that

∀k ∈ N, ||xk+1 − x|| ≤ ||xk − x||+ εk, ∀x ∈ S.
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Quasi-Fejérmonotonicity is a weaker condition than Fejérmonotonicity, and it allows to analyze the
convergence of the inexact version of Krasnosel’skĭı-Mann iteration which is the main topic of Chapter 3.

Example 2.3.18. Let X ⊆ H be a non-empty convex set, and T : X → X be a non-expansive operator
such that fix(T) 6= ∅. The sequence {xk}k∈N generated by xk+1 = T(xk) is Fejérmonotone with respect
to fix(T).

Lemma 2.3.19. Let S ⊆ H be a non-empty set and {xk}k∈N be a sequence in H. Assume the {xk}k∈N
is quasi-Fejérmonotone with respect to S, then the following holds
(i) {xk}k∈N is bounded.

(ii) ||xk − x|| is bounded for any x ∈ S.
(iii) {dist(xk,S)}k∈N is decreasing and convergent.
If every weak sequential cluster point of {xk}k∈N belongs to S, then {xk}k∈N converges weakly to a
point in S.

The next theorem shows the convergence of Krasnosel’skĭı-Mann iteration.

Theorem 2.3.20. Let T : H → H be a non-expansive operator such that fix(T) 6= ∅. Consider the
Krasnosel’skĭı-Mann iteration of T, and choose λk ∈ [0, 1] such that

∑
k∈N λk(1− λk) = +∞, then the

following holds
(i) {xk}k∈N is Fejérmonotone with respect to fix(T).

(ii) {xk − T(xk)}k∈N converges strongly to 0.

(iii) {xk}k∈N converges weakly to a point in fix(T).

When T is α-averaged, then the condition for {λk}k∈N becomes

λk ∈ [0, 1/α] such that
∑

k∈N λk(1/α− λk) = +∞. (2.3.2)

The convergence of the inexact Krasnosel’skĭı-Mann iteration will be developed Chapter 3.

2.4 Operator splitting methods

The Krasnosel’skĭı-Mann iteration (2.3.1) is of paramount importance to the design and analysis of
first-order operator splitting methods. In this section, we provide a brief overview of several classical
operator splitting methods which can be cast as special cases of (2.3.1). These methods include
the Proximal Point Algorithm, Forward–Backward splitting, Douglas–Rachford splitting and several
Primal–Dual splitting methods.

2.4.1 Resolvents of monotone operators

Definition 2.4.1 (Resolvent [38]). Let A : H ⇒ H be a maximal monotone operator and γ > 0,
the resolvent of A is defined by

JγA
def
= (Id + γA)−1. (2.4.1)

The reflection of JγA is defined by
RγA

def
= 2JγA − Id. (2.4.2)

Given a function J ∈ Γ0(H) and its sub-differential ∂J , combining together (2.4.1), Definition 2.1.8,
and Lemma 2.3.2, we have

proxγJ = Jγ∂J ,

where γ > 0. See also [130]. Then in terms of the set of fixed points, we have

fix(proxγJ) = fix(Jγ∂J) = zer(∂J).
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Lemma 2.4.2. Let A : H ⇒ H be a maximal monotone operator, and T : H → H be firmly non-
expansive. Then
(i) JA is firmly non-expansive.

(ii) There exists a maximal monotone operator A′ : H⇒ H such that T = JA′.

The next theorem shows the relation between the resolvents of a maximal monotone operator A and
its inverse A−1, which thus generalises Theorem 2.1.17.

Theorem 2.4.3 (Yosida approximation). Let A : H ⇒ H be a maximal monotone operator and
γ > 0, the Yosida approximation of A with γ is

γA
def
= 1

γ
(Id− JγA) = (γId +A−1)−1 = JA−1/γ(·/γ). (2.4.3)

Moreover, we have from Moreau’s identity that

Id = JγA(·) + γJA−1/γ

( ·
γ

)
.

2.4.2 Proximal point algorithm

The Fermat’s theorem 2.1.13 indicates that, minimizing a convex function J ∈ Γ0(H) is equivalent to
finding the zeros of its sub-differential operator ∂J . Therefore, a minimizer of J is a fixed point of J∂J .

In general, given a maximal monotone operator A such that zer(A) 6= ∅, the problem

find x ∈ H such that 0 ∈ A(x). (2.4.4)

i.e. finding an element of zer(A), is called a monotone inclusion problem. The best-known method for
solving (2.4.4) is the Proximal Point Algorithm (PPA) [124, 151].

Algorithm 2.4.4 (Proximal Point Algorithm). Let A : H⇒ H be a maximal monotone operator
such that zer(A) 6= ∅, {γk}k∈N in ]0,+∞] and {λk}k∈N in [0, 2]. Choose x0 ∈ H arbitrarily and for
k ∈ N, compute xk+1 based on the following rule,

xk+1 = xk + λk
(
JγkA(xk)− xk

)
. (2.4.5)

2.4.3 Operator splitting methods

In practice, we often encounter with problems which have more structures than (2.4.4), for instance
finding the zeros of the sum of monotone operators.

Problem 2.4.5. Let B : H → H be β-cocoercive for some β > 0, m > 1 be a positive integer, and for
every i ∈ {1, ...,m}, let Ai : H⇒ H be maximal monotone. Consider the problem

find x ∈ H such that 0 ∈ B(x) +
∑m

i=1Ai (x). (2.4.6)

There are also situations where Ai is composed with linear operators, or even parallel sum of maximal
monotone operators are involved (e.g. Problem (2.4.13)). In principal, PPA can still be applied to
solving such problems, however, even if the resolvent of B and each Ai can be computed , the resolvent
of B +

∑
i Ai in most cases is not accessible.

To circumvent this difficulty, a wise strategy is to design iterative schemes such that the resolvents
of Ai ’s are computed separately, and use the cocoercivity of B. This is the reason that these schemes
are dubbed operator splitting methods.
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2.4.3.1 Forward–Backward splitting

For Problem 2.4.5, let m = 1.

Problem 2.4.6. Consider finding the zeros of the sum of two maximal monotone operators

find x ∈ H such that 0 ∈ (A+B)(x). (2.4.7)

where
(i) A : H⇒ H is maximal monotone.

(ii) B : H → H be β-cocoercive for some β > 0.

(iii) zer(A+B) 6= ∅.

Consider the following operator composed with A and B.

Lemma 2.4.7. Let A : H⇒ H be maximal monotone and B : H → H be β-cocoercive for some β > 0.
Choose γ ∈]0, 2β[, and define

FFB = JγA(Id− γB).

Then
(i) FFB is 2β

4β−γ -averaged non-expansive.

(ii) zer(A+B) = fix(FFB).

Proof. Lemma 2.3.9, 2.4.2 and Remark 2.3.12.

The Forward–Backward splitting (FB) [119, 140] for solving (2.4.7) is described below.

Algorithm 2.4.8 (Forward–Backward splitting). For Problem (2.4.6), let γ ∈]0, 2β[ and {λk}k∈N
in [0, 4β−γ

2β ] such that
∑

k λk(
4β−γ

2β − λk) = +∞. Choose x0 ∈ H arbitrarily and for k ∈ N apply the
following iteration,

xk+1 = xk + λk
(
FFB(xk)− xk

)
. (2.4.8)

The step-size γ can be varying along iterations, and this results in the non-stationary version of FB
which is studied in [57, 63]. Problem (2.4.6) with m ≥ 2 is considered in [148], in which the authors
develop a Generalized Forward–Backward splitting (GFB), see Section 3.4 for more details about GFB.

2.4.3.2 Douglas–Rachford splitting

For Problem 2.4.5, now let B = 0 and m = 2.

Problem 2.4.9. Consider finding the zeros of the sum of two maximal monotone operators

find x ∈ H such that 0 ∈ (A1 +A2)(x). (2.4.9)

where
(i) A1, A2 : H⇒ H are maximal monotone.

(ii) zer(A1 +A2) 6= ∅.

The Douglas–Rachford splitting (DR) is an efficient algorithm to solve (2.4.9). Originally, the DR
was proposed in [76] to solve a system of linear equations arising from the discretization of a partial
differential equation. The extension of DR to maximal monotone operators is due to Lions and Mercier
[119]. The relaxed form of DR is considered in [78, 55, 57]. Before describing the DR, we first consider
the following non-expansive operator.
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Lemma 2.4.10. Let A1, A2 : H⇒ H be two maximal monotone operators, γ > 0, and define

FDR

def
= 1

2
(RγA1RγA2 + Id).

Then
(i) RγA1RγA2 is non-expansive.

(ii) FDR = JγA1(2JγA2 − Id)− JγA2 + Id ∈ A(1
2).

(iii) zer(A1 +A2) = JγA2(fix(FDR)).

Algorithm 2.4.11 (Douglas–Rachford splitting). For Problem (2.4.9), let γ > 0 and {λk}k∈N in
[0, 2] such that

∑
k λk(2 − λk) = +∞. Choose z0 ∈ H arbitrarily and let x0 = JγA2(z0), for k ∈ N

apply the following iteration,
uk+1 = JγA1(2xk − zk),
zk+1 = (1− λk)zk + λk(zk + uk+1 − xk),
xk+1 = JγA2(zk+1).

(2.4.10)

The DR iteration (2.4.10) can be written as the fixed-point iteration of zk and the operator FDR ,
which reads

zk+1 = zk + λk
(
FDR(zk)− zk

)
.

When λk ≡ 2, the corresponding scheme is called Peaceman–Rachford splitting [141].
By using a product space trick ([158], see also Section 3.4), the DR can be extended to the case

m ≥ 2. In the context of convex optimization, DR is closely related to the alternating direction method
of multipliers (ADMM), see Chapter 7 for more details about ADMM.

2.4.3.3 A Primal–Dual splitting algorithm

We finish this section by introducing a Primal–Dual splitting algorithm.

Definition 2.4.12 (Parallel sum). Let C,D : H⇒ H be two set-valued operators, the parallel sum
of C and D is defined by

C�D
def
= (C−1 +D−1)−1. (2.4.11)

Problem 2.4.13. Let G,H be two real Hilbert spaces, and
(i) A : H⇒ H is maximal monotone, B : H → H is βB -cocoercive for some βB > 0.

(ii) C,D : G ⇒ G are maximal monotone, moreover D is βD -strongly monotone for some βD > 0.

(iii) L : H → G is a bounded linear operator.
Consider the primal monotone inclusion problem,

find x ∈ H such that 0 ∈ (A+B)(x) + L∗
(
(C�D)(Lx)

)
, (2.4.12)

the corresponding dual problem reads,

find v ∈ G such that (∃x ∈ H)

{
0 ∈ (A+B)(x) + L∗v,

0 ∈ (C−1 +D−1)(v)− Lx.
(2.4.13)

denote by X and V the solution sets of (2.4.12) and (2.4.13) respectively.
(iv) The set of minimizers of (2.4.12) and (2.4.13), i.e. X and V, are both non-empty.

The study of Primal–Dual splitting dates back to the late 1950s, since then, various Primal–Dual
splitting methods have been proposed in the literature. Below we introduce a Primal–Dual splitting
algorithm proposed in [62], which covers [51, 66] as special cases.
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Algorithm 2.4.14 (Primal–Dual splitting). For the Problem (2.4.13). Choose γA , γC > 0 such
that

2 min
{
βB , βD

}
min

{ 1
γA
, 1
γC

}(
1−

√
γAγC ||L||

2
)
> 1.

Choose x0 ∈ H and v0 ∈ G arbitrarily, for k ∈ N apply the following iteration,
xk+1 = Jγ

A
A

(
xk − γAB(xk)− γAL

∗vk
)
,

x̄k+1 = 2xk+1 − xk,
vk+1 = Jγ

C
C−1

(
vk − γCD

−1(vk) + γCLx̄k+1

)
.

(2.4.14)

Fixed-point formulation For the Primal–Dual iteration (2.4.14), from the definition of the resol-
vent, we have that (2.4.14) is equivalent to

1
γA

(xk − xk+1)−B(xk)− L∗vk = A(xk+1),

x̄k+1 = 2xk+1 − xk,
1
γC

(vk − vk+1)−D−1(vk) + Lx̄k+1 = C−1(vk+1),

which can be further written as

−

B 0

0 D−1

xk
vk

 ∈
 A L∗

−L C−1

xk+1

vk+1

+

IdH/γA −L∗

−L IdG/γC

xk+1 − xk
vk+1 − vk

 , (2.4.15)

where IdH, IdG are the identity operators onH and G respectively. Define the product spaceK = H×G,
and let Id be the identity operator on K. Define the following variable and operators

zk
def
=

xk
vk

 , A
def
=

 A L∗

−L C−1

 , B def
=

B 0

0 D−1

 , V def
=

IdH/γA −L∗

−L IdG/γC

 . (2.4.16)

We haveA is maximal monotone [41], B is min{βB , βD}-cocoercive, and V is self-adjoint and ν-positive
definite for ν = (1−

√
γ
A
γ
C
||L||2) min{ 1

γ
A
, 1
γ
C
} [173, 62].

Define KV the Hilbert space induced by V. Substitute the notions of (2.4.16) into (2.4.15) we get,

−B(zk) ∈ A(zk+1) + V(zk+1 − zk),

which can be further written as

zk+1 = (V +A)−1(V−B)(zk) = (Id + V−1A)−1(Id−V−1B)(zk). (2.4.17)

It can be seen that, (2.4.17) is the Forward–Backward splitting in KV [62, 58].

2.5 Matrix analysis

In this section, we turn to linear algebra and present results on convergent matrices and their spectral
properties. These results will be used in our local linear convergence analysis of first-order proximal
splitting methods.

Let M ∈ Rn×n be a square matrix, M is said to be symmetric if M = MT , skew symmetric if
M = −MT , normal if MMT = MTM , positive definite if there exists δ > 0 such that

∀x ∈ Rn, 〈x, Mx〉 ≥ δ||x||2,

and positive semidefinite if δ = 0. The kernel and range of M are defined respectively by

ker(M)
def
=
{
x ∈ Rn : Mx = 0

}
,

ran(M)
def
= vector space spanned by the columns of M.
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Let ΘM
def
= {ηi}i , i = 1, ..., n be the set of eigenvalues of M , then the spectral radius of M is given by

ρ(M)
def
= max

i∈{1,...,n}
|ηi |.

The operator (spectral) norm of M is defined as

||M || def
= sup
||x||=1

||Mx||.

Let ΣM
def
= (σi )i , i = 1, ..., n be the singular values of M sorted in descending order, then we have

||M || = σ1 =
√
||MTM ||.

In general, ρ(M) ≤ ||M ||, moreover we have the spectral radius formula [125]

ρ(M) ≤ ||Mk||1/k and ρ(M) = lim
k→+∞

||Mk||1/k. (2.5.1)

If M is normal, then ρ(M) = ||M ||.

Convergent matrices The definition of convergent matrices is adopted from [125], denote Mk the
kth power of M .

Definition 2.5.1 (Convergent matrices). A matrix M ∈ Rn×n is convergent to M∞ ∈ Rn×n if,
and only if,

lim
k→+∞

||Mk −M∞|| = 0.

M is said to be linearly convergent if there exists ρ ∈ [0, 1[, a constant C > 0 and K ∈ N such that
∀k ≥ K, there holds

||Mk −M∞|| ≤ Cρk.

If the infimum of all convergence rates ρ above is also a convergence rate, then this minimum is called
the optimal convergence rate.

Definition 2.5.2. For M ∈ Rn×n, η ∈ ΘM is called semisimple if and only if ker(M − ηId) =

ker((M − ηId)2).

The definition of semisimplicity is equivalent to say that rank(M − ηId) = rank((M − ηId)2). The
following characterization of a convergent matrix is taken from [125].

Theorem 2.5.3 (Limits of powers). For M ∈ Rn×n, the power of M is convergent to M∞ if and
only if

ρ(M) < 1,

or else

ρ(M) = 1, and 1 is the only eigenvalue on the complex

unit circle, which is also semisimple.

(2.5.2)

When M∞ exists,

M∞ = the projector onto ker(Id−M) along ran(Id−M). (2.5.3)

Lemma 2.5.4. Suppose M ∈ Rn×n is a convergent matrix, if ρ(M) < 1, then M∞ = 0.

Lemma 2.5.5. Suppose M ∈ Rn×n is convergent to some M∞ ∈ Rn×n, then
(i) M∞ = Pfix(M) if and only if fix(M) = fix(MT ).

(ii) If M is non-expansive or normal, then M∞ = Pfix(M).

Proof. Corollary 2.7 of [18].
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Whenever M is convergent, it converges linearly to M∞, and we have the following lemma.

Lemma 2.5.6 (Convergence rate). Suppose M ∈ Rn×n is convergent to some M∞ ∈ Rn×n,
(i) for any k ∈ N,

Mk −M∞ = (M −M∞)k and ||Mk −M∞|| ≤ ||M −M∞||k.

The equality holds only when M is normal.

(ii) We have ρ(M −M∞) < 1, and M is linearly convergent for any ρ ∈]ρ(M −M∞), 1[.

(iii) ρ(M −M∞) is the optimal convergence rate if one of the following holds
(a) M is normal.

(b) All the eigenvalues η ∈ ΘM such that |η| = ρ(M −M∞) are semisimple.

Proof. See Theorems 2.12, 2.13, 2.15 and 2.16 of [18].

Convergence and non-expansiveness In general, there is no direction correspondence between the
convergence of a matrix and its non-expansiveness, i.e. a matrix M can be convergent but expansive,
or non-expansive but not convergent. For example, let a ∈]0, 1[ and consider a 2× 2 matrix

M =

1 + a −a
1 0

 . (2.5.4)

It can be shown that the two eigenvalues of M are 1 and a, hence M is convergent. However M is not
non-expansive, since ||M || ≥ 1 + a > 1. Another examples is the matrix −Id, which is non-expansive,
yet not convergent.

The situation changes however, if the matrix is α-averaged. For the sake of simplicity, let M be
a non-expansive matrix, and consider its relaxed version with fixed relaxation parameter λ such that
λ(1 − λ) > 0. Then the iteration is convergent thanks to Theorem 2.3.20. Moreover, owing to the
definition of averaged non-expansive operators, we have that matrix Id + λ(M − Id) is λ-averaged.
This implies that the class of α-averaged matrices is also convergent.

2.6 Riemannian geometry

In this section, we collect some basic results on Riemannian geometry, and we refer to [103, 52] for
comprehensive accounts on differential and Riemannian manifolds.

2.6.1 A glimpse of Riemannian geometry

We say that a set M ⊂ Rn is a C2-smooth manifold of codimension m around a point x̄ ∈ Rn if
x̄ ∈M, and there is an open set V ⊂ Rn such that

M∩ V =
{
x ∈ V : Φi(x) = 0, i = 1, ...,m

}
where Φi are C2-smooth functions with Φi(x̄) linearly independent.

LetM be a C2-smooth embedded submanifold of Rn around a point x. The natural embedding of
a submanifoldM into Rn permits to define a Riemannian structure and to introduce geodesics onM.
Denote NM(x) and TM(x) the normal space and tangent space ofM at x ∈M respectively.

Exponential map Geodesics generalize the concept of straight lines in Rn, preserving the zero
acceleration characteristic, to manifolds. Roughly speaking, a geodesic is locally the shortest path
between two points on M. We denote by g(t;x, h) the value at t ∈ R of the geodesic starting at
g(0;x, h) = x ∈ M with velocity ġ(t;x, h) = dg

dt
(t;x, h) = h ∈ TM(x) (which is uniquely defined). For
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every h ∈ TM(x), there exists an interval I around 0 and a unique geodesic g(t;x, h) : I → M such
that g(0;x, h) = x and ġ(0;x, h) = h. The mapping

Expx : TM(x)→M, h 7→ Expx(h) = g(1;x, h),

is called Exponential map. Given x, x′ ∈M, the direction h ∈ TM(x) we are interested in is such that

Expx(h) = x′ = g(1;x, h).

Parallel translation Given two points x, x′ ∈M, let TM(x), TM(x′) be their corresponding tangent
spaces. Define

τ : TM(x)→ TM(x′),

the parallel translation along the unique geodesic joining x to x′, which is isomorphism and isometry
w.r.t. the Riemannian metric.

Lemma 2.6.1. Let M be a C2-smooth manifold around x. Then for any x′ ∈ M∩N , where N is a
neighbourhood of x, the projection operator PM(x′) is uniquely valued and C1 around x, and thus

x′ − x = PTM(x)(x
′ − x) + o(||x′ − x||).

If moreoverM = x+ TM(x) is an affine subspace, then x′ − x = PTM(x)(x
′ − x).

Proof. AsM is a C2–manifold around x, then PM(x′) is uniquely valued [145] and moreover C1 near
x [110, Lemma 4]. Thus, continuous differentiability shows

x′ − x = PM(x′)− PM(x) = DPM(x)(x− x′) + o(||x− x′||).

where DPM(x) is the derivative of PM at x. By virtue of [110, Lemma 4], this derivative is given by

DPM(x) = PTM(x),

The case whereM is an affine subspace is immediate. We conclude the proof.

Lemma 2.6.2. LetM be a C2-smooth manifold, a point x ∈M, and {xk}k∈N a sequence converging
to x in M. Define τk : TM(x) → TM(xk) be the parallel translation along the unique geodesic joining
x to xk. Then, for any bounded vector u ∈ Rn, we have

(τ−1
k PTM(xk) − PTM(x))u = o(||u||).

Proof. From [1, Chapter 5], we deduce that for k sufficiently large,

τ−1
k = PTM(x) + o(||xk − x||).

In addition, locally near x alongM, the mapping x 7→ PTM(x)(x) is C1 [110, Lemma 4], hence,

lim
k→∞

||(τ−1k PTM(xk) − PTM(x))(u)||
||u|| ≤ lim

k→∞

||PTM(x)(PTM(xk) − PTM(x))||||u||
||u|| + o(||xk − x||)

≤ lim
k→∞

||PTM(xk) − PTM(x)||+ o(||xk − x||) = 0.

2.6.2 Riemannian gradient and Hessian

Let M be a C2-smooth manifold, and suppose that function R ∈ Γ0(Rn) is C2-smooth along the
manifoldM. In the following, we present the expressions of the Riemannian gradient and Hessian for
R alongM.

For a vector v ∈ NM(x), the Weingarten map ofM at x is the operator Wx(·, v) : TM(x)→ TM(x)

defined by
Wx(·, v) = −PTM(x)dV [h], (2.6.1)
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where V is any local extension of v to a normal vector field on M. The definition is independent of
the choice of the extension V , and Wx(·, v) is a symmetric linear operator which is closely tied to the
second fundamental form ofM, see [52, Proposition II.2.1].

Let R be a real-valued function which is C2 along theM around x. The covariant gradient of R at
x′ ∈M is the vector ∇MR(x′) ∈ TM(x′) defined by

〈∇MR(x′), h〉 =
d
dt
R
(
PM(x′ + th)

)∣∣
t=0

, ∀h ∈ TM(x′),

where PM is the projection operator ontoM. The covariant Hessian of R at x′ is the symmetric linear
mapping ∇2

MR(x′) from TM(x′) to itself which is defined as

〈∇2
MR(x′)h, h〉 =

d2

dt2
R
(
PM(x′ + th)

)∣∣
t=0

, ∀h ∈ TM(x′). (2.6.2)

This definition agrees with the usual definition using geodesics or connections [126]. Now assume that
M is a Riemannian embedded submanifold of Rn, and that a function R has a C2-smooth restriction
on M. This can be characterized by the existence of a C2-smooth extension (representative) of R,
i.e. a C2-smooth function R̃ on Rn such that R̃ agrees with R onM. Thus, the Riemannian gradient
∇MR(x′) is also given by

∇MR(x′) = PTM(x′)∇R̃(x′), (2.6.3)

and ∀h ∈ TM(x′), the Riemannian Hessian reads

∇2
MR(x′)h = PTM(x′)d(∇MR)(x′)[h] = PTM(x′)d

(
x′ 7→ PTM(x′)∇MR̃

)
[h]

= PTM(x′)∇2R̃(x′)(h) + Wx′
(
h,PNM(x′)∇R̃(x′)

)
,

(2.6.4)

where the last equality comes from [2, Theorem1]. WhenM is an affine/linear subspace of Rn, then
obviouslyM = x+ TM(x) and Wx′(h,PNM(x′)∇R̃(x′)) = 0, hence (2.6.4) reduces to

∇2
MR(x′) = PTM(x′)∇2R̃(x′)PTM(x′).

Lemma 2.6.3 (Riemannian Taylor expansion). Let R be C2-smooth at x relative to manifoldM,
and x′ ∈M be a point close to x. Denote τ : TM(x)→ TM(x′) the parallel translation along the unique
geodesic joining x to x′. The Riemannian Taylor expansion of R ∈ C2(M) around x reads,

τ−1∇MR(x′) = ∇MR(x) +∇2
MR(x)PTM(x)(x

′ − x) + o(||x′ − x||).

Proof. Since x, x′ ∈M are close, we have x′ = Expx(h) for some h ∈ TM(x) small enough, and thus,
the Taylor expansion [156, Remark 4.2] of ∇MR around x reads

τ−1∇MR(x′) = ∇MR(x) +∇2
MR(x)h+ o(||h||). (2.6.5)

Moreover, form the proof of [126, Theorem4.9], one can show that

PTM(x)(x
′) = PTM(x)(Expx(h)) = PTM(x)(x) + h+ o(||h||2).

Substituting back into (2.6.5) we get the claimed result.
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Chapter 3

Convergence Rates of Inexact
Krasnosel’skĭı-Mann Iteration

Main contributions of this chapter

I Global sub-linear convergence rates of inexact Krasnosel’skĭı-Mann iteration (Theorem
3.2.1 and 3.2.4).

I Local linear convergence of the inexact Krasnosel’skĭı-Mann iteration under metric sub-
regularity (Theorem 3.3.3).

I Convergence of the non-stationary and inexact Krasnosel’skĭı-Mann iteration (Theorem
3.5.2).

The content of this chapter appeared in [116].
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We have seen from Section 2.4, that the PPA, DR/ADMM, FB and the Primal–Dual splitting methods
can be cast as special instances of the Krasnosel’skĭı-Mann iteration. In fact, the class of operator
splitting methods that can be formulated into Krasnosel’skĭı-Mann iteration is quite large, it includes
for instance the methods proposed in [53, 166, 163, 41, 51, 148, 60, 66, 173] to name a few.

In this chapter, we present a convergence rate analysis for the inexact Krasnosel’skĭı-Mann iteration
built from non-expansive operators. Our results include two main parts: global pointwise and ergodic
sub-linear convergence rates, and local linear convergence under a metric sub-regularity assumption.
The obtained convergence rates can be applied to analyze the convergence rate of various operator
splitting methods, including FB/GFB, DR/ADMM and Primal–Dual splitting to name a few. For
these methods, we also develop easily verifiable termination criteria for finding an approximate solu-
tion, which can be seen as a generalization of the termination criterion for the classical gradient descent
method. We finally develop a parallel analysis for the non-stationary and inexact Krasnosel’skĭı-Mann
iteration. The usefulness of our results is illustrated by applying them to a large class of structured
monotone inclusion and convex optimization problems. Experiments on some large scale inverse prob-
lems in signal and image processing problems are shown.

3.1 Introduction

3.1.1 Problem statement

Let us now recall the Krasnosel’skĭı-Mann iteration (2.3.1) defined in Section 2.3.2.1, and consider the
inexact version of it, i.e. the computation of F(zk) is carried out approximately.

Definition 3.1.1 (Inexact Krasnosel’skĭı-Mann iteration). Let F : H → H be a non-expansive
operator whose set of fixed points fix(F) is non-empty. Let λk ∈]0, 1], and denote Fk = λkF+(1−λk)Id.
Then the inexact Krasnosel’skĭı-Mann iteration of F is defined by

zk+1 = zk + λk
(
F(zk) + εk − zk

)
= Fkzk + λkεk, (3.1.1)
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where εk is the error of approximating F(zk). The residual of the iteration is defined as

ek = (Id− F)(zk) =
zk − zk+1

λk
+ εk. (3.1.2)

3.1.2 Preliminary results

Before presenting the convergence rates of inexact Krasnosel’skĭı-Mann iteration, we collect some useful
properties of it. Define the following two important notions

F′
def
= Id− F and τk

def
= λk(1− λk). (3.1.3)

Apparently, we have ek = F′(zk).

Proposition 3.1.2. The following statements hold,
(i) Fk ∈ A(λk) for λk ∈]0, 1[, and if T ∈ A(α), then Fk ∈ A(λkα).

(ii) For any z? ∈ fix(F),
z? ∈ fix(F)⇐⇒ z? ∈ fix(Fk)⇐⇒ z? ∈ zer(F′).

(iii) If
∑

k∈N τk = +∞ and {λk||εk||}k∈N ∈ `1+, then,
(a) {ek}k∈N converges strongly to 0.

(b) {zk}k∈N is quasi-Fejérmonotone with respect to fix(F), and converges weakly to a point z? ∈
fix(F).

Proof. (i) A result of combining Definition 2.3.6 and Lemma 2.3.10. (ii) Straightforward. (iii) See
[57, Lemma5.1].

Let’s now turn to the properties of ek. Denote τ = infk∈N τk, τ = supk∈N τk. Since {zk}k∈N is
bounded, so is {ek}k∈N, we define the following two constants

ν1 = 2 sup
k∈N
||Fk(zk)− z?||+ sup

k∈N
λk||εk||, ν2 = 2 sup

k∈N
||ek − ek+1||.

Lemma 3.1.3. For the error term ek, the following inequality holds
1

2λk
||ek − ek+1||2 ≤ 〈ek − εk, ek − ek+1〉.

Proof. By Lemma 2.3.10, 1
2F
′ ∈ A(1

2). It then follows from Lemma 2.3.8(iii) that ∀p, q ∈ H,

||1
2
F′(p)− 1

2
F′(q)||2 ≤ 〈p− q, 1

2
F′(p)− 1

2
F′(q)〉.

Letting p = zk, q = zk+1 and using the definition of ek yield the desired result.

Corollary 3.1.4. If F is α-averaged, the inequality of Lemma 3.1.3 becomes
1

2αλk
||ek − ek+1||2 ≤ 〈ek − εk, ek − ek+1〉.

Lemma 3.1.5. For z? ∈ fix(F), λk ∈]0, 1], we have

||zk+1 − z?||2 ≤ ||zk − z?||2 − τk||ek||2 + ν1λk||εk||.

Proof. By virtue of [16, Corollary 2.14] we get

||zk+1 − z?||2 = ||Fkzk − z? + λkεk||2

≤ ||(1− λk)(zk − z?) + λk(F(zk)− F(z?))||2 + ν1λk||εk||
= (1− λk)||zk − z?||2 + λk||F(zk)− F(z?)||2 − τk||zk − F(zk)||2 + ν1λk||εk||
≤ ||zk − z?||2 − τk||ek||2 + ν1λk||εk||.

The non-expansiveness of F is used for the last inequality.
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This lemma indicates that {zk}k∈N is quasi-Fejérmonotone with respect to fix(F) as stated in Propo-
sition 3.1.2. Hence, {zk}k∈N is bounded, and the constant ν2 makes sense.

Corollary 3.1.6. If F is α-averaged, the inequality of Lemma 3.1.5 holds with

λk ∈]0, 1/α] and τk = λk
( 1
α
− λk

)
.

Lemma 3.1.7. For λk ∈ [0, 1], {ek}k∈N obeys ||ek+1||2 − ν2||εk|| ≤ ||ek||2.

Proof. We have
||ek+1||2 = ||ek+1 − ek + ek||2 = ||ek||2 − 2〈ek, ek − ek+1〉+ ||ek − ek+1||2

≤ ||ek||2 − 2(1− λk)〈ek − εk, ek − ek+1〉 − 2〈εk, ek − ek+1〉

≤ ||ek||2 − 1− λk
λk
||ek − ek+1||2 + ν2||εk|| ≤ ||ek||2 + ν2||εk||

where Lemma3.1.3 is used twice in the second and third lines.

3.2 Global convergence rates

In this section, we present the global convergence rate of the inexact Krasnosel’skĭı-Mann iteration
(3.1.1), the result consist of two aspects, piecewise and ergodic. Define d0 as the distance of initial
point z0 to the set of fixed points, i.e. d0 = dist(z0, fix(F)).

3.2.1 Pointwise convergence rates

Theorem 3.2.1 (Pointwise convergence rate). For the inexact Krasnosel’skĭı-Mann iteration (3.1.1),
if there holds

0 < inf
k∈N

λk ≤ sup
k∈N

λk < 1 and {(k + 1)||εk||}k∈N ∈ `1+. (3.2.1)

Denote C1 = ν1
∑

k∈N λk||εk||+ ν2τ
∑

k∈N(k + 1)||εk|| < +∞, then we have

||ek|| ≤
√

d20 + C1
τ(k + 1)

. (3.2.2)

Proof. Condition (3.2.1) implies τ > 0, {τk}k∈N /∈ `1+ and {λk||εk||}k∈N ∈ `1+. Therefore, sequence
{zk}k∈N is quasi-Fejérmonotone with respect to fix(F) ((iii) of Proposition 3.1.2). Thus, {||ek||}k∈N and
{||zk − z?||}k∈N are bounded for any z? ∈ fix(F). Hence ν1, ν2 and C1 are bounded constants.

Choose z? ∈ fix(F) such that d0 = ||z0 − z?||. From Lemma3.1.5, we have ∀k ∈ N,

τk||ek||2 ≤ ||zk − z?||2 − ||zk+1 − z?||2 + ν1λk||εk||.

Summing up from j = 0 to k,∑k

j=0 τj ||ej ||
2 ≤ ||z0 − z?||2 − ||zk+1 − z?||2 + ν1

∑k

j=0 λj ||εj ||. (3.2.3)

Owing to Lemma3.1.7, we have ∀j ≤ k,

||ek||2 − ν2

∑k−1

`=j ||ε`|| ≤ ||ej ||
2.

Substituting this back into (3.2.3) yields,(∑k

j=0τj
)
||ek||2 ≤

∑k

j=0τj ||ej ||
2 + ν2

∑k

j=0 τj
∑k−1

`=j ||ε`||

≤ d2
0 + ν1

∑k

j=0 λj ||εj ||+ ν2

∑k

j=0 τj
∑k−1

`=j ||ε`||.
(3.2.4)

Finally, since (k + 1)τ ≤
∑k

j=0 τj , we get,

(k + 1)τ ||ek||2 ≤ d2
0 + ν1

∑k

j=0 λj ||εj ||+ ν2τ
∑k−1

`=0 (`+ 1)||ε`||

≤ d2
0 + ν1

∑
k∈N λk||εk||+ ν2τ

∑
k∈N (k + 1)||εk||,

which leads to the desired result (3.2.2).
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Remark 3.2.2.
(i) After our work appeared, the O(1/

√
k) rate was improved to o(1/

√
k) by the authors of [72].

(ii) Since finding z? ∈ fix(F) is equivalent to finding a zero of F′ ((ii) of Proposition 3.1.2), Theo-
rem3.2.1 tells us that O(1/ε) iterations are needed for (3.1.1) to reach an ε-accurate in terms of
the error criterion ||F′(zk)||2 ≤ ε.

(iii) For the case of first-order methods for solving smooth optimization problems, i.e. the gradient
descent where F′ is just the gradient, the obtained pointwise convergence rate is the best-known
complexity bound [133].

(iv) If the iteration (3.1.1) is exact, then the sequence {||ek||}k∈N is non-increasing (Lemma 3.1.7),

hence we get ||ek|| ≤ d0/
√∑k

j=0 τj , which recovers the result of [65, Proposition 11]. Note that
we provide a sharper monotonicity property compared to them.

(v) Obviously, our results hold true if we endow H with the following inner product and norm,
∀x, y ∈ H

〈x, y〉V = 〈x, Vy〉, ||x||V = 〈x, Vx〉,

where V is a bounded symmetric positive definite operator on H.

When F is α-averaged, then Theorem 3.2.1 holds with an adjustment on the relaxation parameterλk.

Corollary 3.2.3. If F is α-averaged, then condition (3.2.1) changes to

0 < inf
k∈N

λk ≤ sup
k∈N

λk <
1
α
,

and Theorem 3.2.1 still holds with τk = λk(
1
α − λk).

3.2.2 Ergodic convergence rates

We now turn to the ergodic convergence rate of (3.1.1). For this, let us define

Λk =
∑k

j=0λj and ek =
1

Λk

∑k

j=0 λjej .

Theorem 3.2.4 (Ergodic convergence rate). Suppose that C2 =
∑

k∈N λk||εk|| < +∞, then,

||ek|| ≤
2(d0 + C2)

Λk
.

In particular, if infk∈N λk > 0, then ||ēk|| = O(1/k).

Proof. Again, let z? ∈ fix(F) such that d0 = ||z0 − z?||. Since Fk is non-expansive, we have

||zk+1 − z?|| = ||Fk(zk)− Fk(z
?) + λkεk|| ≤ ||zk − z?||+ λk||εk||

≤ ||zk−1 − z?||+
∑k

j=k−1λj ||εj || ≤ ||z0 − z?||+
∑k

j=0λj ||εj ||.

This together with the definition of ēk yields

||ek|| = || 1
Λk

∑k
j=0 λjej || =

1
Λk
||∑k

j=0 (zj − zj+1) +
∑k
j=0λjεj ||

≤ 1
Λk

(
||z0 − z?||+ ||zk+1 − z?||+

∑k

j=0λj ||εj ||
)
≤ 2(d0 + C2)

Λk
,

and we conclude the proof.

Remark 3.2.5.
(i) As in the pointwise case, Theorem3.2.4 holds when F is α-averaged, where λk can be allowed to

vary in [0, 1/α].
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(ii) When F is firmly non-expansive, i.e. the resolvent of a maximal monotone operator ((iv) of
Lemma2.3.8), an O(1/k) ergodic convergence rate is also established in [128] with summable
enlargement errors. For the methods which can also be cast in the HPE framework, our result
coincides with the one in [128]. Note that in that work, they handled the non-stationary case
(i.e. the parameter of the resolvent varies), see also our extension to the non-stationary case in
Section 3.5. For the case without errors, we recover also the result in [14].

From Theorem3.2.1 and 3.2.4, it is immediate to get the convergence rate bounds on the sequence
{||zk − zk+1||}k∈N in the exact case. To lighten the notation, let vk = zk − zk+1 and v̄k = 1

k+1

∑k
j=0 vj .

Corollary 3.2.6. Assume that εk = 0 for all k ∈ N.

(i) If 0 < infk∈N λk ≤ supk∈N λk < 1, then ||vk|| ≤
√

d2
0

τ(k+1) .

(ii) If λ = infk∈N λk > 0, then ||v̄k|| ≤ 2d0
k+1 .

Proof.

(i) By definition vk = λkek, then from (3.2.2) we have ||vk|| = ||λkek|| ≤
√

λ2
kd

2
0

τ(k+1) ≤
√

d2
0

τ(k+1) .

(ii) A direct result of Theorem3.2.4 by replacing Λk with k + 1.

3.3 Local linear convergence under metric sub-regularity

In the literature, for various splitting algorithms applied to a wide range of optimization problems, the
following typical convergence profile has been observed in practice: globally the algorithm converges
sub-linearly, and after a sufficiently large number of iterations, the algorithm turns to another regime
where a linear convergence takes over. This has been for instance observed (and sometimes proved)
for DR or FB when solving sparsity-enforcing minimization problems, see e.g. [73, 114].

In this section, we study the rationale underlying this local linear convergence behaviour. Our
analysis relies on a metric sub-regularity assumption on the operator F′ in (3.1.3).

Definition 3.3.1 (Metric sub-regularity [75]). A set-valued mapping A : H ⇒ H is called met-
rically sub-regular at z̃ for ũ ∈ A(z̃) if there exists κ ≥ 0 along with neighbourhood Z of z̃ such
that

dist(z,A−1(ũ)) ≤ κdist(ũ, A(z)), ∀z ∈ Z. (3.3.1)

The infimum of κ such that (3.3.1) holds is called the modulus of metric sub-regularity, and denoted
by subreg(A; z̃|ũ). The absence of metric regularity is signalled by subreg(A; z̃|ũ) = +∞.

Metric sub-regularity implies that, for any z ∈ Z, dist(ũ, A(z)) is bounded from below. The metric
(sub-)regularity of multifunctions plays a crucial role in modern variational analysis and optimization.
These properties are a key to study the stability of solutions of generalized equations, see the dedicated
monograph [75].

Let us now specialize this notion to F′ and ũ = 0. Since F′ is single-valued and zer(F′) = fix(F),
from (3.3.1), metric sub-regularity of F′ at some z? ∈ fix(F) for 0 is equivalent to

dist(z, fix(F)) ≤ κ||F′(z)||, ∀z ∈ Z. (3.3.2)

There are several concrete examples of operators F where F′ fulfills (3.3.2).

Example 3.3.2 (Projection operator). Let S ⊂ H be a non-empty closed convex set and F = PS
be the projection operator. Then fix(F) = S, and

dist(z,S) = ||z − PS(z)|| = ||F′(z)||.

Thus F′ is metrically sub-regular at any z? ∈ S for 0 with Z = H and modulus 1.
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Using the relation between metric sub-regularity of F′ and bounded linear regularity of F as defined in
[22], other examples can be deduced for instance from [22, Examples 2.3 and 2.5]. Two other instructive
examples, one on DR with two subspaces and the second on gradient descent will be discussed at the
end of the section.

Another interesting situation is when F is firmly non-expansive, that is F = JA for some maximal
monotone operator A ((iv) of Lemma2.3.8), for which case (3.1.1) is the relaxed inexact PPA. Let
z? ∈ fix(F) = zer(A) and suppose that 0 ∈ zer(A). If A is metrically sub-regular at z? for 0 with
modulus γ, then

dist(z, fix(F)) = dist(z, zer(A)) ≤ γdist(0, A(z))

= γdist(0,F−1(z)− z) = γ inf
v∈F−1(z)

||v − z||, ∀z ∈ Z.

Thus for all w such that z = F(w) ∈ Z, applying the previous inequality and using the triangle
inequality, we get

dist(F(w),fix(F)) ≤ γ||F′(w)|| and dist(w,fix(F)) ≤ (1 + γ)||F′(w)||.

Clearly, this is closely related, though not equivalent, to metric sub-regularity of F′.

3.3.1 Main result

Metric sub-regularity implies that (3.3.2) gives an estimate for how far a point z is away from being the
fixed-point of F in terms of the residual ||z−F(z)||. This is the rationale behind using such a regularity
assumption on the operator F′ to quantify the convergence rate on dist(zk, fix(F)). Thus, starting
from z0 ∈ H, and by virtue of Theorem 3.2.1, one can recover a o(1/

√
k) rate on dist(zk, fix(F)).

In fact, we can do even better as shown in the following theorem. We use the shorthand notation
dk = dist(zk,fix(F)).

Theorem 3.3.3 (Local convergence rate). Let z? ∈ fix(F), suppose that F′ is metrically sub-regular
at z? with neighbourhood Z of z?, let κ > subreg(F′; z?|0), λk ∈ [0, 1]. Choose r ≥ 0 and define the
ball around z? as Br(z?)

def
=
{
z ∈ H : ||z − z?|| ≤ r

}
⊂ Z, assume C2 =

∑
k∈N λk||εk|| is small enough

such that
B(r+C2)(z

?) ⊆ Z.

Then for any starting point z0 ∈ Br(z?), we have for all k ∈ N,

d2
k+1 ≤ ζk d2

k + hk, where ζk =

{
1− τk

κ2 , if τk/κ
2 ∈]0, 1]

κ2

κ2+τk
, otherwise

∈ [0, 1[, (3.3.3)

and hk = ν1λk||εk||. Moreover,
(i) dk converges to 0 if {τk}k∈N /∈ `1+.
(ii) Let χk =

∏k
j=0 ζj, if χ = lim sup

k→+∞
k
√
χk < 1, then {d2

k}k∈N ∈ `1+. When εk = 0, then lim
k→+∞

k
√
dk < 1,

which is linear convergence.

(iii) If 0 < infk∈N λk ≤ supk∈N λk < 1, then there exists ζ ∈]0, 1[ such that

d2
k+1 ≤ ζk

(
d2

0 +
∑k

j=0ζ
−j+1hj

)
.

Proof. Choose r′ > r ≥ 0, and make r smaller if necessary so that Br(z?) ⊂ Br′(z?) ⊆ Z and there
holds

r + C2 ≤ r′.

Pick arbitrarily z0 ∈ Br(z?) (z0 = z? will make no difference since we are considering the inexact case).
Owing to Lemma3.1.5, for any z̃ ∈ fix(F), we have

||zk+1 − z̃|| ≤ ||zk − z̃||+ λk||εk|| ≤ · · · ≤ ||z0 − z̃||+
∑k

j=0λj ||εj || ≤ r + C2 ≤ r′,
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which implies that starting from any point z0 ∈ Br(z?), zk ∈ Br′(z?) holds for all k ∈ N, hence zk ∈ Z.
For ∀k ∈ N, let z̃ ∈ fix(F) be the fixed point such that dk = ||zk − z̃||, and denote hk = ν1λk||εk||, then
owing to the metric sub-regularity of F′ and Lemma 3.1.5,

d2
k+1 ≤ ||zk+1 − z̃||2 ≤ ||zk − z̃||2 − τk||F′(zk)− F′(z̃)||2 + hk ≤ d2

k −
τk
κ2d

2
k + hk (3.3.4)

≤ d2
k −

τk
κ2 (d2

k+1 − hk) + hk = d2
k −

τk
κ2d

2
k+1 + 1

ζk
hk. (3.3.5)

If τk/κ2 ∈]0, 1[, then from (3.3.4) we have d2
k+1 ≤ (1 − τk

κ2 )d2
k + hk, or if 1 ≤ τk/κ

2, (3.3.5) yields
d2
k+1 ≤

κ2

κ2+τk
d2
k + hk, λk ∈]0, 1] ensures κ2/(κ2 + τk) ∈]0, 1]. Therefore, we have

ζk =

1− τk
κ2 , if τk/κ2 ∈]0, 1[

κ2

κ2 + τk
, if 1 ≤ τk/κ2

∈]0, 1].

Furthermore,

d2
k+1 ≤ ζk d2

k + hk ≤ · · · ≤ χk d2
0 +
∑k

j=0φk−jhj ≤ χk d
2
0 +
∑k

j=0hj , (3.3.6)

where χk =
∏k
j=0 ζj and φk−j =

∏k
`=j+1 ζ`.

(i) From (3.3.6) we have d2
k+1 ≤ d2

k +hk, then the d2
k → d ≥ 0 ([147, Lemma 2.2.2]). If {τk}k∈N /∈ `1+,

then ||ek|| → 0 (Theorem3.2.1), and by metric sub-regularity we have dk ≤ κ||ek||, therefore d = 0.

(ii) If χ = lim sup
k→+∞

k
√
χk < 1, then lim

k→+∞
χk = 0 and {χk}k∈N, {φk}k∈N ∈ `1+. Since also {hk}k∈N ∈ `1+,

hence the convolution {
∑k

j=0 φk−jhj}k∈N ∈ `1+, as a result, {χk d2
0 +

∑k
j=0 φk−jhj}k∈N ∈ `1+ and

so is {d2
k}k∈N.

If εk = 0, then from (3.3.6) we have lim
k→+∞

k
√
dk ≤ lim sup

k→+∞
k
√
χk < 1.

(iii) If 0 < infk∈N λk ≤ supk∈N λk < 1, then there exists ζ = supk∈N κ
2/(κ2 + τk) < 1 which concludes

the result.

Remark 3.3.4.
(i) If the iteration is exact, i.e. εk ≡ 0, then we have dk+1 ≤ (

√
ζ)kd0 .

(ii) When the fixed point is a singleton, Theorem3.3.3 holds replacing dk by ||zk − z?||.
(iii) For simplicity, suppose the iteration is exact, and let z? ∈ fix(F) such that dk = ||zk − z?||. Then

we have
||ek||2 = ||zk − z? + Fz? − Fzk||2 ≤ 4d2

k,

which means locally, ||ek|| also converges linearly to 0 given that
∑

k∈N τk = +∞.

(iv) As far as the claim in (iii) of Theorem3.3.3 is concerned, if ∃ξ ∈]0, 1[ such that hk = O(ξk), then
(a) If ξ < ζ, then d2

k+1 = O(ζk).

(b) If ξ = ζ, then d2
k+1 = O(kζk) = o

(
(ζ + δ)k

)
, δ > 0.

(c) If ξ > ζ, then d2
k+1 = o(ξk).

Theorem3.3.3 extends readily to the α-averaged case.

Corollary 3.3.5. If F is α-averaged, then Theorem3.3.3 holds by substituting λkα for λk and κα for
κ, and moreover λk ∈]0, 1/α].

Remark 3.3.6.
(i) When λk ≡ λ and εk ≡ 0, our second rate estimate in (3.3.3) encompasses that of [22, Lemma3.8].

(ii) Equivalent characterizations of metric sub-regularity can be given, for instance in terms of deriva-
tive criteria. In particular, as F′ is single-valued, metric sub-regularity of F′ holds if F′ is differ-
entiable on a neighbourhood of z? with non-singular derivatives at z around z?, and the operator
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norms of their inverses are uniformly bounded [74, Theorem 1.2]. Computing the metric regularity
modulus κ is however far from obvious in general even for the differentiable case.

3.3.2 Two examples

To make the above result easier to grasp, we now discuss two illustrating examples.

Douglas–Rachford with two subspaces in R2 Let T1 and T2 two subspaces in R2 forming an
angle of θ ∈]0, π/2[. Consider the problem of finding T1 ∩ T2 = {0} using Douglas–Rachford splitting.
Following [22, Example 2.3 and 2.5], the fixed-point operator of DR for this case reads

FDR =

 cos2(θ) − sin(θ) cos(θ)

sin(θ) cos(θ) cos2(θ)

 .
It is then easy to check that F′

DR
= Id − FDR is such that ||F′

DR
(z)|| = sin(θ)||z||, hence metrically

sub-regular with modulus 1/ sin(θ). It then follows from (3.3.3) that the rate estimate is

ζk = 1− (2− λk)λk sin2(θ) = (1− λk)2 + λk(2− λk) cos2(θ) ∈]0, 1[, (3.3.7)

for λk ∈]0, 2[. This is exactly the optimal rate estimate provided in [118, 18] (see also Chapter 7).
Observe that as remarked in [118], the best rate ζk ≡ cos2(θ) is obtained for λk ≡ 1 (i.e. no relaxation).

θ = π
4

z1

z2
z3

z4

z5

(a)

0 10 20 30 40 50 60 70

k
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10 -6

10 -2

ke
k
k

Practical observation
Theoretical estimation

(b)

Figure 3.1: Example of finding the intersection of two subspace in R2 using DR method. (a) two lines
intersect with the angle π/4. (b) convergence profile of {||zk − zk+1||}k∈N.

Figure 3.1 shows an example of the above problem, where the angle between the two lines is θ = π/4.
The non-relaxed DR iteration is applied, and the dots in (a) of Figure 3.1 is the sequence {zk}k∈N.
The convergence profile of {||zk − zk+1||}k∈N is shown in figure (b), where the solid line stands for
the practical observation and dashed line for the theoretically predicted profile using (3.3.3). From
(3.3.7) and (i) of Remark 3.3.4, we have ζ = cos2(θ), hence our rate estimate of {||zk − zk+1||}k∈N is√
ζ =
√

2/2.

Gradient descent The second example is the gradient descent. Consider minimizing a smooth
convex function F : Rn → R whose gradient ∇F is Lipschitz continuous, and moreover F is locally
C2-smooth and strongly convex on a closed convex neighbourhood S ⊂ Rn a minimizer. F admits
a unique minimizer, and without loss of generality, we assume it is 0. Let η, η be the local strong
convexity modulus of F and the Lipschitz constant of ∇F respectively. Then η > 0 is equivalent
metric sub-regularity of ∇F at 0 for 0 with modulus 1/η [6, Theorem3.5].
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For simplicity, consider the non-relaxed gradient descent [147] for minimizing F with constant step-
size, i.e. xk+1 = (Id− γ∇F )(xk) where γ ∈]0, 2/η[. Define FGD

def
= Id− γ∇F which is (γη/2)-averaged

(Lemma 2.3.9), then it is easy to see that the above iteration is a special case of (3.1.1) without error.
Define

F′
GD

def
= Id− FGD = γ∇F.

By virtue of [75, Theorem 4B.1], F′
GD

is metrically regular, hence sub-regular, and the metric regularity
modulus κ = 1/(γη). In fact, we could have anticipated this directly from the local strong monotonicity
of ∇F . Specializing the rate of Theorem 3.3.3, we get

ζ = 1− t(2− t)
cnd2 ∈ [0, 1[,

where we set t = γη ∈]0, 2[, and cnd = η/η can be seen as the condition number of the Hessian of F
along S. It is obvious that the smallest ζ is attained for t = 1, i.e. γ = 1/η.

An experiment is demonstrated in Figure 3.2, where the step-size is chosen as γ = 1/(2η). The
convergence profiles of ||ek|| = ||xk−xk+1|| is plotted. For the legends of the plots, “T” means theoretical
predictions while “P” for practical observation. As predicted by our result, the convergence profile
exhibits two regimes, a global sub-linear one, and a local linear one.
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Figure 3.2: Global and local convergence profiles of gradient descent minimizing F with (η, η) = (0.8, 1).
The step-size is chosen as γ = 1/(2η).

3.4 Applications to operator splitting methods

In this section, we apply the obtained results to conduct quantitative convergence analysis for a class
of operator splitting methods in the literature, and mainly focus on the global convergence rates. For
the methods introduced in Section 2.4 (PPA, FB, DR/ADMM, Primal–Dual splitting), out results can
be adapted to them readily. In to following, we focus on mainly 3 operator splitting methods, the
GFB, DR/ADMM and a Primal–Dual splitting method.

3.4.1 Generalized Forward–Backward splitting

The generalized Forward–Backward splitting method [148] considers solving the following monotone
inclusion problem, let m > 1 be an integer,

find x ∈ H such that 0 ∈
(
B +

∑m
i=1Ai

)
(x), (3.4.1)

where B : H → H still is β-cocoercive for some β > 0, and
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(i) Ai : H⇒ H is maximal monotone for each i ∈ {1, ...,m}.
(ii) zer(B +

∑
i Ai ) 6= ∅.

By lifting problem (3.4.1) into a product space, GFB achieves full splitting by applying the resolvent
of each Ai ’s implicitly and B explicitly. The inexact form of GFB method is described in Algorithm3.

Algorithm 3: Inexact generalized Forward–Backward splitting
Initial: Let (ωi )i ∈]0, 1[m such that

∑m
i=1 ωi = 1, γ ∈]0, 2β[.

repeat
Let λk ∈]0, 4β−γ

2β [, ε1,k, ε2,i ,k ∈ H:
For i ∈ {1, · · · ,m}⌊
zi ,k+1 = zi ,k + λk

(
J γ
ωi
Ai (2xk − zi ,k − γB(xk) + ε1,k) + ε2,i ,k − xk

)
,

xk+1 =
∑m

i=1ωizi ,k+1.

(3.4.2)

k = k + 1;
until convergence;

GFB recovers FB when m = 1. If B = 0, then GFB recovers DR in the product space.

Product space of GFB Let (ωi )i ∈]0,+∞]m , let H = Hm be the product space endowed with the
scalar product and norm defined by

∀x,x′ ∈H, 〈〈x,x′〉〉 =
∑m

i=1ωi 〈xi , x
′
i 〉, ||x|| =

√∑m
i=1ωi ||xi ||2.

Define Id the identity operator on H.
Let S = {x = (xi )i ∈ H|x1 = · · · = xm} and its orthogonal complement S⊥ =

{
x = (xi )i ∈

H|
∑m

i=1 ωixi = 0
}
⊂H. We also define the canonical isometry C : H → S, x 7→ (x, · · · , x). We have

∀z ∈H,
PS(z)

def
= C

(∑m
i=1ωizi

)
.

Clearly PS is self-adjoint, and its reflection operator is RS
def
= 2PS − Id.

Let γ = (γi )i ∈ ]0,+∞[m . For maximal monotone operators Ai , i ∈ {1, ...,m} on H, define the
operator γA : H⇒H,x = (xi )i 7→ ×m

i=1γiAi (xi ), i.e. its graph is

gra(γA) =×m

i=1gra(γiAi ) =
{

(x,u) ∈H2|x = (xi )i , u = (ui )i , ui ∈ γiAi (xi )
}
.

For a single-valued maximal monotone operator B, denote B : H → H, x = (xi )i 7→ (B(xi ))i . It
is immediate to check that both γA and B are maximal monotone. We also define the operators
BS = BPS , JγA = (JγiAi )i and RγA = 2JγA − Id.

3.4.1.1 Fixed point formulation of GFB

Follow the product space, define the following 2 operators that act on H,

F1,γ =
1
2

(RγARS + Id), F2,γ = Id− γBS . (3.4.3)

Lemma 3.4.1. For the two operators defined in (3.4.3), the following statements hold:
(i) The composed operator FGFB = F1,γF2,γ is 2β

4β−γ -averaged.

(ii) ∀γ ∈]0,+∞[m , there exists a maximal monotone operator A′γ : H⇒H such that F1,γ = JA′γ .

Proof. (i) Lemma 2.4.10 and 2.4.7. (ii) Lemma 2.3.8, or see [148, Proposition 4.15].
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Define ui ,k+1
def
= J γ

ωi
Ai (2xk − zi ,k − γB(xk)), i ∈ {1, ...,m}, then the iterates of Algorithm 3 can be

reformulated to the following:
For i = 1, · · · ,mui ,k+1 = J γ

ωi
Ai (2xk − zi ,k − γB(xk)),

zi ,k+1 = zi ,k + λk(ui ,k+1 + εi ,k − xk),

xk+1 =
∑m

i=1ωizi ,k+1,

where εi ,k = (J γ
ωi
Ai (2xk − zi ,k − γB(xk) + ε1,k) + ε2,i ,k) − ui ,k+1. Let ε1,k = C(ε1,k), ε2,k = (ε2,i ,k)i ,

then we can obtain the fixed point iteration of GFB.

Lemma 3.4.2 (Fixed point formulation of GFB). Let γ =
( γ
ωi

)
i , then Algorithm 3 is equivalent

to the following inexact relaxed fixed point iteration,{
zk+1 = zk + λk

(
F1,γ(F2,γ(zk) + ε1,k) + ε2,k − zk

)
,

xk+1 =
∑m

i=1ωizi ,k+1.
(3.4.4)

Proof. Start from Algorithm 3, we have

zk+1 = zk + λk
(
JγA

(
(2PS − 2γBS − Id + γBS)(zk) + ε1,k

)
− 1

2

(
(2PS − 2γBS − Id + γBS)(zk) + ε1,k

)
+ 1

2
(zk − γBS(zk) + ε1,k) + ε2,k − zk

)
= zk + λk

(
JγAPS(F2,γ(zk) + ε1,k)− 1

2
PS(F2,γ(zk) + ε1,k)

+ 1
2
(F2,γ(zk) + ε1,k) + ε2,k − zk

)
= zk + λk

(1
2
(2JγA − Id)PS(F2,γ(zk) + ε1,k) + 1

2
(F2,γ(zk) + ε1,k) + ε2,k − zk

)
= zk + λk

(1
2
RγARS(F2,γ(zk) + ε1,k) + 1

2
(F2,γ(zk) + ε1,k) + ε2,k − zk

)
= zk + λk

(
F1,γ(F2,γ(zk) + ε1,k) + ε2,k − zk

)
.

Equivalence PS(F2,γ(zk) + ε1,k) = RS(F2,γ(zk) + ε1,k) is applied above since F2,γ(zk) + ε1,k ∈ S.

To lighten the notation, let FGFB = F1,γF2,γ , then (3.4.4) can be written as

zk+1 = zk + λk(FGFB(zk) + εk − zk), (3.4.5)

where εk = (F1,γ(F2,γ(zk)+ε1,k)+ε2,k)−FGFB(zk). Obviously, (3.4.4) is exactly in the form of (3.1.1).
Therefore, the GFB iterates converge weakly [148, Theorem 4.1], and obey the convergence rates in
Theorem 3.2.1 and 3.2.4. Moreover, we can establish certain convergence rates for the structured
monotone inclusion (3.4.1).

3.4.1.2 Convergence rates of GFB

Define the following variables

gk+1 = 1
γ
xk −B(xk)− 1

γ

∑
i ωiui ,k+1, ḡk+1 = 1

γ
x̄k −B(x̄k)− 1

γ

∑m
i=1 ωi ūi ,k+1,

x̄k = 1
k + 1

∑k

j=0 xj , ūi ,k+1 = 1
k + 1

∑k

j=0 ui ,j+1, i ∈ {1, ...,m}.

Proposition 3.4.3. We have gk+1 ∈
∑

i Aiui ,k+1. Moreover,
(i) If 0 < infk∈N λk ≤ supk∈N λk < 4β−γ

2β , {(k + 1)||ε1,k||}k∈N ∈ `1+ and ∀i ∈ {1, ...,m}, {(k +

1)||ε2,i ,k||}k∈N ∈ `1+, then

d
(
0,
∑

iAiui ,k+1 +B(
∑

iωiui ,k+1)
)
≤ 1
γ

√
d20 + C1
τ(k + 1)

.
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(ii) If λ = infk∈N λk > 0, {λk||ε1,k||}k∈N ∈ `1+ and {λk||ε2,i ,k||}k∈N ∈ `1+, ∀i ∈ {1, ...,m}, then

||ḡk+1 +B(
∑

iωi ūi ,k+1)|| ≤ 2(d0 + C2)
γλ(k + 1)

.

C1, C2 are the constants in Theorem 3.2.1 and 3.2.4 respectively.

Remark 3.4.4. The rate in (i) above in fact is o(1/
√
k) ((i) of Remark 3.2.2).

Proof.
(i) From the definition of ui ,k+1 and the resolvent equation (2.4.1), we have

2xk − zi ,k − γB(xk)− ui ,k+1 ∈ γ
ωi
Ai (ui ,k+1)

⇐⇒ ωi

γ

(
2xk − zi ,k − γB(xk)− ui ,k+1 + γB(

∑
iωiui ,k+1)

)
∈Ai (ui ,k+1) + ωiB(

∑
iωiui ,k+1).

Then sum up over i to get
1
γ
xk −B(xk)− 1

γ

∑
i ωiui ,k+1 +B(

∑
iωiui ,k+1) ∈

∑
iAi (ui ,k+1) +B(

∑
iωiui ,k+1).

For the summability of the errors, we have∑
k∈N(k + 1)||εk|| ≤

∑
k∈N(k + 1)||ε1,k|| +

∑
k∈N(k + 1)||ε2,k||

≤
∑

k∈N(k + 1)||ε1,k||+
∑m

i=1wi
∑

k∈N (k + 1)||ε2,i ,k|| < +∞,

hence Theorem3.2.1 applies. Combining this with the fact that Id − γB is non-expansive
(Lemma2.3.9), we obtain

d
(
0,
∑

iAi (ui ,k+1) +B(
∑

iωiui ,k+1)
)

≤ ||gk+1 + γB(
∑

iωiui ,k+1)|| = 1
γ
||(Id− γB)xk − (Id− γB)(

∑
iωiui ,k+1)||

≤ 1
γ
||xk −

∑
iωiui ,k+1|| ≤

1
γ
||xk − uk+1|| ≤ 1

γ
||ek|| ≤ 1

γ

√
d20 + C1
τ(k + 1)

.

(ii) Again, one can check that indeed (λk||εk||) ∈ `1+. Thus, owing to Theorem 3.2.4 and the non-
expansiveness of Id− γB, we have

||ḡk+1 +B(
∑

iωi ūi ,k+1)|| = 1
γ
||(Id− γB)(x̄k)− (Id− γB)(

∑
iωi ūi ,k+1)||

≤ 1
γ
||x̄k −

∑
iωi ūi ,k+1|| ≤

1
γ
||x̄k − ūk+1||

≤ 1
γ(k + 1)

||∑k
j=0 (zj+1 − zj − λjεj)/λj||

≤ 1
γλ(k + 1)

(
||z0 − zk+1|| +

∑k

j=0λj||εj||
)
≤ 2(d0 + C2)

γλ(k + 1)
.

Where xk = C(xk), uk = (ui ,k)i and x̄k, ūk+1 are defined accordingly.

Remark 3.4.5.
(i) Proposition 3.4.3 indicates that GFB provides an ε-accurate solution in at most O(1/ε) iterations

for the criterion d(0,
∑

iAi (ui ,k) + B(
∑

iωiui ,k))
2 ≤ ε, which also recovers the sub-differential

stopping criterion of the FB method when m = 1. This can then be viewed as a generalization of
the best-known complexity bounds of the gradient descent method [133].

(ii) In [40], the following problem is considered

find x ∈ H such that 0 ∈ (A+B + NS)(x), (3.4.6)

where
(a) A : H⇒ H is maximal monotone, B : H → H be β-cocoercive with β > 0.

(b) S is a closed vector subspace of H.
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(c) zer(A+B + NS) 6= ∅.
A so-called Forward–Douglas–Rachford splitting (FDR) is proposed to solve the above problem
whose iteration is, with proper choice of parameters

zk+1 = (1− λk)zk +
λk
2

(Id + RγARNS )(Id− γPSBPS)(zk),

xk+1 = PS(zk+1).
(3.4.7)

By form, FDR shares the same structure as GFB. Therefore, FDR also obeys the convergence
rate established in Section 3.2.

(iii) Using the transportation formula of the cocoercive operators in [162, Lemma 2.8], one can write the
non-relaxed and exact GFB into the HPE framework introduced there, and derive the convergence
rate [128] as discussed in the related work. However, it should be pointed out that, to establish the
convergence rates for GFB under the HPE framework, neither relaxation nor errors can handle,
and the convergence rate is non-uniform [128]1.

3.4.2 Douglas–Rachford splitting and ADMM

For the monotone inclusion problem (3.4.1), let B = 0, m = 2, then (3.4.1) becomes the problem we
presented in Section 2.4.3.2 for the Douglas–Rachford splitting. Different from the DR iteration in
(2.4.10), let us consider the inexact version of it, which is described below.

Algorithm 4: Inexact Douglas–Rachford splitting
Initial: γ > 0, z0 ∈ H and x0 = JγA2(z0).
repeat

Let λk ∈]0, 2], let ε1,k, ε2,k+1 ∈ H:⌊
zk+1 = (1− λk)zk + λk

(
zk + JγA1(2xk − zk) + ε1,k − xk

)
,

xk+1 = JγA2(zk+1) + ε2,k+1.
(3.4.8)

k = k + 1;
until convergence;

If we compose A1 with some bounded linear operator L : H → G, then the problem would become

find x ∈ H such that 0 ∈ (L∗A1L+A2)(x). (3.4.9)

One well-known method to solve the above problem is the ADMM which is DR method applied to the
dual of (3.4.9) [78], see Section 7.6 for more details. Therefore, in the following we discuss only the
DR method.

DR (3.4.8) takes exactly the form (3.1.1) with

FDR = 1
2
(RγA1RγA2 + Id),

εk =
(1

2
(RγA1(RγA2(zk) + 2ε2,k) + zk)− FDR(zk)

)
+ ε1,k,

(3.4.10)

see e.g. [57]. Moreover, we have FDR ∈ A(1
2) and (εk)k∈N ∈ `1+ owing to the summability of

{ε1,k}k∈N, {ε2,k}k∈N. There if {λk(2 − λk)}k∈N /∈ `1+, the DR iterates then obey the convergence
rates in Section 3.2.

1Let (xk, vk) ∈ gra(A) be a sequence generated by an iterative method for solving the monotone inclusion problem
0 ∈ A(x), then the non-uniform convergence rate means that for every k ∈ N, there exists a j ≤ k such that ||vj || =

O(1/
√
k).
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Next, we turn to the corresponding monotone inclusion problem (2.4.9), and develop a criterion
similar to Proposition 3.4.3. Define

uk+1 = JγA1(2xk − zk), vk+1 = JγA2(zk+1),

gk+1 = 1
γ

(2xk − zk − uk+1 + zk+1 − vk+1).

Proposition 3.4.6. We have gk+1 ∈ A1(uk+1) +A2(vk+1). Moreover, if 0 < infk∈N λk ≤ supk∈N λk <

2, {(k + 1)||ε1,k||}k∈N, {(k + 1)||ε2,k||}k∈N ∈ `1+, then

d
(
0, A1(uk+1) +A2(vk+1)

)
≤ 1 + λk

γ

√
d20 + C1
τ(k + 1)

+ o(1/(k + 1)), (3.4.11)

whered0 and C1 are those defined in Theorem 3.2.1.

Remark 3.4.7. The rate can be improved to o(1/
√
k) as pointed in (i) of Remark 3.2.2.

Proof. From (3.4.8), we have

2xk − zk − uk+1 ∈ γA1(uk+1) and zk+1 − vk+1 ∈ γA2(vk+1),

whose sum leads to
gk+1 = 1

γ
(2xk − zk − uk+1 + zk+1 − vk+1)

= 1
γ

(
2xk − zk −

(
1
λk

(zk+1 − zk) + xk − ε1,k

)
+ zk+1 − vk+1

)
= 1

γ

(
xk − zk − 1

λk
(zk+1 − zk) + ε1,k + zk+1 − vk+1

)
= 1

γ

(
(vk − zk)− (vk+1 − zk+1) + 1

λk
(zk − zk+1) + ε1,2,k

)
∈ A1(uk+1) +A2(vk+1),

where ε1,2,k = ε1,k + ε2,k. Note that vk − zk = (Id− JγA2)(zk) and (Id− JγA2) is firmly non-expansive
(Lemma 2.3.10), whence we get

d
(
0, A1(uk+1) +A2(vk+1)

)
≤ ||gk+1||

= 1
γ
||(vk − zk)− 1

λk
(vk+1 − zk+1) + (zk − zk+1) + εk + ε1,2,k − εk||

≤ 1
γ

(||zk − zk+1||+ ||ek||+ ||ε1,2,k − εk||) ≤ 1
γ

(||zk − zk+1 + λkεk − λkεk||+ ||ek||)

≤ 1
γ

(λk||ek+1||+ λk||εk||+ ||ek||+ ||ε1,2,k − εk||) ≤ 1 + λk
γ
||ek||+ 1

γ

(
λk||εk||+ ||ε1,2,k − εk||

)
.

(3.4.12)

For the error ||εk||, we have

||εk|| ≤ 1
2
||RγA1(RγA2(zk) + 2ε2,k)− RγA1RγA2(zk)||+ ||ε1,k|| ≤ ||ε1,k||+ ||ε2,k||, (3.4.13)

and similarly
||εk − ε1,2,k|| ≤ 2||ε2,k||. (3.4.14)

Denote ck = 1
γ ((2 +λk)||ε2,k||+ ||ε1,k||), since {(k+ 1)||ε1,k||}k∈N, {(k+ 1)||ε2,k||}k∈N ∈ `1+, then we have

||ε1,k|| = o(1/(k + 1)) and ||ε2,k|| = o(1/(k + 1)), which means ck = o(1/(k + 1)). Combining this with
(3.4.12) leads to the first claim of the proposition.

Remark 3.4.8. The obtained convergence rate can be readily adapted to the ADMM method, by
exploiting the fact that ADMM is nothing but DR applied to the Fenchel dual of the problem. In
particular, one can then show that the pointwise convergence rate of ADMM is indeed O(1/

√
k). A

similar result in the exact case is presented in [93].

3.4.3 A Primal–Dual splitting method

In [173], a more general monotone problem which involves parallel sums is considered. Let m be a
strictly positive integer and index i ∈ {1, ...,m}, and (ωi )i ∈]0, 1[m such that

∑
i ωi = 1. Consider the

following primal monotone inclusion problem,

find x ∈ H such that 0 ∈ (A+B)(x) +
∑

iωiL
∗
i
(
(Ci�Di )(Lix− ri )

)
, (3.4.15)
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where
(i) A : H⇒ H is maximal monotone, B : H → H is βB -cocoercive for some βB > 0.

(ii) Li : H → Gi is a non-zero bounded linear operator.

(iii) Ci , Di : Gi ⇒ Gi are maximal monotone, Di is βDi
-strongly monotone for some βDi

> 0.
The dual problem of (3.4.15) reads,

find (v1 ∈ G1, ..., vm ∈ Gm) such that (∃x ∈ H)

{
0 ∈ (A+B)(x) +

∑
iωiL

∗
i v,

0 ∈ (C−1
i +D−1

i )(vi )− Lix+ ri ,
(3.4.16)

denote by P and D the solution sets of (3.4.15) and (3.4.16) respectively.
(iv) The set of minimizers of (3.4.15) and (3.4.16), i.e. P and D, are both non-empty.
In [173], the author proposed a Primal–Dual splitting method described in Algorithm 5 to solve the

above problem, whose inexact iteration is given below. Given γA , (γCi
)i > 0, define

β = min{βB , βD1
, ..., βDm

}min
{

1
γA
, 1
γC1

, ..., 1
γCm

}(
1−

√
γA
∑

i γCi
ωi‖Li‖2

)
.

Algorithm 5: An inexact Primal–Dual splitting
Initial: Choose γA , (γCi

)i > 0 such that 2β > 1, and x0 ∈ H, vi ,0 ∈ Gi ;
repeat

Let λk ∈]0, 4β−1
2β ], (ε1,k, ε2,k) ∈ H and (ε3,i,k, ε4,i,k) ∈ Gi for i ∈ {1, ...,m}:

pk+1 = Jγ
A
A

(
xk − γA(

∑
iωiL

∗
i vi ,k +B(xk) + ε1,k)

)
+ ε2,k,

x̄k+1 = 2pk+1 − xk,
xk+1 = xk + λk(pk+1 − xk),
For i = 1, · · · ,m qi ,k+1 = Jγ

Ci
C−1

i

(
vi ,k + γCi

(Li x̄k+1 −D−1
i (vi ,k)− ε3,i ,k − ri )

)
+ ε4,i ,k,

vi ,k+1 = vi ,k + λk(qi ,k+1 − vi ,k).

(3.4.17)

k = k + 1;
until convergence;

A very similar problem to (3.4.15) is considered in [62], where the authors consider the same problem
but without the weight parameter ωi. The main difference of the two algorithms is the product space
which will be introduced shortly, and they are the same when m = 1, see Chapter 8 for the method
proposed in [62]. Algorithm 5 recovers the method in [66] when m = 1, r = 0, D = 0, and the method
proposed in [51] if moreover B = 0 and λk ≡ 1.

Fixed point formulation In this part, we recall briefly the fixed-point formulation corresponding to
(5) whose detailed derivation can be found in [173, Section 3]. Define the product space G = G1×· · ·×Gm

endowed with the scalar product 〈〈v1,v2〉〉G =
∑m

i=1 ωi 〈v1,i, v2,i〉Gi and associated norm || · ||G . Let
K = H⊕G be the Hilbert direct sum with the scalar product 〈〈(x1,v1), (x2,v2)〉〉K = 〈x1, x2〉+〈〈v1,v2〉〉G
and norm || · ||K.

Define the following operators on K,

C : K⇒ K, (x,v) 7→ (A(x))× (r1 + C−1
1 (v1))× · · · × (rm + C−1

m (vm)),

D : K→ K, (x,v) 7→ (
∑

iωiL
∗
i vi ,−L1x, · · · ,−Lmx),

E : K→ K, (x,v) 7→ (B(x), D−1
1 (v1), · · · , D−1

m (vm)),

V : K→ K, (x,v) 7→ ( 1
γ
A
x−∑iωiL

∗
i vi ,

1
γ
Ci
v1 − L1x, · · · , 1

γ
Cm
vm − Lmx).
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It can be shown that C and D are maximal monotone, E is β-cocoercive, and V is self-adjoint and
η-strongly positive. Then the fixed point equation of (5) is [173]

zk+1 = zk + λk
(
JA(zk −B(zk)− ε2,k) + ε1,k − zk

)
, (3.4.18)

where A = V−1(C +D), B = V−1E, zk = (xk, v1,k, · · · , vm,k), and the errors are

ε1,k = (ε2,k, ε4,1,k, · · · , ε4,m,k), ε3,k = (ε1,k, ε3,1,k, · · · , ε3,n,k),

ε4,k = ( 1
γ
A
ε2,k,

1
γ
C1

ε4,1,k, · · · , 1
γ
Cm
ε4,m,k), ε2,k = V−1

(
(D +E)(ε1,k) + ε3,k − ε4,k

)
.

Iteration (3.4.18) has the structure of FB, and by Remark 2.3.12, the fixed-point operator

FPD = JA(Id−B) ∈ A( 2β
4β−1).

Thus, (3.4.18) is a special instance of (3.1.1). In addition, since ε1,k and ε2,k (resp. ε3,i,k and ε4,i,k)

are summable in H (resp. in Gi ), so are ε1,k and ε2,k in K. Therefore, the iterates (3.4.17) obey the
convergence rates in Section 3.2.

Observing that fix(FPD) = zer(A+B) = zer(C +D +E), we also have the following bounds. We
will denote δ = max{ 1

γ
A
, 1
γ
C1

, . . . , 1
γ
Cm
}, τ = infk∈N λk(

4β−1
2β − λk), and

gk+1 = 1
λk

(zk+1 − (1− λk)zk)− εk,

where εk = (JA(zk −B(zk)− ε2,k) + ε1,k)− JA(zk −B(zk)).

Proposition 3.4.9. Suppose 0 < infk∈N λk ≤ supk∈N λk <
2β

4β−1 , {(k + 1)||εj,k||}k∈N ∈ `1+, j = 1, 2,
and {(k + 1)||εj,i ,k||}k∈N ∈ `1+, j = 3, 4. Then

d
(
0, (A+B)(gk+1)

)
≤ 2δ

η

√
d20 + C1
τ(k + 1)

,

where C1 < +∞ and d0 = infz∈fix(F
PD

) ||z0 − z||K.

The proof is similar to that of Proposition 3.4.3 and will not be included here, moreover it can be
improved to o(1/

√
k). Again, Proposition 3.4.9 can serve as a stopping criterion for the primal-dual

monotone inclusion (3.4.15)-(3.4.16). An ergodic bound can also be derived. However, for the sake of
brevity, we choose to omit the presentation of the result.

3.5 The non-stationary case

The fixed-point iteration discussed in Section 3.2 is stationary, namely, the fixed-point operator F of
(3.1.1) is fixed along the iterations. In this section, we study the non-stationary version of it, and
show that, the non-stationary case can be seen as a perturbation of the stationary one. Moreover the
iterates are convergent if the extra perturbation error is absolutely summable.

3.5.1 General convergence analysis

The definition of non-stationary Krasnosel’skĭı-Mann iteration is given below.

Definition 3.5.1 (Non-stationary Krasnosel’skĭı-Mann iteration). Let FΓ : H → H be a non-
expansive operator depending on a parameter Γ. Let λk ∈]0, 1]. Then the non-stationary Krasnosel’skĭı-
Mann iteration is defined by

zk+1 = zk + λk
(
FΓk

(zk) + εk − zk
)

= F
Γk,λk

(zk) + λkεk, (3.5.1)

with F
Γk,λk

= λkFΓk
+ (1 − λk)Id. If we define εΓk

= (FΓk
− FΓ)(zk), πk = εΓk

+ εk, then (3.5.1) can
be rewritten as

zk+1 =
(
λkFΓ + (1− λk)Id

)
(zk) + λkπk = F

Γ,λk
zk + λkπk, (3.5.2)
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where F
Γ,λk

= λkFΓ + (1− λk)Id. The corresponding residual ek of (3.5.1) becomes

ek =
zk − zk+1

λk
+ πk.

Comparing (3.5.2) to Definition 3.1.1, a new error sequence πk is introduced. To obtain convergence
of the non-stationary iteration, we adapt arguments from [104] (Banach spaces endowed with an
appropriate compatible topology) and [105] (real Hilbert spaces). For convenience, we recall that
τ = infk∈N λk(1− λk).

Theorem 3.5.2 (Convergence of (3.5.1)). Assume the following holds:
(A.1) fix(FΓ) 6= ∅.
(A.2) ∀k ∈ N, F

Γk,λk
is (1 + βk)-Lipschitz with βk ≥ 0, and {βk}k∈N ∈ `1+.

(A.3) λk ∈]0, 1[ such that τ > 0.

(A.4) {λk||εk||}k∈N ∈ `1+.
(A.5) ∀ρ ∈ [0,+∞[, the sequence {λk∆k,ρ}k∈N ∈ `1+, where

∆k,ρ = sup
||z||≤ρ

||FΓk
(z)− FΓ(z)||. (3.5.3)

Then {ek}k∈N converges strongly to 0, and {zk}k∈N converges weakly to a point z? ∈ fix(FΓ).

Proof. For the sequence {zk}k∈N generated by (3.5.1), and z? ∈ fix(FΓ), we have

||zk+1 − z?|| = ||FΓk,λk
(zk) + λkεk − F

Γ,λk
(z?)||

≤ ||F
Γk,λk

(zk)− F
Γk,λk

(z?)||+ ||F
Γk,λk

(z?)− F
Γ,λk

(z?)||+ λk||εk||

≤ (1 + βk)||zk − z?||+ λk∆k,||z?|| + λk||εk||.

As {βk}k∈N, {λk||εk||}k∈N and {λk∆k,||z?||}k∈N are summable by assumptions (A.2), (A.4) and (A.5), it
follows from [147, Lemma 2.2.2] that the sequence {||zk−z?||}k∈N converges, hence bounded. Therefore,
zk is bounded in norm by some ρ ∈ [0,+∞[. This implies that

||zk+1 − F
Γ,λk

(zk)|| = ||FΓk,λk
(zk) + λkεk − F

Γ,λk
(zk)|| ≤ λk(∆k,ρ + ||εk||).

In other words, the (inexact) non-stationary iteration (3.5.1) can be seen as a perturbed version of the
(inexact) stationary one with an extra-error term which is summable owing to (A.5). The rest of the
proof follows by applying [104, Proposition 2.1 and Remark 2.2] (see also [39, Remark 14]) using (A.1)
and (A.3).

If FΓk
were non-expansive, then obviously (A.2) is in force, and in turn, Theorem3.5.2 holds. In the

specific scenario where ∀k ∈ N, FΓk
is αk-averaged, αk ∈]0, 1], we can further refine the choice of λk.

Here we take a different route from the one in [57]. By definition, ∀k ∈ N, there exists a non-expansive
operator FΓk

: H → H such that FΓk
= αkFΓk

+ (1− αk)Id. Let FΓ be a non-expansive operator, and
λ′k = αkλk. We have the following corollary.

Corollary 3.5.3. Assume that
(A′.1) fix(FΓ) 6= ∅.
(A′.2) ∀k ∈ N, FΓk

is αk-averaged, αk ∈]0, 1].

(A′.3) λk ∈]0, 1
αk

] such that infk∈N λ
′
k(1− λ′k) > 0.

(A′.4) {λ′ek||εk||}k∈N ∈ `1+.
(A′.5) ∀ρ ∈ [0,+∞[, {λ′k∆k,ρ}k∈N ∈ `1+, where ∆k,ρ = sup||z||≤ρ ||FΓk

(z)− FΓ(z)||.
Then {ek}k∈N converges strongly to 0, and {zk}k∈N converges weakly to a point z? ∈ fix(FΓ).
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Assumptions (A.4)-(A.5) of Theorem 3.5.2 imply that∑
k∈Nλk||πk|| ≤

∑
k∈Nλk(||εΓk

||+ ||εk||) < +∞.

Therefore, if we can further impose a stronger summability assumption on {πk}k∈N as in Theorem3.2.1,
then we can obtain the iteration-complexity bounds for the non-stationary iteration (3.5.1) as well. This
is stated in the following result. Recall Λk =

∑k

j=0λj , ēk = 1
Λk

∑k

j=0λjej , and d0 = infz∈fix(F
Γ

) ||z0−z||.

Proposition 3.5.4. Assume that (A.1) holds, and that ∀k ∈ N,FΓk
is non-expansive.

(i) Suppose that (A.3) is verified, {(k + 1)||εk||}k∈N ∈ `1+ and {(k + 1)∆k,ρ}k∈N`1+, ∀ρ ∈ [0,+∞[,
where ∆k,ρ is given by (3.5.3). Then,

||ek|| ≤
√

d20 + C1
τ(k + 1)

,

where C1 is a bounded constant (see Theorem3.2.1).

(ii) Suppose that λk ∈]0, 1] such that (A.4)-(A.5) are verified. Then

||ēk|| ≤
2(d0 + C2)

Λk

where C2 is a bounded constant (see Theorem3.2.4). In particular, if infk∈N λk > 0, we get O(1/k)

ergodic convergence rate.

Proof.
(i) By assumption, we have

∑
k∈N(k + 1)||πk|| < +∞. All assumptions of Theorem3.2.1 are then

fulfilled and the result follows.

(ii) Similarly all required assumptions to apply Theorem3.2.4 are in force.

Remark 3.5.5.
(i) The convergence rate of ||ek|| can be improved to o(1/

√
k) as pointed out in (i) of Remark 3.2.2.

(ii) If metric sub-regularity assumption is imposed on Id−FΓ , a result similar to Theorem 3.3.3 can
be stated. But now, we have ck = ν1λk(||εk||+ ∆k,ρ). So the actual local convergence behaviour
depends also on the additional perturbation error brought by non-stationarity as captured by
∆k,ρ, even in the exact case. Thus, similarly to Remark 3.3.4, if ||εk|| and ∆k,ρ converge linearly,
then so does dk = d(zk,fix(FΓ)) locally. If the non-stationary error ∆k,ρ decays sub-linearly, then
it dominates.

3.5.2 Application to the non-stationary GFB

As discussed in Section 3.4.1, the fixed-point operator FGFB of GFB depends on a parameter γ, for
the sake of appearance, we denote Fγ

def
= FGFB in this section. Now let γ vary along the iteration, and

denote the following operators

F1,γk = 1
2
(RγkAPS + Id), F2,γk = Id− γkBS and Fγk = F1,γkF2,γk .

Recall that for {γk}k∈N ∈]0, 2β[, Fγk is αk-averaged with αk = 2β
4β−γk , and Fγ is α-averaged with

α = 2β
4β−γ , for γ ∈]0, 2β[. Moreover, there exists non-expansive operators Tγ and Tγk such that

Fγ = αTγ + (1− α)Id and Fγk = αkTγk + (1− αk)Id.
Let εγk = (Fγk −Fγ)(zk), πk = εγk + εk. The the non-stationary version of (3.4.4) is defined by

zk+1 = zk + λk(Fγ(zk) + πk − zk). (3.5.4)

Theorem 3.5.6. For the non-stationary iteration (3.5.4), if the following assumptions hold
(A′′.1) zer(B +

∑
i Ai ) 6= ∅.
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(A′′.2) λk ∈]0, 1
αk

[, such that infk∈N λk(
1
αk
− λk) > 0.

(A′′.3) {λk||bk||}k∈N ∈ `1+ and {λk||ai,k||}k∈N ∈ `1+, ∀i ∈ 1n.

(A′′.4) γk, γ ∈]0, 2β[ such that 0 < γ ≤ γk ≤ γ < 2β, and {λk|γk − γ|}k∈N ∈ `1+.
then, the sequence {zk}k∈N generated by (3.5.4) converges weakly to a point in fix(Fγ).

If we further assume that {(k+1)|γk−γ|}k∈N ∈ `1+, {(k+1)||bk||}k∈N ∈ `1+, and {(k+1)||ai ,k||}k∈N ∈
`1+, ∀i ∈ 1n, then we obtain the pointwise iteration-complexity bound for the non-stationary version of
GFB algorithm as stated in (i) of Proposition 3.5.4.

Proof. It is sufficient to verify the conditions of Corollary 3.5.3 to conclude.
• Assumption (A′.1) is fulfilled thanks to (A′′.1) since PS(fix(Tγ)) = PS(fix(Fγ)) = zer(B +∑

i Ai ) 6= ∅.
• As Fγk ∈ A(αk), Fγk,λk ∈ A(αkλk), and thus assumption (A′.2) is in force.

• (A′.3) holds thanks to (A′′.2).

• (A′.4) follows from (A′′.3).

• It remains to check that (A′′.4) implies (A′.5).
By definition of Tγ and Tγk , we have

Tγ =
(
1− 1

α

)
Id + 1

α
Fγ and Tγk =

(
1− 1

αk

)
Id + 1

αk
Fγk .

It then follows that
||Tγk(z)− Tγ(z)|| = || 1

αk
(Fγk − Id)(z)− 1

α(Fγ − Id)(z)||

≤ | 1
αk
− 1

α |||(Fγ − Id)(z)|| +
1
αk

||(Fγk − Id)(z)−
(
Fγ − Id

)
(z)||

≤ |γk − γ|
2β

(2ρ+ ||Fγ(0)||) +
1
αk

||Fγk(z)−Fγ(z)||.

(3.5.5)

Now, non-expansiveness of F1,γk yields

||Fγk(z)−Fγ(z)|| ≤ ||F1,γkF2,γk(z)−F1,γkF2,γ(z)||+ ||F1,γkF2,γ(z)−F1,γF2,γ(z)||
≤ ||F2,γk(z)−F2,γ(z)||︸ ︷︷ ︸

Term 1

+ ||F1,γkF2,γ(z)−F1,γF2,γ(z)||︸ ︷︷ ︸
Term 2

. (3.5.6)

We first bound the first term in (3.5.6),

||F2,γk(z)−F2,γ(z)|| ≤ |γk − γ|||BS(z)||
(Triangle inequality and B is β−1-Lipschitz) ≤ (β−1ρ+ ||B(0)||)|γk − γ|,

(3.5.7)

where B(0) is bounded. Let’s now turn to the second term of (3.5.6). Denote zS = PS(z) and
z

S⊥
= z − zS , then

v = F1,γF2,γ′(z)⇔ v = z
S⊥

+ JγA(zS − zS⊥
− γ′B(zS )),

Let y = zS − zS⊥
− γB(zS ), then we have

F1,γkF2,γ(z)−F1,γF2,γ(z) = JγkA(y)− JγA(y).

Denote uk = JγkAy, u = JγAy. By definition of the resolvent, this is equivalent to(
u,
y − u
γ

)
∈ gra(A) and

(
uk,

y − uk
γk

)
∈ gra(A).

Since A is monotone, and by assumptions on γk and γ, it follows that

〈〈y − u
γk
− y − uk

γ
,u− uk〉〉 ≥ 0⇐⇒ ||u− uk||2 ≤ γk − γ

γ
〈〈y − u,u− uk〉〉.

Therefore, using Cauchy-Schwartz inequality and the fact that Id−JγA ∈ A(1
2) is firmly non-expansive,

||u− uk|| ≤
|γk − γ|

γ
||(Id− JγA)y|| ≤ |γk − γ|

γ
(||y||+ ||JγA(0)||), (3.5.8)
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where ||JγA(0)||2 =
∑

i ωi ||J γ
ωi

(0)||2. Using the triangle inequality, the Pythagorean theorem and non-
expansiveness of βBS , we obtain

||y|| ≤ ||zS − zS⊥
|| + γ||B(zS )|| ≤ ρ+ γ||B(zS )−BS(0)|| + γ||BS(0)||

≤ ρ+ γβ−1||z|| + γ||B(0)|| ≤ ρ+ γβ−1ρ+ γ||B(0)||.
(3.5.9)

Putting together (3.5.5), (3.5.7), (3.5.8) and (3.5.9), we get ∀ρ ∈ [0,+∞[∑
k∈Nλkαk∆k,ρ =

∑
k∈Nλkαk sup

||z||≤ρ
||Tγk(z)− Tγ(z)||

≤ C
∑

k∈N λk|γk − γ| < +∞,

where
C =

2ρ+ ||Fγ(0)||
4β − γ +

ρ
β

(
1 + β

γ
+ γ

γ

)
+
(
1 + γ

γ

)
||B(0)||+ 1

γ
||JγA(0)|| < +∞.

Consequently, (A.5) is fulfilled.
The last statement of the theorem is a simple application of Theorem 3.2.1.

Remark 3.5.7.
(i) For the non-stationary versions of the methods discussed in Section 3.4, for instance, the DR and

FDR methods, whose fixed-point operators also depend on γk, Theorem3.5.6 is also applicable. In
general, the summability assumption (A′′.4) of Theorem 3.5.6 is hard to remove, except for some
special cases. For instance for the FBS method, as stated in [63, Theorem 3.4], where γk ∈]0, 2β[,
but λk ∈]0, 1[ instead of ]0, 4β−γk

2β [ here.

(ii) Recall the term ck in the bound (3.3.3) of Theorem 3.3.3. Clearly, for the non-stationary GFB
iteration, even if the approximation error εk = 0, we still have ck = ν1λkεγk 6= 0. Therefore, under
metric sub-regularity of Id−Fγ , a bound similar to (3.3.3) can be obtained, whose performance
will depend on how fast |γk − γ| converges to 0.

(iii) In Chapter 7, the non-stationary Douglas–Rachford splitting is considered (Algorithm 13), to
ensure the global convergence, summability condition {λk|γk − γ|}k∈N ∈ `1+ similar to the non-
stationary GFB is needed.

3.6 Numerical experiments

In order to demonstrate the established convergence rates, in this section we consider 3 numerical
examples:
(i) anisotropic total variation (TV) based image deconvolution with intensity constraint.

(ii) matrix completion with non-negativity constraints (NMC).

(iii) principal component pursuit problem (PCP) with application to video background and fore-
ground decomposition.

All the problems are solved by both GFB and the Primal–Dual splitting (3.4.17) which is denoted as
“PD”. It should be noted that, since we do not have errors for the presented experiments, the pointwise
convergence rates obtained are actually o(1/

√
k).

Linear inverse problems Suppose we have an object xob ∈ Rn, instead of accessing it directly,
we can obtain only the observation indirectly through some bounded linear operator K, and possibly
contaminated by noise,

f = Kxob + w , (3.6.1)

where K : Rn → Rm is the bounded linear operator, w ∈ Rm stands for noise, and f ∈ Rm is the
observation. Typical examples of (3.6.1) include the compressed sensing problem where K is Gaussian
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random matrix [46], and the image deblurring problem where K is the point spread function as we
have seen in Section 3.6. Then common types of noise w consists of sparse noise, uniform noise and
noise with bounded `2-norm.

Recovering xob from f in general is a difficult problem, since K usually is either under-determined or
square yet badly conditioned, or the noise w needs to be modeled properly. The situation changes if cer-
tain prior information of xob is available (e.g. sparsity), and a popular approach to recover/approximate
xob is through the following regularization model

min
x∈Rn

F (x) +
∑m

i=1Ri (x), (3.6.2)

where m ∈ N+ is an integer,
• for each i = 1, ...,m , Ri is the regularization term based on the prior information(s), such as

(group) sparsity, piecewise constant, and low-rank, etc..

• F is the data fidelity term depends on the noise model, for instance when w has bounded `2-norm,
then F takes the form F = 1

2 ||Kx− f ||
2.

A wide range of problems, arising from fields like inverse problems, signal/image processing, and
machine learning etc., can be covered by model (3.6.2).

Anisotropic TV deconvolution For this example, let xob ∈ Rn×n is an image, K : Rn×n → Rn×n

be the linear operator corresponding to a point spread function (i.e. blur kernel), and w be an additive
white Gaussian noise. Then f ∈ Rn×n is the noised blur observation of xob. The deconvolution
procedure is to provably recover or approximate xob from f , here we consider the anisotropic TV [154]
based deconvolution model which is

min
x∈Rn×n

1
2
||Kx− f ||2 + µ||DDIF(x)||1 + ιΩ(x), (3.6.3)

where µ > 0 is the regularization parameter determined based on the noise level, DDIF denotes a finite
difference approximation of the derivative [154], and ιΩ(·) is the indicator function of box constraint,
for instance Ω = [0, 255]n

2 if x is gray scale image. The problem can be solved by both GFB and
PD methods, where the proximity operator of ιΩ(·) is the projection onto set Ω, and for GFB, the
proximity operator of ||DDIF(·)||1 is computed by graph-cut [48, 97].

Figure 3.3 displays the observed pointwise and ergodic rates of ||ek|| and the theoretical bounds given
by Theorem 3.2.1 and 3.2.4. Pointwise convergence rate is shown in subfigure (a) and (c), whose left
half is log-log plot while the right half is semi-log plot. As predicted by Theorem 3.2.1, globally ||ek||
converges at the rate of O(1/

√
k). Then for a sufficiently large iteration number, a linear convergence

regime takes over as clearly seen from the semi-log plot, which is in consistent with the result of
Theorem 3.3.3. Let us mention that the local linear convergence curve (dashed line) is fitted to the
observed one, since the regularity modulus necessary to compute the theoretical rate in Theorem 3.3.3
is not easy to estimate. For the ergodic convergence, subfigure (b) and (d) of Figure 3.3, O(1/k)

convergence rates are observed which coincides with Theorem 3.2.4.

Non-negative matrix completion For this example, suppose xob ∈ Rn×n in (3.6.1) is a low rank
matrix with non-negative entries, K : Rn×n → Rm is a measurement operator which selects m entries
of its argument uniformly at random. The matrix completion problem consists in recovering xob, or
finding an approximation of it, by solving a convex optimization problem, namely the minimization of
the nuclear norm [45, 47, 150]. In penalised form, the problem reads

min
x∈Rn×n

1
2
||f −Kx||2 + µ||x||∗ + ιP+(x), (3.6.4)

where ιP+(·) is the indicator function of the non-negative orthant accounting for the non-negativity
constraint, and µ > 0 is a regularization parameter typically chosen proportional to the noise level.
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Figure 3.3: TV deconvolution of the cameraman image. (a) pointwise convergence of GFB, (b) er-
godic convergence of GFB, (c) pointwise convergence of PD, (d) ergodic convergence of PD. Both
methods achieve local linear convergence. Note that (||ek||)k∈N is non-increasing, which coincides with
Lemma3.1.7 when εk = 0.

The proximity operator of both || · ||∗, ιP+(·) have explicit forms, as prox||·||∗(x) is soft–thresholding to
the singular values of x and proxιP+

(x) is the projector on the non-negative orthant.

Figure 3.4 displays the observed pointwise and ergodic rates of ||ek|| and the theoretical bounds
computed given by Theorem 3.2.1 and 3.2.4. Both global and local convergence behaviours are similar
to those observed from Figure 3.3.

Principal component pursuit In this experiment, we consider the PCP problem [44]. Different
from (3.6.1), the forward observation model of PCP problem reads,

f = xob,L + xob,S + w ,

where xob,L is low-rank, xob,S is sparse, and f ,w are the observation and noise respectively. The PCP
proposed in [44] attempts to provably recover (xob,L , xob,S ) to a good approximation, by solving a
convex optimization. Here, we also add a non-negativity constraint to the low-rank component, which
leads to the following convex problem

min
x
L
,x
S
∈Rn×n

1
2
||f − xL − xS ||

2 + µ1||xS ||1 + µ2||xL ||∗ + ιP+(xL). (3.6.5)

Observe that for given an xL , the minimizer of (3.6.5) is x?
S

= proxµ1||·||1(f − xL). Thus, (3.6.5) is
equivalent to

min
x
L
∈Rn×n

1
(
µ1|| · ||1

)
(f − xL) + µ2||xL ||∗ + ιP+(xL), (3.6.6)

where 1
(
µ1|| · ||1

)
(f − xL) is the Moreau Envelope of µ1|| · ||1.
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Figure 3.4: The size of the matrix x is 400×300, rank(x) = 20 and the operator K is random projection
mask. (a) pointwise convergence of GFB, (b) ergodic convergence of GFB, (c) pointwise convergence
of PD, (d) ergodic convergence of PD.

A synthetic example is designed to demonstrate the comparison of the two methods, as shown in
Figure 3.5. Pointwise convergence rate of ||ek|| is shown in subfigure (a) and (c). Then in subfigure (b)
and (d), we display the convergence behaviour of the criteria provided in Proposition 3.4.9.

Non-stationary iteration Now we illustrate the non-stationary iteration of GFB applied to PCP
problem. The above comparison indicates that in practice we can choose the relaxation parameter λk
as λ1 = 1 and λk ≈ 1

α , ∀k ≥ 2. Next, we compare this setting with the non-stationary GFB, for the
stationary case, we let γ = 1.5β, λk = {1, 1

1.05α , · · · }, for the non-stationary case, let γ0 = 1.5β, then 3

scenarios of γk are considered,

γ1,k = γ0 +
1.9β − γ0

1.1k
, γ2,k = γ0 +

1.9β − γ0
k2

, γ3,k = γ0 +
1.9β − γ0

k
.

The result is given in Figure 3.6. We can conclude from the observation that

• Globally, the non-stationary iterations are slower than the stationary one. Then locally, the local
linear rates are also slower than the stationary one, moreover, for γ2,k and γ3,k, the iterations
eventually become sub-linear, implying that, the iteration is controlled by the perturbation error.

• The non-summability of (|γ3,k − γ0|)k∈N /∈ `1+ shows that our assumption on the convergence of
the non-stationary iteration is appropriate.
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Figure 3.5: The size of the matrix f is 400 × 300, rank(xob,L) = 20 and the sparsity of xob,S is 25%,
namely, 25% of the elements of xob,L are non-zero. (a) pointwise convergence of ||ek|| of GFB, (b)
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Chapter 4

Multi-step Inertial Operator Splitting
Algorithms

Main contributions of this chapter

I We propose a variable metric multi-step inertial operator splitting method (Algorithm
7) and prove its global convergence.

I We propose a multi-step inertial Forward–Backward for non-convex optimization (Al-
gorithm 11) and prove the global convergence of the generated sequence.

The content on multi-step inertial FB for non-convex optimization will appear in [117].
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In this chapter, we propose the following two multi-step inertial operator splitting methods:
(i) A variable metric multi-step inertial Forward–Backward splitting method, dubbed as “MUS-

TARD”, for general monotone inclusion problems.

(ii) A multi-step inertial Forward–Backward splitting method, which is called “ncvx-MiFB”, for non-
convex optimization.

For the MUSTARD algorithm, global convergence properties of the generated sequence are provided in
Section 4.2. Moreover, since it is proposed for solving general monotone inclusion problems, extensions
to various existing operator splitting methods (e.g. non-relaxed DR, GFB and Primal–Dual splitting)
are discussed in Section 4.3. One common property of these operator splitting methods is that their
fixed-point iteration can be written as finding the zeros of a monotone inclusion problem, which is
different from the original one, for instance the Primal–Dual splitting method (2.4.14) we have seen in
Section 2.4.3.3.

For the ncvx-MiFB, under the assumption that the objective function obeys the Kurdyka-Łojasiewicz
property (see Definition 4.4.2), we prove global convergence of its generated sequence to a critical point
in Section 4.4.

4.1 Introduction

4.1.1 Problem statement

Let’s recall monotone inclusion problem introduced in Section 2.4 for the Forward–Backward splitting
method, i.e. finding the zeros of the sum of two maximal monotone operators,

find x ∈ H such that 0 ∈ A(x) +B(x), (Pinc)

where H is real Hilbert space, and
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(A.1) A : H⇒ H is a set-valued maximal monotone operator.

(A.2) B : H → H is maximal monotone and β-cocoercive for some β > 0.

(A.3) zer(A+B) 6= ∅, i.e. the set of zeros of A+B is non-empty.
Owing to Lemma 2.3.2 and 2.3.9, we can link problem (Pinc) to finding the minimizers of the non-
smooth optimization problem

min
x∈H

Φ(x) = F (x) +R(x), (Popt)

where
(A.4) R ∈ Γ0(H) is a non-smooth function.

(A.5) F is convex and differentiable, and ∇F is (1/β)-Lipschitz continuous.

(A.6) Argmin(Φ) 6= ∅, i.e. the set of minimizers is non-empty.
Under assumptions (A.4)-(A.6), the first-order optimality condition of problem (Popt) (Theorem
2.1.13), reads

x? ∈ Argmin(Φ) ⇐⇒ 0 ∈ ∂R(x?) +∇F (x?). (4.1.1)

Clearly, if we let A = ∂R and B = ∇F , then (Popt) is simply a special case of (Pinc).

As introduced in Section 2.4, both problems above can be handled by the Forward–Backward
splitting method [119, 140]. We have seen from Chapter 3 that the convergence rate of the se-
quence generated by FB method is at best o(1/

√
k) (i.e. ||xk − xk−1|| = o(1/

√
k)), which is not

fast. See also [134, 36, 24] for the O(1/k) convergence rate of objective function of the FB, i.e.
Φ(xk)− Φ(x?) = O(1/k).

Due to the slow convergence property, acceleration techniques of the FB method have been a hot
topic over the past years, and several authors have developed very efficient variants of the FB. Before
presenting the proposed algorithms, we think it is necessary to go through a brief overview of the
literature, about the development of several popular acceleration techniques: from the acceleration of
the gradient descent, then PPA, and eventually the FB method.

4.1.2 Related work

For the sake of brevity, here we consider the non-relaxed version of the FB iteration

xk+1 = JγkA(Id− γkB)(xk), γk ∈]0, 2β[.

It is straightforward to see that FB reduces to the PPA (2.4.5) when B = 0, and the gradient descent
when A = 0.

4.1.2.1 Gradient descent and heavy ball method

Consider the optimization problem (Popt) and let R = 0, then FB becomes the following gradient
descent method,

xk+1 = xk − γk∇F (xk), γk ∈]0, 2β[. (4.1.2)

Gradient descent is probably the best-known optimization method, and can be dated back to the 19th
century or even earlier [142].

As for the FB method, owing to the result of Chapters 3, without any stronger assumptions (e.g.
strong convexity), the global convergence rate of ||xk − xk−1|| is at best o(1/k). In terms of the
objective function, an O(1/k) rate is proved in [134] for γ ∈]0, β], then in [36] same result is obtained
for γ ∈]0, 2β[. In the mid-sixties, Polyak introduced several methods that can speed up gradient descent
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[146] and proposed the so-called “heavy ball method”, which takes the following iterative form

yk = xk + ak(xk − xk−1), ak ∈ [0, 1],

xk+1 = yk − γk∇F (xk), γk ∈]0, 2β[.

Unlike gradient descent, the heavy ball method first “extrapolates” in the direction of xk − xk−1,
getting a new point yk, and then replaces xk in (4.1.2) with yk and keeps ∇F (xk) unchanged. Such a
modification can greatly boost the speed of gradient descent, especially when the objective is strongly
convex (see Chapter 6 for more details). Later in his book [147], Polyak suggested the idea of using
more than 2 steps, i.e.

yk = E(xk, xk−1, ..., xk−s),

where s ≥ 1 is an integer, and E(·) is the function which perform “extrapolation” onto those points.
However, neither convergence nor rate result is provided, and we will partly answer this open question
(see Theorem 4.2.3).

Meanwhile, in his seminal work [132], Nesterov introduced an “optimal first-order method” for
smooth optimization, which achieves O(1/k2) convergence speed on the objective. To make a long
story short, the work by these 2 pioneers lays down the foundations for most of nowadays acceleration
techniques.

4.1.2.2 Dynamical system and inertial PPA

An alternative perspective of gradient descent method is through the dynamical system approach, in
the continuous setting. Let x(t) be the trajectory of x over time t, gradient descent can be seen as an
explicit (Euler forward) discretization of the following first-order dynamical system

0 = ẋ(t) +∇F (x(t)),

where ẋ stands for the first-order derivative. The heavy ball method, as shown in [146, 147], can be
seen as the second-order dynamical system with friction, that reads

0 = ẍ(t) + λẋ(t) +∇F (x(t)),

with proper initial conditions.
Motivated by this dynamical system perspective, in [4], Alvarez generalized the above formulation

to the differential inclusion of a non-smooth convex function,

0 ∈ ẍ(t) + λẋ(t) + ∂R(x(t)),

and proposed an inertial PPA scheme, which reads

yk = xk + ak(xk − xk−1), ak ∈ [0, 1[,

xk+1 = proxγk∂R(yk), γk > 0.

Later on in [5], the authors replaced the sub-differential ∂R with a maximal monotone set-valued
operator in the dynamical system, and derived an inertial PPA method which has the same iteration
as above, except that replacing the proximity operator with the resolvent of monotone operator.

4.1.2.3 Inertial FB and FISTA

Inspired by the “heavy ball method” and inertial PPA, in [131] Moudafi and Oliny further extended
the dynamical system to the case of the sum of two operators, i.e. A+B and

0 ∈ ẍ(t) + λẋ(t) + (A+B)(x(t)),
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where A and B satisfy assumptions (A.1) and (A.2) respectively. They proposed the following inertial
Forward–Backward splitting method

yk = xk + ak(xk − xk−1), ak ∈ [0, 1[,

xk+1 = JγkA(yk − γkB(xk)), γk ∈]0, 2β[.

Another inertial FB scheme was proposed later in [120] where the authors further replaced the γkB(xk)

with γkB(yk).
On the other hand, in the context of convex optimization for solving (Popt), based upon Nes-

terov’s work [132], Beck and Teboulle proposed the accelerated FISTA method (fast iterative shrinkage-
thresholding algorithm) whose iteration is, let t0 = 1,

tk =
1 +

√
1 + 4t2k−1

2
, ak =

tk−1 − 1
tk

,

yk = xk + ak(xk − xk−1),

xk+1 = proxγk∂R(Id− γk∇F )(yk), γk ∈]0, β].

(4.1.3)

Like the smooth case in [132], the above scheme also achieves O(1/k2) convergence rate for the objective
function, i.e. Φ(xk)− Φ(x?) = O(1/k2) where x? ∈ Argmin(Φ) is a global minimizer. It should be
noted that, such a rate is also the lower complexity bound for first-order algorithms solving this class
of problems [133], i.e. no first-order algorithm can do better uniformly over this class of problems.

While the sequences generated by the (inertial) FB are convergent, the convergence of FISTA iterates
has been an open problem until recently. This question was settled in [50] where the authors proved
the convergence of the FISTA by a modification of the inertial parameter, which is

tk =
k + d− 1

d
, d > 2, ak =

tk−1 − 1
tk

=
k − 1
k + d

. (4.1.4)

Such modification of the inertial parameter not only preserves the O(1/k2) convergence rate of the ob-
jective function, but also enabled the authors to prove the weak convergence of the generated sequence.
Later on in [13], Attouch et al. proposed the same convergence result in the continuous dynamical
system case. The convergence rate of the objective is actually even o(1/k2) as proved in [12].

The above different inertial Forward–Backward splitting methods and FISTA can be further sum-
marized into the following algorithm, which is proposed in [115].

Algorithm 6: A generalized inertial Forward–Backward splitting
Initial: ā, b̄ ∈]0, 1]. x0 ∈ H, x−1 = x0.
repeat

Let ak ∈ [0, ā], bk ∈ [0, b̄], γk ∈]0, 2β[: ya,k = xk + ak(xk − xk−1),

yb,k = xk + bk(xk − xk−1),

xk+1 = JγkA
(
ya,k − γkB(yb,k)

)
.

k = k + 1;
until convergence;

4.1.2.4 Variable metric FB

Another branch of FB variants is the variable metric Forward–Backward developed by Combettes and
Vũ in [62].
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Define S(H) = {V : H → H|V∗ = V, ||V|| < +∞} the set of self-adjoint bounded linear operators act
on H, the Loewner partial ordering on S(H) is defined by

∀V1,V2 ∈ S(H), V1 < V2 ⇐⇒ ∀x ∈ H, 〈V1x, x〉 ≥ 〈V2x, x〉.

Given any positive constant ν ∈]0,+∞[, denote Mν by

Mν
def
=
{
V ∈ S(H) s.t. V < νId

}
, (4.1.5)

i.e. the set of symmetric positive definite operators whose spectrum is bounded from below by ν. For
any V ∈Mν , define the following induced scalar product and norm,

∀x, x′ ∈ H, 〈x, x′〉V = 〈x, Vx′〉V, ||x||V =
√
〈x, Vx〉V.

By endowing the Hilbert space H with the above scalar product and norm, we obtain the real Hilbert
space which is denoted by HV.

Let V ∈Mν , it is easy to see that for (Pinc), let x? ∈ zer(A+B), then there also holds

0 ∈ V−1(A+B)(x?).

Based on this observation, in [62] Combettes and Vũ proposed a variable metric Forward–Backward
splitting method,

xk+1 = JγkV−1
k A(Id− γkV−1

k B)(xk), γk ∈]0, 2βν[, (4.1.6)

where JγkV−1
k A

def
= (Id + γkV

−1
k A)−1. The convergence of the above iteration is guaranteed if

µ = sup
k→+∞

||Vk|| < +∞ and (1 + ηk)V
−1
k+1 < V−1

k ,

and {ηk}k∈N ∈ `1+.
The summability condition on {ηk}k∈N implies that Vk converges pointwisely to some V ∈ Mν [61,

Lemma 2.3]. The operators Vk can be seen as preconditioning, and its ideal case is when Vk → V = ∇B
where ∇B is the Jacobian of B if B is differentiable and ∇B is self-adjoint positive definite. However,
one has to keep in mind that the variable metric FB has two drawbacks: (i) one has to design and
store appropriate operators Vk. (ii) the resolvent JγkV−1

k A in general is very difficult to compute even if
JγkA is available (in fact might be as difficult as solving the original problem). One possible approach
is to consider quasi-Newton-type metrics, see for instance [25] and the references therein.

Another important extension of variable metric FB is that it can be applied to analyse the conver-
gence properties of several Primal–Dual splitting methods. This viewpoint has been initiated by He
and Yuan and subsequently adapted by other authors, see e.g. [92, 173, 66, 62].

4.2 Variable metric multi-step inertial operator splitting

4.2.1 The MUSTARD algorithm

Putting together the ideas of multi-step inertial methods and variable metric ones, we here propose
a new operator splitting algorithm: variable metic MUlti-Step inerTial operAtoR splitting methoD,
which is dubbed as “MUSTARD” for solving (Pinc) and (Popt). The details of the algorithm for solving
(Pinc) are given below in Algorithm 7.
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Algorithm 7: The MUSTARD algorithm

Initial: s ∈ N+ and S def
= {0, ..., s − 1}, let Mν as defined in (4.1.5). x0 ∈ H, x−i = x0, i ∈ S .

Choose ε, ε > 0 such that ε ≤ 2βν − ε.
repeat

Let {ai ,k}i∈S , {bi ,k}i∈S ∈ ]− 1, 2]s , Vk ∈Mν and γk ∈ [ε, 2βν − ε]:
ya,k = xk +

∑
i∈Sai ,k(xk−i − xk−i−1),

yb,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

xk+1 = JγkV−1
k A

(
ya,k − γkV−1

k B(yb,k)
)
.

(4.2.1)

k = k + 1;
until convergence;

Remark 4.2.1. The main reasons of considering the monotone inclusion (Pinc) instead of the opti-
mization problem (Popt), and involving variable metric are as followings:
(i) Problem (Popt) is only a special case of (Pinc). In particular, for various operators splitting

methods (e.g. non-relaxed DR, GFB, and Primal–Dual splitting), their fixed-point iterations
can be written as certain monotone inclusion problems, while the involved monotone operators
are not sub-differential of convex functions.

(ii) As we have seen from the examples of Primal–Dual splitting methods (e.g. (2.4.14) in Section
2.4.3.3 and (3.4.17) in Section 3.4.3), their corresponding monotone inclusion formulations are
under different metric (i.e. metric V for the two examples).

As a result, considering the monotone inclusion problem and involving the variable metric allow us to
extend the MUSTARD algorithm to a broad class of operator splitting methods.

Relation to previous work By form, the MUSTARD Algorithm 7 is the most general variable
metric Forward–Backward splitting we are aware of, it is brand new to the literature for s ≥ 2. For
the case s = 1, it is more general than Algorithm 6 as variable metric is considered, and recovers the
variable metric Forward–Backward proposed in [62] if s = 0.

If we choose s = 1 and Vk = Id, then based on the choice of the inertial parameters ak and bk, the
relations between Algorithm 7 with the aforementioned work are as following,
• ak = 0, bk = 0: this is the original FB method [119, 140].

• ak ∈ [0, ā], bk = 0: this is the case studied in [131] for (Pinc). In the context of optimization with
R = 0, one recovers the heavy ball method [146].

• ak ∈ [0, ā], bk = ak: this corresponds to the work of [120] for solving (Pinc). If moreover restrict
γk ∈]0, β] and let ak → 1, then Algorithm6 specializes to FISTA-type methods [24, 50, 13, 12]
developed for optimization.

• ak ∈ [0, ā], bk ∈]0, b̄], ak 6= bk: the general inertial FB scheme Algorithm 6.
Below we also highlight the several important characteristics of the MUSTARD algorithm.
(i) Similarly to some existing inertial methods [131, 120, 115], the choice of the step-size γk allowed

by MUSTARD is ]0, 2β[ if Vk ≡ Id;

(ii) The algorithm allows multiple steps, which is characterized by s . In particular for s = 2, we show
that very promising practical results can be obtained (see Section 4.5).

(iii) We allow to use negative inertial parameters. For s = 1, the inertial parameters should be positive
and lie in [0, 1[ to ensure convergence. However, for s ≥ 2, we will show that one can benefit from
negative choices of the inertial parameters. In particular, for s = 2, the numerical experiments
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of Section 4.5 implies that a good choice of the inertial parameters should be

a0,k, b0,k ∈]0, 2] and a1,k, b1,k ∈]− 1, 0].

Such an inertial setting can be investigated through the dynamical system perspective, see below
for a short introduction.

(iv) As the problem we are considering is the general monotone inclusion problem, we can generalize
the MUSTARD algorithm to the methods whose iterations are related to some monotone inclusion
problem, for example the non-relaxed DR, GFB and several Primal–Dual splitting methods.

MUSTARD as a discretised dynamical system Now consider the metric free case of MUSTARD
algorithm for the optimization problem (Popt) with V = Id. Consider the following second-order
dynamical system

ẍ(t) + c0(t)ẋ(t) + (∂R+∇F )(x(t)) = 0, (4.2.2)

where c0(t) ≥ 0 is an asymptotically vanishing viscous damping function. Typically, c0(t) moderately
decreases to 0, i.e. limt→+∞ c0(t) = 0 and

∫
t c0(t) = +∞.

Let 0 < ω2 < ω1 be two weights such that ω1 + ω2 = 1, h > 0 be the time step-size, tk = kh and
xk = x(tk). Consider an implicit (Euler backward) discretization w.r.t. ∂R and an explicit (Euler
forward) discretization w.r.t. ∇F , and a weighted sum of explicit and implicit discretization of ẍ(t),
i.e.

0 ∈ ω1

h2
(xk+1 − 2xk + xk−1) +

ω2

h2
(xk − 2xk−1 + xk−2) +

c0(kh)
h

(xk − xk−1) + ∂R(xk+1) +∇F (yb,k),

then we obtain the following inclusion

xk + a0,k(xk − xk−1) + a1,k(xk−1 − xk−2)− γ∇F (yb,k) ∈ xk+1 + γ∂R(xk+1), (4.2.3)

where we have
a0,k = 1− ω2

ω1
− hc0(kh)

ω1
, a1,k =

ω2

ω1
and γ =

h2

ω1
.

If we moreover set
yb,k = xk + b0,k(xk − xk−1) + b1,k(xk−1 − xk−2),

with b0,k, b1,k being properly chosen, then we obtain the MUSTARD scheme for the case s = 2 and
Vk ≡ Id.

If we choose c0(kh) = d
kh
, d > 3, then (4.2.3) simplifies to the following inclusion

xk +
(
1− d

ω1k

)
(xk − xk−1)− ω2

ω1
(xk − 2xk−1 + xk−2)− γ∇F (yb,k) ∈ xk+1 + γ∂R(xk+1).

If we further let

ω1 = 1, ω2 = 0 and yb,k = xk + bk(xk − xk−1), bk ∈ [0, 1],

then we recover a special case of Algorithm 6. If one moreover sets bk = ak = (1−d/k), then we obtain
the FISTA scheme as studied in [160, 11, 50].

4.2.2 Global convergence of MUSTARD

In this section, we present the global convergence analysis for the MUSTARD algorithm. We summarize
our results as follows:
(i) s ≥ 2 : In Theorem 4.2.3, we establish conditional convergence of the sequence {xk}k∈N for

fixed metric V, where the terminology “conditional convergence” refers to the fact that for the
convergence of the sequence to occur, the sequences {ai ,k}i∈S , {bi ,k}i∈S has to be chosen depending
(conditionally) on the sequence {xk}k∈N in such a way that an appropriate condition holds, e.g.
(4.2.5). Unfortunately, so far for the case s ≥ 2 we only have a result for the case of fixed metric
Vk ≡ V. However, it is sufficient to cover many algorithms of interest.
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(ii) s = 1 :

(a) in Theorem 4.2.5 we manage to prove conditional convergence of {xk}k∈N for a variable
metric Vk.

(b) We also devise choices of the inertial parameters and metrics that are independent of {xk}k∈N
and still guarantee global convergence (see Theorem 4.2.9). We dub this unconditional
convergence.

All the proofs of the above results are gathered in Section 4.6.
For the sake of generality, we consider the inexact version of the MUSTARD algorithm. The following

definition is needed.

Definition 4.2.2 (ε-enlargement). Let A : H⇒ H be a set-valued maximal monotone operator and
ε ≥ 0. Then the ε-enlargement of A is defined by,

Aε(x)
def
=
{
v ∈ H, 〈u− v, y − x〉 ≥ −ε, ∀y ∈ H, u ∈ A(y)

}
.

From the definition, it is easy to verify that for 0 ≤ ε1 ≤ ε2 we have Aε1(x) ⊂ Aε2(x) and A0(x) = A(x).
Thus Aε is an enlargement of A.

For the updating step of xk+1 in (4.2.1), consider the following inexact form

ya,k − γk
(
V−1
k B(yb,k) + ξk

)
− xk+1 ∈ γkV−1

k Aεk(xk+1),

where ξk ∈ H is the error in the evaluation of the gradient operator B, and εk is the enlargement error.
Then we obtain the inexact form of MUSTARD

ya,k = xk +
∑

i∈Sai ,k(xk−i − xk−i−1),

yb,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

ya,k − γk(V−1
k B(yb,k) + ξk)− xk+1 ∈ γkV−1

k Aεk(xk+1).

(4.2.4)

4.2.2.1 Conditional convergence

We present first the conditional convergence of the inexact MUSTARD algorithm. For each i ∈ S ,
define ζi ,k

def
= ai ,k −

γkbi,k
2βν and ai

def
= supk∈N |ai ,k|.

Theorem 4.2.3 (Conditional convergence s ≥ 2). For the inexact MUSTARD iteration (4.2.4), let
conditions (A.1)-(A.3) hold, fix the metric Vk ≡ V ∈ Mν , and let ξk ≡ 0. Suppose that the following
two conditions hold
(i) the error {εk}k∈N ∈ `1+;
(ii) the inertial parameters {ai ,k}i∈S are such that

∑
i∈S ai < 1.

Then the generated sequence {xk}k∈N is bounded. If moreover the following summability condition holds∑
k∈N max

{
max

i∈S
ζ2

i ,k,max
i∈S
|bi ,k|,max

i∈S
|ai ,k|

}∑
i∈S ||xk−i − xk−i−1||2 < +∞, (4.2.5)

then there exists an x? ∈ zer(A+B) such that the sequence {xk}k∈N weakly converges to x?.

The proof of the theorem can be found in Section 4.6 from page 83.

Remark 4.2.4. If the inertial parameters {ai ,k}i∈S , {bi ,k}i∈S are chosen in [0, 1] such that

ζ2
i ,k =

(
ai ,k − γkbi,k

2βν

)2 ≤ a2
i ,k

then condition (4.2.5) simplifies to∑
k∈N max

{
max

i∈S
|bi ,k|,max

i∈S
|ai ,k|

}∑
i∈S ||xk−i − xk−i−1||2 < +∞.
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Condition (4.2.5) can be enforced by a simple online updating rule such as, for each i ∈ S , given
ai , bi ∈ [0, 1],

ai ,k = min
{
ai , ca,i ,k

}
, bi ,k = min

{
bi , cb,i ,k

}
, (4.2.6)

where ca,i ,k, cb,i ,k > 0, and max{ca,i ,k, cb,i ,k}
∑

i∈S ||xk−i − xk−i−1||2 is summable. For instance, one can
choose

ca,i ,k =
ca,i

k1+δ
∑

i∈S ||xk−i − xk−i−1||2
, ca,i > 0, δ > 0,

and similarly for cb,k.
When s = 1, then we have the following theorem with a variable metric Vk. To lighten the notations,

for s = 1, we denote ak = a0,k and bk = b0,k.

Theorem 4.2.5 (Conditional convergence s = 1). For the inexact MUSTARD iteration (4.2.4),
let conditions (A.1)-(A.3) hold. Suppose that the following conditions are satisfied
(i) For the metric sequence {Vk}k∈N ∈ Mν with ν > 0, suppose that there exists a non-negative

sequence {ηk}k∈N ∈ `1+ such that

µ = sup
k∈N
||Vk|| < +∞ and (1 + ηk)Vk < Vk+1.

(ii) the inertial parameter is ak ∈ [0, 1] such that c̄ def
= supk∈N ak(1 + ηk−1) < 1, and

sup
k∈N

1
1− c̄

∑k

m=1
(1− c̄k−m+1)ηm

1 + ηm
< 1. (4.2.7)

(iii) the errors {εk}k∈N ∈ `1+ and {||ξk||}k∈N ∈ `1+.
Then the generated sequence {xk}k∈N is bounded. If moreover the following summability condition holds∑

k∈N max{ak, bk}||xk − xk−1||2 < +∞, (4.2.8)

then there exists an x? ∈ zer(A+B) such that the sequence {xk}k∈N weakly converges to x?.

The proof of the theorem can be found in Section 4.6 from page 86.

Remark 4.2.6.
(i) If the sequence {ηk}k∈N satisfies

∑
k∈N ηk < 1 − c̄, then condition (4.2.7) is in force. Given

c̄ ∈ [0, 1[, let δ, κ > 0, and set ηk as
ηk =

κ
k1+δ

.

Then for fixed δ, (4.2.7) can be met with a proper choice of κ;

(ii) If ak ≥ bk, then (4.2.8) recovers the conditions in [131, 120] for the conditional convergence of
{xk}k∈N.

An empirical choice of the inertial parameters We introduce two empirical ways to set up
the inertial parameters. For the sake of simplicity, let Vk ≡ Id, hence ν = 1. Consider the constant
parameter setting,

γ ∈]0, 2β[ and bi = ai ∈]− 1, 2[, i ∈ S .

Moreover, let (ai )i∈S be monotone non-increasing, i.e. a0 ≥ a1 ≥ · · · ≥ as−1.
Summarizing from multi-step inertial Forward–Backward and gradient descent, we obtain the fol-

lowing two empirical bounds for the summand
∑

i∈S ai :

“Upper bound 1”:
∑

i ai ∈
]
0,min

{
1, 2β − γ

γ

}[
,

“Upper bound 2”:
∑

i ai ∈
]
0,min

{
1, 2β − γ

2|β − γ|
}[
.

(4.2.9)

In practice, to ensure the convergence of the generated sequence {xk}k∈N, these two bounds should be
applied together with the online updating rule of inertial parameters (4.2.6). Most of the time, with
proper choice of each ai , (4.2.6) may never be triggered.
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Remark 4.2.7. Compare (4.2.9) with (ii) of Theorem 4.2.3, the main difference is that here we
consider the summand with signs. This means that we can choose positive inertial parameters bigger
than 1, and then compensate with negative ones. As a matter of fact, as we will see in the numerical
experiment, negative inertial parameter would make the convergence even faster. For instance, for the
case s = 2 with

∑
i ai being fixed, then the choice a1 < 0 < a0 may outperform the one with a1, a0 ≥ 0.

The two upper bounds are shown graphically in Figure 4.1. It can be observed that for γ ≤ β, the
largest value that can be allowed is 1, which corresponds to the choice of FISTA method whose inertial
parameter tends to 1 as k → +∞.
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Figure 4.1: Two empirical upper bounds for the sum of inertial parameters
∑

i ai : “Upper bound 1”,∑
i∈S ai ∈

[
0,min

{
1, 2β−γ

γ

}]
; “Upper bound 2”,

∑
i∈S ai ∈

[
0,min

{
1, 2β − γ

2|β − γ|
}]

.

Remark 4.2.8.
(i) Between the two bounds in (4.2.9), “Upper bound 2” is much less stringent than “Upper bound 1”.

(ii) For inertial Forward–Backward,
∑

i ai too close to 1 is not a good choice. Such an observation
(e.g. from the numerical experiments in Section 4.5 ) coincides with the existing studies on
FISTA (e.g. the local oscillation). A theoretical explanation for such behaviours of

∑
i ai too

close to 1 is left to Chapter 6.
All the above remarks will be made clear in the numerical experiment section, typically for the multi-
step inertial Forward–Backward splitting method.

Lastly, it should be emphasised that the two empirical bounds in (4.2.9) are designed for multi-step
inertial FB, gradient descent, and the original PPA method. They may not work for the other inertial
schemes. As a matter of fact, as we will see in the numerical experiments of Section 4.5, the choices of
inertial parameters for inertial Douglas–Rachford and Chambolle-Pock Primal–Dual splitting method
[51] are rather limited. Moreover, compared to inertial Forward–Backward and gradient descent, the
gains of inertia in DR and Primal–Dual splitting are very small.

The reasons underlying such differences on the acceleration brought by inertia to different algorithms
is quite complicated to justify in general. However, it can be explained partly through the local linear
convergence analysis as we will describe in Chapters 6-8.
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4.2.2.2 Unconditional convergence

Besides the conditional convergence, we can devise choices of {{ai ,k}i∈S}k∈N and {{bi ,k}i∈S}k∈N that
are independent of {xk}k∈N, and still guarantee the global convergence. We dub this unconditional
convergence. The following result generalizes those in [5, 131, 120, 115].

For the unconditional convergence of Algorithm 7, we restrict ourselves to the case s = 1.

Theorem 4.2.9 (Unconditional convergence). For the inexact MUSTARD iteration (4.2.4), let
conditions (A.1)-(A.3) hold. Suppose that the following conditions are satisfied
(i) For the metric sequence {Vk}k∈N ∈ Mν for ν > 0, suppose that there exists a non-negative

sequence {ηk}k∈N ∈ `1+ such that

µ = sup
k∈N
||Vk|| < +∞ and (1 + ηk)Vk < Vk+1.

(ii) choose the inertial parameters ak, bk ∈ [0, 1], such that (4.2.7) holds and moreover there exists
τ > 0 and

1 + ak −
γk

2βν

(
(1 + bk)

2 + ηk−1bk(bk + 1)
)
≥ τ : ak ≤

γk
2βν

bk,

1− (3 + 2ηk)ak −
γk

2βν

(
(1 + bk)

2 + ηk−1bk(bk − 1)
)
≥ τ :

{
bk ≤ ak, or
γk

2βν
bk ≤ ak < bk,

(4.2.10)

(iii) the errors are {εk}k∈N ∈ `1+ and {||ξk||}k∈N ∈ `1+.
Then

∑
k∈N ||xk − xk−1||2 < +∞, and there exists x? ∈ zer(A + B) such that the sequence {xk}k∈N

converges weakly to x?.

See Section 4.6 for the proof from page 90. When the metric Vk is fixed, i.e. Vk ≡ V ∈ Mν , then
ηk ≡ 0 and condition (4.2.10) simplifies to 1 + ak −

γk
2βν

(1 + bk)
2 ≥ τ : ak ≤

γk
2βν

bk,

1− 3ak −
γk

2βν
(1 + bk)

2 ≥ τ : bk ≤ ak or γk
2βν

bk ≤ ak < bk.
(4.2.11)

Figure 4.2 shows graphically the conditions (4.2.11). We choose τ = 0.01 and two different choices of
γ are considered. It can be observed that with γ becoming bigger, the range of a, b in (4.2.10) becomes
smaller. Moreover, compared to the empirical choice of inertial parameters, the allowed choices by
(4.2.10) are quite conservative. For instance, for the case bk ≡ ak ≡ a and γ = βν, the biggest value
can be allowed is a ≡

√
5− 2. In comparison, when B = 0, bk vanishes and the upper bound of ak is

1/3 which coincides with the result of [4, 5].

4.3 Extensions of MUSTARD algorithm

In this section, we demonstrate the broad applicabilities of our MUSTARD Algorithm 7, presenting
the inertial versions of various operator splitting methods.

The extension to a multi-step inertial gradient descent, PPA and FB is rather straightforward,
since we only need to make the metric Vk ≡ Id. Hence, in the following, we consider extending the
MUSTARD algorithm to DR, GFB and a Primal–Dual splitting method. For the sake of simplicity,
we present only the exact version of them, and the convergence of these extensions can be derived
immediately from the theorems in Section 4.2.

4.3.1 Inertial Douglas–Rachford/ADMM

Recall the monotone inclusion problem addressed by DR splitting

find x ∈ H such that 0 ∈ (A1 +A2)(x), (4.3.1)
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Figure 4.2: Sets of allowable (a, b) ensuring the convergence for a given γ. (a) γ = βν. (b) γ = 1.25βν.
We set the value of τ in (4.2.11) as 0.01. Each colour shaded region corresponds to a different condition
appearing in (4.2.11), i.e. the cyan one corresponds to the first inequality of (4.2.11), while the magenta
and red ones correspond to the two conditions of the second inequality of (4.2.11) respectively.

where A1, A2 : H⇒ H are maximal monotone.
Consider the non-relaxed DR iteration, owing to (3.4.10), the fixed-point iteration with respect to

zk can be written as
zk+1 = 1

2
(RγA1RγA2 + Id)(zk),

xk+1 = JγA2(zk+1),

where the fixed-point operator FDR = 1
2(RγA1RγA2 + Id) is firmly non-expansive, by virtue of (ii) of

Lemma 2.4.10. Then, owing to Lemma 2.4.2, we know that there exists a maximal monotone operator
A3 : H⇒ H, such that

JA3 = 1
2
(RγA1RγA2 + Id),

and moreover we have

zer(A3) = fix(FDR) and zer(A1 +A2) = JA3

(
zer(A3)

)
.

As a result, the non-relaxed DR iteration can be seen as the PPA method for solving the monotone
inclusion of

find z ∈ H such that 0 ∈ A3(z).

Specialize the MUSTARD algorithm to this specific problem, we obtain a multi-step inertial DR
splitting method, which is given below in Algorithm 8.

Algorithm 8: A multi-step inertial Douglas–Rachford (MiDR)
Initial: γ > 0, s ∈ N+ and S = {0, ..., s − 1}. z0 ∈ H and x0 = JγA2(z0).
repeat

Let {ai ,k}i∈S ∈ ]− 1, 2]s:⌊
yk = zk +

∑
i∈Sai ,k(zk−i − zk−i−1),

zk+1 = 1
2
(RγA1RγA2 + Id)(yk).

(4.3.2)

k = k + 1;
until convergence;
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Whence we obtain the solution z?, then the solution to the original problem is simply x? = JγA2(z?).

Remark 4.3.1.
(i) Algorithm 8 can be extended to the ADMM method , since ADMM is nothing but applying DR

to the dual problem of (4.3.1). See Section 7.6 for the relation between ADMM and DR.

(ii) When s = 1, the MUSTARD-DR algorithm recovers the inertial DR scheme proposed in [32]
without relaxation.

(iii) A pre-conditioned version of Algorithm 8 can be considered by inserting the metric V from the
very beginning. For s = 1, the preconditioned DR was considered in [37].

4.3.2 Inertial Generalized Forward–Backward

In this part, we present a multi-step inertial GFB algorithm. Recall from Section 3.4 the problem

find x ∈ H such that 0 ∈
(
B +

∑m
j=1Aj

)
(x),

where B : H → H is β-cocoercive, and Aj : H⇒ H is maximal monotone for each j . The corresponding
fixed-point operator if GFB method, given in (3.4.3), that

FGFB =
1
2

(RγARS + Id)
(
Id− γBS

)
. (4.3.3)

Similarly to the argument used for deriving MiDR, by virtue of Lemma 3.4.1, there exists a maximal
monotone operator A′ : H ⇒ H such that JA′ = 1

2(RγARS + Id). Then given z? ∈ fix(FGFB), we
have

z? = FGFB(z?) = (Id +A′)−1(Id− γBS)(z?),

which means that GFB is equivalent to solve the following monotone inclusion problem on the product
space H,

find z ∈H such that 0 ∈ (A′ + γBS)(z), (4.3.4)

where γBS is (β/γ)-cocoercive, and β/γ ∈]1/2,+∞[ since the GFB chooses γ ∈]0, 2β[.
To this end, apply the MUSTARD algorithm to the monotone inclusion (4.3.4) with constant step-

size 1, we get the following iteration,

ya,k = zk +
∑

i∈Sai ,k(zk−i − zk−i−1),

yb,k = zk +
∑

i∈Sbi ,k(zk−i − zk−i−1),

zk+1 = (Id +A′)−1
(
ya,k − γBS(yb,k)

)
.

(4.3.5)

Translate the above inertial scheme to the original monotone inclusion problem on B +
∑

j Aj , we
obtain a multi-step inertial GFB method described in Algorithm 9.

Remark 4.3.2.
(i) When the cocoercive operator vanishes, i.e. B = 0, then Algorithm 9 becomes the multi-step

inertial DR splitting method in the product space.

(ii) As for the inertial DR method, since the operator A′ is implicit, it is difficult to put in the metric
for Algorithm 9. In [149], a preconditioned GFB method is proposed for which the structure of
fixed-point operator (4.3.3) is kept, hence we can adapt the inertial scheme to the that method.

Inertial Forward–Douglas–Rachford Recall the Forward–Douglas–Rachford splitting (3.4.7) of
[40] introduced in Section 3.4,

find x ∈ H such that 0 ∈ (A+B +NS)(x),
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Algorithm 9: A multi-step inertial generalized Forward–Backward (MiGFB)
Input: (ωj )j ∈]0, 1[m such that

∑m
j=1 ωj = 1, γ ∈]0, 2β[. s ∈ N+ and S = {0, ..., s − 1}.

Initial: k = 0, z0 = (zj ,0)j ∈H, z−i = z0, i ∈ S ;
repeat

Let {ai ,k}i∈S , (bi ,k)i∈S ∈ ]− 1, 2]s :

ya,j ,k = zj ,k +
∑

i∈Sai ,k(zj ,k−i − zj ,k−i−1),

xa,k =
∑m

j=1ωjya,j ,k, xb,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

for j = 1 to m do
zj ,k+1 = ya,j ,k + J γ

ωj
Aj

(
2xa,k − ya,j ,k − γkB(xb,k)

)
− xa,k,

xk+1 =
∑m

j=1 ωjzj ,k+1;
k = k + 1;

until convergence;

where A is maximal monotone, B is β-cocoercive, S is a closed vector subspace of H, and zer(A +

B+NS) 6= ∅. Specializing the above result to this problem, we obtain the following multi-step inertial
Forward–Douglas–Rachford splitting method,

ya,k = zk +
∑

i∈Sai ,k(zk−i − zk−i−1),

yb,k = zk +
∑

i∈Sbi ,k(zk−i − zk−i−1),

zk+1 =
1
2

(Id + RγARNS )
(
ya,k − γPSBPS(yb,k)

)
.

Whence we get z?, and recover a solution of the problem x? = PS(z?).

4.3.3 Inertial Primal–Dual splitting

The last extension we present is the multi-step inertial Primal–Dual splitting methods. This extension
can be applied to the Primal–Dual splitting methods proposed in [51, 173, 66, 62], but is not limited
to them.

Recall the problem 2.4.13, the primal formulation is

find x ∈ H such that 0 ∈ (A+B)(x) + L∗
(
(C�D)(Lx)

)
,

where A : H ⇒ H is maximal monotone, B : H → H is βB -cocoercive. C,D : G ⇒ G are maximal
monotone, and D is βD -strongly monotone. L : H → G is a bounded linear operator.

Recall that the Forward–Backward structure (2.4.17) of the Primal–Dual splitting method in Section
2.4.3.3. The extension of the MUSTARD algorithm to (8.1.3) is rather straightforward, and we get
the following multi-step inertial iteration

ya,k = zk +
∑

i∈Sai ,k(zk−i − zk−i−1),

yb,k = zk +
∑

i∈Sbi ,k(zk−i − zk−i−1),

zk+1 = (Id + V−1A)−1
(
ya,k −V−1B(yb,k)

)
.

The detailed iteration corresponding to the above scheme is given in Algorithm 10.
Algorithm 10 can also be adapted to the case of multiple parallel sums as the problem (3.4.15)

discussed in Section 3.4, since it is rather straightforward, we shall skip the detailed description here.

Remark 4.3.3.
(i) When s = 1 and b0,k ≡ a0,k, the above inertial scheme recovers the inertial Primal–Dual splitting

method proposed in [120].
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Algorithm 10: A multi-step inertial Primal–Dual (MiPD)
Initial: s ∈ N+ and S = {0, ..., s − 1}, x−i = x0, i ∈ S .
repeat

Let {ai ,k}i∈S , (bi ,k)i∈S ∈ ]− 1, 2]s,

yx,a,k = xk +
∑

i∈Sai ,k(xk−i − xk−i−1),

yv,a,k = vk +
∑

i∈Sai ,k(vk−i − vk−i−1),

yx,b,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

yv,b,k = vk +
∑

i∈Sbi ,k(vk−i − vk−i−1),

xk+1 = Jγ
A
A(yx,a,k − γAB(yx,b,k)− γAL

∗yv,a,k),

x̄k+1 = 2xk+1 − yx,a,k,
vk+1 = Jγ

C
C−1(yv,a,k − γCD

−1(yv,b,k) + γCLx̄k+1),

(4.3.6)

k = k + 1;
until convergence;

(ii) If B = 0 and D = 0, then Algorithm 10 becomes an inertial PPA under different metric.

4.4 Multi-step inertial FB for non-convex optimization

In this section, we consider generalizing the MUSTARD algorithm to the non-convex optimization
problems, i.e. the sum of two non-necessarily convex functions, one of which is proper lower semi-
continuous while the other is differentiable with a Lipschitz continuous gradient. For the sake of brevity,
we abuse the notations in (Popt)

min
x∈H

{
Φ(x)

def
= R(x) + F (x)

}
, (Pncvx)

where now
(A.7) R : H → R is proper lower semi-continuous (lsc), and bounded from below.

(A.8) F : H → R is finite-valued, differentiable, and ∇F is (1/β)-Lipschitz continuous.
As we can see, no convexity is imposed neither on F nor on R.

4.4.1 The ncvx-MiFB algorithm

Different from the convex case, when R is non-convex, then its proximity operator proxR(x) in gen-
eral is a set-valued mapping or even empty if R is not well defined (e.g. not bounded from below).
Nevertheless, the FB splitting for solving (Pncvx) reads

xk+1 ∈ proxγkR
(
xk − γk∇F (xk)

)
, (4.4.1)

where γk > 0 is the step-size. proxγR(x) is non-empty under (A.7) and is set-valued in general.
Lower-boundedness of R can be relaxed by requiring e.g. coercivity of the objective in Definition 2.1.8.

We propose the following multi-step inertial Forward–Backward splitting algorithm (Algorithm 11),
which we call as “ncvx-MiFB”.

Remark 4.4.1. Though Algorithm 11 is very close to the MUSTARD algorithm, it should be pointed
out that it is not a simple extension of MUSTARD to the non-convex case with Vk ≡ Id. There are
several reasons justifying this claim:
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Algorithm 11: Multi-step Inertial Forward–Backward (ncvx-MiFB)

Initial: s ∈ N+ and S def
= {0, ..., s − 1}. x0 ∈ H, x−i = x0, i ∈ S . Choose ε, ε > 0 such

that 0 < γ ≤ γk ≤ γ < β.
repeat

Let {ai ,k}i∈S , {bi ,k}i∈S ∈ ]− 1, 2]s and γk ∈ [γ, γ]: ya,k = xk +
∑

i∈Sai ,k(xk−i − xk−i−1),

yb,k = xk +
∑

i∈Sbi ,k(xk−i − xk−i−1),

xk+1 ∈ proxγkR
(
ya,k − γk∇F (yb,k)

)
.

(4.4.2)

k = k + 1;
until convergence;

(i) Many convex functions satisfy the Kurdyka-Łojasiewicz property, though not all of them. For
example, in [30, Section 4.3] the authors designed a counter-example where the function is convex
but not KL.

(ii) The convergence results of Section 4.2 for the MUSTARD algorithm can not be applied to
the non-convex case, since the sub-differentials of non-convex functions are no longer maximal
monotone. Hence a new convergence result is needed.

As a consequence, it necessary and important to study the convergence property of multi-step inertial
Forward–Backward splitting to the case of non-convex optimization.

Related work The convergence property of (4.4.1) was first established in [10] under the assumption
that the objective Φ satisfies the Kurdyka-Łojasiewicz (KL) property (Definition 4.4.2). Following their
footprints, [33, 136] established convergence of the special inertial schemes of [131] in the non-convex
setting. In [81], the authors also proposed an variable metric Forward–Backward splitting for the
non-convex optimization. Our proposed method can also handle the variable metric, however for the
same of simplicity, we choose to not include it here.

4.4.2 Global convergence of ncvx-MiFB

Let R : H → R be a proper lsc function. For η1, η2 such that −∞ < η1 < η2 < +∞, define the set

[η1 < R < η2]
def
= {x ∈ H : η1 < R(x) < η2}.

The definition below is taken from [9].

Definition 4.4.2 (Kurdyka-Łojasiewicz property). R : H → R is said to have the Kurdyka-
Łojasiewicz property at x̄ ∈ dom(R) if there exists η ∈]0,+∞], a neighbourhood U of x̄ and a contin-
uous concave function ϕ : [0, η[→ R+ such that
(i) ϕ(0) = 0, ϕ is C1 on ]0, η[, and for all t ∈]0, η[, ϕ′(t) > 0.

(ii) for all x ∈ U ∩ [R(x̄) < R < R(x̄) + η], the Kurdyka-Łojasiewicz inequality holds

ϕ′
(
R(x)−R(x̄)

)
dist

(
0, ∂R(x)

)
≥ 1. (4.4.3)

Proper lsc functions which satisfy the Kurdyka-Łojasiewicz property at each point of dom(∂R) are
called KL functions.

Roughly speaking, KL functions become sharp up to reparameterization via ϕ, called a desingular-
izing function for R. Among real-extended-valued lower semi-continuous functions, typical KL func-
tions are semi-algebraic functions or more generally functions definable in an o-minimal structure, see
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[27, 29, 28, 30]. References on functions definable in an o-minimal structure can be found in [68, 171].
For instance, the `0 pseudo-norm and the rank function are indeed KL, see Section 5.2 for more details
about these two functions.

Global convergence of ncvx-MiFB In this part we present the global convergence of the sequence
generated by Algorithm11. Let µ, ν > 0 be two constants. For i ∈ S and k ∈ N, define the following
quantities,

ζk
def
=

1− γk/β − µ− νγk
2γk

, ζ
def
= inf

k∈N
ζk and λi ,k

def
=

sa2
i,k

2γkµ
+

sb2i,k
2νβ2 , λi

def
= sup

k∈N
λi ,k. (4.4.4)

Theorem 4.4.3 (Convergence of ncvx-MiFB (Algorithm11)). For problem (Pncvx), suppose
that (A.7)-(A.8) hold. If moreover Φ is a proper lsc KL function, and R is bounded from below. For
Algorithm 11, choose µ, ν, γk, ai ,k, bi ,k such that

τ
def
= ζ −

∑
i∈Sλi > 0. (4.4.5)

Then each bounded sequence {xk}k∈N satisfies
(i) {xk}k∈N has finite length, i.e.

∑
k∈N ||xk − xk−1|| < +∞.

(ii) There exists a critical point x? ∈ crit(Φ) such that limk→+∞ xk = x?.

(iii) If Φ has the KL property at a global minimizer x?, then starting sufficiently close from x?, any
sequence {xk}k∈N converges to a global minimum of Φ and satisfies (i).

See from page 92 for the detailed proof.

Remark 4.4.4.
(i) Boundedness of the sequence is automatically ensured under standard assumptions such as co-

ercivity of Φ.

(ii) As long as (4.4.5) is satisfied, Theorem 4.4.3 holds true for arbitrary choice of s ∈ N+, which is on
the contrary to the convergence result of the MUSTARD algorithm, as we only have conditional
convergence for s ≥ 2 (Theorem 4.2.3).

(iii) When ai ,k ≡ 0 and bi ,k ≡ 0, i.e. the case of FB splitting, condition (4.4.5) holds naturally as
long as γ < β which recovers the case of [10].

From (4.4.4) and (4.4.5), we conclude the following results for the inertial parameters, see also Figure
4.3 for a graphical illustration:
(i) s = 1: let b0,k ≡ b and a0,k ≡ a, then (4.4.5) implies that,

a2

2γµ
+ b2β2

2ν
< ζ =

1− γ/β − µ− νγ
2γ

,

which is an ellipsoid. See Figure 4.3 (a).

(ii) When s ≥ 2, for each i ∈ S , let bi ,k = ai ,k ≡ ai (i.e. constant symmetric inertial parameters),
then (4.4.5) indicates (

1
2γµ

+ β2

2ν

)∑
i∈S a

2
i < ζ,

which is a ball. Similar result if bi ,k ≡ 0. See Figure 4.3 (b) and (c) for these two situations.

An empirical approach for inertial parameters Similarly to the MUSTARD algorithm, we also
have an empirical bound for the inertial parameters. Consider the parameters setting:

γk ≡ γ ∈]0, β[ and bi ,k = ai ,k ≡ ai ∈]− 1, 2[, i ∈ S .

We have the following empirical bound for the summand
∑

i∈S ai:∑
i ai ∈

]
0,min

{
1, β−γ
|2γ−β|

}[
. (4.4.6)
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(c) s = 2 : bi,k ≡ ai,k

Figure 4.3: Permitted inertial parameters by (4.4.5), where we set β = 1, µ = 0.3, ν = 0.3, γk ≡ 0.4β

and τ = 10−3.

To ensure the convergence {xk}k∈N, an online updating rule should be applied together with the
empirical bound. More precisely, choose ai according to (4.4.6). Then for each k ∈ N, let bi ,k = ai ,k

and choose ai ,k such that ∑
i ai ,k = min

{∑
i ai , ck

}
, (4.4.7)

where ck > 0 is such that {ck
∑

i∈S ||xk−i − xk−i−1||}k∈N is summable. For instance, one can choose
ck = c

k1+q
∑
i∈I ||xk−i−xk−i−1||

, c > 0, q > 0.

Remark 4.4.5. The allowed choices of the summand
∑

i ai by (4.4.6) is larger than those of Theorem
4.4.3. For instance, (4.4.6) allows

∑
i ai = 1 for γ ∈]0, 2

3β]. While for Theorem 4.4.3,
∑

i ai = 1 can be
reached only when γ → 0.

4.5 Numerical experiments

In this section, we consider several concrete examples of linear inverse problems to demonstrate the
performance of the proposed algorithms. First for MUSTARD, 3 extensions of the algorithm are
considered: multi-step inertial Forward–Backward (MiFB, i.e. MUSTARD with Vk ≡ Id), multi-step
inertial Douglas–Rachford (MiDR) and a multi-step inertial Primal–Dual splitting. The ncvx-MiFB
algorithm is demonstrated at the end of the section.

4.5.1 Inertial Forward–Backward splitting

Recall the linear inverse problem (3.6.2) in Section 3.6. For the forward observation model (3.6.1), let
K be generated from the standard random Gaussian ensemble, and w have bounded `2-norm. Moreover
let m = 1, then (3.6.2) becomes

min
x∈Rn

R(x) +
1
2
||Kx− f ||2. (4.5.1)

In this experiment, 4 different cases of R are considered: sparsity promoting `1-norm, group sparsity
promoting `1,2-norm, anti-sparsity `∞-norm, and low-rank promoting nuclear norm. The detailed
settings of each example are

`1-norm (m,n) = (48, 128), ||xob||0 = 8, i.e. xob has 8 non-zero elements.
`1,2-norm (m,n) = (48, 128), xob has 3 non-zero blocks of size 4.
`∞-norm (m,n) = (63, 64), |Ixob

| = 8 where Ixob
= {i : |xi| = ||xob||∞}.

Nuclear norm (m,n) = (640, 1024), xob ∈ R32×32 and rank(xob) = 4.
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The proximity operators of all the above functions can be computed efficiently, and more properties of
these functions, together with total variation, are presented in Chapter 5.

We apply the multi-step inertial Forward–Backward splitting (MiFB) to solve problem (4.5.1). To
highlight the performance of MiFB, we present the following comparisons
• Comparison among FB, FISTA and MiFB for s = 1, 2.

• The effects of negative inertial parameters for s = 2.
For the FB and MiFB, two fixed choices of step-size are considered: γ = β and γ = 1.5β. Then for the
FISTA, the sequence convergent one [50] is applied applied, i.e. the inertial parameter is computed
through

tk =
k + d− 1

d
, d > 2 and ak =

tk−1 − 1
tk

=
k − 1
k + d

,

and we set d = 3 for the numerical experiments.

Comparison of FB, FISTA and MiFB For the MiFB, we consider the symmetric inertial param-
eters setting, i.e. bi = ai , i = 0, ..., s − 1, and moreover
(i) s = 1:

• For γ = β, choose b0 = a0 =
√

5 − 2 − 10−3 such that Theorem 4.2.9 applies, and the
sequence is guaranteed to be convergent.

• For γ = 1.5β, choose a0 according to the empirical bounds (4.2.9) and the online updating
rule (4.2.6).

(ii) s = 2: only γ = 1.5β is considered, and choose a0, a1 according to the empirical bounds (4.2.9)
and the online updating rule (4.2.6).

The comparisons of the methods are presented below in Figure 4.4, the MiFB with s = 1, 2 are marked
as “1-MiFB” and “2-MiFB” respectively. “Opt-1” and “Opt-2” repensent the “upper bound 1” and
“upper bound 2” of (4.2.9) respectively. We can conclude the following observations:
(i) Under the same choice of γ, MiFB is faster than FB.

(ii) For the case γ = β, FISTA is the slowest if very high precision of the solution is needed (higher
than 10−8 for instance), and the original FISTA [24] has almost the same performance as d = 3

of FISTA [50]. This is mainly due to the fact the inertial parameter of FISTA tends to 1 as
k → +∞. Similarly for the MiFB, if the value of

∑
i ai is too close to 1, MiFB will also be very

slow and oscillate locally. Such behaviour of too big inertial value will be analyzed at length in
Chapter 6.

(iii) For the MiFB, under the same value of
∑

i ai , “1-MiFB” and “2-MiFB” have very similar perfor-
mance, with “2-MiFB” being the slightly faster one.

Negative inertial parameter In this part we compare the effects of negative inertial parameters
for s = 2. For this experiment, we will present only for `1-norm and nuclear norm, as the other two
examples yield very similar observations.

Given the summand
∑

i ai , the effects of negative a1 depends on the oscillation of the sequence
{||xk − x?||}k∈N (or {||xk − xk−1||}k∈N). If {||xk − x?||}k∈N oscillates, then negative a1 will speed up
the convergence, and slow down the convergence otherwise, this is supported by the following two
experiments.

For the first experiment, we choose γ = β and
∑

i ai = 0.9. The result is shown in Figure 4.5. As we
can see, oscillation appears for both examples, and negative value a1 indeed speeds up the convergence.
The reasons are that
(i) First, the oscillation is caused by too big inertial value

∑
i ai , which results in a high momentum

of
∑

i ai (xk−i − xk−i−1).
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Figure 4.4: Comparison of FB, FISTA and MiFB. “1-MiFB” and “2-MiFB” stand for MiFB with
the inertial steps s = 1 and s = 2, and “Opt-1” and “Opt-2” represents the “upper bound 1” and
“upper bound 2” of (4.2.9) respectively. For the `∞-norm, the almost invisible dark blue line “1-MiFB,
γ = 1.5β, a0 = 0.5, Opt-1” overlaps with the dark red line “2-MiFB, γ = 1.5β, a0 = 0.33, a1 = 0.17,
Opt-2”.

(ii) In general, xk−1 − xk−2 has higher momentum than xk − xk−1. Therefore, positive a1 increases
the momentum of

∑
i ai (xk−i − xk−i−1) which is already large enough, while negative a1 reduces

the momentum, hence leads to a faster convergence speed.

Adapt the above reasoning, we can the explain the observation obtained from the second experiment,
for which we set γ = 1.5β and

∑
i ai = 0.5. See Figure 4.6 for the plots.

(i) For both the examples, no oscillation behaviours observed, which means that the momentum of∑
i ai (xk−i − xk−i−1) is not large enough.

(ii) As xk−1− xk−2 has higher momentum, then negative a1 reduces the momentum of
∑

i ai (xk−i −
xk−i−1) which is not large enough, hence slow down the convergence.
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Figure 4.5: Effect of negative inertial parameter, γ = β and
∑

i ai = 0.9
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Figure 4.6: Effect of negative inertial parameter, γ = 1.5β and
∑

i ai = 0.5

4.5.2 Inertial Douglas–Rachford splitting

Now suppose that there is no noise in the observation model (3.6.1), i.e. w = 0. Then instead of
(3.6.2), the following equality constrained problem should be considered

min
x∈Rn

R(x) subject to Kx = Kxob.

Furthermore, the above constrained problem can be ban be formulated as

min
x∈Rn

R(x) + J(x), (4.5.2)

where J = ιS(·) is the indicator function of the constraint S def
= {x ∈ Rn : Kxob = Kx} = xob + ker(K).

As both functions R and J are non-smooth, a proper choice to solve (4.5.2) is the Douglas–Rachford
splitting. The proximity operator of J is the projection operator onto S, which reads proxγJ(x) =

x+K+(f −Kx) where K+ = KT (KKT )−1 is the Moore-Penrose pseudo-inverse of K. For R, 4 examples
are considered: `1, `1,2, `∞-norms and nuclear norm, and the setting of each example is the same as
the MiFB experiments.

The multi-step inertial Douglas–Rachford splitting (MiDR) is applied to solve (4.5.2), and the ob-
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tained result is shown in Figure 4.7, the parameter γ of the DR is set as 1. Unlike the case of MiFB,
the gains of inertial to MiDR is rather limited, moreover it depends on the properties of the involved
functions.

For the considered examples, J is polyhedral. For R, `1 and `∞-norms are polyhedral, while `1,2-
norm and nuclear norm are not. We have the following observation from Figure 4.7:
(i) When both functions J,R are polyhedral, negative

∑
i ai gives faster convergence, and the 3-step

inertial DR “3-MiDR” is the fastest, though the advantage is not big. See Figure 4.7 (a) and (c).

(ii) When R is not polyhedral (e.g. `1,2-norm and nuclear norm), the performance of different inertial
settings are very close, with “1-MiDR” being the slightly faster one. See Figure 4.7 (b) and (d).

Conclude from the above comparison, in practice the inertial parameters for MiDR should be chosen
based on the properties of the involved functions, and the (absolute) value of the inertial parameters
should not be too big. A theoretical explanation about this behaviour is presented in Chapter 7.
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Figure 4.7: Comparison of DR and MiDR for problem minx∈Rn R(x) s.t. Kx = Kxob with R being
`1, `1,2, `∞-norms and nuclear norm. The parameter γ in DR algorithm is set to be 1 for all examples.

4.5.3 Inertial Primal–Dual splitting

In this section, we consider the same problems as in MiDR experiments, and solve it with multi-step
inertial Primal–Dual splitting (MiPD). By reformulating the constraint as J(x) = ι{0}(Kx − f ), f =
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Kxob, we obtain the following saddle-point problem,

min
x∈Rn

max
v∈Rm

R(x) + 〈Kx− b, v〉 − ι∗{0}(v), (4.5.3)

where ι∗{0}(·) is the support function of {0}. The Chambolle-Pock Primal–Dual splitting method [51] is
applied, and for this case, the 1-step inertial Primal–Dual splitting coincides with the one proposed in
[120]. Moreover, for the step-sizes γA , γC in Algorithm 10, we choose γAγC ||K||

2 = 0.99 and γA = γC .
The experiment results are shown in Figure 4.8, from which we obtain the following observations

which are almost the same as MiDR experiment:
(i) When both functions J,R are polyhedral, then negative

∑
i ai gives faster convergence, and the

“3-MiPD” is the fastest one. See Figure 4.8 (a) and (c).

(ii) When R is not polyhedral (e.g. `1,2-norm and nuclear norm), the performance of different inertial
parameters are very close, with “1-MiPD” being slightly faster. See Figure 4.8 (b) and (d).

A theoretical explanation about this behaviour is presented in Chapter 8.
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Figure 4.8: Comparison of Primal–Dual (PD) and MiPD for solving (4.5.3) with R being `1, `1,2, `∞-
norms and nuclear norm.
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4.5.4 The non-convex case

For this demonstration of ncvx-MiFB, we consider the linear inverse problem (4.5.1) with R being `0
pseudo-norm (i.e. counting number of non-zero of a given vector x ∈ Rn) and the rank function. The
detailed settings of the two examples are

`0 pseudo-norm (m,n) = (48, 128), ||xob||0 = 8, i.e. xob has 8 non-zero elements.
Rank function (m,n) = (640, 1024), xob ∈ R32×32 and rank(xob) = 4.

The proximity operator of `0 pseudo-norm is given by hard-thresholding, while the proximity operator
of the rank function is applying hard-thresholding to the singular values.

For the numerical experiments, 3 different schemes are compared: FB, 1-step ncvx-MiFB (denoted as
“1-ncvx-MiFB”) and 2-step ncvx-MiFB (denoted as “2-ncvx-MiFB”). Only one choice of γ is considered
γk ≡ 0.5β, and the inertial parameters of ncvx-MiFB are chosen as bk = ak ≡ ai , i = 0, 1 such that
Theorem 4.4.3 applies. The reason of choosing only one γ is that, {xk}k∈N in general converges to
different critical points under different values of γ, hence makes it difficult to compare the effects of
inertia between different values of γ.

The numerical result is shown in Figure 4.9, from which we obtain very similar observations as the
ones from the convex case (i.e. Figure 4.4):
(i) The ncvx-MiFB scheme is faster than FB both globally and locally.

(ii) Comparing the two ncvx-MiFB inertial schemes, “2-ncvx-MiFB” outperforms “1-ncvx-MiFB”,
showing the advantages of a 2-step inertial scheme over the 1-step one.
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Figure 4.9: Comparison of Forward–Backward splitting and ncvx-MiFB with R being `0 pseudo-norm
and the rank function.

The empirical bound (4.4.6) and inertial steps s We now present a short comparison of the
empirical bound (4.4.6) of inertial parameters and different choices of s under bigger choice of γ = 0.8β.
MiFB with 3 inertial steps, i.e. s = 3, is added which is noted as “3-ncvx-MiFB”, see the magenta line
in Figure 4.10.

Similar to the above experiments, we choose bi ,k = ai ,k ≡ ai , i ∈ S , and “Thm 4.4.3” means that ai ’s
are chosen according to Theorem 4.4.3, while “Bnd (4.4.6)” means that ai ’s are chosen based on the
empirical bound (4.4.6). We can infer from Figure 4.10 that:
(i) Compared to the results in Figure 4.9, a bigger choice of γ leads to faster convergence. Yet still,

under the same choice of γ, ncvx-MiFB is faster than FB both locally and globally;
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Chapter 4 4.6. Proofs of main theorems

(ii) For either “Thm 4.4.3” or “Bnd (4.4.6)”, the performance of the three ncvx-MiFB schemes are
close, this is mainly due to the fact that values of the sum

∑
i∈Sai for each scheme are close.

(iii) Then between “Thm 4.4.3” and “Bnd (4.4.6)”, “Bnd (4.4.6)” shows faster convergence result, since
the allowed value of

∑
i∈Sai of (4.4.6) is bigger than that of Theorem 4.4.3.

It should be noted that, when γ ∈]0, 2
3β], the largest value of

∑
i∈S ai allowed by (4.4.6) is 1. If we

choose
∑

i∈I ai equal or very close to 1, then it can be observed in practice that ncvx-MiFB locally
oscillates, which is a well-known property of the FISTA scheme [24, 50]. We refer to Chapter 6 for
discussions of the properties of such oscillation behaviour.

50 100 150 200 250 300

k

10-10

10-6

10-2

102

kx
k
!

x
?
k

FB, .=0.8-
1-ncvx-MiFB, Thm 4.4.3
2-ncvx-MiFB, Thm 4.4.3
3-ncvx-MiFB, Thm 4.4.3
1-ncvx-MiFB, Bnd (4.4.6)
2-ncvx-MiFB, Bnd (4.4.6)
3-ncvx-MiFB, Bnd (4.4.6)

(a) `0 pseudo-norm

50 100 150 200 250 300

k

10-10

10-6

10-2

102

kx
k
!

x
?
k

FB, .=0.8-
1-ncvx-MiFB, Thm 4.4.3
2-ncvx-MiFB, Thm 4.4.3
3-ncvx-MiFB, Thm 4.4.3
1-ncvx-MiFB, Bnd (4.4.6)
2-ncvx-MiFB, Bnd (4.4.6)
3-ncvx-MiFB, Bnd (4.4.6)

(b) Rank function

Figure 4.10: Comparison of ncvx-MiFB under different inertial settings. We fix γk ≡ 0.8β for all tests.
For the three inertial schemes, the inertial parameters were chosen such that (4.4.5) holds.

4.6 Proofs of main theorems

4.6.1 Proofs of Section 4.2

We need the following two lemmas before presenting the proof of the main theorems.

Lemma 4.6.1. Let the operators A : H⇒ H be maximal monotone, B : H → H be β-cocoercive, and
V ∈ Sν . Then for γ ∈]0, 2βν[,
(i) V−1A : HV ⇒ HV is maximal monotone.

(ii) (Id + γV−1A)−1 : HV → HV is firmly non-expansive.

(iii) (Id− γV−1B) : HV → HV is γ
2βν -averaged non-expansive.

(iv) The operator (Id + γV−1A)−1(Id− γV−1B) is 2βν
2βν−γ -averaged non-expansive.

Proof. (i)-(ii) See [62, Lemma 3.7]. (iv) See [138, Theorem 3]. For (iii), since B : H → H is β-
cocoercive, given any x, x′ ∈ H, we have

〈x− x′, V−1Bx− V−1Bx′〉V ≥ β||Bx−Bx′||2

= βV〈V−1Bx− V−1Bx′, V−1Bx− V−1Bx′〉V
≥ βν||V−1Bx− V−1Bx′||2V,

which means V−1B : HV → HV is (βν)-cocoercive. The rest of the proof follows [16, Proposition
4.33].
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Lemma 4.6.2. Let {dk}k∈N, {δk}k∈N be two non-negative sequences, and ω ∈ Rs such that

dk+1 ≤
∑

i∈Sωidk−i + δk, (4.6.1)

for all k ≥ s. If
∑

i ωi ∈ [0, 1[ and
∑

k∈N δk < +∞, then∑
k∈Ndk < +∞.

Remark 4.6.3. A special case of Lemma 4.6.2 appears in [33, Lemma 3]. It should be noted that in
our case, non-negativity is not imposed to the weight ωi ’s, but only the sum of them. In fact, we can
even afford all ωi’s to be negative, as long as

∑
i∈S ωidk−i + δk is positive for all k ∈ N.

Proof. From (4.6.1), suppose that d−1 = d−2 = d−s+1 = 0, then sum up for both sides from k = 0,∑
k∈Ndk+1 ≤

∑
k∈N

∑
i∈S ωidk−i +

∑
k∈Nδk =⇒

∑
k∈N dk ≤ d0 +

∑
i∈Sωi

∑
k∈N dk +

∑
k∈Nδk

=⇒
(
1−
∑

i∈Sωi
)∑

k∈N dk ≤ d0 +
∑

k∈Nδk.

Since we assume
∑

i∈S ωi < 1 and δk is summable, then we have∑
k∈Ndk ≤

(
1−
∑

i∈Sωi
)−1(

d0 +
∑

k∈Nδk
)
< +∞,

which concludes the proof.

The following lemma is inspired by a result by Attouch et al. [11, Lemma A.9].

Lemma 4.6.4. Let {αk}k∈N, {βk}k∈N be two summable sequences in [0,+∞[, and C < +∞ be a
positive constant. Consider the non-negative sequence {θk}k∈N, which is defined by, for all k ≥ s,

θ2
k+1 ≤ C2 +

∑k

j=1αjθ
2
j +
∑k

j=1βjθj .

If there holds
∑

k∈N αk < 1, then we have

θk+1 ≤
1

1−
∑
k∈N αk

(
C +

∑
k∈Nβk

)
.

holds for all k ∈ N.

Proof. Given k ∈ N, denote Θk = maxj=1,...,k θj . Then for 1 ≤ j ≤ k, we have

θ2
k ≤ C2 + Θ2

k

∑k

j=1 αj + Θk

∑k

j=1 βj

≤ C2 + Θ2
k

∑
j∈N αj + Θk

∑
j∈N βj .

Taking the maximum over 1 ≤ j ≤ k, we get

Θ2
k ≤ C2 + Θ2

k

∑
j∈N αj + Θk

∑
j∈N βj ,

which leads to (
1−∑j∈Nαj

)
Θ2
k −Θk

∑
j∈N βj − C

2 ≤ 0.

Since
∑

j∈N αj < 1, then the quadratic equation (1−
∑

j∈N αj)Θ
2
k −Θk

∑
j∈N βj −C2 = 0 admits two

real roots, and Θk is then bounded from above by the larger one.

Since the metric V ∈ Mν is fixed with ν > 0, without the loss of generality we present the proof of
Theorem 4.2.3 on H.

Proof of Theorem 4.2.3. Let x? ∈ zer(A+B), i.e. a solution, then

−B(x?) ∈ A(x?),

(ya,k − xk+1)− γkB(yb,k) ∈ γkAεk(xk+1).
(4.6.2)

Define the following quantities

ϕk =
1
2
||xk − x?||2, Ex,k =

1
2
||xk − xk−1||2 and Eb,k+1 =

1
2
||yb,k − xk+1||2. (4.6.3)
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Given the expression of ϕk we have

ϕk − ϕk+1 = 1
2
〈xk − x?, xk − x?〉 − 1

2
〈xk+1 − x?, xk+1 − x?〉

= 1
2
〈xk − xk+1 − x? + 2xk+1 − x?, xk − xk+1〉

= 1
2
||xk − xk+1||2 + 〈xk − ya,k + ya,k − xk+1, xk+1 − x?〉

= Ex,k+1 + 〈ya,k − xk+1, xk+1 − x?〉 −
∑

i∈Sai ,k〈xk−i − xk−i−1, xk+1 − x?〉.

(4.6.4)

Meanwhile, by virtue of the monotonicity of A and (4.6.2), given any uk+1 ∈ Aεk(xk+1) and u? ∈ A(x?),
we have 〈γkuk+1 − γku?, xk+1 − x?〉 ≥ −γkεk, hence

〈(ya,k − xk+1)− γkB(yb,k) + γkB(x?), xk+1 − x?〉 ≥ −γkεk.

Combine this with (4.6.4) we get

ϕk − ϕk+1 ≥ Ex,k+1 −
∑

i∈Sai ,k〈xk−i − xk−i−1, xk+1 − x?〉

+ γk〈B(yb,k)−B(x?), xk+1 − x?〉 − γkεk.
(4.6.5)

For each inner product 〈xk−i − xk−i−1, xk+1 − x?〉, we have

〈xk−i − xk−i−1, xk+1 − x?〉
= 〈xk−i − xk−i−1, xk+1 − xk + xk − xk−i 〉+ 〈xk−i − xk−i−1, xk−i − x?〉
= 〈xk−i − xk−i−1, xk+1 − xk〉+ 〈xk−i − xk−i−1, xk − xk−i 〉+ 〈xk−i − xk−i−1, xk−i − x?〉

= 〈xk−i − xk−i−1, xk+1 − xk〉+ 1
2

(
||xk − xk−i−1||2 − ||xk − xk−i ||2

)
+ (ϕk−i − ϕk−i−1),

(4.6.6)

where the Pythagoras relation below is applied to the inner products 〈xk−i − xk−i−1, xk − xk−i 〉 and
〈xk−i − xk−i−1, xk−i − x?〉 respectively,

2〈c1 − c2, c1 − c3〉 = ||c1 − c2||2 + ||c1 − c3||2 − ||c2 − c3||2. (4.6.7)

Putting (4.6.6) back into (4.6.5) yields,

ϕk+1 − ϕk ≤ −Ex,k+1 − γk〈B(yb,k)−B(x?), xk+1 − x?〉+ γkεk

+
∑

i∈Sai ,k〈xk−i − xk−i−1, xk+1 − x?〉

= −Ex,k+1 − γk〈B(yb,k)−B(x?), xk+1 − x?〉+ γkεk

+ 〈∑i∈Sai ,k(xk−i − xk−i−1), xk+1 − xk〉

+
∑

i∈S
ai,k

2
(||xk − xk−i−1||2 − ||xk − xk−i ||2) +

∑
i∈Sai ,k(ϕk−i − ϕk−i−1),

and further leads to
ϕk+1 − ϕk −

∑
i∈Sai ,k(ϕk−i − ϕk−i−1)

≤ −Ex,k+1 − γk〈B(yb,k)−B(x?), xk+1 − x?〉+ γkεk

+ 〈∑i∈Sai ,k(xk−i − xk−i−1), xk+1 − xk〉+
∑

i∈S
ai,k

2
(||xk − xk−i−1||2 − ||xk − xk−i ||2),

(4.6.8)

Since B is β-cocoercive, then

〈B(yb,k)−B(x?), xk+1 − x?〉
= 〈B(yb,k)−B(x?), xk+1 − yb,k + yb,k − x?〉
≥ β||B(yb,k)−B(x?)||2 + 〈B(yb,k)−B(x?), xk+1 − yb,k〉

≥ β||B(yb,k)−B(x?)||2 − β||B(yb,k)−B(x?)||2 − 1
4β
||xk+1 − yb,k||2 = − 1

2β
Eb,k+1.

(4.6.9)

Combine (4.6.9) and (4.6.8), we get

ϕk+1 − ϕk −
∑

i∈Sai ,k(ϕk−i − ϕk−i−1)

≤ −Ex,k+1 + γk
2β
Eb,k+1 + 〈∑i∈Sai ,k(xk−i − xk−i−1), xk+1 − xk〉

+
∑

i∈S
ai,k

2
(||xk − xk−i−1||2 − ||xk − xk−i ||2) + γkεk.

(4.6.10)
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For Eb,k+1, we have

Eb,k+1 = 1
2
||xk+1 − ya,k||2 = 1

2
||xk+1 − xk −

∑
i∈Sbi ,k(xk−i − xk−i−1)||2

= 1
2
||xk+1 − xk||2 + 1

2
||∑i∈S bi ,k(xk−i − xk−i−1)||2

+
∑

i∈Sbi ,k〈xk − xk+1, xk−i − xk−i−1〉.

(4.6.11)

Substitute into (4.6.10) we get,

ϕk+1 − ϕk −
∑

i∈Sai ,k(ϕk−i − ϕk−i−1)

≤ −Ex,k+1 + 〈∑i∈Sai ,k(xk−i − xk−i−1), xk+1 − xk〉+ γk
2β
Eb,k+1

+
∑

i∈S
ai,k

2

(
||xk − xk−i−1||2 − ||xk − xk−i ||2

)
+ γkεk

= −Ex,k+1 + γk
2β
Ex,k+1 + 〈∑i∈S (ai ,k −

γkbi,k
2β )(xk−i − xk−i−1), xk+1 − xk〉

+ γk
4β
||∑i∈S bi ,k(xk−i − xk−i−1)||2 +

∑
i∈S

ai,k

2

(
||xk − xk−i−1||2 − ||xk − xk−i ||2

)
+ γkεk

= −λkEx,k+1 + 〈∑i∈Sζi ,k(xk−i − xk−i−1), xk+1 − xk〉+ γk
4β
||∑i∈S bi ,k(xk−i − xk−i−1)||2

+
∑

i∈S
ai,k

2

(
||xk − xk−i−1||2 − ||xk − xk−i ||2

)
+ γkεk.

(4.6.12)

Define the following parameters

λk = 1− γk
2β
∈
[ ε

2β
, 1− ε

2β

]
and ζi ,k = ai ,k −

γkbi,k

2β
, ∀i ∈ S ,

and vector
vk = xk+1 − xk −

1
λk

∑
i∈S

ζi,k

λk
(xk−i − xk−i−1).

Substituting (4.6.9) back into (4.6.8), and combine with (4.6.12),

ϕk+1 − ϕk −
∑

i∈Sai ,k(ϕk−i − ϕk−i−1)

≤ −λkEx,k+1 + 〈∑i∈Sζi ,k(xk−i − xk−i−1), xk+1 − xk〉+ γk
4β
||∑i∈S bi ,k(xk−i − xk−i−1)||2

+
∑

i∈S
ai,k

2
(||xk − xk−i−1||2 − ||xk − xk−i ||2) + γkεk

= −λk
2
||vk||2 + 1

2λk
||∑i∈S ζi ,k(xk−i − xk−i−1)||2 + γk

4β
||∑i∈S bi ,k(xk−i − xk−i−1)||2

+
∑

i∈S
ai,k

2
(||xk − xk−i−1||2 − ||xk − xk−i ||2) + γkεk

≤ −λk
2
||vk||2 + 1

2λk
||∑i∈S ζi ,k(xk−i − xk−i−1)||2 + γk

4β
||∑i∈S bi ,k(xk−i − xk−i−1)||2

+
∑

i∈S
|ai,k|

2
(||xk − xk−i−1||2 + ||xk − xk−i ||2) + γεk.

(4.6.13)

Let’s collect the quadratic terms in (4.6.13) in δk, and apply the Jensen’s inequality

δk = 1
2λk
||∑i∈S ζi ,k(xk−i − xk−i−1)||2 + γk

4β
||∑i∈S bi ,k(xk−i − xk−i−1)||2

+
∑

i∈S
|ai,k|

2

(
||xk − xk−i−1||2 + ||xk − xk−i ||2

)
≤ s

2λk

∑
i∈S ζ

2
i ,k||xk−i − xk−i−1||2 + sγk

4β

∑
i∈S b

2
i ,k||xk−i − xk−i−1||2

+
∑

i∈S
|ai,k|

2

(
||xk − xk−i−1||2 + ||xk − xk−i ||2

)
≤ s

2λk

∑
i∈S ζ

2
i ,k||xk−i − xk−i−1||2 + sγk

4β

∑
i∈S |bi ,k|||xk−i − xk−i−1||2

+ s
∑

i∈S |ai ,k|
∑

j∈S ||xk−j − xk−j−1||2

≤ s
2λk

max
i∈S

ζ2
i ,k

∑
i∈S ||xk−i − xk−i−1||2 + sγk

4β
max

i∈S
|bi ,k|

∑
i∈S ||xk−i − xk−i−1||2

+ s2 max
i∈S
|ai ,k|

∑
i∈S ||xk−i − xk−i−1||2

≤ max
{ s

2λ
, sγ

4β
, s2
}

max
{

max
i∈S

ζ2
i ,k,max

i∈S
|bi ,k|,max

i∈S
|ai ,k|

}∑
i∈S ||xk−i − xk−i−1||2.
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Therefore, as
max

{ s
2λ
, sγ

4β
, s2
}
< +∞

is a constant, the sequence {δk}k∈N is summable if condition (4.2.5) holds. Now define θk = ϕk−ϕk−1,
then we get the following key estimate from (4.6.13)

θk+1 ≤ −λk2 ||vk||
2 +
∑

i∈Sai ,kθk−i + δk + γεk. (4.6.14)

(i) If
∑

i ai < 1, define [θ]+ = max
{
θ, 0
}
, then (4.6.14) gives

[θk+1]+ ≤
∑

i∈Sai ,k[θk−i ]+ + δk + γεk

≤
∑

i∈Sai [θk−i ]+ + δk + γεk.

Owing to Lemma 4.6.2, {[θk]+}k∈N is summable since
∑

i∈S ai < 1. In turn,

ϕk+1 −
∑k+1

j=1 [θj ]+ ≤ ϕk+1 − θk+1 −
∑k

j=1[θj ]+

= ϕk −
∑k

j=1[θj ]+.

It then follows that the sequence {ϕk −
∑k

j=1[θj ]+}k∈N is decreasing and bounded from below,
hence convergent, and we deduce that ϕk is also convergent.

(ii) If ai ,k ≡ 0 for all i = 0, ..., s − 1, then (4.6.14) entails

ϕk+1 ≤ ϕk + δk + γεk,

which means that the sequence {xk}k∈N is quasi-Fejérmonotone relative to zer(A + B) [56,
Definition 1.1(3)], thus ϕk is convergent [56, Proposition 3.6].

In summary, for
∑

i∈S ai < 1, limk→∞ ||xk − x?|| exists for any x? ∈ zer(A+B).
By assumption (4.2.5), ai ,k(xk−i −xk−i−1)→ 0 and bi ,k(xk−i −xk−i−1)→ 0, and thus for each i ∈ S ,

ζi,k

λk
(xk−i − xk−i−1)→ 0, (4.6.15)

since λk ≥ ε
2β > 0. Moreover, from (4.6.14), we obtain∑

k∈N||vk||
2 ≤ 4β

ε

(
ϕ0 +

∑
k∈N(

∑
i∈Sai [θk−i ]+ + ek)

)
< +∞.

Consequently, vk → 0. Combining this with (4.6.15), we get that xk+1−xk → 0. In turn, ya,k−xk+1 →
0 and yb,k − xk+1 → 0.

Let x̄ be a weak cluster point of (xk)k∈N, and let us fix a subsequence, say xkj ⇀ x̄. We get from
(4.6.2) that

ukj
def
=

1
γkj

(ya,kj − xkj+1)−B(yb,kj )− ξkj ∈ A
εkj (xkj+1)

Since B is cocoercive and yb,kj ⇀ x̄, we have B(yb,kj )→ B(x̄). In turn, ukj → −B(x̄) since γk ≥ ε > 0.
Since (xkj+1, ukj ) ∈ gra(A

εkj ), and the graph of the enlargement of A is sequentially weakly-strongly
closed in R+ × H × H [164, Proposition 3.4(b)], we get that −B(x̄) ∈ A(x̄), i.e. x̄ is a solution of
(Pinc). That is, every weak sequential cluster point of {xk}k∈N lies in zer(A + B). Applying Opial’s
Theorem [139] concludes the proof.

Proof of Theorem 4.2.5. Define

AVk
= V−1

k A and BVk
= V−1

k B.

Let x? ∈ zer(A+B), then

−BVk
(x?) ∈ AVk

(x?),

(ya,k − xk+1)− γkBVk
(yb,k)− γkξk ∈ γkAεkVk(xk+1).

(4.6.16)
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Define the following quantities

ϕk =
1
2
||xk − x?||2Vk , Ex,k =

1
2
||xk − xk−1||2Vk and Eb,k+1 =

1
2
||yb,k − xk+1||2Vk . (4.6.17)

Given the expression of ϕk we have

ϕk − 1
1 + ηk

ϕk+1 = 1
2
〈xk − x?, xk − x?〉Vk −

1
1 + ηk

1
2
〈xk+1 − x?, xk+1 − x?〉Vk+1

≥ 1
2
〈xk − x?, xk − x?〉Vk −

1
2
〈xk+1 − x?, xk+1 − x?〉Vk

= 1
2
〈xk − xk+1 − x? + 2xk+1 − x?, xk − xk+1〉Vk

= 1
2
||xk − xk+1||2Vk + 〈xk − ya,k + ya,k − xk+1, xk+1 − x?〉Vk

≥ 1
1 + ηk

1
2
||xk − xk+1||2Vk+1

+ 〈xk − ya,k + ya,k − xk+1, xk+1 − x?〉Vk
= 1

1 + ηk
Ex,k+1 + 〈ya,k − xk+1, xk+1 − x?〉Vk − ak〈xk − xk−1, xk+1 − x?〉Vk .

(4.6.18)
Meanwhile, by virtue of the monotonicity of AVk

on HVk and (4.6.16), given any uk+1 ∈ AεkVk(xk+1)

and u? ∈ AVk
(x?), we have 〈γkuk+1 − γku?, xk+1 − x?〉Vk ≥ −γkεk, hence back to (4.6.16) we get

〈(ya,k − xk+1)− γkBVk
(yb,k) + γkBVk

(x?)− γkξk, xk+1 − x?〉Vk ≥ −γkεk.

Combine this with (4.6.18) we get

ϕk − 1
1 + ηk

ϕk+1 ≥ 1
1 + ηk

Ex,k+1 − ak〈xk − xk−1, xk+1 − x?〉Vk
+ γk〈BVk

(yb,k)−BVk
(x?) + ξk, xk+1 − x?〉Vk − γkεk.

(4.6.19)

For the inner product 〈xk − xk−1, xk+1 − x?〉Vk , apply the Pythagoras relation (4.6.7),

〈xk − xk−1, xk+1 − x?〉Vk = 〈xk − xk−1, xk+1 − xk〉Vk + 〈xk − xk−1, xk − x?〉Vk
= 〈xk − xk−1, xk+1 − xk〉Vk + Ex,k +

1
2
||xk − x?||2Vk −

1
2
||xk−1 − x?||2Vk

≥ 〈xk − xk−1, xk+1 − xk〉Vk + Ex,k +
(
ϕk − (1 + ηk−1)ϕk−1

)
,

(4.6.20)
Putting (4.6.20) back into (4.6.19) yields,

1
1 + ηk

ϕk+1 − ϕk ≤ − 1
1 + ηk

Ex,k+1 − γk〈BVk
(yb,k)−BVk

(x?) + ξk, xk+1 − x?〉Vk + γkεk

+ ak〈xk − xk−1, xk+1 − xk〉Vk + akEx,k + ak
(
ϕk − (1 + ηk−1)ϕk−1

)
,

and further leads to

ϕk+1 − ϕk − ak
(
ϕk − (1 + ηk−1)ϕk−1

)
= ϕk+1 − ϕk − ak(1 + ηk−1)

( 1
1 + ηk−1

ϕk − ϕk−1

)
≤ −Ex,k+1 − γk〈BVk

(yb,k)−BVk
(x?) + ξk, xk+1 − x?〉Vk + γkεk

+ ak〈xk − xk−1, xk+1 − xk〉Vk + akEx,k,

(4.6.21)

Since BVk
is (βν)-cocoercive, then similar to (4.6.9) we have

〈BVk
(yb,k)−BVk

(x?), xk+1 − x?〉Vk ≥ −
1

2βν
Eb,k+1. (4.6.22)

Define the following parameters

ck = ak(1 + ηk−1), λk = 1− γk
2βν
∈
[
ε

2βν
, 1− ε

2βν

]
and ζk = ak −

γkbk
2βν

,

and vk = xk+1 − xk − ζk
λk

(xk − xk−1). Substituting (4.6.22) back into (4.6.21), and since

Eb,k+1 = 1
2
||xk − xk+1||Vk + b2kEx,k + bk〈xk − xk+1, xk − xk−1〉Vk ,
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we get from (4.6.21) that
1

1 + ηk
ϕk+1 − ϕk − ck

( 1
1 + ηk−1

ϕk − ϕk−1

)
≤ −1

2
||xk − xk+1||Vk + ak〈xk − xk−1, xk+1 − xk〉Vk + akEx,k

+ γk
2βν

Eb,k+1 + γkεk − γk〈ξk, xk+1 − x?〉Vk

=
( γk

2βν
− 1
)1

2
||xk − xk+1||2Vk +

(
ak − γkbk

2βν

)
〈xk − xk−1, xk+1 − xk〉Vk +

(
ak + γkb

2
k

2βν

)
Ex,k

+ γkεk − γk〈ξk, xk+1 − x?〉Vk
= −λk

2
||xk − xk+1||2Vk + ζk〈xk − xk−1, xk+1 − xk〉Vk +

(
ak + γkb

2
k

2βν

)
Ex,k

+ γkεk − γk〈ξk, xk+1 − x?〉Vk
=
(
−λk

2
||xk+1 − xk − ζk

λk
(xk − xk−1)||2Vk + ζ2

k

λk
Ex,k

)
+
(
ak + γkb

2
k

2βν

)
Ex,k

+ γkεk − γk〈ξk, xk+1 − x?〉Vk
= −λk

2
||vk||2Vk +

(
ak + ζ2

k

λk
+ γkb

2
k

2βν

)
Ex,k + γkεk − γk〈ξk, xk+1 − x?〉Vk

≤ −λk
2
||vk||2Vk +

(
2ak
λk

+ γkbk
2βν

)
Ex,k + γkεk − γk〈ξk, xk+1 − x?〉Vk

≤ −λk
2
||vk||2Vk +

(
4βν
ε
ak + (1− ε

2βν
)bk
)
Ex,k + γ

(
εk + ||ξk||Vk ||xk+1 − x?||Vk

)
,

(4.6.23)

Now define θ′k = 1
1 + ηk−1

ϕk − ϕk−1 and δk =
(

4βν
ε
ak + (1− ε

2βν
)bk
)
Ex,k. Then we get from (4.6.23)

θ′k+1 ≤ −
λk
2
||vk||2Vk + ckθ

′
k + δk + γ(εk + ||ξk||Vk ||xk+1 − x?||Vk). (4.6.24)

Owing to the assumption on {Vk}k∈N, we have µId < Vk < νId. Then (4.6.24) can be further written
as

θ′k+1 ≤ −
λk
2
||vk||2Vk + ckθ

′
k + δk + γ

(
εk + µ√

ν
||ξk||

√
2ϕk+1

)
. (4.6.25)

For simplicity, we denote C =
√

2µ/
√
ν. Now define θk = ϕk − ϕk−1 = ηk−1

1 + ηk−1
ϕk + θ′k, we have

θ1 = ϕ1 − ϕ0 = 0 since x1 = x0. Then from (4.6.25) we get

θk+1 = θ′k+1 +
ηk

1 + ηk
ϕk+1

≤ −λk
2
||vk||2Vk + ckθk +

ηk
1 + ηk

ϕk+1 + δk + γ(εk + C||ξk||
√
ϕk+1)

≤
∏k

j=1cjθ1 +
∑k

j=1

(∏k

l=jcl−j
)( ηj

1 + ηj
ϕj+1 + δj + γ(εj + C||ξj ||

√
ϕj+1)

)
≤
∑k

j=1c̄
k−j( ηj

1 + ηj
ϕj+1 + δj + γ(εj + C||ξj ||

√
ϕj+1)

)
.

(4.6.26)

(i) For c̄ ∈]0, 1[. Sum up (4.6.26) from m = 1 to k we get∑k

m=1θm+1 = ϕk+1 − ϕ1

≤
∑k

m=1

∑m

j=1 c̄
m−j( ηj

1 + ηj
ϕj+1 + δj + γ(εj + C||ξj ||

√
ϕj+1)

)
=
∑k

m=1

(∑k−m
j=1 c̄

j
)( ηm

1 + ηm
ϕm+1 + δm + γ(εm + C||ξm||

√
ϕm+1)

)
=
∑k

m=1
1− c̄k−m+1

1− c̄
(

ηm
1 + ηm

ϕm+1 + δm + γ(εm + C||ξm||
√
ϕm+1)

)
,

which leads to

ϕk+1 ≤
(
ϕ1 + 1

1− c̄
∑
m∈N (δm + γεm)

)
+ 1

1− c̄

∑k

m=1
(1− c̄k−m+1)ηm

1 + ηm
ϕm+1 + γC

1− c̄

∑k

m=1 ||ξm||
√
ϕm+1.

Since {δk}k∈N is summable owing to (4.2.8), {εk}k∈N and {ξk}k∈N are summable, and S =

supk∈N
1

1−c̄
∑k

m=1
(1−c̄k−m+1)ηm

1+ηm
< 1 by (4.2.7). Then, in the view of Lemma 4.6.4 we have that
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{ϕk}k∈N is bounded from above by F 2 where F is

F =
1

1− S
(√

ϕ1 + 1
1− c̄

∑
m∈N (δm + γεm) + γC

1− c̄

∑
k∈N ||ξk||

)
.

Then define
ek

def
= ηkF

2 + δk + γ(εk + CF ||ξk||),

then {ek}k∈N is summable. Back to (4.6.26), and let [θ]+ = max
{
θ, 0
}
, then

[θk+1]+ ≤ c̄[θk]+ + ek,

Therefore, using that c̄ < 1, [θk]+ is summable (Lemma 4.6.2). In turn,

ϕk+1 −
∑k+1

j=1 [θj ]+ ≤ ϕk+1 − θk+1 −
∑k

j=1[θj ]+

= ϕk −
∑k

j=1[θj ]+.

We then infer that the sequence (ϕk −
∑k

j=1[θj ]+)k∈N is decreasing and bounded from below,
hence convergent, whence we deduce that ϕk is also convergent.

(ii) If ak ≡ 0 (hence ck ≡ 0). Summability of {ηk}k∈N is equivalent to

D =
∏

k∈N(1 + ηk) < +∞.

Thus (4.6.26) yields

ϕk+1 ≤ (1 + ηk)ϕk + (1 + ηk)
(
δk + γ(εk + C||ξk||

√
ϕk+1)

)
≤
∏k

m=1(1 + ηm)ϕ1 +
∑k

m=1

(∏k

j=m(1 + ηj)
)(
δm + γ(εm + C||ξm||

√
ϕm+1)

)
≤ Dϕ1 +D

∑k

m=1

(
δm + γεm

)
+ γDC

∑k

m=1 ||ξm||
√
ϕm+1.

Again, owing to the summability of {δk}k∈N, {εk}k∈N and {||ξk||}k∈N, Lemma 4.6.4 asserts that
ϕk is bounded. Now define F as

F =
√
D(ϕ1 +

∑
m∈N(δm + γεm)) + γDC

∑
k∈N ||ξk||,

then √ϕk ≤ F holds for all k ∈ N. Let η = supk∈N ηk, and define

fk
def
= (1 + η)

(
δk + γ(εk + CF ||ξk||)

)
,

then {fk}k∈N is summable. Therefore we have

ϕk+1 ≤ (1 + ηk)ϕk + fk,

which implies that {xk}k∈N is variable metric quasi-Fejérmonotone relative to zer(A + B) [61,
Definition 3.1], thus ϕk is convergent [61, Proposition 3.2].

In summary, we have limk→∞ ||xk − x?||Vk exists for any x? ∈ zer(A+B) and {xk}k∈N is bounded.
By assumption (4.2.8), ak(xk − xk−1)→ 0 and bk(xk − xk−1)→ 0, and thus

ζk
λk

(xk − xk−1)→ 0, (4.6.27)

since λk ≥ ε
2βν > 0. Moreover, from (4.6.26), we obtain

ν
∑

k∈N ||vk||
2 ≤
∑

k∈N||vk||
2
Vk
≤ 4βν

ε

(
ϕ0 +

∑
k∈N(c̄[θk]+ + ek)

)
< +∞.

Consequently, vk → 0. Combining this with (4.6.27), we get that xk+1−xk → 0. In turn, ya,k−xk+1 →
0 and yb,k − xk+1 → 0.

Let x̄ be a weak cluster point of (xk)k∈N, and let us fix a subsequence, say xkj ⇀ x̄. We get from
(4.6.16) that

ukj
def
=

1
γkj

Vkj (ya,kj − xkj+1)−B(yb,kj )− Vkjξkj ∈ A
εkj (xkj+1)
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Since B is β-cocoercive and yb,kj ⇀ x̄, we have B(yb,kj )→ B(x̄). In turn, since γk ≥ ε > 0, we have

||ukj +B(x̄)|| = || 1
γkj

Vkj (ya,kj − xkj+1) +B(x̄)−B(yb,kj )− Vkjξkj ||

≤ || 1
γkj

Vkj (ya,kj − xkj+1)||+ ||B(x̄)−B(yb,kj )||+ ||Vkjξkj ||

≤ 1
ε
µ||ya,kj − xkj+1||+ 1

β
||x̄− yb,kj ||+ µ||ξkj || → 0.

Hence, ukj → −B(x̄). As (xkj+1, ukj ) ∈ gra(A
εkj ), and the graph of the enlargement of A is sequentially

weakly-strongly closed in R+×H×H [164, Proposition 3.4(b)], we get that −B(x̄) ∈ A(x̄), i.e. x̄ is a
solution of (Pinc). That is, every weak sequential cluster point of {xk}k∈N lies in zer(A+B). Applying
[61, Theorem 3.3] we conclude to the weak convergence of {xk}k∈N to a solution x? ∈ zer(A+B).

Proof of Theorem 4.2.9. From the proof of Theorem 4.2.5, {xk}k∈N is bounded, with the imposed
assumptions of the theorem. Let C ∈]0,+∞[ be the constant such that

sup
k∈N

max
{1

2
||xk − x?||2Vk , ||xk − x

?||Vk
}
≤ C.

Then from (4.6.23), we apply Young’s inequality to get

1
1 + ηk

ϕk+1 − ϕk − ck
( 1

1 + ηk−1
ϕk − ϕk−1

)
≤
( γk

2βν
− 1
)1

2
||xk+1 − xk||Vk +

(
ak − γkbk

2βν

)
〈xk − xk−1, xk+1 − xk〉Vk

+
(
ak + γkb

2
k

2βν

)1
2
||xk − xk−1||Vk + γ

(
εk + C||ξk||Vk

)
≤
( γk

2βν
− 1
)1

2
||xk+1 − xk||Vk + |ak − γkbk

2βν
|
(1

2
||xk+1 − xk||Vk + 1

2
||xk − xk−1||Vk

)
+
(γkb2k

2βν
+ ak

)1
2
||xk − xk−1||Vk + γ

(
εk + C||ξk||Vk

)
= Sk

1
2
||xk+1 − xk||Vk + Tk

1
2
||xk − xk−1||Vk + γ

(
εk + C||ξk||Vk

)
,

(4.6.28)

where the coefficients are defined as

Sk =
γk

2βν
− 1 + |ak −

γkbk
2βν
|, Tk =

γk
2βν

b2k + ak + |ak −
γkbk
2βν
|.

Apply the boundedness of {xk}k∈N again, from (4.6.28) we get

ϕk+1 − ϕk − ck
(
ϕk − ϕk−1

)
≤ 1

1 + ηk
ϕk+1 − ϕk − ck

( 1
1 + ηk−1

ϕk − ϕk−1

)
+ ηk

1 + ηk
ϕk+1

≤ Sk 1
2
||xk+1 − xk||Vk + Tk

1
2
||xk − xk−1||Vk + γ

(
εk + C||ξk||Vk

)
+ ηk

1 + ηk
ϕk+1

≤ Sk 1
2
||xk+1 − xk||Vk + Tk

1
2
||xk − xk−1||Vk + γ

(
εk + C||ξk||Vk

)
+ Cηk.

(4.6.29)

Suppose ak, bk, γk and ηk are chosen such that

ck = ak(1 + ηk−1), Sk and Tk are non-decreasing.

Define

φk
def
= ϕk − ckϕk−1 + Tk

1
2
||xk − xk−1||Vk and δk = γ(εk + C||ξk||V) + Cηk.
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Then from (4.6.29),

φk+1 − φk
= (ϕk+1 − ck+1ϕk)− (ϕk − ckϕk−1) + Tk+1

1
2
||xk+1 − xk||Vk+1

− Tk 1
2
||xk − xk−1||Vk + δk

≤ (ϕk+1 − ckϕk)− (ϕk − ckϕk−1) + Tk+1
1
2
||xk+1 − xk||Vk+1

− Tk 1
2
||xk − xk−1||Vk + δk

= ϕk+1 − ϕk − ck(ϕk − ϕk−1) + Tk+1
1
2
||xk+1 − xk||Vk+1

− Tk 1
2
||xk − xk−1||Vk + δk

≤ Sk 1
2
||xk+1 − xk||Vk + Tk

1
2
||xk − xk−1||Vk + Tk+1

1
2
||xk+1 − xk||Vk+1

− Tk 1
2
||xk − xk−1||Vk + δk

≤ (Sk+1 + (1 + ηk)Tk+1)1
2
||xk+1 − xk||Vk + δk

=
(γk+1

2βν
− 1 + (1 + ηk)

(γk+1b
2
k+1

2βν
+ ak+1

)
+ (2 + ηk)|ak+1 − γk+1bk+1

2βν
|
)

1
2
||xk+1 − xk||Vk + δk.

(4.6.30)
Sequence {δk}k∈N is summable owing to our assumptions. We have the following discussions based on
the sign of |ak+1 − γk+1bk+1

2βν |, define Fx,k = 1
2 ||xk+1 − xk||Vk :

(i) ak ∈ [0, ā], bk ∈ [0, b̄], bk ≤ ak. We have γk
2βν bk < ak, then from (4.6.30), and under the second

condition in (4.2.10),

φk+1 − φk

≤
(γk+1

2βν
− 1 + (1 + ηk)

(γk+1b
2
k+1

2βν
+ ak+1

)
+ (2 + ηk)(ak+1 − γk+1bk+1

2βν
)
)
Fx,k + δk

=
((

(3 + 2ηk)ak+1 − 1
)

+ γk+1

2βν

(
1 + (1 + ηk)b

2
k+1 − (2 + ηk)bk+1

))
Fx,k + δk

=
((

(3 + 2ηk)ak+1 − 1
)

+ γk+1

2βν

(
(1− bk+1)2 + ηkbk+1(bk+1 − 1)

))
Fx,k + δk

≤ −τFx,k + δk.

(4.6.31)

(ii) ak ∈ [0, ā], bk ∈]0, b̄], ak < bk. We need to discuss again the relationship between ak+1 and
γk+1

2βν bk+1, which splits into two sub-cases.
(a) If γk+1

2βν bk+1 ≤ ak+1, k ∈ N, then from the second condition in (4.2.10) and (4.6.31),

φk+1 − φk =
((

(3 + 2ηk)ak+1 − 1
)

+ γk+1

2βν

(
(1− bk+1)2 + ηkbk+1(bk+1 − 1)

))
Fx,k + δk

≤ −τFx,k + δk.

(4.6.32)

(b) If ak+1 <
γk+1

2βν bk+1, k ∈ N, then from the first condition of (4.2.10), we have

φk+1 − φk ≤
(
−
(
1 + ak+1

)
+ γk+1

2βν

(
1 + (1 + ηk)b

2
k+1 + (2 + ηk)bk+1

))
Fx,k + δk

=
(
−
(
1 + ak+1

)
+ γk+1

2βν

(
(1 + bk+1)2 + ηkbk+1(bk+1 + 1)

))
Fx,k + δk

≤ −τFx,k + δk.

(4.6.33)

Under the assumption (i), we have from (4.6.31) (respectively (4.6.32) or (4.6.33)), that

φk+1 − φ1 ≤ −τ
∑k

j=0 Ex,j+1 +
∑k

j=1δj ,

which leads to ∑k

j=0Ex,j ≤
1
τ

(φ1 − φk+1) + 1
τ

∑k

j=1 δj

≤ 1
τ

(φ1 + c̄ϕk) + 1
τ

∑k

j=1 δj < +∞,

If the errors vanish, then from (4.6.31) (respectively (4.6.32) or (4.6.33)) we have

ϕk − c̄ϕk−1 ≤ φk ≤ φ1 =⇒ ϕk ≤ c̄kϕ0 + φ1

∑k−1

j=0 c̄
j ≤ c̄kϕ0 + φ1

1− c̄ .

and moreover ∑k

j=0Ex,j ≤
1
τ

(φ1 − φk+1) ≤ 1
τ

(φ1 + c̄ϕk) ≤ 1
τ

(
c̄k+1ϕ0 + φ1

1− c̄
)
< +∞,
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which means that the summability condition in (4.2.8) is satisfied. The rest of the proof follows the
same arguments as in those in the last part of the proof of Theorem4.2.5.

4.6.2 Proofs of Section 4.4

Define ∆k
def
= ||xk − xk−1||.

Lemma 4.6.5. For the update of xk+1 in (4.4.2), given any k ∈ N, define

gk+1
def
=

1
γk

(ya,k − xk+1)−∇F (yb,k) +∇F (xk+1).

We have gk+1 ∈ ∂Φ(xk+1), and moreover,

||gk+1|| ≤
(

1
γ

+ 1
β

)
∆k+1 +

∑
i∈S

( |ai,k|
γ

+ |bi ,k|
)
∆k−i . (4.6.34)

Proof. From the definition of proximity operator and the update of xk+1 (4.4.2), we have ya,k −
γk∇F (yb,k)− xk+1 ∈ γk∂R(xk+1), add γk∇F (xk+1) to both sides, then

gk+1 =
ya,k − γk∇F (yb,k)− xk+1 + γk∇F (xk+1)

γk
∈ ∂Φ(xk+1).

Then, apply the triangle inequality and the Lipschitz continuity of ∇F , we get

||gk+1|| = || 1
γk

(ya,k − xk+1)−∇F (yb,k) +∇F (xk+1)||

≤ 1
γk
||ya,k − xk+1||+ 1

β
||yb,k − xk+1||

≤ 1
γk

(
∆k+1 +

∑
i∈S |ai ,k|∆k−i

)
+ 1

β

(
∆k+1 +

∑
i∈S |bi ,k|∆k−i

)
≤
(

1
γ

+ 1
β

)
∆k+1 +

∑
i∈S

( |ai,k|
γ

+ |bi ,k|
)
∆k−i ,

which concludes the proof.

Lemma 4.6.6. For Algorithm 11, given the parameters γk, ai ,k, bi ,k, the following inequality holds

Φ(xk+1) + ζ∆2
k+1 ≤ Φ(xk) +

∑
i∈Sλi ∆

2
k−i . (4.6.35)

Proof. Define the function

Lk(x) = γkR(x) +
1
2
||x− ya,k||2 + γk〈x, ∇F (yb,k)〉.

It can be shown that the update of xk+1 in (4.4.2) is equivalent to

xk+1 ∈ argminx∈HLk(x), (4.6.36)

which means that Lk(xk+1) ≤ Lk(xk), and

R(xk+1) +
1

2γk
||xk+1 − ya,k||2 + 〈xk+1, ∇F (yb,k)〉 ≤ R(xk) +

1
2γk
||xk − ya,k||2 + 〈xk, ∇F (yb,k)〉,

and leads to,

R(xk) ≥ R(xk+1) +
1

2γk
||xk+1 − ya,k||2 + 〈xk+1 − xk, ∇F (yb,k)〉 −

1
2γk
||xk − ya,k||2

= R(xk+1) + 〈xk+1 − xk, ∇F (xk)〉+
1

2γk
∆2
k+1

+
1
γk
〈xk − xk+1,

∑
i∈Sai ,k(xk−i − xk−i−1)〉+ 〈xk+1 − xk, ∇F (yb,k)−∇F (xk)〉.

(4.6.37)

Since F is (1/β)-Lipschitz, then

〈∇F (xk), xk+1 − xk〉 ≥ F (xk+1)− F (xk)−
1

2β
∆2
k+1.
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Apply Young’s inequality, we obtain

〈xk − xk+1,
∑

i∈Sai ,k(xk−i − xk−i−1)〉 ≥ −
(µ

2
∆2
k+1 +

1
2µ
||∑i∈S ai ,k(xk−i − xk−i−1)||2

)
≥ −

(µ
2

∆2
k+1 +

∑
i∈S

sa2i,k
2µ

∆2
k−i

)
,

(4.6.38)

where µ > 0. Then similarly, for ν > 0, we have

〈xk+1 − xk, ∇F (yb,k)−∇F (xk)〉 ≥ −
(ν

2
∆2
k+1 +

1
2ν
||∇F (yb,k)−∇F (xk)||2

)
≥ −

(ν
2

∆2
k+1 +

∑
i∈S

sb2i,k
2νβ2 ∆2

k−i

)
.

(4.6.39)

Combining the above 3 inequalities with (4.6.37) leads to

Φ(xk+1) + ζk∆
2
k+1 ≤ Φ(xk) +

∑
i∈S

( sa2
i,k

2γkµ
+

sb2i,k
2νβ2

)
∆2
k−i = Φ(xk) +

∑
i∈Sλi ,k∆

2
k−i . (4.6.40)

Therefore, we obtain

Φ(xk+1) + ζ∆2
k+1 ≤ Φ(xk+1) + ζk∆

2
k+1 ≤ Φ(xk) +

∑
i∈Sλi ,k∆

2
k−i

≤ Φ(xk) +
∑

i∈Sλi ∆
2
k−i ,

which concludes the proof.

Define H the product space H def
= H× · · · × H︸ ︷︷ ︸

s times

and zk = (xk, xk−1, ..., xk−s+1) ∈H. Then given zk,

define the function
Ψ(zk) = Φ(xk) +

∑
i∈S

∑s−1

j=iλj∆
2
k−i ,

which is is a KL function if Φ is. Denote Cxk , Czk the set of cluster points of sequences xk and zk
respectively, and crit(Ψ) = {z = (x, ..., x) ∈H : x ∈ crit(Φ)}.

Lemma 4.6.7. For Algorithm 11, choose µ, ν, γk, ai ,k, bi ,k such that (4.4.5) holds. If Φ is bounded from
below, then
(i)
∑

k∈N ∆2
k < +∞.

(ii) The sequence Ψ(zk) is monotonically decreasing and convergent.

(iii) The sequence Φ(xk) is convergent.

Proof. Define
τ = ζ −

∑
i∈Sλi > 0.

From the Lemma 4.6.6, we have

τ∆2
k+1 ≤

(
Φ(xk)− Φ(xk+1)

)
+
∑

i∈Sλi (∆
2
k−i −∆2

k+1).

Since we let x1−s = ... = x0 = x1, for the above inequality, sum over k we get

τ
∑

k∈N ∆2
k+1 ≤

∑
k∈N
(
Φ(xk)− Φ(xk+1)

)
+
∑

k∈N

∑
i∈S λi (∆

2
k−i −∆2

k+1)

≤ Φ(x0) +
∑

i∈Sλi
∑

k∈N (∆2
k−i −∆2

k+1)

= Φ(x0) +
∑

i∈Sλi
∑1

j=1−i ∆2
j = Φ(x0),

which means, as Φ(x0) is bounded, ∑
k∈N∆2

k+1 ≤
Φ(x0)
τ

< +∞.

From Lemma 4.6.6, by pairing terms on both sides of (4.6.35), we get

Ψ(zk+1) +
(
ζ −
∑

i∈Sλi
)
∆2
k+1 ≤ Ψ(zk).

Since we assume ζ −
∑

i∈S λi > 0, hence Ψ(zk) is monotonically non-increasing. The convergence of
Φ(xk) is straightforward.
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Lemma 4.6.8. For Algorithm 11, choose µ, ν, γk, ai ,k, bi ,k such that (4.4.5) holds. If Φ is bounded from
below and {xk}k∈N is bounded, then xk converges to a critical point of Φ.

Proof. Since {xk}k∈N is bounded, there exists a subsequence {xkj}k∈N and cluster point x̄ such that
xkj → x̄ as j →∞. Next we show that Φ(xkj )→ Φ(x̄) and that x̄ is a critical point of Φ.

Since R is lsc, then lim infj→∞R(xkj ) ≥ R(x̄). From (4.6.36), we have Lkj−1(xkj ) ≤ Lkj−1(x̄),

R(x̄) ≥ R(xkj ) + 1
2γkj−1

||xkj − ya,kj−1||2 + 〈xkj − x̄, ∇F (yb,kj−1)〉 − 1
2γkj−1

||x̄− ya,kj−1||2

= R(xkj ) + 1
2γkj−1

(||xkj − x̄||
2 + 2〈xkj − x̄, x̄− ya,kj−1〉) + 〈xkj − x̄, ∇F (yb,kj−1)〉

Since ∆2
k → 0 and xkj → x̄, then taking the inequality to limit yields lim supj→∞R(xkj ) ≤ R(x̄). As

a result, limk→∞R(xkj ) = R(x̄). Since F is continuous, then F (xkj )→ F (x̄), hence Φ(xkj )→ Φ(x̄).
Furthermore, owing to Lemma 4.6.5, gkj ∈ ∂Φ(xkj ), and (i) of Lemma 4.6.7 we have gkj → 0 as

k →∞. As a consequence,

gkj ∈ ∂Φ(xkj ), (xkj , gkj )→ (x̄, 0) and Φ(xkj )→ Φ(x̄),

as j →∞. Hence 0 ∈ ∂Φ(x̄), i.e. x̄ is a critical point.

Now we present the proof of Theorem 4.4.3.

Proof of Theorem 4.4.3. Concluding from above lemmas, we have the following useful results
(R.1) Denote τ = ζ −

∑
i∈S λi , then Ψ(zk+1) + τ∆2

k+1 ≤ Ψ(zk).

(R.2) Define

wk+1
def
=


gk+1 + 2

∑s−1

i=0 λi (xk+1 − xk)
2
∑s−1

i=0 λi (xk − xk+1) + 2
∑s−1

i=1 λi (xk − xk−1)
...

2λs−1(xk+2−s − xk+1−s)

 ,

then we have wk+1 ∈ ∂Ψ(zk+1). Owing to Lemma 4.6.5, there exists a σ > 0 such that
||wk+1|| ≤ σ

∑k+1
j=k+2−s ∆j .

(R.3) if xkj is a subsequence such that xkj → x̄, then Ψ(zk)→ Ψ(z̄) where z̄ = (x̄, ..., x̄).

(R.4) Czk ⊆ crit(Ψ).

(R.5) limk→∞ dist(zk, Czk) = 0.

(R.6) Czk is non-empty, compact and connected.

(R.7) Ψ is finite and constant on Czk .
Next we prove the claims of Theorem 4.4.3.
(i) Consider a critical point of Φ, x̄ ∈ crit(Φ), such that z̄ = (x̄, ..., x̄) ∈ Czk , then owing to (R.3), we

have Ψ(zk)→ Ψ(z̄).
Suppose there exists K such that Ψ(zK) = Ψ(z̄), then the descent property (R.1) implies that
Ψ(zk) = Ψ(z̄) holds for all k ≥ K. Then zk is constant for k ≥ K, hence has finite length.
On the other hand, let Ψ(zk) > Ψ(z̄), denote ψk = Ψ(zk) − Ψ(z̄). Owing to (R.6), (R.7) and
Definition 4.4.2, the KL property of Ψ means that there exist ε, η and a concave function ϕ, and

U def
=
{
u ∈H : dist(u, Czk) < ε

}⋂[
Ψ(z̄) < Ψ(u) < Ψ(z̄) + η

]
, (4.6.41)

sucht ath for all z ∈ U ,
ϕ′
(
Ψ(z)−Ψ(z̄)

)
dist

(
0, ∂Ψ(z)

)
≥ 1. (4.6.42)
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Let k1 ∈ N be such that Ψ(zk) < Ψ(z̄) + η holds for all k ≥ k1. Owing to (R.5), there exists
another k2 ∈ N such that dist(zk, Czk) < ε holds for all k ≥ k2. Let K = max{k1, k2}, then zk ∈ U
holds for all k ≥ K. Then from (4.6.42), we have for k ≥ K

ϕ′(ψk)dist
(
0, ∂Ψ(zk)

)
≥ 1.

Since ϕ is concave, ϕ′ is decreasing, and Ψ(zk) is decreasing, we have

ϕ(ψk)− ϕ(ψk+1) ≥ ϕ′(ψk)
(
Ψ(zk)−Ψ(zk+1)

)
≥ Ψ(zk)−Ψ(zk+1)

dist(0, ∂Ψ(zk))
.

From (R.1), since dist(0, ∂Ψ(zk)) ≤ ||wk||, then

ϕ(ψk)− ϕ(ψk+1) ≥ Ψ(zk)−Ψ(zk+1)

||wk||
≥ Ψ(zk)−Ψ(zk+1)

σ
∑k

j=k+1−s ∆j

.

Moreover, Ψ(zk)−Ψ(zk+1) ≥ δ∆2
k+1 from (R.2), therefore we get

ϕ(ψk)− ϕ(ψk+1) ≥
δ∆2

k+1

σ
∑k

j=k+1−s ∆j

,

which yields
∆2
k+1 ≤

(σ
δ

(ϕ(ψk)− ϕ(ψk+1))
)∑k

j=k+1−s ∆j . (4.6.43)

Taking the square root of both sides and applying Young’s inequality with κ > 0, we further
obtain

2∆k+1 ≤
1
κ

∑k

j=k+1−s ∆j +
κσ
δ

(ϕ(ψk)− ϕ(ψk+1))

(κ = s) ≤ 1
s

∑k

j=k+1−s ∆j +
sσ
δ

(ϕ(ψk)− ϕ(ψk+1)).
(4.6.44)

Summing up both sides over k, and since x0 = ... = x−s, we get

`
def
=
∑

k∈N∆k ≤ ∆1 +
sσ
δ
ϕ(ψ1) < +∞,

which concludes the finite length property of xk.

(ii) Follows from the fact that {xk}k∈N is a Cauchy sequence, we have {xk}k∈N is hence convergent.
Owing to Lemma 4.6.8, there exists a critical point x? ∈ crit(Φ) such that limk→∞ xk = x?.

(iii) We now turn to proving local convergence to a global minimmizer. Note that if x? is a global
minimizer of Φ, then z? is a global minimizer of Ψ. Let r > ρ > 0 such that Br(z?) ⊂ U and
η < δ(r − ρ)2. Suppose that the initial point x0 is chosen such that following conditions hold,

Ψ(z?) ≤ Ψ(z0) < Ψ(z?) + η (4.6.45)

||x0 − x?||+ `(s− 1) + 2
√

Ψ(z0)−Ψ(z?)
δ

+ σ
δ
ϕ(ψ0) < ρ. (4.6.46)

The descent property (R.1) of Ψ together with (4.6.45) imply that for any k ∈ N, Ψ(z?) ≤
Ψ(zk+1) ≤ Ψ(zk) ≤ Ψ(z0) < Ψ(z?) + η, and

||xk+1 − xk|| ≤
√

Ψ(zk)−Ψ(zk+1)
δ

≤
√

Ψ(zk)−Ψ(z?)
δ

. (4.6.47)

Therefore, given any k ∈ N, if we have xk ∈ Bρ(x?), then

||xk+1 − x?|| ≤ ||xk − x?||+ ||xk+1 − xk|| ≤ ||xk − x?||+
√

Ψ(zk)−Ψ(z?)
δ

≤ ρ+ (r − ρ) = r,

(4.6.48)

which means that xk+1 ∈ Br(x?).
For any k ∈ N, define the following partial sum

pk =
∑k−1

j=k+1−s

∑j

i=1 ∆i.
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Note that pk = 0 for k = 1, and limk→∞ pk = `(s−1). Next we prove the following claims through
induction: for k ∈ N

xk ∈ Bρ(x?) (4.6.49)∑k

j=1∆j+1 + ∆k+1 ≤ ∆1 + pk + σ
δ

(ϕ(ψ1)− ϕ(ψk+1)). (4.6.50)

From (4.6.47) we have

||x1 − x0|| ≤
√

Ψ(z0)−Ψ(z?)
δ

. (4.6.51)

Applying the triangle inequality we then obtain

||x1 − x?|| ≤ ||x0 − x?||+ ||x1 − x0|| ≤ ||x0 − x?||+
√

Ψ(z0)−Ψ(z?)
δ

< ρ,

which means x1 ∈ Bρ(x?). Now, taking κ = 1 in (4.6.44) yields, for any k ∈ N,

2∆k+1 ≤
∑k

j=k+1−s∆j +
σ
δ

(ϕ(ψk)− ϕ(ψk+1)). (4.6.52)

Let k = 1. Since x0 = ... = x−s, we have

2∆2 ≤ ∆1 +
σ
δ

(ϕ(ψ1)− ϕ(ψ2)).

Therefore, (4.6.49) and (4.6.50) hold for k = 1.
Now assume that they hold for some k > 1. Using the triangle inequality and (4.6.50),

||xk+1 − x?|| ≤ ||x0 − x?||+ ∆1 +
∑k

j=1∆j

≤ ||x0 − x?||+ 2∆1 + pk +
σ
δ

(ϕ(ψ1)− ϕ(ψk+1))

≤ ||x0 − x?||+ 2∆1 + (s− 1)`+
σ
δ

(ϕ(ψ1)− ϕ(ψk+1))

(4.6.51) ≤ ||x0 − x?||+ 2

√
Ψ(z0)−Ψ(z?)

δ
+ (s− 1)`+

σ
δ

(ϕ(ψ1)− ϕ(ψk+1)).

As ϕ(ψ) ≥ 0 and ϕ′(ψ) > 0 for ψ ∈]0, η[, and in view of (4.6.46), we arrive at

||xk+1 − x?|| ≤ ||x0 − x?||+ 2

√
Ψ(z0)−Ψ(z?)

δ
+ (s− 1)`+

σ
δ
ϕ(ψ0) < ρ

whence we deduce that (4.6.49) holds at k + 1. Now, taking (4.6.52) at k + 1 gives

2∆k+2 ≤
∑k+1

j=k+2−s∆j +
σ
δ

(ϕ(ψk+1)− ϕ(ψk+2))

≤ ∆k+1 +
∑k

j=k+2−s∆j +
σ
δ

(ϕ(ψk+1)− ϕ(ψ(k+2)).
(4.6.53)

Adding both sides of (4.6.53) and (4.6.50) we get∑k+1

j=1∆j+1 + ∆k+2 ≤ ∆1 + pk +
∑k

j=k+2−s∆j +
σ
δ

(ϕ(ψ1)− ϕ(ψk+2))

= ∆1 + pk+1 +
σ
δ

(ϕ(ψ1)− ϕ(ψk+2)),

meaning that (4.6.50) holds at k + 1. This concludes the induction proof.
In summary, the above result shows that if we start close enough from x? (so that (4.6.45)-(4.6.46)
hold), then the sequence {xk}k∈N will remain in the neighbourhood Bρ(x?) and thus converges to
a critical point x̄ owing to Lemma4.6.8. Moreover, Ψ(zk) → Ψ(z̄) ≥ Ψ(z?) by virtue of (R.3).
Now we need to show that Ψ(z̄) = Ψ(z?). Suppose that Ψ(z̄) > Ψ(z?). As Ψ has the KL property
at z?, we have

ϕ′
(
Ψ(z̄)−Ψ(z?)

)
dist

(
0, ∂Ψ(z̄)

)
≥ 1.

But this is impossible since ϕ′(s) > 0 for s ∈]0, η[, and dist
(
0, ∂Ψ(z̄)

)
= 0 as z̄ is a critical point.

Hence we have Ψ(z̄) = Ψ(z?), which means Φ(x̄) = Φ(x?), i.e. the cluster point x̄ is actually a
global minimizer. This concludes the proof.
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From the numerical experiments presented in Section 4.5, we obtain the following local convergence
observations which cannot be explained by metric sub-regularity:
(i) The local linear convergence of the inertial schemes (Theorem 3.3.3 needs the fixed-point operator

to be non-expansive, which is not the case for inertial schemes).

(ii) For the multi-step inertial Forward–Backward and FISTA, ||xk − x?|| locally oscillates when the
inertial momentums are too large (Figure 4.4 and 4.5).

(iii) For DR and Primal–Dual splitting, when the objective functions are polyhedral, locally Primal–
Dual splitting oscillates even without inertia (Figure 4.8), while no oscillations observed for the
DR (Figure 4.7).

In order to interpret these observations, new tools are needed and it turns out that partial smoothness
is the key notion. In this chapter we present an overview of the theory of partial smoothness, and
many results are borrowed for instance from the work of Lewis and his collaborators.

5.1 Partly smooth functions

The notion of “partial smoothness” was first introduced by Lewis in [108]. This concept, as well as that
of identifiable surfaces [174], captures the essential features of the geometry of non-smoothness which
are along the so-called active/identifiable sub-manifold. For convex functions, a closely related idea is
developed in [106]. Loosely speaking, a partly smooth function behaves smoothly as we move along
the identifiable submanifold, and transversal to it, the function behaves sharply. Consequently, the
behaviour of the function and of its minimizers depend essentially on its restriction to this manifold,
hence offering a powerful framework for algorithmic and sensitivity analysis theory.
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5.1.1 Definition

Let M be a C2-smooth embedded submanifold of Rn around a point x. To lighten terminology,
henceforth we shall state C2-manifold instead of C2-smooth embedded submanifold of Rn. The natural
embedding of a submanifoldM into Rn permits to define a Riemannian structure onM, and we simply
sayM is a Riemannian manifold. TM(x) denotes the tangent space toM at any point x inM.

Given R : Rn → R and a point x ∈ dom(R) such that the sub-differential ∂R(x) of R at x is
non-empty, define the following subspace

Tx
def
= par

(
∂R(x)

)⊥
. (5.1.1)

The definition below is adapted from [108].

Definition 5.1.1 (Partly smooth function). A function R : Rn → R is partly smooth at x̄ relative
to a setM for v̄ ∈ ∂R(x̄) 6= ∅ ifM is a C2 manifold around x̄, and:

Smoothness R restricted toM is C2 around x̄;
Regularity R is regular at all x ∈M near x̄, with ∂R(x) 6= ∅, and prox-regular at x̄ for v̄;
Sharpness The tangent space TM(x̄) = par(∂R(x̄))⊥;
Continuity The set-valued mapping ∂R is continuous at x relative toM.

The class of partly smooth functions at x̄ relative toM for v̄ is denoted as PSFx̄,v̄(M), when R ∈
Γ0(Rn) is convex, we short this notion as PSFx̄(M). Popular examples of partly smooth functions that
are widely used in signal/image processing, machine learning and statistics are discussed in Section 5.2.

Remark 5.1.2.
(i) When R ∈ Γ0(Rn), i.e. R is convex, the regularity assumption in Definition 5.1.1 is fulfilled

automatically [143, Example 2.6].

(ii) Prox-regularity was not included in the original definition of [108], but it is essential to ensure
that the partly smooth submanifolds are locally unique [89, Corollary 4.2].

It is obvious that smooth differentiable functions of Rn are partly smooth relative to M = Rn. If
R ∈ Γ0(Rn) is locally polyhedral around x, then R is partly smooth at x relative to x+ Tx. Moreover,
polyhedrality implies that the subdifferential is locally constant around x along x+ Tx.

Owing to the result of [108, Proposition 2.10], we have the following lemma.

Lemma 5.1.3 (Local normal sharpness). If R ∈ PSFx(M), then for all x′ ∈ M near x, there
holds TM(x′) = Tx′. In particular, ifM is affine or linear, then Tx′ = Tx.

5.1.2 Riemann gradient and Hessian

We now present the expressions of the Riemannian gradient and Hessian for the case of partly smooth
functions relative to a C2-smooth manifold. This is summarized in the following fact which follows by
combining (2.6.3), (2.6.4), Definition 5.1.1, Lemma5.1.3 and [70, Proposition 17] (or [126, Lemma2.4]).

Lemma 5.1.4 (Riemannian gradient and Hessian). If R ∈ PSFx(M), then for any x′ ∈M near
x

∇MR(x′) = PTx′ (∂R(x′)),

and this does not depend on the smooth representation of R onM. In turn, for all h ∈ Tx′

∇2
MR(x′)h = PTx′∇

2R̃(x′)h+ Wx′
(
h,PT⊥

x′
∇R̃(x′)

)
,

where R̃ is a smooth extension (representative) of R on M, and Wx(·, ·) : Tx × T⊥x → Tx is the
Weingarten map ofM at x (see Section 2.6 for definitions).
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An important implication of Lemma 5.1.4 is that it allows us to linearize the proximity operators
along the manifold. Suppose R ∈ Γ0(Rn) is partly smooth at x relative to M, and there exists a
point z ∈ Rn such that x = proxR(z). From the Definition 2.1.8 of the proximity operator, we have
z − x ∈ ∂R(x), then project onto the tangent space Tx we get PTx(∂R(x)) = ∇MR(x) = PTx(z − x).

5.1.3 Identifiability

The following theorem provides a key property of a partly smooth function, namely that the active
manifold, relative to which the function is partly smooth, can be identified in finite time under a
reasonable non degeneracy condition.

Theorem 5.1.5 (Finite identification). Let the function R : Rn → R be partly smooth at the point
x̄ relative to the manifoldM, with

v̄ ∈ ri
(
∂R(x̄)

)
. (ND)

Suppose that there exists a sequence {xk}k∈N such that xk → x̄ and R(xk)→ R(x̄), then

xk ∈M for all large k,

if and only if
dist

(
v̄, ∂R(xk)

)
→ 0.

Proof. [89, Theorem5.3] applied to the affine function 〈−v̄, ·〉+R.

Remark 5.1.6. If R ∈ Γ0(Rn), then R is sub-differentially continuous, and we have R(xk)→ R(x̄) as
long as xk → x̄.

5.1.4 Calculus rules

The class of partly smooth functions is closed under addition, pre-composition by a linear operator and
spectral lifting. In the following, we introduce some basic calculus rules of partial smoothness which
are proved in [108, 69].

Consider two Euclidean spaces X and Z, an open set W ⊂ Z containing a point z, a smooth map
K : W → X , and a setM ⊂ X . We say K is transversal toM at z ifM is a manifold around K(z),
and

ran
(
∇K(z)

)
+ TM

(
K(z)

)
= X ,

or equivalently
ker
(
∇K(z)∗

)
∩NM

(
K(z)

)
= {0}.

Theorem 5.1.7 (Chain rule). Given Euclidean spaces X and Z, an open set W ⊂ Z containing a
point z̄. Suppose K is transversal toM at z̄. Then if the function R : X → R is partly smooth at K(z̄)

relative toM, then the composition R(K) is partly smooth at z̄ relative to K−1(M).

Proof. Theorem 4.2 of [108].

Theorem 5.1.8 (Separability). Let m be a positive integer. For each i = 1, 2, ...,m, suppose Xi is a
real Euclidean space, that the setMi ⊂ Xi contains the point x̄i , and that the function Ri : Xi → R is
partly smooth at x̄i relative toMi . Then the function R : X1 ×X2 × · · · × Xm → R defined by

R(x1, x2, ..., xm) =
∑m

i=1Ri (xi ), xi ∈ Xi , i = 1, 2, ...,m ,

is partly smooth at (x̄1, x̄2, ..., x̄m) relative toM1 ×M2 × · · ·Mm .

Proof. Proposition 4.5 of [108].
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Theorem 5.1.9 (Sum rule). Let m be a positive integer. Consider the setsM1,M2, ...,Mm in a real
Euclidean space X . Suppose that for each i = 1, ...,m, the function Ri : X → R is partly smooth at x̄
relative toMi . Assume moreover that∑m

i=1yi = 0 and yi ∈ NMi (x̄) for each i =⇒ yi = 0 for each i .

Then the function
∑

i Ri is partly smooth at x̄ relative to the intersection ∩iMi .

Proof. This a corollary of Theorem 5.1.7, see also Corollary 4.6 of [108].

Corollary 5.1.10 (Smooth perturbation). If the function R : X → R is partly smooth at the point
x̄ relative to the set M⊂ X , and the function F : X → R is C2-smooth on an open set containing x̄,
then the function R+ F is partly smooth at x̄ relative toM.

Proof. This a consequence of Theorem 5.1.9.

A function R is called absolutely permutation-invariant, if it is invariant under all signed permuta-
tions of coordinates. For a matrix x ∈ Rm×n, the operator σ(x) returns the singular values of x sorted
in descending order.

Theorem 5.1.11 (Spectral lifting). Let function R ∈ Γ0(Rm) and x̄ ∈ Rm×n be a m×n real matrix
(suppose m ≤ n). Suppose that R is absolutely permutation-invariant locally around σ(x̄). Then R is
partly smooth at σ(x̄) relative toM⊂ Rm if and only if R◦σ is partly smooth at x̄ relative to σ−1(M).

Proof. Theorem 5.3 of [69].

5.2 Examples

In the following, we present several popular examples of partly smooth functions that are widely used
in fields like inverse problems, signal/image processing and machine learning, etc.

5.2.1 The convex case

Example 5.2.1 (`1-norm). For x ∈ Rn, the `1-norm is defined as

R(x) = ||x||1
def
=
∑n

i=1|xi|,

which is polyhedral, hence partly smooth at any x relative to the subspace

M = Tx
def
=
{
u ∈ Rn : supp(u) ⊆ supp(x)

}
, supp(x)

def
= {i : xi 6= 0}.

Its Riemannian gradient at x is sign(xi) for i ∈ supp(x) and 0 otherwise, where

sign(xi) =

{
+ 1, xi > 0,

− 1, xi < 0.

Its Riemannian Hessian vanishes as for any polyhedral functions.

Example 5.2.2 (`1,2-norm). Let the index set {1, . . . , n} be partitioned into a set of m non-overlapping
blocks B such that

⋃
b∈B bj = {1, . . . , n}. The `1,2-norm of x is defined by

R(x) = ||x||1,2
def
=
∑

b∈B||xb ||,

where xb = (xi)i∈b ∈ R|b|. Though this function is not polyhedral, it is easy to see that it is partly
smooth at x relative to the subspace

M = Tx
def
=
{
u ∈ Rn : suppB(u) ⊆ SB

}
, SB

def
=
⋃
{b : xb 6= 0}.
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It is straightforward to show that the Riemannian gradient and Hessian of `1,2-norm are

(
∇M||x||1,2

)
b =

{
xb/||xb || ifxb 6= 0

0 otherwise
and ∇2

M||x||1,2(x) = δxQx⊥ ,

where,

δx : Tx → Tx, v 7→


vb
||xb ||

ifxb 6= 0,

0 otherwise,

and

Qx⊥ : Tx → Tx, v 7→

vb − 〈xb , vb〉
||xb ||2

xb ifxb 6= 0,

0 otherwise.

Example 5.2.3 (Total Variation). Let R0 ∈ PSFKx(M0), and K : Rn → Rm be a linear operator.
Owing to the chain rule Theorem 5.1.7, if K satisfies the transversality condition (i.e. ran(K) +

TM0(Kx) = Rm, x ∈M0), then R
def
= R0K ∈ PSFx(M) whereM =

{
u ∈ Rn : Ku ∈M0

}
.

Popular examples complying with such formulation include the anisotropic total variation (TV)
semi-norm in which case R0 = || · ||1 and K = DDIF is a finite difference approximation of the derivative
[154]. For TV, R is then polyhedral, hence partly smooth at x relative to

M = Tx
def
=
{
u ∈ Rn : supp(Ku) ⊆ supp(Kx)

}
.

Its Riemannian gradient reads PTx(KT sign(Kx)) and its Riemannian Hessian vanishes.
The proximity operator of the anisotropic TV, though not available in closed form, can be obtained

efficiently by using either the taut string algorithm [71] or graph cuts [49].

Example 5.2.4 (`∞-norm). For x ∈ Rn, the anti-sparsity promoting `∞-norm is defined as

R(x) = ||x||∞
def
= max

1≤i≤n
|xi|.

Define the saturation support Ix = {i : |xi| = ||x||∞}. Clearly, R is a polyhedral norm, hence partly
smooth at x relative to

M = Tx
def
= {u ∈ Rn : uIx ∈ R(sIx)} where si

def
=

{
sign(xi), if i ∈ Ix,
0, otherwise,

which is a subspace.
The Riemannian gradient of || · ||∞ at x reads

∇M(||x||∞) =

{ s(i)
|Ix| , i ∈ Ix,

0, i /∈ Ix.
The Riemannian Hessian simply vanishes since `∞-norm is polyhedral.

Example 5.2.5 (Nuclear norm). Given x ∈ Rm×n whose rank is r, i.e. rank(x) = r. Let
x = Udiag(σ(x))V ∗ be a reduced rank-r singular value decomposition (SVD), where U ∈ Rm×r

and V ∈ Rn×r have orthonormal columns, and σ(x) ∈ (R+ \ {0})r is the vector of singular values
(σ1(x), · · · , σr(x)) in non-increasing order. Low-rank is the spectral extension of vector sparsity to
matrix-valued data x ∈ Rm×n, i.e. imposing sparsity on the singular values of x. The nuclear norm is
thus defined as

R(x) = ||x||∗
def
= ||σi(x)||1.

Putting together Theorem 5.1.11 and Example 5.2.1, it can be shown that the nuclear norm is partly
smooth at x relative to the set of fixed-rank matrices

M def
=
{
z ∈ Rm×n : rank(z) = r

}
,
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which is a C2-manifold around x of dimension (m+ n− r)r, see [103, Example 8.14].
Moreover, we have

Tx = {UA∗ +BV ∗ : A ∈ Rn×r, B ∈ Rm×r} and ∇M||x||∗ = UV ∗. (5.2.1)

From [168, Example 21], one can show that for h ∈ Tx,

∇2
M||x||∗(h) = PTx∇2 |̃|x||∗(PTxh),

where
|̃|z||∗ = ˜||σ(z)||1 =

∑r

i=1σi(z),

is a C2-smooth (and even convex) representation of the nuclear norm on M near x, obtained owing
to the smooth transfer principle [69, Corollary 2.3]. The expression of the (Euclidian) Hessian ∇2 |̃|z||∗
can be obtained in several ways, see [168, Example 21] for details.

5.2.2 The non-convex case

Next we introduce two non-convex examples of partly smooth functions: the `0 pseudo-norm and the
rank function.

Example 5.2.6 (`0 pseudo-norm). The `0 pseudo-norm, denoted as ||x||0 which returns the number
of non-zero elements of x ∈ Rn, is locally constant. Moreover, it is regular on Rn ([102, Remark 2])
and its subdifferential (see Eq. (2.2.1)) is given by (see [102, Theorem1])

∂||x||0 = span
(
(ei)i∈supp(x)c

)
,

where (ei)i=1,...,n is the standard basis, and supp(x) is the support of x, i.e. indexes the non-zero
entries of x. The proximity operator of `0-norm is given by the hard-thresholding,

proxγ||x||0(z) =


z if |z| >

√
2γ,

sign(z)[0, z] if |z| =
√

2γ,

0 if |z| <
√

2γ.

(5.2.2)

It can then be easily verified that the `0 pseudo-norm is partly smooth at any x relative to the subspace

Mx = Tx = {z ∈ Rn : supp(z) ⊂ supp(x)}.

Note also that the Riemannian gradient and Hessian along Tx of the `0 pseudo-norm vanish.

Example 5.2.7 (Rank function). The rank function is the spectral extension of `0 pseudo-norm
to matrix-valued data x ∈ Rm×n [111]. As the same as the nuclear norm, the rank function is partly
smooth relative at x to the set of fixed rank matrices

Mx = {z ∈ Rm×n : rank(z) = rank(x)}.

The tangent space of Mx is as given in (5.2.1). The rank function is also regular, prox-regular. Let
x = Udiag(σ(x))V ∗ be the SVD of x, then the subdifferential of ||x||0 reads

∂rank(x) = U∂
(
||σ(x)||0

)
V ∗ = Uspan

(
(ei)i∈supp(σ(x))c

)
V ∗,

which is a vector space (see [102, Theorem4 and Proposition 1]). The proximity operator of rank

function is obtained by hard-thresholding (5.2.2) to the singular values. Observe that by definition of
Mx, the Riemannian gradient and Hessian of the rank function vanish alongMx.

The above 7 examples of partly smooth functions are summarized in Table 5.1.
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Table 5.1: Examples of partly smooth functions. For x ∈ Rn and some subset of indices b ⊂ {1, . . . , n},
xb is the restriction of x to the entries indexed in b. For `∞-norm, Ix = {i : |xi| = ||x||∞}. DDIF stands
for the finite differences operator.

Function Expression Partial smooth manifold

`1-norm
∑n

i=1 |xi| M = Tx = {z ∈ Rn : supp(z) ⊆ supp(x)}

`1,2-norm
∑m

j=1 ||xbi || M = Tx = {z ∈ Rn : supp(z) ⊆ supp(x)}

`∞-norm maxi=1,...,n |xi| M = Tx = {z ∈ Rn : zIx ∈ Rsign(xIx)}

TV semi-norm ||DDIFx||1 M = Tx = {z ∈ Rn : supp(DDIFz) ⊆ supp(DDIFx)}

Nuclear norm
∑r

i=1 σ(x) M = {z ∈ Rm×n : rank(z) = rank(x)}

`0 pseudo-norm ||x||0 M = Tx = {z ∈ Rn : supp(z) ⊆ supp(x)}

Rank function rank(x) M = {z ∈ Rm×n : rank(z) = rank(x)}
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Chapter 6

Forward–Backward-type Methods
under Partial Smoothness

Main contributions of this chapter

I Finite activity identification (Theorem 6.2.1) and local linear convergence (Theorem
6.3.6) of Forward–Backward-type splitting methods.

I Explain why FISTA locally oscillates and slower than FB (Section 6.4.1).

I New lower complexity bound of first-order methods for certain type of optimization
problems (Conjecture 6.3.15).

I Finite activity identification and local linear convergence of multi-step inertial Forward–
Backward splitting for non-convex optimization (Section 6.5).

Part of these results appeared in [114].
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In this chapter, we present the local linear convergence analysis for the class of Forward–Backward
splitting methods (e.g. FB, (multi-step) inertial schemes and sequence convergent FISTA). Our key as-
sumption is that the non-smooth part of the optimization problem is partly smooth, which is reasonable
as many popular non-smooth regularization functionals are partly smooth (examples in Section 5.2).

We propose a unified analysis framework, under which we show that the sequence generated by
the class of Forward–Backward splitting methods: (i) correctly identifies the active manifolds in a
finite number of iterations (finite activity identification), and (ii) then enters a local linear convergence
regime, which we characterize precisely in terms of the structure of the underlying active manifolds.

For the 2-step inertial setting, we show that a new lower complexity bound of first-order methods
can be established for certain type of functions (Conjecture 6.3.15).

Our local convergence analysis allows us to establish and explain why FISTA (with convergent
sequences) locally oscillates and can be slower than FB in terms of the linear rate. Moreover, we
provide solutions on how to avoid local oscillations.

Various acceleration techniques are also discussed. For instance, we show that when the finite
identification happens, we can either optimize the choices of step-size and inertial parameters, or turn
to high-order optimization methods (e.g. Riemannian conjugate gradient, Newton method). Moreover,
for simple problems such as “polyhedral + quadratic” functions, we show finite termination.

We also build a connection between the metric sub-regularity (Definition 3.3.1) and partial smooth-
ness for the FB method in Section 6.4.4.

Finally in Section 6.5, we generalize the above results to the non-convex case.
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6.1 Introduction

6.1.1 Problem statement

Recall the composite “smooth + non-smooth” optimization problem studied in Chapter 4, which we
adapt it to the case of n-dimensional Euclidean space Rn,

min
x∈Rn

{Φ(x)
def
= R(x) + F (x)}, (PFB)

where
(F.1) R ∈ Γ0(Rn) is proper convex and lower semi-continuous.

(F.2) F ∈ C1,1(Rn) with gradient ∇F being (1/β)-Lipschitz continuous.

(F.3) Argmin(Φ) 6= ∅, i.e. the set of minimizers is non-empty.
We suppose that assumptions (F.1)-(F.3) hold throughout the chapter.

6.1.2 Forward–Backward-type splitting methods

Specializing the MUSTARD algorithm 7 in Chapter 4 to the case where the metric V = Id, we obtain
the following multi-step inertial Forward–Backward splitting method (MiFB).

Algorithm 12: Multi-step inertial Forward–Backward splitting

Initial: s ∈ N+ and S def
= {0, ..., s − 1}. x0 ∈ Rn, x−i = x0, i ∈ S . Choose ε, ε > 0 such that

ε ≤ 2β − ε.
repeat

Let {ai ,k}i∈S , {bi ,k}i∈S ∈ ]− 1, 2]s , and γk ∈ [ε, 2β − ε]: ya,k = xk +
∑
i∈Sai ,k(xk−i − xk−i−1),

yb,k = xk +
∑
i∈Sbi ,k(xk−i − xk−i−1),

xk+1 = proxγkR
(
ya,k − γk∇F (yb,k)

)
.

(6.1.1)

k = k + 1;
until convergence;

The global convergence results (Theorems 4.2.3, 4.2.5 and 4.2.9) of the MUSTARD algorithm can be
adapted to Algorithm 12 straightforwardly, since the only difference is that metric Vk ≡ Id forMiFB.

In this chapter, we use the terminology “Forward–Backward-type” (FB-type) splitting methods to
represent any variant of Forward–Backward splitting method whose generated sequences are conver-
gent. Those methods include
• The original Forward–Backward splitting method [119, 140].

• 1-step inertial Forward–Backward splitting methods [131, 120, 115].

• Sequence convergent FISTA methods [50, 13].

• The multi-step inertial Forward–Backward splitting method Algorithm 12.
For the rest of the chapter, we use the term “1-MiFB” to denote the MiFB method with inertial step
s = 1 and “2-MiFB” for MiFB method with s = 2.

6.2 Finite activity identification

Throughout the rest of the chapter, x? denotes a global minimizer to which the sequence {xk}k∈N
generated by the FB-type method converges, andMx? is the partial smoothness manifold of R at x?.

– 109 –



Chapter 6 6.2. Finite activity identification

Theorem 6.2.1 (Finite activity identification). Let (F.1)-(F.3) hold, and suppose that the FB-
type method is used to create a sequence {xk}k∈N that converges to x? ∈ Argmin(Φ) such that R ∈
PSFx?(Mx?), and moreover the non-degeneracy condition

−∇F (x?) ∈ ri
(
∂R(x?)

)
, (NDFB)

holds. Then, there exists a large enough K > 0 such that for all k ≥ K, xk ∈Mx? .
If moreover,
(i) Mx? = x? + Tx? is an affine subspace, then ya,k, yb,k ∈Mx?, ∀k > K + s.

(ii) R is locally polyhedral around x?, then ya,k, yb,k ∈Mx? = x?+Tx? for all k > K+s, ∇Mx?
R(xk) =

∇Mx?
R(x?) and ∇2

Mx?
R(xk) = 0 for all k ≥ K.

Remark 6.2.2.
(i) If F locally is C2 around x?, then owing to Corollary 5.1.10, we have Φ ∈ PSFx?(Mx?).

(ii) Recall that FB-type class of methods we consider contains the original FB, the proposed MiFB,
and the sequence convergent FISTA. The MiFB is convergent under the assumptions of Theo-
rem4.2.3, Theorem 4.2.5 or Theorem4.2.9. The FISTA is sequence convergent for ak = bk = k−1

k+d ,
d > 2, and γk ≡ γ ∈]0, β], see [50, 13]. Thus, the finite identification property holds true for all
these instances.

(iii) The non-degeneracy condition (NDFB) can be viewed as a geometric generalization of the strict
complementarity of non-linear programming. Building on the arguments of [90], it is almost a
necessary condition for the finite identification ofMx? . Relaxing this assumption is a challenging
problem in general.

See Section 6.7 from page 127 for the proof.

6.2.1 Bounds on the finite identification iteration

In Theorem 6.2.1, we have not provided an estimate K ∈ N+ beyond which finite identification occurs.
Knowing K has practical interest, for instance, if one wants to switch to higher order acceleration (see
Section 6.4.3). It is then legitimate to wonder whether such an estimate of K can be given. In the
following, we shall give a bound in some important cases. For the sake of simplicity, we state the
result for the case of FB. A similar reasoning can be generalized to the case of any sequence convergent
FB-typemethod.

Proposition 6.2.3. Suppose that the assumptions of Theorem 6.2.1 hold. Then the following holds.
(i) If the iterates are such that ∂R(xk) ⊂ rbd(∂R(x?)) whenever xk /∈ Mx?, then xk ∈ Mx? for all

k ≥ ||x0 − x?||2

ε2dist
(
−∇F (x?), rbd(∂R(x?))

)2 .
(ii) If R is separable, i.e. R(x) =

∑m
i=1 σCi (xbi ), where ∀1 ≤ i ≤ m , bi ⊂ {1, . . . , n},

⋃m
i=1 bi =

{1, . . . , n}, and bi ∩bj = ∅, ∀i 6= j , and dim(Ci ) = |bi |, then identification ofMx? occurs for some

k larger than ||x0 − x?||2
ε2
∑

i∈Ic
x?

dist(−∇F (x?bi
), rbd(Ci ))

2 , where Ix
def
= {i : xbi 6= 0}.

See page 128 for the proof. Note that, as intuitively expected, this bound increases as the non-
degeneracy condition (NDFB) becomes more stringent. However, as it depends on x?, it is mostly of
theoretical interest. The case of the `1-norm considered in [87] is recovered in the second situation of
Proposition 6.2.3 with Ci ≡ [−λ, λ] for some λ > 0.
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6.2.2 Identifying activity in practice

The bounds on K given in Proposition 6.2.3 give theoretical guides, but are not sufficient to be
implemented in practice to detect when activity has been identified. As one may guess, establishing
a practically implementable upper-bound on the number of iterations needed for finite identification
is a non-trivial problem, even for special cases. Nevertheless, in our implementations, we developed
some heuristics to detect the identification that work well for the examples we tested. One possible
approach is the dramatic decrease of energy in the transition from sub-linear convergence regime to
the linear one. Another strategy uses the fact that for many partly smooth functions R, it holds that
xk ∈ Mx? is equivalent to Mxk = Mx? for xk nearby x?. This is true for instance for all examples
tested in our numerical experiments. In turn, finite identification ofMx? can be translated in terms of
stabilization ofMxk (up to numerical accuracy), which can be easily tested in practice and thus used as
an indicator for finite identification. Typical examples are the support for the `1-norm, block support
for the `1,2-norm, rank for the nuclear norm, etc.. This is what we used throughout all numerical
examples to be reported in this chapter as well as Chapters 7 and 8, and which worked very well.

6.2.3 Stability to errors

In this part, we investigate the stability of finite identification to errors. Recall the inexact updates of
xk+1 in (4.2.4), specialized to optimization and let εk ≡ 0,

xk+1 = proxγkR
(
ya,k − γk(∇F (yb,k) + ξk)

)
.

Suppose that the convergence of sequence {xk}k∈N still holds (e.g. {ξk}k∈N is summable and {xk}k∈N
is bounded). Then, since ξk → 0, it can be seen from the proof of Theorem 6.2.1 that the activity
identification property holds true for the above inexact iteration.

However, one cannot afford in general having non-zero errors εk in the implicit step as in (4.2.4),
even if {εk}k∈N summable. The reason behind this is that in the exact case, under condition (NDFB),
the proximal mappings of R and R + ιMx?

locally agree nearby x?. This property is clearly violated
if approximate proximal mappings are involved. Here is a simple example.

ε/2

−ε/2

1-1

gp
h(
Id
+
∂
ε | ·

|)
−

1

Figure 6.1: Graph of (Id + ∂ε| · |)−1.

Example 6.2.4. Let F : x ∈ R 7→ 1
2 |δ − x|

2, with δ ∈] − 1, 1[, and R : x ∈ R 7→ |x|. It is easy to see
that Φ ∈ Γ0(R), and it has a unique minimizer x? = prox|·|(δ) = max(1 − 1/|δ|, 0)δ = 0. Moreover,
Φ is partly smooth at x? relative Mx? = {0}, and δ − x? = δ ∈ ri

(
∂R(x?)

)
=] − 1, 1[. Consider the
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inexact version of the FB algorithm

xk+1 ∈ (Id + ∂εk | · |)−1(δ), (6.2.1)

where we set γk ≡ 1, since ∇F is 1-Lipschitz. From [43, Example 5.2.5], we have

∂ε| · |(x) =


[1− ε/x, 1] if x > ε/2

[−1, 1] if |x| ≤ ε/2
[−1,−1− ε/x] if x < −ε/2,

whence the graph of (Id + ∂ε| · |)−1 can be deduced as displayed in Figure 6.1. Thus, depending on εk
and the choice made in the inclusion (6.2.1), xk may never vanish for any finite k, i.e.xk /∈ Mx? for
any finite k.

6.3 Local linear convergence

In this section we present the local linear convergence result for FB-type methods. All the proofs in
this section are collected in Section 6.7 from page 129. We denote as Tx? the tangent space ofMx? at
the minimizer x?.

Define the following matrices which are all symmetric,

H
def
= γPTx?∇

2F (x?)PTx? , G
def
= Id−H, U

def
= γ∇2

Mx?
Φ(x?)PTx? −H, (6.3.1)

where ∇2
Mx?

Φ is the Riemannian Hessian of Φ on the manifoldMx? (see Definition 5.1.4).
To establish the local linear convergence analysis, we need the following 3 assumptions or conditions.

I - Restricted injectivity In addition to (F.2), in the rest of the chapter, we also assume that F
is locally C2-smooth around x?, and its Hessian fulfills the following restricted injectivity condition,

ker
(
∇2F (x?)

)
∩ Tx? = {0}. (RI)

Condition (RI) implies that there exist κ > 0 such that ∀h ∈ Tx? ,

〈h, ∇2F (x?)h〉 ≥ κ||h||2. (6.3.2)

In turn, it allows to ensure that ρ(G) < 1 holds for γ ∈ [ε, 2β − η], see Lemma 6.3.4.
It turns out that under conditions (NDFB)-(RI), we are able show that problem (PFB) admits a

unique minimizer, and local quadratic growth of Φ if R is moreover partly smooth.

Proposition 6.3.1 (Uniqueness of the minimizer). Under assumptions (F.1)-(F.3), let x? ∈
Argmin(Φ) be a global minimizer of (PFB) such that F is locally C2 around x?. If conditions (NDFB)
and (RI) are also fulfilled, then
(i) x? is the unique minimizer of (PFB).

(ii) If moreover R ∈ PSFx?(Mx?), then Φ has at least a quadratic growth near x?.

See page 129 for the proof of the proposition.

Remark 6.3.2. In Proposition 6.3.1, partial smoothness of R at x? is not needed for the uniqueness
claim (i). However, it brings more structure, hence the local quadratic growth property in (ii). Observe
that (ii) is equivalent to metric sub-regularity of the subdifferential ∂Φ at x? for 0 [6, Theorem3.5].

II - Positive semi-definiteness of U Owing to Lemma 6.3.3, we have the following result which
guarantees the positive semi-definiteness of the matrix U in (6.3.1).

Lemma 6.3.3. For problem (PFB), let conditions (F.1)-(F.3) hold and x? ∈ Argmin(Φ) such that
R ∈ PSFx?(Mx?) and F is locally C2 around x?. Then U is symmetric positive semi-definite under
either of the following circumstances:
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(i) (NDFB) holds.

(ii) Mx? is an affine subspace.
In turn, Id + U is invertible, and W def

= (Id + U)−1 is symmetric positive definite with all eigenvalues
in ]0, 1].

See page 129 for the proof. The following simple lemma gathers important properties of the matrices
appearing in (6.3.1).

Lemma 6.3.4. For the matrices in (6.3.1) and W ,
(i) Under (F.2) and (RI),

(a) H is symmetric positive definite with eigenvalues in [γκ, γβ ].

(b) For γ ∈ [ε, 2β − ε], G has eigenvalues in [−1 + ε
β
, 1− κε[⊂]− 1, 1[.

(c) For γ ∈ [ε, β], G is also symmetric positive semi-definite with eigenvalues in [0, 1−κε[⊂ [0, 1[.

(ii) If both the assumptions of Lemma 6.3.3 and (i) hold, then WG has real eigenvalues lying in
]− 1, 1[. If moreover γ ∈ [ε, β], then WG has eigenvalues lying in [0, 1[.

III - Convergent parameters The last condition we need is that the parameters of the FB-type
methods are convergent. In terms of the most general multi-step inertial FB method, we need the
following condition for Algorithm 12,

ai ,k → ai , bi ,k → bi , ∀i ∈ S and γk → γ ∈ [ε, 2β − ε]. (6.3.3)

Remark 6.3.5. For the sequence convergent FISTA [50], the limit of the inertial parameter {ak}k∈N
is 1.

6.3.1 Local linear convergence

We are now in position to present the local linear convergence of FB-type methods. Define the following
notations:

M0
def
= (a0 − b0)W + (1 + b0)WG, Ms

def
= −(as−1 − bs−1)W − bs−1WG,

Mi
def
= −

(
(ai−1 − ai )− (bi−1 − bi )

)
W − (bi−1 − bi )WG, i = 1, ..., s − 1,

MFB

def
=


M0 · · · Ms−1 Ms

Id · · · 0 0
...

. . .
...

...

0 · · · Id 0

 , dk def
=


xk − x?

...

xk−s − x?

 .

(6.3.4)

Theorem 6.3.6 (Local linear convergence). Let (F.1)-(F.3) hold, and assume that an FB-type
method is used to create a sequence {xk}k∈N that converges to x? ∈ Argmin(Φ) such that R ∈
PSFx?(Mx?), F is locally C2 around x? and (NDFB) holds. If moreover conditions (RI) and (6.3.3)
are satisfied. Then for all k large enough,

dk+1 = MFBdk + o(||dk||). (6.3.5)

If ρ(MFB) < 1, then given any ρ ∈]ρ(MFB), 1[, there exists K ∈ N such that ∀k ≥ K,

||xk − x?|| = O(ρk−K). (6.3.6)

The proof of is presented in Section 6.7 from page 129.

Remark 6.3.7.
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(i) For all the FB-type methods, except the MiFB method with s ≥ 2, sufficient conditions ensuring
that ρ(MFB) < 1 are discussed in Section 6.3.2.

(ii) When R is locally polyhedral around x?, the parameters ai ,k ≡ ai , bi ,k ≡ bi and γk ≡ γ are taken
constants, then the small o-term in (6.3.5) vanishes.

(iii) For the FB method (i.e. ai ,k = bi ,k ≡ 0), (6.3.4) can be further simplified, and the corresponding
linearized iteration can be stated in terms of xk − x? directly, which reads

xk+1 − x? = WG(xk − x?) + o(||xk − x?||).

(iv) The obtained results can be readily extended to the variable metric FB splitting method [62],
see Chapter 8 for the study in terms of Primal–Dual splitting methods.

The restricted injectivity condition (RI) plays an important role in our local convergence rate analysis
and in general cannot be relaxed. However, for some special cases, such as when R is locally polyhedral,
it can be removed, at the price of less sharp rate estimation. This is formalized in the following
statement.

Theorem 6.3.8. Suppose that (F.1)-(F.3) hold, and an FB-type method creates a sequence xk →
x? ∈ Argmin(Φ) such that R is locally polyhedral around x?, F is C2 near x?, and condition (NDFB)
holds. If moreover there exists ε > 0 and a subspace V such that

ker
(
PTx∇2F (x)PTx

)
= V, ∀x ∈ Bε(x?) ∩ (x? + Tx?),

then {xk}k∈N converges locally linearly to x?.

See page 134 for the proof.

6.3.2 Spectral properties of M
FB

In order for (6.3.6) of Theorem 6.3.6 to hold, we need the spectral radius ρ(MFB) to be strictly less
than 1. Hence, in the following, we discuss sufficient conditions ensuring that ρ(MFB) < 1. Given
the structure of MFB , this is a challenging linear algebra problem, and can only be answered in some
special cases: ai and bi possibly different but the the function R is locally polyhedral, or R is a general
partly smooth function but ai = bi , moreover for both cases we need to set the inertial steps s = 1.

We start with the case that R is locally polyhedral around x?. When R is locally polyhedral around
x?, U of (6.3.1) vanishes and matrix W defined in Lemma 6.3.3 becomes Id. Then from (6.3.4) we
have

M0
def
= (a0 − b0)Id + (1 + b0)G, Ms

def
= −(as−1 − bs−1)Id− bs−1G,

Mi
def
= −

(
(ai−1 − ai )− (bi−1 − bi )

)
Id− (bi−1 − bi )G, i = 1, ..., s − 1.

(6.3.7)

Denote η and ρ the eigenvalue of G and MFB respectively. We have the following correspondence
between η and ρ.

Theorem 6.3.9. For i ∈ {0, ..., s − 1}, let vi ∈ Rn. Suppose that the concatenated column vector
(v0; · · · ; vs) is an eigenvector of MFB corresponding to an eigenvalue ρ. Then
(i) For each i ∈ {0, ..., s}, there holds

vi = ρs−ivs .

(ii) vs is an eigenvector of M corresponding to an eigenvalue η, where η and ρ satisfy the relation

0 = ρs+1 −
(
(a0 − b0) + (1 + b0)η

)
ρs

+
∑s−1

i=1

((
(ai−1 − ai )− (bi−1 − bi )

)
+ (bi−1 − bi )η

)
ρs−i−1

+
(
(as−1 − bs−1) + bs−1η

)
.

(6.3.8)
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See page 135 for the proof.

Remark 6.3.10. If we choose bi = ai , i ∈ {0, ..., s − 1}, then relation (6.3.8) becomes

0 = ρs+1 − (1 + a0)ηρs +
∑s−1

i=1

(
(ai−1 − ai )η

)
ρs−i−1 + as−1η. (6.3.9)

To express ρ in terms of η, one needs to get analytically the roots of a polynomial of degree s + 1.
When s = 1, (6.3.8) is a quadratic function with 3 free parameters η, a0, b0, and we can express ρ
explicitly as a function of these parameters. However, things become much more challenging when
s ≥ 2. For example, when s = 2, studying the properties of ρ involves a 9-order polynomial equation
which can be only solved numerically.

6.3.2.1 Inertial memory s = 1

To lighten the notation, for s = 1, we denote a0, b0 as a, b respectively. Then MFB becomes

MFB =

(a− b)Id + (1 + b)G, −(a− b)Id− bG
Id, 0

 . (6.3.10)

Let η, η be the biggest and smallest (signed) eigenvalues of G, i.e. −1 < η < η < 1. From Lemma
6.3.4 and (6.3.2), we have

η = 1− κγ and η = 1− γ/β. (6.3.11)

For the sake of simplicity, we suppose that η is moreover strictly positive.

Theorem 6.3.11 (Locally polyhedral case). Let s = 1, then (6.3.8) becomes

0 = ρ2 −
(
(a− b) + (1 + b)η

)
ρ+

(
(a− b) + bη

)
. (6.3.12)

Let a, b ∈ [0, 1], then for MFB in (6.3.10),
(i) ρ(MFB) < 1 as long as

2(b− a)− 1
1 + 2b

< η.

(ii) Choose γ such that
1− γ/β ≥ −(3−√κγ)(1−√κγ). (6.3.13)

Then the value of ρ(MFB) minimizes if we choose a, b such that

b ∈
[
0,
−(1−√κγ)2((1−√κγ)2 − 1− γ/β)− (1−√κγ)|(1−√κγ)2 − 1 + γ/β|

(1− (1−√κγ)2)γ(1/β − κ)

]
a = (1− η)b+

(
1−

√
1− η

)2
= (κγ)b+ (1−√κγ)2,

(6.3.14)

and the optimal value of ρ(MFB), denoted by ρ?s=1, reads

ρ?s=1 = 1−
√

1− η = 1−√κγ. (6.3.15)

(iii) Given γ ∈]0, 2β[, the minimal value spectral radius of G, denoted by ρ?
G
, is

ρ?
G

=
1− κβ
1 + κβ

if γ? =
2β

1 + κβ
.

For ρ(MFB), denote ρ?
s=1

the minimal value ρ(MFB) can reach. Then if we choose γ, a, b as

γ? =
4β

(1 +
√
κβ)2

, b? = 0 and a? =
(

1−
√
κβ

1 +
√
κβ

)2
, (6.3.16)

the value of ρ?
s=1

is

ρ?
s=1

=
1−
√
κβ

1 +
√
κβ
, (6.3.17)

The proof of the theorem starts from page 136.
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Remark 6.3.12.
(i) The dependency of ρ(MFB) on η, η is rather complicate, Section 6.7.3 from page 142 is dedicated

to this dependency.

(ii) The discriminant of the quadratic equation (6.3.12) reads,

∆ρ =
(
(a− b) + (1 + b)η

)2 − 4
(
(a− b) + bη

)
.

We have ∆ρ = 0 if a, b are chosen according to (6.3.14).

(iii) For the optimal rate ρ?s=1, if we choose γ = β, then ρ?s=1 = 1−
√
κβ which agrees with the rate

in [133, Theorem2.2.2] provided by Nesterov.

(iv) Claim (iii) of Theorem 6.3.11 coincides with the optimal convergence rate of the “heavy ball
method” [147, Section 3.2.1]. Note that the rate (6.3.17) also matches the lower complexity
bounds established by Nesterov for first-order methods to solve the class of problems (PFB) if F
is also κ-strongly convex [133, Theorem 2.1.13].

R is a general partly smooth function For the case of R being an arbitrary partly smooth
function, U of (6.3.1) is non-trivial, and the spectral analysis of MFB in (6.3.4) becomes a generalized
eigenvalue problem which is much more complex. When choosing b = a, from (6.3.4) we have

MFB =

(1 + a)WG, −aWG

Id, 0

 . (6.3.18)

Compare with (6.3.10) with b = a, the main difference is that we have WG instead of G. Fortunately,
the eigenvalues of WG are all real thanks to Lemma 6.3.4.

Denote η and ρ the eigenvalue ofWG andMFB respectively, and η, η the smallest and largest (signed)
eigenvalues of WG, we have the following corollary from Theorem 6.3.11.

Corollary 6.3.13 (General partly smooth case). For the matrix MFB in (6.3.18), we have
(i) ρ(MFB) < 1 as long as

−1
1 + 2a

< η. (6.3.19)

(ii) If η, η are such that η ≥ −η/3, moreover choose a as

a =
(1−

√
1− η)2

η
,

then the smallest value of ρ(MFB) is ρ?s=1 = 1−
√

1− η.

See page 140 for the proof.

Remark 6.3.14.
(i) For the case of R being a general partly smooth function, condition b = a does not mean that

we should set bk = ak → a,∀k ∈ N along the iterations.

(ii) Condition (6.3.19) holds naturally if we choose γ ∈]0, β].

6.3.2.2 Inertial memory s = 2

For the case s = 2, (6.3.8) becomes a cubic equation of ρ with 5 free parameters a0, a1, b0, b1 and η (or
γ), which is rather difficult to analyze. Therefore, we choose the inertial parameters bi = ai , i = 0, 1.
Unfortunately, even for this choice, we still can not express everything analytically and only obtain
the following conjecture which we prove numerically.
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Conjecture 6.3.15 (Spectral radius of MFB for s = 2). Let s = 2 and bi = ai , i = 0, 1, then (6.3.8)
becomes

0 = ρ3 − (1 + a0)ηρ2 + (a0 − a1)ηρ+ a1η. (6.3.20)

Let a0, a1 ∈]− 1, 2[, then
(i) given η ∈]− 1, 1[, the optimal choice (i.e. such that the value of |ρ| minimizes) of a0, a1 yields

|ρ| = |1− 3
√

1− η| ≤ |1−
√

1− η|.

(ii) Denote ρ?s=2 the optimal value of ρ(MFB) for s = 2. Let γ = β, suppose that the eigenvalues of
H distribute uniformly in [η, η], then if κ is such that 1− γκ < 0.988, then

ρ?s=2 ≤ ρ?s=1.

(iii) Denote κ′ > κ > 0 the second smallest eigenvalue of PTx?∇2F (x?)PTx? . If 1−βκ′ < 0.494(1−βκ),
then

ρ?s=2 = 1− 3
√

1− η = 1− 3
√
βκ. (6.3.21)

A numerical proof of the conjecture is given at page 140.

Remark 6.3.16. Given the step-size γ = β, if the condition of (iii) of Conjecture 6.3.15 is satisfied,
then for s ∈ {0, 1, 2} the smallest spectral radius of MFB are

ρ?s=0 = 1− βκ, ρ?s=1 = 1−
√
βκ and ρ?s=2 = 1− 3

√
βκ,

which can be unified as ρ?s = 1− s+1
√

1− η. One may wonder whether one can generalize this for instance
to s = 3? Unfortunately, it is most likely not possible. Indeed for s = 3, even with bi = ai , i ∈ {0, 1, 2},
we still have 3 inertial parameters to deal with, moreover, the polynomial (6.3.8) is then of order 4.
All these make the spectral analysis for 3-MiFB method almost impossible.

It should be noted that Conjecture 6.3.15 can be generalized to the class of κ-strongly convex and
(1/β)-Lipschitz continuous functions. For such a class of functions, the lower complexity bounds [133,
Theorem2.1.13] for the first-order methods is ρ?

s=1
as given in (6.3.17). In the following, we compare

the values of ρ?
s=1

and ρ?s=2.
A numerical example, as shown in Figure 6.2 (a), is designed to compare ρ?

s=1
and ρ?s=2, where we

consider a strongly convex least square estimation with

κ = 10−3, κ′ = 0.64 and β = 1.

The inertial gradient descent with s = 1 and s = 2 is applied:
(i) For s = 1, i.e. heavy ball method, the parameters are chosen according to (6.3.16) and the

convergence rate is ρ?
s=1

= 0.9387. The red solid line in Figure 6.2 (a) denotes the practical
observation and the red dashed line stands for theoretical bound ρ?

s=1
.

(ii) For s = 2, we choose γ = β and the inertial parameters are computed via Conjecture 6.3.15, the
obtained convergence rate is ρ?s=2 = 0.9 < ρ?

s=1
. The black solid line in Figure 6.2 (a) denotes

the practical observation, and the black dashed line stands for theoretical bound ρ?s=2.
Such observation implies that, for certain class of optimization problems, ρ?s=2 can serve as the new
lower complexity bound of the first-order methods.

It should be noted that this new bound does not contradict Nesterov’s result [133, Theorem 2.1.13],
since the class of problems that ρ?s=2 can be applied to is rather limited. Fix β = 1 and γ = β

for 2-MiFB, then the values of ρ?s=2 and ρ?
s=1

are simply controlled by κ (assume that κ′ satisfies
1 − βκ′ < 0.494(1 − βκ)). A comparison of ρ?s=2 and ρ?

s=1
is demonstrated in Figure 6.2 (b) for

κ ∈]0, 0.4]. It can be observed that ρ?s=2 ≤ ρ?s=1
for κ ∈]0, (

√
5−1
2 )6].
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Figure 6.2: (a) A numerical example illustrating the conjectured new lower bound. Red lines stand
for practical observation and theoretical bound of the heavy ball method, while black lines stand for
practical observation and theoretical bound of 2-step inertial gradient descent. (b) Comparison of
optimal convergence rate obtained by inertial step s = 1, 2 and the lower bound of first-order methods.
The parameters are chosen as β = 1 and κ ∈]0, 0.4].

6.4 Discussions

In this part, we present some discussions on the obtained local linear convergence result, and mainly
focus on the difference between FB and FISTA/1-MiFB.

6.4.1 FB is locally faster than FISTA

For the sake of brevity (the same conclusions hold true in the general case), we consider the situation
bk = ak ≡ a ∈ [0, 1] and γk ≡ γ ∈]0, β] is fixed, in which case η ≥ η ≥ 0 (see Lemma6.3.4(ii)), and
thus condition −1/(1 + 2a) < η is in force.

Moreover, note that η is the local convergence rate of the FB method, and ρ(MFB) depends solely
on η and the value of a, since γ is fixed. Recall that ρ(MFB) is the best local linear convergence rate
can be obtained by FB-type methods under given parameters

Figure 6.3 displays the value of ρ(MFB) as a function of a for fixed η (i.e. fixed γ). We obtain the
following observations:
(i) When a ∈ [0, η], we have ρ(MFB) ≤ η. This entails that if 1-MiFB is used with such a choice of

inertial parameter, it will converges locally lineally faster than FB. For a ∈ [η, 1], the situation
reverses as ρ(MFB) ≥ η, and 1-MiFB becomes slower than FB.

(ii) In particular, as a = 1 for FISTA, we have ρ(MFB) =
√
η > η. In plain words, though FISTA is

known to be globally faster (in terms of the objective) than FB, attaining the optimal O(1/k2)

rate, locally, the situation radically changes as FISTA will always ends up being locally slower
than FB. A similar observation is made in [165] for the special case of a variant of FISTA used
to solve the LASSO problem. This explains in particular why many authors [86, 137] resort to
restarting to accelerate local convergence of FISTA, which consists in resetting periodically the
scheme to a = 0 which is more favourable to FISTA. Our predictions in Figure 6.3 gives clues on
when to restart (i.e. detect the point in red on the rate curve). We will elaborate more on this
in the numerical simulations in Section 6.6.
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(iii) ρ(MFB) attains its minimal value at a = (1−
√

1−η)2

η , and this is the best convergence rate that
can be achieved locally for FB-type methods (see Eq. (6.3.14) for b = a).
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Figure 6.3: Let b = a, and assume η, η are known and also close enough such that the spectral radius
ρ(MFB) is only affected by η, then ρ(MFB) is a function of a.

Remark 6.4.1. For the 2-MiFB, taking bi ,k = ai ,k ≡ ai , i = 0, 1 for example. If both a0 and a1 are
positive, then 2-MiFB locally is moreover slower than FB if a0 + a1 ∈ [

√
η, 1[.

6.4.2 Oscillation of the FISTA method

A typical feature of the FISTA method is that it is not monotone and locally oscillates [23], which
makes the local convergence even slower, see Figure 6.4 or 6.6 for example. In fact, the 1-MiFB scheme
shares this property as well when the inertial parameters are large.

Such oscillatory behaviour is due to the fact that, for those inertial parameters, the eigenvalue ρmax

such that |ρmax| = ρ(MFB) is complex. It can then be seen that the oscillation period of ||xk − x?|| is
exactly π

θ , where θ is the argument of ρmax. For the parameter settings used in Figure 6.3, i.e. b = a

and γ ∈]0, β], we have  a ∈ [0, (1−
√

1−η)2

η ] : ρmax is real,

a ∈] (1−
√

1−η)2

η , 1] : ρmax is complex,

so that as long as a > (1−
√

1−η)2

η , the 1-MiFB method locally oscillates. See Figure 6.6 for an example.

Remark 6.4.2. For 2-MiFB, oscillation is also inevitable if
∑

i ai is too big. In fact, it is more easier
to make 2-MiFB oscillate than 1-MiFB, as we have seen from the numerical experiments in Section
4.5 that xk−1 − xk−2 has higher momentum than xk − xk−1.

6.4.3 Acceleration

The finite time activity identification property (Theorem 6.2.1) implies that the globally convex but
non-smooth problem eventually becomes locally C2-smooth, but possibly non-convex, constrained on
the activity manifold. This opens the door to acceleration, and even finite termination, exploiting the
structure of the objective and of the identified manifold. There are several ways to achieve this goal
as we explain hereafter.
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Optimal first-order method The idea of optimal first-order method is to keep using an inertial
schemes, while locally jumping to the optimal inertial parameters and/or step-size provided by Theorem
6.3.11 and Conjecture 6.3.15.

In the mean time, it is worth mentioning that, for all the discussion we have made above, we assume
that the local Lipschitz constant of ∇F alongMx? is as the same as the global one, i.e. 1/β. However,
as the dimension of the manifoldMx? can be much smaller than Rn, it is possible that the Lipschitz
constant of ∇F alongMx? could be much smaller than 1/β. Denote 1/βMx?

the Lipschitz continuity
of ∇F alongMx? , then we have β ≤ βMx?

. In turn, the upper bound of step-size γ locally is enlarged
to 2βMx?

.

Finite convergence in the polyhedral case Finite termination can be obtained if R is locally
polyhedral around x?, and F is quadratic, i.e. problem (3.6.2) with R locally polyhedral around x?.
In this situation, under hypothesis (NDFB), we have finite identification of x? + Tx? . In addition, (RI)
is equivalent to injectivity of the linear operator K on Tx? . Altogether, this allows to show that x? can
be written explicitly as

x? = K
∗,+
TxK

f − λ
(
K∗TxK

KTxK

)+
PTxK

(
∂R(xK)

)
−KPxK+TxK

(0),

for K sufficiently large.

High-order acceleration: Newton method Once the activity manifold has been identified, one
can switch to Newton-type methods for locally minimizing Φ. This can be done either using local
parameterizations obtained from U-Lagrangian theory or from Riemannian geometry [106, 126, 156].
One can also use the Riemannian version of the non-linear conjugate gradient method [156]. For these
schemes, one can also show respectively quadratic and superlinear convergence since ∇2

Mx?
Φ(x?) is

positive definite by (ii) of Proposition 6.3.1.

6.4.4 Partial smoothness vs metric sub-regularity

In this section, we establish a connection between partial smoothness and metric sub-regularity for the
FB algorithm when R is locally polyhedral around x? and F is quadratic (i.e. F = 1

2 ||Kx − f ||2). In
turn, this will allow to compare the local linear rate estimate obtained in Section 3.3 and the one of
this chapter.

Let the step-size γk ≡ γ ∈]0, 2β[ be a constant, and ak = bk ≡ 0, i.e. apply FB with constant
step-size to solve (PFB). We denote M ′

FB

def
= Id−MFB .

Proposition 6.4.3. Let (F.1)-(F.3) hold, and assume that the FB method is used to create a sequence
{xk}k∈N that converges to x? ∈ Argmin(Φ) such that R is locally polyhedral around x?, F is quadratic
and conditions (NDFB) and (RI) are satisfied. Then M ′

FB
is 1

γκ -metrically sub-regular at x? for 0,
where κ is defined in (6.3.2).

Proof. Owing to Remark 6.3.7(ii), under the stated assumptions, the linearized iteration reads

xk+1 − x? = MFB(xk − x?),

where MFB = Id − H = Id − γPx?K∗KPx? . MFB is linear and non-expansive. Moreover, in view of
Lemma6.3.4(ii),M ′

FB
= γPx?K

∗KPx? has eigenvalues in [γκ, γβ ]. It then follows from [22, Theorem2.5]
that M ′

FB
is 1

γκ -linearly regular, hence metrically sub-regular.

In terms of rate estimations, the one provided by metric sub-regularity is less sharp than that
of partial smoothness. For simplicity, let γ ∈]0, β]. Then the rate estimation obtained by partial
smoothness is ρ = 1− γκ (Lemma 6.3.4), whereas the rate estimate obtained through metric sub-
regularity (see (3.3.3)) is √

1− (γκ)2 ≥ ρ.
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6.5 Extension to the non-convex case

For the local convergence analysis of Section 6.3, it can be observed that, unlike the global convergence
analysis, convexity plays a less important role. For instance, it was only needed to show that the
matrix U defined in (6.3.1) is positive semi-definite. This suggests that the local linear convergence
claims in Section 6.3 can be extended to the non-convex case, provided that the Riemannian Hessian
of R is assumed positive semi-definite at x?. In the following, we present the extension of the above
results to the non-convex case.

6.5.1 Finite activity identification

The finite activity identification of the ncvx-MiFB (Algorithm 11) is rather straightforward.

Corollary 6.5.1 (Finite activity identification). Suppose that the ncvx-MiFB Algorithm 11 is run
under the conditions of Theorem 4.4.3 such that {xk}k∈N converges to a critical point x? ∈ crit(Φ).
Assume that R ∈ PSFx?,−∇F (x?)(Mx?) and the non-degeneracy condition (NDFB) holds. Then, xk ∈
Mx? for all k large enough.

If moreover,Mx? = x? + Tx? is an affine subspace, then ya,k, yb,k ∈Mx? , ∀k > K + s.

Proof. Under the conditions of Theorem 4.4.3, there exists a critical point x? ∈ crit(Φ) such that
xk → x?, R(xk)→ R(x?) and Φ(xk)→ Φ(x?) (see the proof of Lemma 4.6.8).

The convergence property of {xk}k∈N gives ||ya,k − xk|| → 0 and ||yb,k − x?|| → 0. By (A.8) and the
proof of Theorem 6.2.1, we get

dist
(
−∇F (x?), ∂R(xk+1)

)
≤ 1
γ
||ya,k − xk+1||+

1
β
||yb,k − x?|| → 0.

Altogether, this shows that the conditions of Theorem 5.1.5 are fulfilled on 〈∇F (x?), ·〉+R(·), and the
identification result follows. The identification of ya,k, yb,k is immediate by definition of affine/linear
subspace.

6.5.2 Local linear convergence

Similarly to the result in Section 6.3, we need the following 3 assumptions to be hold.

I’ - Restricted injectivity The restricted injectivity (RI) needs to be fulfilled.

II’ - Positive semi-definiteness of the Riemannian Hessian Given γ ∈]0, β[ and x? ∈ crit(Φ),
letMx? be a C2-smooth submanifold and R ∈ PSFx?,−∇F (x?)(Mx?). In addition to (A.8), now assume
F is locally C2-smooth around x?. Denote Tx?

def
= TMx?

(x?) and the following matrices as in (6.3.1),

H
def
= γPTx?∇

2F (x?)PTx? , U
def
= γ∇2

Mx?
Φ(x?)PTx? −H.

Since Φ is non-convex, in general there is no result similar to Lemma 6.3.3 which guarantees the
positive semi-definiteness of U . Therefore, in the following, we assume that U is positive semi-definite,
i.e. ∀h ∈ Tx? ,

〈h, Uh〉 ≥ 0. (6.5.1)

III’ - Convergent parameters Similarly to (6.3.3), we need thee parameters of ncvx-MiFB (Algo-
rithm 11) to be convergent, i.e.

ai ,k → ai, bi ,k → bi, ∀i ∈ S and γk → γ ∈ [γ,min{γ, r̄}], (6.5.2)

where r̄ < r, and r is the prox-regularity modulus of R (see Definition 2.2.1). The main difference here
is that, γk is not only smaller than β but also the prox-regularity modulus of R.
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Remark 6.5.2.
(i) Condition (6.5.1) can be satisfied by various non-convex functions, such as polyhedral functions

which include the `0 pseudo-norm (Example 5.2.6) and the rank function (Example 5.2.7).

(ii) It can be shown that conditions (6.5.1) and (RI) together imply that x? is a local minimizer
of Φ in (Pncvx), and Φ grows at least quadratically near x?. The arguments to prove this are
essentially adapted from those used to show Proposition 6.3.1.

Corollary 6.5.3 (Local linear convergence). Suppose that the ncvx-MiFB Algorithm11 is run
under the conditions of Theorem 6.5.1. Moreover, assume that F is locally C2-smooth around x? and
conditions (RI), (6.5.1) and (6.5.2) hold. Then for all k large enough,

dk+1 = MFBdk + o(||dk||), (6.5.3)

where MFB is defined in (6.3.4). If ρ(MFB) < 1, then given any ρ ∈]ρ(MFB), 1[, there exists K ∈ N
such that ∀k ≥ K,

||xk − x?|| = O(ρk−K).

Proof. The main difference of proving this corollary from that of Theorem 6.3.6 is that proxγkR is
no more firmly non-expansive. However, from prox-regularity of R at x? for −∇F (x?), invoking [153,
Proposition 13.37], we have that there exists r̄ > 0 such that for all γk ∈]0,min(γ, r̄)[, there exists a
neighbourhood U of x?− γk∇F (x?) on which proxγkR is single-valued and l-Lipschitz continuous with
l = r̄/(r̄− γk). Since ∇F is continuous and xk → x?, we have ya,k− γk∇F (yb,k)→ x?− γk∇F (x?). In
turn, ya,k−γk∇F (yb,k) ∈ U for all k sufficiently large. Applying this property to the proof of Theorem
6.3.6 proves the corollary.

Remark 6.5.4. The spectral analysis of MFB is the same as that of Section 6.3.2, hence locally we
can optimize both the step-size and inertial parameters owing to Theorem 6.3.11.

6.6 Numerical experiments

In this section, we present various numerical experiments to support our result. Continuing from the
numerical experiments in Section 4.5, consider the problem

min
x∈Rn

R(x) +
1
2
||Kx− f ||2. (6.6.1)

Now, 6 examples are considered. The first 5 are linear inverse problems, where K is generated from
the standard random Gaussian ensemble, and for each example of R:

`1-norm (m,n) = (48, 128), ||xob||0 = 8, i.e. xob has 8 non-zero elements.
`1,2-norm (m,n) = (48, 128), xob has 3 non-zero blocks of size 4.
`∞-norm (m,n) = (63, 64), |Ixob

| = 8 where Ixob
= {i : |xi| = ||xob||∞}.

Nuclear norm (m,n) = (640, 1024), xob ∈ R32×32 and rank(xob) = 4.
Total Variation (m,n) = (48, 128), ||DDIFxob||0 = 8.

The last example is the anisotropic TV deconvolution of 2D image as we have seen in Section 3.6, but
without the box intensity constraint.

Besides verifying our proposed result with the above 6 examples, we will present the following
comparisons through (6.6.1) with R being `1-norm and nuclear norm:
(i) Local optimal rate of MiFB with s = 1, 2.

(ii) Oscillation behaviour of MiFB/FISTA, and the difference between the inertial parameters ak and
bk for 1-MiFB.

We shall skip the comparisons of different choices of step-size γ since it is already presented in Sec-
tion 4.5.1.
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6.6.1 Local linear convergence of FB-type methods

We will verify our local linear convergence result Theorem 6.3.6 for FB, 1-MiFB and the sequence
convergent FISTA [50]. The step-size is fixed as γk ≡ β for all 3 methods. For FISTA, two choices
of d are considered: d = 3, 3 for (4.1.4). For 1-MiFB we choose bk = ak ≡

√
5 − 2 − 10−3 such that

Theorem 4.2.9 applies and the generated sequence is guaranteed to be convergent.
The convergence profiles of ||xk − x?|| are shown in Figure 6.4. As demonstrated by all the plots,

identification and local linear convergence occurs after finite time. The solid lines (denoted as “P”)
represent the observed profiles, while dashed ones (denoted as “T”) stand for the theoretically predicted
ones. The positions of the green points (or the starting points of the dashed lines) stand for the iteration
at whichMx? has been identified.
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Figure 6.4: Local linear convergence and comparison of the FB-type methods (FB, 1-MiFB and FISTA)
in terms of ||xk − x?||. We fix γk ≡ β for all the methods, moreover, for the 1-MiFB, we let bk = ak ≡√

5− 2− 10−3, and for the FISTA, d = 3, 50 are considered. For each figure, “P” stands for practical
observed profiles, while “T” indicates theoretical predictions. The green points indicate the iteration
at whichMx? has been identified.

Tightness of predicted rates For the `1, `∞-norms and TV semi-norm, our predicted rates (The-
orem 6.3.11) coincide exactly with the observed ones (same slopes for the dashed and solid lines).
This is due to the fact that they are all polyhedral and F is quadratic. Note that for FISTA, which is
non-monotone, the prediction coincides with the envelope of the oscillations. For the `1,2-norm, though
it is not polyhedral, our predicted rates are still are very tight, due to the fact that the Riemannian
Hessian is taken into account. Then for the nuclear norm, whose active manifold is not anymore a
subspace, our estimation becomes slightly less sharp compared to the other examples, though barely
visible on the plots. For both the `1,2-norm and nuclear norm, as the Riemannian Hessian is taken
into account, the predicted rates are rather sharp.

For the image deconvolution problem, assumptions (NDFB) and (RI) are checked a posteriori (verified
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for this experiment). This together with the fact that the anisotropic TV is polyhedral justifies that
the predicted rate is again exact.

Comparison of the methods From the numerical results, we can draw the following remarks:
(i) Overall, FISTA with d = 50 (black line) is the fastest while d = 3 (gray line) is the slowest. FB

and 1-MiFB are sandwiched between them with 1-MiFB being faster.

(ii) For the finite activity identification, however, FISTA d = 3 in general shows the fastest identifi-
cation (see the starting points of the dashed lines), and FB is the slowest.

(iii) Locally, similar to the global convergence, FISTA d = 50 has the fastest rate and d = 3 is the
slowest. Again, FB and 1-MiFB are between them with 1-MiFB being faster.

It can be concluded from the above remarks that, in practice, FISTA [50] with d = 3 is not a wise
choice if high accuracy solutions are needed. Indeed, under this choice, ak converges to 1 too fast, and
this hampers its local behaviour as the discussions we anticipated in Section 6.4 (see Figure 6.3). In
fact, such behaviour of ak can be avoided by choosing relatively bigger q, and this is exactly what the
difference between d = 3 and d = 50 implies. In our tests, q ∈ [50, 100] seems to a good trade-off,
even bigger d is not recommended since it may lead to a much slower activity identification. A similar
observation is also mentioned in [50], where the authors only tried d = 2, 3, 4. It should be noted that
the original FISTA method [24] has almost the same behaviour as the case d = 3.

It should be pointed out that the local rate of FISTA d = 50 being faster than FB does not contradict
with our claim in Section 6.4 that FB is faster than FISTA locally. The reason is that we are limited by
machine accuracy, and bigger value of q delays the speed at which ak approaches to 1 which actually
makes FISTA behaviour similar to the 1-MiFB.

High-order acceleration For the `1, `∞-norms and TV semi-norm, since they are polyhedral, finite
termination can be obtained once the manifold is identified. For `1,2-norm which is not polyhedral,
we applied the Riemannian Newton method which converges quadratically, leading to a dramatic
acceleration as can be seen in Figure 6.4(b). For the nuclear norm, a non-linear conjugate gradient
method is applied, leading again to a much faster (super-linear) local convergence.

6.6.2 More comparisons

6.6.2.1 Local optimal rate

In this part, we provide the comparisons of local optimal rates of MiFB for s = 1, 2. Two choices of
fixed γ are considered: γ = β, 1.5β. For the inertial parameters, we consider the case bi ,k = ai ,k, i ∈
{0, ..., s − 1}.

For each choice of γ, we start with the FB scheme, whence the manifold is identified we compute
the optimal inertial parameters {ai}i∈S based on Theorem 6.3.11 and Conjecture 6.3.15, and then
continue the iteration with the obtained inertial parameters. The obtained results for `1-norm and
nuclear norm are shown in Figure 6.5, it can be observed that with given γ, the optimal rate obtained
by 2-MiFB is faster than 1-MiFB. Such an observation means that the optimal rate established by
Nesterov for first-order non-smooth optimization methods indeed can be surpassed as presented in
Conjecture 6.3.15.

Moreover, the corresponding optimal values of a? for s = 1 and (a0, a1) for s = 2 are shown in
Table 6.1 below, from which we draw the following remarks:
(i) For s = 2, the optimal choice of inertial parameters is “positive a?0 and negative a?1”. Moreover

the value of a?0 can be bigger than 1.

(ii) Under given γ, a? of s = 1 is smaller than
∑

i a
?
i of s = 2.
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Figure 6.5: Comparison of local optimal rate obtained by MiFB for s = 1, 2, two choices of γ = β, 1.5β

are considered.

(iii) The bigger the value of γ, the smaller the value of a? or
∑

i a
?
i .

Table 6.1: Optimal inertial parameter a? for s = 1 and (a0, a1) for s = 2.

γ = β γ = 1.5β

s = 1 s = 2 s = 1 s = 2

a? (a?0, a
?
1)

∑
iai a? (a?0, a

?
1)

∑
iai

`1-norm 0.6683 (1.0597,−0.2986) 0.7611 0.6083 (0.9454,−0.2413) 0.7041

Nuclear norm 0.6427 (1.0099,−0.2729) 0.7370 0.5798 (0.8932,−0.2170) 0.6762

6.6.2.2 Oscillations of FISTA/MiFB

As observed from Figure 6.4, FISTA schemes oscillate when ak is large enough. In order to have a
better visualisation of the oscillation of FISTA/MiFB, we choose the LASSO problem (i.e. R = || · ||1
for (4.5.1)) for illustration, set bk = ak = a and locally adjust the value of a so that the oscillation
period is an integer. The result is shown in Figure 6.6, where the oscillation period of the tested
example is 20.

6.6.2.3 Comparison of ak vs bk

Now let us assess the influence of inertial parameter choice for 1-MiFB. The step-size γ is fixed as
γk ≡ β, inertial parameters bk ≡ b, ak ≡ a and the online updated rule (4.2.6) is applied. In total, 4

different combinations of (a, b) are considered, which are

(0.3, 0.2 or 0.6) and (0.8, 0.2 or 0.6).

For both examples, if we let bk ≡ 0, then the optimal local choice aopt obtained through (6.3.14) is
between 0.3 and 0.8. The obtained plots are depicted in Figure 6.7, from which we summarize the
following observations:
(i) The time to activity identification is more dependent on the value of a. Clearly, relatively bigger

values of a lead to a faster identification. On the other hand, when a < aopt (case a = 0.3),
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Figure 6.6: Local oscillation of the FISTA/MiFB methods on LASSO problem. Local oscillation of
the iFB method, where the oscillation period is 20.

bigger values of b lead to slower identification, while the opposite situation occurs when a > aopt

(case a = 0.8).

(ii) The convergence rate also depends more on the choice of a, since with fixed a, the rate difference
caused by different values of b is small, see the blue dashed/solid lines, and magenta ones.
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Figure 6.7: Comparisons on the difference between the inertial parameters ak and bk, the step-size γ
is fixed as β.

6.6.3 The non-convex case

We dedicate the last numerical experiment to verify the result in Section 6.5 for non-convex opti-
mization problems. The same problems and parameter settings as in Section 4.5.4 are considered, i.e.
problem (6.6.1) with R being `0 pseudo-norm and the rank function.

Tightness of predicted rates The convergence profiles of ||xk − x?|| are shown in Figure 6.8. As
it can be seen from all the plots, finite identification and local linear convergence indeed occur. The
positions of the green dots indicate the iteration from which xk identifies the submanifoldMx? . The
solid lines (“P”) represents practical observations, while the dashed lines (“T”) denotes theoretical
predictions.

As the Riemannian Hessians of `0 and rank function both vanish in all examples, our predicted rates
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coincide exactly with the observed ones.

Optimal first-order method To highlight the advantages of multi-steps, we also added an example
for the locally optimal choices of inertial parmeters. The results are depicted in Figure 6.8, where
the magenta solid line stands for the observation of 2-step inertia, while the magenta dashed line
corresponds to the 1-step inertia. This again shows that 2-step inertia can outperform the 1-step one.
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Figure 6.8: Comparison of ncvx-MiFB under different inertial settings. We fix γk ≡ 0.5β. For the
inertial schemes, the inertial parameters are chosen such that (4.4.5) holds.

6.7 Proofs of main theorems

6.7.1 Proofs of Section 6.2

Proof of Theorem 6.2.1. By assumption, the sequence {xk}k∈N created by the FB-type method
converges to x? ∈ Argmin(Φ), and the latter is non-empty by assumption (F.3). From the definition
of proximity operator, the step of updating xk+1 in (6.1.1) is equivalent to

ya,k − γk∇F (yb,k)− xk+1 ∈ γk∂R(xk+1).

Since the sequences {xk}k∈N, {ya,k}k∈N and {yb,k}k∈N are convergent, hence we have

lim
k→+∞

||ya,k − xk+1|| = 0 and lim
k→+∞

||yb,k − x?|| = 0. (6.7.1)

By (F.2), we get

dist
(
−∇F (x?), ∂R(xk+1)

)
≤ 1
γk
||ya,k − xk+1 − γk

(
∇F (yb,k)−∇F (x?)

)
||

≤ 1
γk

(
||ya,k − xk+1||+ γk||∇F (yb,k)−∇F (x?)||

)
≤ 1
γk
||ya,k − xk+1||+

1
β
||yb,k − x?||.

Since lim inf γk = ε > 0 and the result of (6.7.1), we obtain dist(−∇F (x?), ∂R(xk+1))→ 0. Owing to
assumption (F.1), R is sub-differentially continuous at every point in its domain, and in particular at
x? for −∇F (x?), which in turn yields R(xk) → R(x?). Altogether, this shows that the conditions of
Theorem 5.1.5 are fulfilled on 〈∇F (x?), ·〉+R(·), and the identification result follows.
(i) When the active manifoldMx? is an affine subspace, thenMx? = x? + Tx? owing to the normal

sharpness property (Lemma 5.1.3) and the claim follows immediately.
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(ii) When R is locally polyhedral around x?, then Mx? is an affine subspace and the identification
of ya,k, yb,k follows from (i). For the rest, it is sufficient to observe that by polyhedrality, for any
x ∈Mx? near x?, ∂R(x) = ∂R(x?). Therefore, combining Lemma 5.1.3 and Definition 5.1.4, we
get the second conclusion.

Proof of Proposition 6.2.3.
(i) By firm non-expansiveness of proxγk−1R

, and non-expansiveness of Id− γk−1∇F , we have

||xk − x?||2 ≤ ||(Id− γk−1∇F )(xk−1)− (Id− γk−1∇F )(x?)||2

− ||xk−1 − γk−1∇F (xk−1)− xk + γk−1∇F (x?)||2

≤ ||xk−1 − x?||2 − ε2||uk −∇F (x?)||2,

where we denoted uk
def
= (xk−1 − xk)/γk−1 − ∇F (xk−1). By definition, we have uk ∈ ∂R(xk).

Suppose that identification has not occurred at k, i.e. that xk /∈Mx? , and hence uk ∈ ∂R(xk) ⊂
rbd(∂R(x?)). Therefore, continuing the above inequality, we get

||xk − x?||2 ≤ ||xk−1 − x?||2 − ε2dist
(
−∇F (x?), ∂R(xk)

)2
≤ ||xk−1 − x?||2 − ε2dist

(
−∇F (x?), rbd(∂R(x?))

)2
≤ ||x0 − x?||2 − kε2dist

(
−∇F (x?), rbd(∂R(x?))

)2
,

and dist(−∇F (x?), rbd(∂R(x?))) > 0 owing to (NDFB). Taking k as the largest integer such that
the right hand is positive, we deduce that the number of iterations where identification has not
occurred, does not exceed the given bound, whence our conclusion follows.

(ii) We have ∂σCi (x
?
bi

) = Ci ,∀i ∈ Icx? . In turn, by separability, R is partly smooth at x? relative

to Mx? =×m

i=1Mx?bi
, where Mx?bi

= 0 if i ∈ Icx? and Mx?bi
6= 0 otherwise. Suppose that at

iteration k, Icx? ∩ Ixk 6= ∅. Denote hk−1 = xk−1 − γk−1∇F (xk−1), and h? = x? − γk−1∇F (x?).
Thus for any i ∈ Icx? ∩ Ixk , we have

xk,bi − x
?
bi

= hk−1,bi − Pγk−1Ci (hk−1,bi )

= (hk−1,bi − h
?
bi

)− (Pγk−1Ci (hk−1,bi )− Pγk−1Ci (h
?
bi

))

where we used Moreau identity in the first equality. Since i ∈ Ixk ∩ Icx? , we have hk−1,bi /∈ γk−1Ci

and h?bi
∈ γk−1Ci , or equivalently, that Pγk−1Ci (hk−1,bi ) ∈ γk−1rbd(Ci ) = γk−1rbd(∂σCi (x

?
bi

)) and
Pγk−1Ci (h

?
bi

) = h?bi
. Combining this with the fact that the orthogonal projector on γk−1Ci is

firmly non-expansive, we obtain

||xk,bi − x
?
bi
||2 ≤ ||hk−1,bi − h

?
bi
||2 − ||Pγk−1Ci (hk−1,bi )− h

?
bi
||2

= ||hk−1,bi − h
?
bi
||2 − ||Pγk−1Ci (hk−1,bi ) + γk−1∇F (x?)bi ||

2

≤ ||hk−1,bi − h
?
bi
||2 − γ2

k−1dist
(
−∇F (x?)bi , rbd(Ci )

)2
≤ ||hk−1,bi − h

?
bi
||2 − ε2dist

(
−∇F (x?)bi , rbd(Ci )

)2
.

This bound together with non-expansiveness of proxγk−1Ci
and Id− γk−1∇F yield

||xk − x?||2 =
∑

i∈Ic
x?
||xk,bi − x

?
bi
||2 +

∑
j∈Ix?
||xk,bj − x

?
bj
||2

≤ ||hk−1 − h?||2 − ε2
∑

i∈Ic
x?

dist
(
−∇F (x?)bi , rbd(Ci )

)2
≤ ||xk−1 − x?||2 − ε2

∑
i∈Ic

x?
dist

(
−∇F (x?)bi , rbd(Ci )

)2
≤ ||x0 − x?||2 − kε2

∑
i∈Ic

x?
dist

(
−∇F (x?)bi , rbd(Ci )

)2
,

where the last term in the right hand side is strictly positive by (NDFB). Taking k as the largest
integer such that the right hand side is positive, we deduce that the number of iterations where
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Icx? ∩ Ixk 6= ∅ does not exceed the given bound. We then conclude that beyond this bound, there
is no i such thatMxk,bi

6= 0 whileMx?bi
= 0. The proof is complete.

6.7.2 Proofs of Section 6.3

Proof of Proposition 6.3.1.
(i) Since F is locally C2 around x?, there exists ε > 0 sufficiently small such that for any δ ∈ Bε(0),

we have

Φ(x? + δ)− Φ(x?) = F (x? + δ)− F (x?)− 〈∇F (x?), δ〉+R(x? + δ)−R(x?) + 〈∇F (x?), δ〉

=
1
2
〈δ, ∇2F (x? + tδ)δ〉+R(x? + δ)−R(x?) + 〈∇F (x?), δ〉, t ∈]0, 1[.

Let xt = x?+ tδ ∈ Bε(x?). Since (RI) holds and ∇2F (x) depends continuously on x ∈ Bε(x?), we
have PTx?∇2F (x)PTx? � κId for any such x. This holds in particular at xt. We then distinguish
two cases.
(a) δ /∈ ker(∇2F (xt)). In this case, it is clear that

Φ(x? + δ)− Φ(x?) ≥ 1
2
〈δ, ∇2F (xt)δ〉 ≥ κ/2||δ||2 > 0

since F is convex and locally C2, and R is convex with −∇F (x?) ∈ ∂R(x?).

(b) δ ∈ ker(∇2F (xt)) \ {0}. Since R is a proper closed convex function, it is sub-differentially
regular at x?. Moreover ∂R(x?) 6= ∅ (−∇F (x?) is in it), and thus the directional derivative
R′(x?, ·) is proper and closed, and it is the support of ∂R(x?) [153, Theorem8.30]. It then
follows from the separation theorem [96, Theorem V.2.2.3] that

−∇F (x?) ∈ ri(∂R(x?))

⇐⇒ R′(x?, δ) > −〈∇F (x?), δ〉, ∀δ s.t. R′(x?; δ) +R′(x?;−δ) > 0.

As ker(R′(x?; ·)) = Tx? [169, Proposition 3(iii) and Lemma10], and in view of (RI), we get

−∇F (x?) ∈ ri(∂R(x?))

⇐⇒ R′(x?; δ) > −〈∇F (x?), δ〉, ∀δ /∈ Tx?
=⇒ R′(x?; δ) > −〈∇F (x?), δ〉, ∀δ ∈ ker(∇2F (xt)) \ {0}.

Combining this with classical properties of the directional derivative of a convex function
yields

Φ(x? + δ)− Φ(x?) = R(x? + δ)−R(x?) + 〈∇F (x?), δ〉
≥ R′(x?; δ) + 〈∇F (x?), δ〉 > 0,

which concludes the first claim.

(ii) Let R as defined in the proof of Lemma6.3.3. If R ∈ PSFx?(Mx?), the Riemannian Hessian of
Φ reads

∇2
Mx?

Φ(x?) = PTx?∇F (x?)PTx? +∇2
Mx?

R(x?).

In view of Lemma6.3.3(i), ∇2
Mx?

R(x?) is positive semi-definite on Tx? . On the other hand,
hypothesis (RI) entails positive definiteness of PTx?∇F (x?)PTx? . Altogether, this shows that
∇2
Mx?

Φ(x?) is positive definite on Tx? \ {0}. Local quadratic growth of Φ near x? then follows
by combining [108, Definition 5.4], [126, Theorem3.4] and [89, Theorem6.2].

Proof of Lemma6.3.3. By definition of U , Uh = 0 for any h ∈ T⊥x? . Thus, in the following we only
examine the case h ∈ Tx? .
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(i) Let Ψ(x)
def
= R(x) + 〈x, ∇F (x?)〉. Owing to Corollary 5.1.10, Ψ ∈ PSFx?(Mx?). Moreover, from

Lemma5.1.4 and normal sharpness, the Riemannian Hessian of Ψ at x? is such that, ∀h ∈ Tx? ,

γ∇2
Mx?

Ψ(x?)h = γPTx?∇
2Ψ̃(x?)h+ γWx?

(
h,PT⊥

x?
∇Ψ̃(x?)

)
= γPTx?∇

2R̃(x?)h+ γWx?
(
h,PT⊥

x?
∇Φ̃(x?)

)
= γ∇2

Mx?
Φ(x?)PTx?h−Hh = Uh,

where ·̃ is the smooth representative of the corresponding function.
Since −∇F (x?) ∈ ri(∂R(x?)), we have from [112, Corollary 5.4] that

∂2R
(
x?| − ∇F (x?)

)
h =

{
∇2
Mx?

Ψ(x?)h+ T⊥x? , h ∈ Tx? ,
∅, h /∈ Tx? ,

where ∂2R(x?|−∇F (x?)) denotes the Mordukhovich generalized Hessian mapping of function R
at (x?,−∇F (x?)) ∈ gra(∂R) [129]. As R ∈ Γ0(Rn), ∂R is a maximal monotone operator, and in
view of [144, Theorem 2.1] we have that the mapping ∂2R(x?|−∇F (x?)) is positive semi-definite,
whence we conclude that ∀h ∈ Tx? ,

0 ≤ γ〈∂2R
(
x?| − ∇F (x?)

)
h, h〉 = γ〈∇2

Mx?
Ψ(x?)h, h〉 = 〈Uh, h〉.

(ii) In this case, U = γPTx?∇2R̃(x?)PTx? . Let xt = x? + th, t > 0, for any scalar t and h ∈ Tx? .
Obviously, xt ∈ x? + Tx? =Mx? , and for t sufficiently small, by Lemma 5.1.3, Txt = Tx? . Thus,
∀u ∈ ∂R(x?) and ∀v ∈ ∂R(xt)

0 ≤ t−2〈v − u, xt − x?〉 = t−1〈v − u, PTx?h〉
= t−1〈PTx? (v − u), h〉
= t−1〈PTxtv − PTx?u, h〉

(by Lemma5.1.4) = 〈t−1(∇Mx?
R(xt)−∇Mx?

R(x?)), h〉
(by (2.6.3)) = 〈t−1PTx? (∇R̃(x? + tPTx?h)−∇R̃(x?)), h〉.

Since R̃ is C2, passing to the limit as t→ 0 leads to the desired result.

Proof of Lemma6.3.4.
(i) (a) is proved using the assumptions and Rademacher theorem. (b) and (c) follow from simple

linear algebra arguments.

(ii) From Lemma6.3.3, we have WG = W 1/2W 1/2GW 1/2W−1/2, meaning that WG is similar to
W 1/2GW 1/2. The latter is symmetric and obeys

||W 1/2GW 1/2|| ≤ ||W 1/2||||G||||W 1/2|| < 1,

where we used (i):(b) to get the last inequality. ThusW 1/2GW 1/2 has real eigenvalues in ]−1, 1[,
and so does WG by similarity. The last statement follows using (i):(c).

The proof of Theorem 6.3.6 consists of several steps, first we prove that under the required setting,
we can obtain (6.3.5), i.e. the linearized fixed-point iteration.

Proposition 6.7.1. Let (F.1)-(F.3) hold, and assume that an FB-type method is used to create a
sequence {xk}k∈N that converges to x? ∈ Argmin(Φ) such that conditions (NDFB), (RI) and (6.3.3)
hold. Then for all k large enough,

dk+1 = MFBdk + o(||dk||).

The term o(·) vanishes if R is polyhedral around x? and (γk, ai ,k, bi ,k) are chosen constants.
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Define the iteration-dependent versions of the matrices in (6.3.1) and (6.3.4), i.e.

Hk
def
= γkPTx?∇

2F (x?)PTx? , Gk
def
= Id−Hk, Uk

def
= γk∇2

Mx?
Φ(x?)PTx? −Hk,

M0,k
def
= (a0,k − b0,k)P + (1 + b0,k)PG, Ms,k

def
= −(as−1,k − bs−1,k)P − bs−1,kPG,

Mi ,k
def
= −

(
(ai−1,k − ai ,k)− (bi−1,k − bi ,k)

)
P − (bi−1,k − bi ,k)PG, i = 1, ..., s − 1,

M
FB,k

def
=



M0,k M1,k · · · Ms−1,k Ms,k

Id 0 · · · 0 0

0 Id · · · 0 0
...

...
. . .

...
...

0 0 · · · Id 0


.

(6.7.2)

After the finite identification ofMx? , we have xk ∈ Mx? for xk close enough to x?. Let Txk be their
corresponding tangent spaces, and define τk : Tx? → Txk the parallel translation along the unique
geodesic joining from xk to x?.

Before proving Proposition 6.7.1, we first establish the following intermediate result which provides
useful estimates. Define variable rk

def
= xk − x?, and recall that S = 0, ..., s − 1.

Proposition 6.7.2. Under the assumptions of Proposition 6.7.1, we have

||ya,k − x?|| = O(||dk||), ||yb,k − x?|| = O(||dk||), ||rk+1|| = O(||dk||),
(τ−1
k+1PTxk+1

− PTx? )
(
∇F (yb,k)−∇F (xk+1)

)
= o(||dk||).

(6.7.3)

and

||W (Uk − U)rk+1|| = o(||dk||), ||(MFB,k −MFB)dk|| = o(||dk||). (6.7.4)

Proof. Denote C =
∑

i |ai ,k| which is bounded, then

||ya,k − x?|| = ||xk +
∑

i∈Sai ,k(xk−i − xk−i−1)− x? +
∑

i∈Sai ,k(x
? − x?)||

≤ ||xk − x?||+
∑

i∈S |ai ,k|(||xk−i − x?||+ ||xk−i−1 − x?||)

≤ (C + 1)
∑

i∈S ||rk−i || ≤ (C + 1)
√
s+ 1

∥∥∥∥∥∥∥∥
rk
...

rk−s

∥∥∥∥∥∥∥∥ = (C + 1)
√
s+ 1||dk||,

(6.7.5)

hence we get the first and second estimates. Since proxγkR firmly non-expansive, and ∇F is (1/β)-
Lipschitz continuous, then

||rk+1|| = ||proxγkR(ya,k − γk∇F (yb,k))− proxγkR(x? − γk∇F (x?))||
≤ ||(ya,k − x?)− γk(∇F (yb,k)−∇F (x?))||
≤ (||ya,k − x?||+ γk

β
||yb,k − x?||)

≤ 2
√
s+ 1

(
1 + γk

β

)
||dk|| ≤ 6

√
s+ 1||dk||,

(6.7.6)

which yields the third estimate. Combining Lemma 2.6.2, (6.7.5) and (6.7.6), we get

(τ−1
k+1PTxk+1

− PTx? )
(
∇F (yb,k)−∇F (xk+1)

)
= o(||∇F (yb,k)−∇F (xk+1)||)

= o(||yb,k − x?||) + o(||rk+1||) = o(||dk||).

Let’s now turn to (6.7.4). First, define the function R(x)
def
= R(x) + 〈x, ∇F (x?)〉. From Corollary

5.1.10, we have R ∈ PSFx?(Mx?). Moreover, from Definition 5.1.4 and local normal sharpness Lemma
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5.1.3, the Riemannian Hessian of R at x? is such that, ∀h ∈ Tx? ,

γ∇2
Mx?

R(x?)h = γPTx?∇
2R̃(x?)h+ γWx?

(
h,PT⊥

x?
∇R̃(x?)

)
= γPTx?∇

2R̃(x?)h+ γWx?
(
h,PT⊥

x?
∇Φ̃(x?)

)
= γ∇2

Mx?
Φ(x?)PTx?h−Hh = Uh,

where ·̃ is the smooth representative of the corresponding function. Then we have

lim
k→∞

||W (Uk − U)rk+1||
||rk+1||

= lim
k→∞

||W (γk − γ)∇2
Mx?

R(x?)PTx? rk+1||
||rk+1||

≤ lim
k→∞

|γk − γ|||W ||||∇2
Mx?

R(x?)PTx? || = 0,

which entails ||W (Uk −U)rk+1|| = o(||rk+1||) = o(||dk||). Similarly, since H is (γ/β)-Lipschitz, we have

lim
k→∞

||W (Gk −G)rk||
||rk||

= lim
k→∞

||W (γk − γ)Hrk||
||rk||

≤ lim
k→∞

γ|γk − γ|
β

||W || = 0. (6.7.7)

Now, let’s consider (M
FB,k −MFB)dk

M
FB,k −MFB =



M0,k −M0 M1,k −M1 · · · Ms−1,k −Ms−1 Ms,k −Ms

0 0 · · · 0 0

0 0 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0


.

Take (M0,k −M0)rk, we have

(M0,k −M0)rk =
(
(a0,k − b0,k)W + (1 + b0,k)WGk

)
rk −

(
(a0 − b0)W + (1 + b0)WG

)
rk

=
(
(a0,k − b0,k)− (a0 − b0)

)
Wrk + (1 + b0,k)W (Gk −G)rk + (b0,k − b0)WGrk.

Since we assume that ai ,k → ai , bi ,k → bi , i ∈ S and γk → γ, plus (6.7.7), it can be shown that

lim
k→∞

||(M0,k −M0)rk||
||rk||

≤ lim
k→∞

|(a0,k − b0,k)− (a0 − b0)|||W ||+ |1 + b0,k|
γ|γk − γ|

β
||W ||+ |b0,k − b0|||W ||||G|| = 0,

that is ||(M0,k −M0)rk|| = o(||rk||). Using the same arguments, we can show that

||(Mi ,k −Mi )rk−i || = o(||rk−i ||), i = 1, ..., s − 1 and ||(Ms,k −Ms)rk,s || = o(||rs,k||).

Assemble them together, we obtain

||(M
FB,k −MFB)dk|| = o(||dk||),

which concludes the proof.

Proof of Proposition 6.7.1. From the update (6.1.1) and the condition for a critical point x? of
problem (PFB), we have

ya,k − xk+1 − γk
(
∇F (yb,k)−∇F (xk+1)

)
∈ γk∂Φ(xk+1)

0 ∈ γk∂Φ(x?).

Projecting into Txk+1
and Tx? , respectively, and using Definition 5.1.4, leads to

γkτ
−1
k+1∇Mx?

Φ(xk+1) = τ−1
k+1PTxk+1

(
ya,k − xk+1 − γk

(
∇F (yb,k)−∇F (xk+1)

))
γk∇Mx?

Φ(x?) = 0.
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Adding both identities, and subtracting τ−1
k+1PTxk+1

x? on both sides, we arrive at

τ−1
k+1PTxk+1

rk+1 + γk
(
τ−1
k+1∇Mx?

Φ(xk+1)−∇Mx?
Φ(x?)

)
= τ−1

k+1PTxk+1
(ya,k − x?)− γkτ−1

k+1PTxk+1

(
∇F (yb,k)−∇F (xk+1)

)
.

(6.7.8)

By virtue of Lemma2.6.2, we get

τ−1
k+1PTxk+1

rk+1 = PTx? rk+1 + (τ−1
k+1PTxk+1

− PTx? )rk+1 = PTx? rk+1 + o(||rk+1||).

Using Lemma 2.6.1, we also have

rk+1 = PTx? rk+1 + o(||rk+1||),

and thus

τ−1
k+1PTxk+1

rk+1 = rk+1 + o(||rk+1||) = rk+1 + o(||dk||), (6.7.9)

where we also used (6.7.3). Similarly

τ−1
k+1PTxk+1

(ya,k − x?)

= PTx? (ya,k − x?) + (τ−1
k+1PTxk+1

− PTx? )(ya,k − x?)

= PTx? (ya,k − x?) + o(||ya,k − x?||)
= PTx? (ya,k − x?) + o(||dk||)
= PTx? (xk − x?) +

∑
i∈Sai ,kPTx?

(
(xk−i − x?)− (xk−i−1 − x?)

)
+ o(||dk||)

= rk + o(||rk||) +
∑

i∈Sai ,k
(
rk−i − rk−i−1 + o(||rk−i ||) + o(||rk−i−1||)

)
+ o(||dk||)

= rk +
∑

i∈Sai ,k(rk−i − rk−i−1) +
∑

i∈S∪{s}o(||rk−i ||) + o(||dk||)

= (ya,k − x?) + o(||dk||).

(6.7.10)

Moreover owing to Lemma 2.6.3 and (6.7.3),

τ−1∇Mx?
Φ(xk+1)−∇Mx?

Φ(x?) = ∇2
Mx?

Φ(x?)PTx? rk+1 + o(||rk+1||)

= ∇2
Mx?

Φ(x?)PTx? rk+1 + o(||dk||).
(6.7.11)

Therefore, inserting (6.7.9), (6.7.10) and (6.7.11) into (6.7.8), we obtain(
Id + γk∇2

Mx?
Φ(x?)PTx?

)
rk+1

= (ya,k − x?)− γkτ−1
k+1PTxk+1

(
∇F (yb,k)−∇F (xk+1)

)
+ o(||dk||).

(6.7.12)

Owing to (6.7.3) and local C2-smoothness of F , we have

τ−1
k+1PTxk+1

(
∇F (yb,k)−∇F (xk+1)

)
= PTx?

(
∇F (yb,k)−∇F (xk+1)

)
+ o(||dk||)

= PTx?
(
∇F (yb,k)−∇F (x?)

)
− PTx?

(
∇F (xk+1)−∇F (x?)

)
+ o(||dk||)

= PTx?∇
2F (x?)(yb,k − x?) + o(||yb,k − x?||)− PTx?∇

2F (x?)rk+1 + o(||rk+1||) + o(||dk||)
= PTx?∇

2F (x?)PTx? (yb,k − x?)− PTx?∇
2F (x?)PTx? (xk+1 − x?) + o(||dk||).

(6.7.13)

Injecting (6.7.13) in (6.7.12), we get(
Id + γk∇2

Mx?
Φ(x?)PTx? − γkPTx?∇

2F (x?)PTx?
)
rk+1

= (Id + Uk)rk+1 = (ya,k − x?)−Hk(yb,k − x?) + o(||dk||),
(6.7.14)
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which can be further written as, recall that Hk = Id−Gk,

(Id + Uk)rk+1 = (Id + U)rk+1 + (Uk − U)rk+1

= (ya,k − x?)−Hk(yb,k − x?) + o(||dk||)
= rk +

∑
i∈Sai ,k(rk−i − rk−i−1)−Hk

(
rk +

∑
i∈Sbi ,k(rk−i − rk−i−1)

)
+ o(||dk||)

= (1 + a0,k)rk −
∑s−1

i=1 (ai−1,k − ai ,k)rk−i − as−1,krk−s

−Hk

(
(1 + b0,k)rk −

∑s−1

i=1 (bi−1,k − bi ,k)rk−i − bs−1,krk−s
)

+ o(||dk||)

= (1 + a0,k)rk −
∑s−1

i=1 (ai−1,k − ai ,k)rk−i − as−1,krk−s

− (1 + b0,k)Hkrk +Hk

∑s−1

i=1 (bi−1,k − bi ,k)rk−i +Hkbs−1,krk−s + o(||dk||)

=
(
(1 + a0,k)Id− (1 + b0,k)Hk

)
rk − (as−1,kId− bs−1,kHk)rk−s

−
∑s−1

i=1

(
(ai−1,k − ai ,k)Id− (bi−1,k − bi ,k)Hk

)
rk−i + o(||dk||)

=
(
(a0,k − b0,k)Id + (1 + b0,k)Gk

)
rk −

(
(as−1,k − bs−1,k)Id + bs−1,kGk

)
rk−s

−
∑s−1

i=1

(
(ai−1,k − ai ,k)Id− (bi−1,k − bi ,k)Id + (bi−1,k − bi ,k)Gk

)
rk−i + o(||dk||).

Inverting Id + U , we obtain

rk+1 +W (Uk − U)rk+1

=
(
(a0,k − b0,k)W + (1 + b0,k)WGk

)
rk −

(
(as−1,k − bs−1,k)W + bs−1,kWGk

)
rk−s

−
∑s−1

i=1

(
(ai−1,k − ai ,k)W − (bi−1,k − bi ,k)W + (bi−1,k − bi ,k)WGk

)
rk−i + o(||dk||)

= M0,krk +Ms,krk−s +
∑s−1

i=1Mi ,krk−i + o(||dk||).

Using the estimates (6.7.4), we get

dk+1 =
(
MFB + (M

FB,k −MFB)
)
dk + o(||dk||) = MFBdk + o(||dk||).

With the above result, we are able to prove the claim (6.3.6), hence Theorem 6.3.6.

Proof of Theorem 6.3.6. Since ρ(MFB) < 1, then MFB is convergent with limk→∞M
k
FB

= 0. Define
ψk = o(dk), suppose after K > 0 iterations, (6.3.5) holds, then for k ≥ K

dk+1 = MFB

k+1−KdK +
∑k

j=KMFB

k−jψj . (6.7.15)

Since the spectral radius ρ(MFB) < 1, then from the spectral radius formula, given any ρ ∈]ρ(MFB), 1[,
there exists a constant C such that, for any k ∈ N

||Mk
FB
|| ≤ ||MFB ||

k ≤ Cρk.

Therefore, from (6.7.15), we get

||dk+1|| ≤ ||MFB

k+1−KdK +
∑k

j=KMFB

k−jψj ||

≤ ||MFB ||
k+1−K ||dK ||+

∑k

j=K ||MFB ||
k−j ||ψj ||

≤ Cρk+1−K ||dK ||+ C
∑k

j=K ρk−j ||ψj ||.

Together with the fact that ψj = o(||dj ||) leads to the claimed result. See also the result of [147,
Section 2.1.2, Theorem1].

Proof of Theorem6.3.8. For the sake of simplicity, we prove the theorem for the case s = 2, while
for other choices of s , the proof extends smoothly. Since R is locally polyhedral, then ∇Mx?

Φ(xk) is
locally constant along Mx? = x? + Tx? around x?. Thus, derive from (6.7.14), for k large enough,
we get

xk+1 − x? = (ya,k − x?)− Ek(yb,k − x?),
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where we used the mean-value theorem with Ek = γk
∫ 1

0 ∇
2F (x? + t(yb,k − x?))dt � 0. Using that Ek

is symmetric and ran(Ek)
⊥ = V , we have

PV (xk+1 − x?)
= (1 + a0,k)PV (xk − x?)− (a0,k − a1,k)PV (xk−1 − x?)− a1,kPV (xk−2 − x?).

If a0,k, a1,k = 0, then PV (xk+1 − x?) = PV (xk − x?). Thus, in the rest, without loss of generality, we
assume that a0,k, a1,k 6= 0 for k large enough. The above iteration leads to

PV (xk+1 − x?)
PV (xk − x?)
PV (xk−1 − x?)

 =


(1 + a0,k)Id −(a0,k − a1,k)Id −a1,kId

Id 0 0

0 Id 0




PV (xk − x?)
PV (xk−1 − x?)
PV (xk−2 − x?)

 .

It is straightforward to check that

Nk
def
=


(1 + a0,k)Id −(a0,k − a1,k)Id −a1,kId

Id 0 0

0 Id 0


is invertible. Iterating the above argument, and owing to the fact that xk, ya,k, yb,k → x?, we get0

0

 =

 ∞∏
j=k

Nj




PV (xk − x?)
PV (xk−1 − x?)
PV (xk−2 − x?)

 ,

and
∏∞
j=kNj is invertible. Therefore, we obtain that xk − x? ∈ V ⊥, and in turn, ya,k − x? ∈ V ⊥ and

yb,k − x? ∈ V ⊥, for all large enough k. Observe that V ⊥ ⊂ Tx? , it then follows that

xk+1 − x? = ya,k − x? − PV ⊥EkPV ⊥(yb,k − x?).

By definition, PV ⊥EkPV ⊥ is symmetric positive definite. Thus, replace Hk by PV ⊥EkPV ⊥ in G and
MFB accordingly, and apply Lemma 6.3.4, Theorem 6.3.11 and Theorem 6.3.6 leads to the result.

Proof of Theorem 6.3.9. Owing to the definition of MFB , we have

M0 M1 · · · Ms−1 Ms

Id 0 · · · 0 0

0 Id · · · 0 0
...

...
. . .

...
...

0 0 · · · Id 0





v0

v1

v2

...

vs


=



∑s
i=0Mivi

v0

v1

...

vs−1


= ρ



v0

v1

v2

...

vs


,

which implies that
vs−1 = ρvs , vs−2 = ρvs−1 = ρ2vs , · · · , v0 = ρv1 = ρsvs ,

and ∑s
i=0 Mivi = ρv0 = ρs+1vs . (6.7.16)

The first claim fo the theorem is proved.
For the matrices M0, ...,Ms , as Mvs = ηvs , first we have,

M0v0 =
(
(a0 − b0)Id + (1 + b0)G

)
ρsvs =

(
(a0 − b0) + (1 + b0)η

)
ρsvs ,

Msvs =
(
−(as−1 − bs−1)Id− bs−1G

)
vs =

(
−(as−1 − bs−1)− bs−1η

)
vs

Then for i ∈ {1, ..., s − 1}

Mivi =
(
−((ai−1 − ai )− (bi−1 − bi ))Id− (bi−1 − bi )G

)
ρs−ivs

=
(
−((ai−1 − ai )− (bi−1 − bi ))− (bi−1 − bi )η

)
ρs−ivs
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Therefore, combining the above result with (6.7.16) leads to

ρs+1vs =
(
(a0 − b0) + (1 + b0)η

)
ρsvs +

(
−(as−1 − bs−1)− bs−1η

)
vs

+
∑s−1

i=1

(
−((ai−1 − ai )− (bi−1 − bi ))− (bi−1 − bi )η

)
ρs−ivs

= (a0 − b0)ρsvs + (1 + b0)ηρsvs − (as−1 − bs−1)vs − bs−1ηvs

+
∑s−1

i=1

(
−((ai−1 − ai )− (bi−1 − bi ))ρ

s−ivs − (bi−1 − bi )ηρ
s−ivs

)
=
(
(a0 − b0)ρs − (as−1 − bs−1)−

∑s−1

i=1

(
(ai−1 − ai )− (bi−1 − bi )

)
ρs−i
)
vs

+
(
(1 + b0)ρs − bs−1 −

∑s−1

i=1(bi−1 − bi )ρ
s−i
)
ηvs ,

which leads to

ηvs =
ρs+1 − (a0 − b0)ρs +

∑s−1
i=1

(
(ai−1 − ai )− (bi−1 − bi )

)
ρs−i + (as−1 − bs−1)

(1 + b0)ρs −
∑s−1

i=1(bi−1 − bi )ρs−i − bs−1

vs ,

and simplifies to (6.3.8).

We prove the first claim of Theorem 6.3.11 through the following lemma.

Lemma 6.7.3. From the relation (6.3.12). Given a, b ∈ R, we have ρ(MFB) < 1 if any of the following
conditions are satisfied by a, b

a ∈
]
(1− η)b− 1+η

2 ,−bη + (b+ 1)
[

: b ∈
]−(3+η)

2(η−η) ,−
1
2

]
a ∈

]
(1− η)b− 1+η

2 , (1− η)b+ 1
[

: b ∈
[
− 1

2 , 0
]

a ∈
]
(1− η)b− 1+η

2 , (1− η)b+ 1
[

: b ∈
[
0,

3+η

2(η−η)

[
.

In particular, if we restrict a, b ∈ [0, 1], then ρ(MFB) < 1 as long as

2(b− a)− 1
1 + 2b

< η.

Proof. For the quadratic equation (6.3.12) of ρ, given η, a and b, the two roots are

ρ1 =
((a− b) + (1 + b)η) +

√
∆ρ

2
, ρ2 =

((a− b) + (1 + b)η)−
√

∆ρ

2
. (6.7.17)

where ∆ρ is the discriminant

∆ρ =
(
(a− b) + (1 + b)η

)2 − 4
(
(a− b) + bη

)
,

which is a quadratic function of 3 variables. Moreover, we have

∆ρ =
(
(a− b) + (1 + b)η

)2 − 4
(
(a− b) + bη

)
=
(
a−

(
(1− η)b+ (1−

√
1− η)2

))(
a−

(
(1− η)b+ (1 +

√
1− η)2

))
,

Which means that ∆ρ ≤ 0 for

a ∈
[
(1− η)b+ (1−

√
1− η)2, (1− η)b+ (1 +

√
1− η)2

]
,

and (1− η)b+ (1 +
√

1− η)2 > 1. Hence we prove the first claim of Lemma 6.7.3.
Now consider the following 3 linear functions of a

f1 = (1− η)b− η,

f2 = (1− η)b+ (1−
√

1− η)2

{
∆ρ ≤ 0 : f2 ≤ a ≤ (1− η)b+ (1 +

√
1− η)2,

∆ρ ≥ 0 : a ≤ f2,

f3 = (1− η)b− 1 + η
2

{
|ρ| ≤ 1 : f3 ≤ a,
|ρ| ≥ 1 : a ≤ f3.

(6.7.18)
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Let η ∈]− 1, 1[, then {
f1 ≥ f2 : η ∈]− 1, 0],

f1 ≤ f2 : η ∈ [0, 1[,

and f3 is smaller than both f1, f2 independently of η.
For the rest of the proof, we discuss in case on the conditions of a, b, η such that |ρ| ≤ 1.

Case η ∈]− 1, 0]: We have f1 ≥ f2,
• Subcase a ∈ [f2, (1− η)b+ (1 +

√
1− η)2]: ρ1,2 are complex, hence

|ρ|2 =
((a− b) + (1 + b)η)2 −

((
(a− b) + (1 + b)η

)2 − 4
(
(a− b) + bη

))
4

= a− b+ bη ∈
[
(1−

√
1− η)2, (1 +

√
1− η)2

]
.

(6.7.19)

Moreover we have,

|ρ|2 ∈
[
(1−

√
1− η)2, 1

]
for a ∈ [f2, 1 + b(1− η)]. (6.7.20)

• Subcase a ∈]−∞, f2]: ∆ρ ≥ 0 and ρ2 has the bigger absolute value, then

|ρ2| < 1⇐⇒ −
(
(a− b) + (1 + b)η

)
+
√

∆ρ < 2

⇐⇒ ∆ρ < 4 + 4
(
(a− b) + (1 + b)η

)
+
(
(a− b) + (1 + b)η

)2
⇐⇒ 0 < 4 + 4

(
(a− b) + (1 + b)η

)
+ 4
(
(a− b) + bη

)
⇐⇒ (1− η)b− 1 + η

2
< a,

(6.7.21)

which means that |ρ2| ≤ 1 for a ∈ [f3, f2], and |ρ2| ≥ 1 for a ∈]−∞, f3].
Case η ∈ [0, 1[: First we have f2 ≥ f1, and
• Subcase a ∈ [f2, (1 − η)b + (1 +

√
1− η)2]: ∆ρ ≤ 0 and same situation as (6.7.19), and we get

(6.7.20).

• Subcase a ∈ [f1, f2]: now ∆ρ ≥ 0, and (a−b)+(1+b)η ≥ 0 as a ≥ f2, therefore we have ρ1 ≥ |ρ2|
and

ρ1 < 1⇐⇒
(
(a− b) + (1 + b)η

)
+
√

∆ρ < 2

⇐⇒ ∆ρ < 4− 4
(
(a− b) + (1 + b)η

)
+
(
(a− b) + (1 + b)η

)2
⇐⇒ 0 < 4− 4

(
(a− b) + (1 + b)η

)
+ 4
(
(a− b) + bη

)
⇐⇒ 0 < 4(1− η),

(6.7.22)

which holds naturally.

• Subcase a ∈]−∞, f1]: We have |ρ2| ≥ |ρ1|, hence (6.7.21) applies and the result follows.
Summarize the above discussions, we obtain that given an η ∈]− 1, 1[ and b ∈ R, the modulus |ρ| < 1

for

a ∈ Iη
def
=
]
(1− η)b− 1 + η

2
, (1− η)b+ 1

[
. (6.7.23)

Now let’s turn to the spectral radius of MFB , since M has n eigenvalues, for each i ∈ {1, ..., n} define
Iηi be the interval as in (6.7.23) for the i’s eigenvalue ηi of M . Then to let ρ(MFB) < 1, the following
condition must be satisfied

I def
=

⋂
i∈{1,...,n}

Iηi 6= ∅.

Let’s look at first the smallest and biggest eigenvalues η and η, for which we have

Iη =
]
(1− η)b− 1 + η

2
, (1− η)b+ 1

[
and Iη =

]
(1− η)b− 1 + η

2
, (1− η)b+ 1

[
.
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If η = η, then there’s not need to discuss. For η < η, Iη ∩ Iη 6= ∅ yields the following restriction on b,

b ∈
[
−(3 + η)
2(η − η)

,
3 + η

2(η − η)

]
⇐=

 (1− η)b− 1 + η

2
≤ (1− η)b+ 1,

(1− η)b− 1 + η
2
≤ (1− η)b+ 1.

Define the following two functions of η,

l(η) = −
(
b+ 1

2

)
η +

(
b− 1

2

)
and r(η) = −bη + (b+ 1).

We have the following cases.
• Case b ∈]−(3+η)

2(η−η) ,−
1
2 ]: For this choice of b, we have that both functions l(η), r(η) are increasing

over [−1, 1], therefore we get that

I =
]
l(η), r(η)

[
=
]
−
(
b+ 1

2

)
η +

(
b− 1

2

)
,−bη + (b+ 1)

[
.

• Case b ∈ [−1
2 , 0]: l(η) is now a decreasing function of η while r(η) still is increasing, this means

that
I = Iη =

]
(1− η)b− 1 + η

2
, (1− η)b+ 1

[
.

• Case b ∈ [0,
3+η

2(η−η) [:Now both functions l(η), r(η) are decreasing over [−1, 1], and we have

I =
]
l(η), r(η)

[
=
]
(1− η)b− 1 + η

2
, (1− η)b+ 1

[
.

Summarize these cases and we conclude the proof.

See from page 142 for detailed discussion on the relation between ρ(MFB) and η, η.

Proof of Theorem 6.3.11. Recall in the proof of Lemma 6.7.3, the discriminant ∆ρ of function
(6.3.12) is a quadratic function of a, i.e.

∆ρ =
(
(a− b) + (1 + b)η

)2 − 4
(
(a− b) + bη

)
= a2 + 2

(
η + b(η − 1)− 2

)
a+

(
η + b(η − 1)

)2 − 4b(η − 1).

Fix b, η and let ∆ρ = 0, we get two real roots for a, which are

ra,1 = (1− η)b+
(
1−

√
1− η

)2
≤ 1 : b ∈

[
0,

1− (1−
√

1− η)2

1− η
]

≥ 1 : b ∈
[1− (1−

√
1− η)2

1− η , 1
]

ra,2 = (1− η)b+
(
1 +

√
1− η

)2
> 1.

Moreover, we have

1− (1−
√

1− η)2

1− η

{
≤ 1 : η ≤ 0

≥ 1 : η ≥ 0.

Case a ≤ ra,1: We have ∆ρ ≥ 0, hence (6.3.12) admits two real roots of ρ. Depends on the sign of
(a− b) + (1 + b)η, we have the following subcases.
• Subcase (a− b) + (1 + b)η ≤ 0: This means that η ≤ b−a

1+b , from (6.7.17) we have

|ρ| = −((a− b) + (1 + b)η) +
√

∆ρ

2
.

Since
(b− a)(1 + b)

(1 + b)2
≤ (b− a)(1 + b) + 2b

(1 + b)2

we have |ρ| is monotone decreasing for η ≤]− 1, b−a1+b ].
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• Subcase (a− b) + (1 + b)η ≥ 0: For this case, we have

|ρ| = ((a− b) + (1 + b)η) +
√

∆ρ

2
,

and it is easy to see that |ρ| is monotone increasing for η ≤] b−a1+b , 1[.
The above discussions indicate that when a ≤ ra,1, the value of |ρ| decreases as a increases.
Case a ∈ [ra,1, ra,2]: For this cases, we have ∆ρ ≤ 0, and (6.3.12) admits two complex roots of ρ, then
owing to (6.7.19), we have that

|ρ| =
√
a− b+ bη,

which is an monotone increasing function of a.
To sum up, we have that with given η and chosen b ∈ [0, 1], when a is chosen such that

a = (1− η)b+ (1−
√

1− η)2, (6.7.24)

i.e. ∆ρ = 0. Then |ρ| attains the minimal value, which is

|ρ| = |1−
√

1− η| < |η|.

Figure 6.9 shows the value of |ρ| as the function of a, b. The yellow dashed line corresponds to the
choices of (a, b) such that |ρ| attains its minimal value ρ?. It can be verified that given b, the choice of
a such that |ρ| ≤ η is [(1− η)b, (1− η)b+ η2].
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Figure 6.9: Given η ∈]− 1, 1[, |ρ| is a function of (a, b). The above figure is generated with η = 0.8.

For the spectral radius of MFB , we need the assistance of Figure 6.12 and the value g1 defined in
(6.7.30). For Figure 6.12, the dark gray areas means that ρ(MFB) is determined by η, while the white
area means ρ(MFB) is controlled by η, and the blue line means η, η contribute to ρ(MFB) equally. The
value g1 stands for the crossing point of the magenta line (f2,η = (1−η)b+ (1−

√
1− η)2) and the blue

line, and we have g1 ≥ 0 if (6.7.25) holds, i.e.

η ≥ −
(
3−

√
1− η

)(
1−

√
1− η

)
. (6.7.25)

Therefore, apply the result of (6.7.24) we get the condition

b ∈
[
0,
−(1−

√
1− η)2((1−

√
1− η)2 + η − 2)− (1−

√
1− η)|(1−

√
1− η)2 − η|

(1− (1−
√

1− η)2)(η − η)

]
a = (1− η)b+

(
1−

√
1− η

)2
.

(6.7.26)
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of a, b such that ρ(MFB) is minimised. Applying Eq. (6.3.11) yields the second claim of Theorem6.3.11.
Given γ > 0, let η be an eigenvalue of M , then we have

η ∈ [1− γ/β, 1− γκ].

The spectral radius of M then is

ρ(M) = max
{
|1− γ/β|, |1− γκ|

} 1− γκ : γ ∈
[
0, 2

1/β + κ

]
,

γ/β − 1 : γ ∈
[ 2

1/β + κ
, 2
κ

]
.

which is a piecewise linear function of γ, and minimizes at γ = 2
1/β+κ .

Adapt condition (6.7.25) to this case we have that if

1− γ/β ≥ −(3−√γκ)(1−√γκ)⇐⇒ γ ∈
]
0,

4

(
√

1/β +
√
κ)2

]
,

then ρ(MFB) is determined by η only. Since η = 1−γκ is monotone decreasing for γ, hence it is straight
forward that η minimises at γ? = 4

(
√

1/β+
√
κ)2

. Then apply (6.7.26) leads to the optimal choices of a, b,

and we conclude the proof.

Proof of Corollary 6.3.13. The first claim is straightforward from Theorem 6.3.11. Then for then
second one. First, in order to make ρ(MFB) be determined by η for all b ≤ a, a ∈ [0, 1]. Then from
Figure 6.12, the most left position of g1 is that it is the crossing point of blue & magenta lines and the
diagonal line a = b. From (6.7.26) and (6.7.30) we get

(1−
√

1− η)2

η
≤ −(1−

√
1− η)2((1−

√
1− η)2 + η − 2)− (1−

√
1− η)((1−

√
1− η)2 − η)

(1− (1−
√

1− η)2)(η − η)

which leads to η ≥ −η/3. Applying the result of (ii) of Theorem 6.3.11 leads to the claimed result.

Numerical proof of Conjecture 6.3.15. For s = 2 and bi = ai , i = 0, 1, we have from (6.3.8) that

0 = ρ3 − (1 + a0)ηρ2 + (a0 − a1)ηρ+ a1η.

We have seen from the proof of 6.3.11, that for s = 1, given η ∈]− 1, 1[, the optimal choice of inertial
parameters, given by a = (1−η)b+(1−

√
1− η)2 (6.3.14), makes the discriminant ∆ρ of the quadratic

function (6.3.12) equal to 0.
For s = 2, it is reasonable to imagine that if such an optimal choice of the inertial parameters exists,

it should also make the corresponding discriminant equal to 0. After computing the discriminant ∆ρ

of this cubic equation and let it equal to 0, we get

0 = 4η3a3
1 + η2

(
18η + 6ηa0 + η2(1 + a0)2 − 27

)
a2

1

+ η3
(
−18a0 − 6a2

0 + 2η(1 + a0)2(2 + a0)
)
a1 + η3a2

0

(
η(1 + a0)2 − 4a0

)
,

(6.7.27)

which is another cubic equation of a1. Compute the discriminant ∆a1 of (6.7.27), we obtain the
following equation

∆a1 = 16η15(η − 1)a90 + 144η14(η − 1)(η − 3)a80 + 576η13(−9 + 15η − 7η2 + η3)a70

+ η12(34992− 69984η + 47088η2 − 13440η3 + 1344η4)a60

+ η11(−139968 + 326592η − 287712η2 + 125280η3 − 26208η4 + 2016η5)a50

+ η10(314928− 839808η1 + 933120η2 − 570240η3 + 192240η4 − 32256η5 + 2016η6)a40

+ η9(−314928 + 944784η1 − 1364688η2 + 1201392η3 − 622080η4 + 179712η5 − 25536η6 + 1344η7)a30

+ η10(314928− 769824η1 + 746496η2 − 381024η3 + 101520η4 − 12672η5 + 576η6)a20

+ η11(−104976 + 198288η1 − 121824η2 + 31968η3 − 3600η4 + 144η5)a0

+ η12(11664− 15552η + 4320η2 − 448η3 + 16η4),

(6.7.28)
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which is a 9th order equation of a0, and can be solved only numerically. It turns out from this equation
that ∆a1 admits real root(s) for η ∈] − 1, 1[, which then contains the optimal value of a0 that we are
looking for. Putting back such a0 into (6.7.27), we can obtain “the” optimal value of a1.

Given fixed η, the optimal value of a0 is denoted as a?0, then for each a0 ∈ [0, a?0], the optimal value
of a1 obtained by (6.7.27) is plotted in Figure 6.10 (a)1. Figure 6.10 (b) shows the value of ρ under
each pair of (a0, a1) in Figure 6.10 (a). In comparison, s = 1 is added.
(i) For the left figure,

(a) The value a? = (1−
√

1− η)2/η is the optimal choice for s = 1. The red line implies that, for
the case s = 2, a1 should be positive when a0 ≤ a?, and negative when a0 ≥ a?. Moreover,
a0 + a1 ≤ a? when a0 ≤ a?, and the contrary when a0 ≥ a?.

(b) For s = 2, the largest value that can be attained by a0 is greater than 1 (this also depends
on the value of η). Since a1 is negative for such choice of a0, we still have

∑
i ai < 1, see

the black line.

(ii) For the right figure,
(a) Given a0, the optimal value of ρ obtained by s = 2 is smaller than that of s = 1, except at

the point a0 = (1−
√

1− η)2/η for which a1 = 0 for s = 2.

(b) When s = 1, the optimal value of ρ can be obtained is ρ?s=1 = 1−
√

1− η. While for s = 2,
the optimal value can be obtained is ρ?s=2 = 1− 3√

1− η.

0 0.2 0.4 0.6 0.8 1 1.2
a0

-0.5

0

0.5

1

a
1

1
(1!

p
1!2)2

2 ; (1!
p

1!2)2

2

2

a?
0

optimal a1 given a0

a0 + a1

(a) Fixed η, optimal a1 for given a0

0 0.2 0.4 0.6 0.8 1 1.2
a0

0.75

0.8

0.85

0.9

0.95

1

;

;?
s=1 = 1!

p
1! 2

;?
s=2 = 1! 3

p
1! 2

a?
0

s = 1

s = 2
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Figure 6.10: Under fixed η = 0.99, the optimal choice of a1 for given a0 and the value ρ under the
optimal pair (a0, a1).

Let η ∈]0, 1[, and suppose that the eigenvalues of G distributes uniformly in [0, η], the value of ρ?s=2

is then a function of η. Such a relation is shown in Figure 6.11 (a), and ρ?s=1 is added in comparison.
As we can see, when η < 0.988, we have ρ?s=2 ≤ ρ?s=1, which means that 2-MiFB is faster than 1-MiFB.

Fix η = 0.99 as in Figure 6.10, and compute the optimal values of a?0, a?1 according to (6.7.28) and
(6.7.27) respectively. Assume that the eigenvalues of G distributes uniformly in [0, η]. Then for each
η ∈ [0, η], we compute the value of |ρ| (the maximum of the 3 roots) from the following equation

0 = ρ3 − (1 + a?0)ηρ2 + (a?0 − a?1)ηρ+ a?1η.

1With given η, (6.3.20) is a cubic equation of a1. For the displayed interval of choice of a0 shown in Figure 6.10,
(6.3.20) admits 3 real roots for a1, for the other two roots which are not plotted, one make the value of |ρ| strictly bigger
than 1, the other one is negative and and makes |ρ| bigger than the one obtained by the plotted one.
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Figure 6.11: Under fixed η = 0.99, the optimal choice of a1 for given a0 and the value ρ under the
optimal pair (a0, a1).

Figure 6.11 (b) shows graphically the value of |ρ| as a function of η ∈ [0, η] under given (a?0, a
?
1). As we

can see, ρ(MFB) is determined by some η ∈ [0.494η, η]. Therefore, in order to let ρ(MFB) determined
by η, the spectrum of G should be [0, 0.494η]∪ {η}, which indicates that 1− βκ′ < 0.494(1− βκ).

6.7.3 Spectral radius of M
FB

Given a, b, the value of ρ(MFB) depends only on η and η, Figure 6.12 shows the dependency of ρ(MFB)

on η, η, where the white areas of the figures means that ρ(MFB) is determined by η while the gray
areas correspond to η, and the solid blue lines means that |ρ|η = |ρ|η. It also can be observed that,
the regions that ρ(MFB) is determined by η is under the function f2,η, see the magenta dashed lines in
both figures.
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Figure 6.12: Illustration of f1, f2 and f3 for 2 different choice of η, η. The lines that are invisible (e.g.
cyan and red solide lines in subfigure (a) and (b)) are all below the horizontal axis.
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Given η, η, define the functions as in (6.7.22),
f1,η = (1− η)b− η,

f2,η = (1− η)b+ (1−
√

1− η)2,

f3,η = (1− η)b− 1 + η

2
,


f1,η = (1− η)b− η,

f2,η = (1− η)b+ (1−
√

1− η)2,

f3,η = (1− η)b− 1 + η
2

.

(6.7.29)

For b ∈ [0, 1], it is easy to show that f1,η ≥ f1,η and f3,η ≥ f3,η.
Area above a2,η and below a2,η For this situation, we have ∆η ≥ 0,∆η ≤ 0. Moreover since η > 0,
tha value of a in this area satisfies a > f2,η > f1,η, and the modulus of the eigenvalues determined by
η, η are

|ρ|η =
(a− b) + (1 + b)η +

√
∆ρη

2
, |ρ|η =

√
a− b+ bη.

Let the two values equal,

|ρ|η = |ρ|η ⇐⇒
(
(a− b) + (1 + b)η

)
+
√

∆ρη = 2
√
a− b+ bη

⇐⇒
(
(a− b) + (1 + b)η

)2
=
(
2
√
a− b+ bη −

√
∆ρη

)2

⇐⇒ C1,a(a),

where C1,a(a) is a cubic function of a and reads

0 = a3 +
(
2
(
b(η − 1) + η − 2

)
+ b(η − 1)

)
a2

+
((
b(η − 1) + η

)2 − 4b(η − 1) + 2b(η − 1)
(
b(η − 1) + η − 2

))
a

+ b(η − 1)
((
b(η − 1) + η

)2 − 4b(η − 1)
)
− (η − η)2b2.

In Figure 6.12, the crossing point of the solid magenta and blue lines is determined by the following
quadratic equation of b. The crossing point means that, for that b, a = (1− η)b + (1 −

√
1− η)2 is a

roots of C1,a(a), which leads to a quadratic function of b,

0 = (1− (1−
√

1− η)2)(η − η)2b2

− 2(1−
√

1− η)2(η − η)
(
(1−

√
1− η)2 + η − 2

)
b

− (1−
√

1− η)2
(
((1−

√
1− η)2 + η)2 − 4(1−

√
1− η)2

)
.

We denote the corresponding value of b as g1, then

g1 =
−(1−

√
1− η)2((1−

√
1− η)2 + η − 2)− (1−

√
1− η)|(1−

√
1− η)2 − η|

(1− (1−
√

1− η)2)(η − η)
. (6.7.30)

We have, if η > 0

(1−
√

1− η)2 − η

{
≥ 0 : η ∈

[
1− (1−√η)2, 1

]
,

≤ 0 : η ∈
]
η, 1− (1−√η)2

]
.

(1−
√

1− η)2 − η ≥ 0 holds automatically if η ≤ 0.
Area below both a2,η and a2,η, above f1,η For this situation, we have both ∆η,∆η ≥ 0, and it can
be shown that this region is always above f1,η, which gives

|ρ|η =


(
(a− b) + (1 + b)η

)
+
√

∆ρη

2
: a ≥ f1,η,

−
(
(a− b) + (1 + b)η

)
+
√

∆ρη

2
: a ≤ f1,η,

, |ρ|η =

(
(a− b) + (1 + b)η

)
+
√

∆ρη

2
.

Consider the crossing point of f1,η and f2,η, which is denoted by g2

g2 =
(1−

√
1− η)2 + η

η − η .
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The following analysis will depend on the relation between g1 and g2.

Case g2 ≤ g1: We have |ρ|η =
−((a−b)+(1+b)η)+

√
∆ρη

2 , then

|ρ|η = |ρ|η ⇐⇒ −
(
(a− b) + (1 + b)η

)
+
√

∆ρη =
(
(a− b) + (1 + b)η

)
+
√

∆ρη

⇐⇒
√

∆ρη −
√

∆ρη =
(
(a− b) + (1 + b)η

)
+
(
(a− b) + (1 + b)η

)
⇐⇒ C2,a(a),

where C2,a(a) is a cubic function of a, which reads

0 = 4a3 + 2
(
2c+ 3b(c− 2)

)
a2

+
(
2
(
η(η − 1) + η(η − 1)

)
b+ 4(η − 1)(η − 1)b2 +

(
c+ 2b(c− 2)

)(
c+ b(c− 2)

))
a

+
((
η(η − 1) + η(η − 1)

)
b+ 2(η − 1)(η − 1)b2

)(
b(c− 2) + c

)
+ d2b2,

where c = η + η, d = η − η.
Case g2 ≥ g1: For this case, there are 2 subcases to be discussed. Let’s first check the crossing point
of f1,η and the curve that |ρ|η ≥ |ρ|η. For that b, a = (1− η)b− η is a roots of C2,a(a), therefore,

|ρ|η = |ρ|η ⇐⇒ −
(
(a− b) + (1 + b)η

)
+
√

∆ρη =
(
(a− b) + (1 + b)η

)
+
√

∆ρη

⇐⇒√
η(b+ 1) = b,

and we denote such b as g3. Now we have 3 different crossing points

g1 : crossing point of f2,η and root of C1,a(a),

g2 =
(1−

√
1− η)2 + η

η − η , crossing point of f1,η and f2,η,

g3 =
√
η

1−√η , crossing point of f1,η and root of C2,a(a),

(6.7.31)

and we have g1 ≤ g3 ≤ g2.

• Subcase a ≥ f1,η: For this case, we have |ρ|η =
((a−b)+(1+b)η)+

√
∆ρη

2 , then

|ρ|η = |ρ|η ⇐⇒
(
(a− b) + (1 + b)η

)
+
√

∆ρη =
(
(a− b) + (1 + b)η

)
+
√

∆ρη

⇐⇒
√

∆ρη −
√

∆ρη =
(
(a− b) + (1 + b)η

)
−
(
(a− b) + (1 + b)η

)
⇐⇒ a =

b
1 + b

.

• Subcase a ≤ f1,η: The result is the same as Case g2 ≤ g1.
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Chapter 7

Douglas–Rachford and ADMM
under Partial Smoothness

Main contributions of this chapter

I Global convergence of the non-stationary Douglas–Rachford splitting (Proposition
7.2.1).

I Finite activity identification (Theorem 7.3.1) and local linear convergence (Theorem
7.4.10) of Douglas–Rachford/ADMM.

I Finite termination of Douglas–Rachford splitting (Theorem 7.5.1).

A preliminary version of these results has appeared in [118].
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In the context of optimization, the DR and ADMM are two algorithms designed to minimize the sum
of two proper lower semi-continuous convex functions whose proximity operators are easy to compute.
The goal of this chapter is to understand the local linear convergence behaviour of DR/ADMM when
the involved functions are moreover partly smooth. More precisely, when the two functions are partly
smooth relative to their respective smooth submanifolds, we show that DR/ADMM (i) identifies these
manifolds in finite time. (ii) enters a local linear convergence regime. When both functions are locally
polyhedral, we show that the optimal convergence rate is given in terms of the cosine of the Friedrichs
angle (Definition 7.4.2) between the tangent spaces of the identified manifolds. Under polyhedrality of
both functions, we also provide sufficient conditions for finite convergence of DR.

7.1 Introduction

7.1.1 Problem statement

Consider the following optimization problem which is the sum of two non-smooth functions

min
x∈Rn

R(x) + J(x), (PDR)

where we have
(D.1) R, J ∈ Γ0(Rn), the proper convex and lower semi-continuous functions.

(D.2) ri(dom(R)) ∩ ri(dom(J)) 6= ∅, i.e. the domain qualification condition.

(D.3) Argmin(R+ J) 6= ∅, i.e. the set of minimizers is nonempty.
From now on, we suppose that assumptions (D.1)-(D.3) hold throughout the chapter.
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7.1.2 The non-stationary DR

Let us recall the DR iteration (2.4.10) introduced in Section 2.4.3.2. By letting A1 = ∂R and A2 = ∂J ,
we obtain the following iteration for solving (PDR)

uk+1 = proxγR(2xk − zk),
zk+1 = (1− λk)zk + λk(zk + uk+1 − xk),
xk+1 = proxγJ(zk+1),

(7.1.1)

where γ ∈]0,+∞[, λk ∈]0, 2[.
The iteration scheme (7.1.1) above is stationary, meaning that parameter γ is fixed and does not

change along the iterations. The fixed-point formulation of stationary DR with respect to zk is

zk+1 = Fγ,λk(zk),

where Fγ,λ
def
= (1− λ)Id + λFγ and Fγ

def
=

1
2

(RγRRγJ + Id).
(7.1.2)

Moreover fix(Fγ) = fix(Fγ,λ) = fix(Fγ,λk). Note that in previous chapters Fγ is also denoted as FDR ,
for the sake of the upcoming result, we choose to use Fγ here.

Owing to the result in Section 2.4.3.2, the convergence of stationary DR is guaranteed under the
assumptions (D.1)-(D.3), and the condition that

∑
k∈N λk(2−λk) = +∞. That zk converges to some

fixed point z? ∈ fix(Fγ) 6= ∅, and that the shadow points xk and uk both converge to x? def
= proxγJ(z?) ∈

Argmin(R+ J).
In this chapter, we consider a non-stationary version of (7.1.1), which is summarized in Algorithm13.

Algorithm 13: Non-stationary Douglas–Rachford splitting
Initial: k = 0, z0 ∈ Rn, x0 = proxγ0J(z0);
repeat

Let γk ∈]0,+∞[, λk ∈]0, 2[:

uk+1 = proxγkR(2xk − zk),
zk+1 = (1− λk)zk + λk(zk + uk+1 − xk),
xk+1 = proxγk+1J

(zk+1),

(7.1.3)

k = k + 1;
until convergence;

Remark 7.1.1. By definition, the DR method is not symmetric with respect to the order of the
functions J and R, see [21] for a systematic study of the two possible versions in the exact, stationary
and unrelaxed case. Nevertheless, all of our statements throughout hold true, with minor adaptations,
when the order of J and R is reversed in (7.1.3). Note also that the standard DR only accounts for
the sum of two functions. Extension to more than two functions is straightforward through a product
space trick, see Section 7.7 for details.

7.2 Global convergence of non-stationary DR

Recall the operators defined in (7.1.2). The non-stationary DR iteration (7.1.3) can also be written

zk+1 = Fγk,λk(zk) = Fγ,λk(zk) + (Fγk,λk − Fγ,λk)(zk). (7.2.1)

In plain words, the non-stationary iteration (7.1.3) is a perturbed version of the stationary one (7.1.1).

Proposition 7.2.1 (Global convergence). For the non-stationary DR iteration (7.1.3). Suppose
that the following conditions are fulfilled
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(D.4) Assumptions (D.1)-(D.3) hold.
(D.5) λk ∈ [0, 2] such that

∑
k∈N λk(2− λk) = +∞.

(D.6) (γk, γ) ∈]0,+∞[2 such that
{λk|γk − γ|}k∈N ∈ `1+.

Then {zk}k∈N converges to a point z? ∈ fix(Fγ) and x? = proxγJ(z?) ∈ Argmin(R+ J). Moreover, the
shadow sequences {xk}k∈N and {uk}k∈N both converge to x? if γk is convergent.

Proposition 7.2.1 is an extension of Theorem 3.5.2 (convergence of non-stationary Krasnosel’skĭı-
Mann iteration) to the non-stationary DR case. See Section 7.9 from page 163 for the proof.

Remark 7.2.2.
(i) The conclusions of Proposition 7.2.1 remain true if xk and uk are computed inexactly with

additive errors ε1,k and ε2,k, provided that {λk||ε1,k||}k∈N ∈ `1+ and {λk||ε2,k||}k∈N ∈ `1+.
(ii) The summability assumption (D.6) is weaker than imposing it without λk. Indeed, following the

discussion in [56, Remark 5.7], take q ∈]0, 1], and let

λk = 1−
√

1− 1/k and |γk − γ| =
1 +

√
1− 1/k

kq
,

then it can be verified that

|γk − γ| /∈ `1+, λk|γk − γ| =
1

k1+q
∈ `1+ and λk(2− λk) =

1
k
/∈ `1+.

(iii) The assumptions made on the sequence {γk}k∈N imply that γk → γ (see Lemma7.9.1). In fact,
if infk∈N λk > 0, we have {|γk − γ|}k∈N ∈ `+1 , entailing γk → γ, and thus the convergence
assumption on γk is superfluous.

(iv) It is worth mentioning that the Proposition 7.2.1 holds true for any real Hilbert space setting,
where a weak convergence can be obtained (Theorem 3.5.2).

7.3 Finite activity identification

With the above global convergence result at hand, we are now ready to state the finite time activity
identification property of the non-stationary DR method.

Let z? ∈ fix(Fγ) and x? = proxγJ(z?) ∈ Argmin(R + J), then at convergence of the DR iteration
(7.1.3), we have the following inclusion holds,

x? − z? ∈ γ∂R(x?) and z? − x? ∈ γ∂J(x?),

which is equivalent to z? ∈ x? + γ(−∂R(x?) ∩ ∂J(x?)). Our identification result is built upon this
inclusion.

Theorem 7.3.1 (Finite activity identification). For the DR iteration (7.1.3), suppose that (D.4)-
(D.6) hold and γk is convergent, entailing that (zk, xk, uk) → (z?, x?, x?), where z? ∈ fix(Fγ) and
x? ∈ Argmin(R+J). Assume also that infk∈N γk ≥ γ > 0. If R ∈ PSFx?(MR

x?) and J ∈ PSFx?(MJ
x?),

and the non-degeneracy condition

x? − z? ∈ γri
(
∂R(x?)

)
and z? − x? ∈ γri

(
∂J(x?)

)
(NDDR)

holds. Then
(i) There exists K ∈ N large enough such that for all k ≥ K, (uk, xk) ∈MR

x? ×MJ
x?.

(ii) Moreover,
(a) ifMJ

x? = x? + T Jx?, then ∀k ≥ K, T Jxk = T Jx?.

(b) IfMR
x? = x? + TRx?, then ∀k ≥ K, TRuk = TRx?.
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(c) J is locally polyhedral around x?, then ∀k ≥ K, xk ∈ MJ
x? = x? + T Jx?, T Jxk = T Jx?,

∇MJ
x?
J(xk) = ∇MJ

x?
J(x?), and ∇2

MJ
x?
J(xk) = 0.

(d) R is locally polyhedral around x?, then ∀k ≥ K, uk ∈ MR
x? = x? + TRx? , TRuk = TRx?,

∇MR
x?
R(uk) = ∇MR

x?
R(x?), and ∇2

MR
x?
R(uk) = 0.

See Section 7.9 from page 164 for the proof.

Remark 7.3.2.
(i) The non-degeneracy condition is equivalent to assume

z? ∈ x? + γri
(
−∂R(x?) ∩ ∂J(x?)

)
,

which means that z? ∈ ri(fix(Fγ)).

(ii) The theorem remains true if the condition on γk is replaced with γk ≥ γ > 0 and λk ≥ λ > 0,
(use (D.6) in the proof).

(iii) Similarly to Example 6.2.4, in general, we have no identification guarantees for xk and uk if the
proximity operators are computed with errors, even if the latter are summable, in which case one
can still prove global convergence (see Remark 7.2.2).

Bounds on the finite identification iteration Similarly to the identification properties of the
FB-type methods (Proposition 6.2.3), in this part we provide two estimations for the identification
number K. Denote τk

def
= λk(2− λk).

Proposition 7.3.3. Suppose that the assumptions of Theorem 7.3.1 hold, that infk∈N τk ≥ τ > 0,
and moreover, the iterates are such that ∂J(xk) ⊂ rbd(∂J(x?)) whenever xk /∈ MJ

x? and ∂R(uk) ⊂
rbd(∂R(x?)) whenever uk /∈MR

x?. Then,MJ
x? andMR

x? will be identified for some k obeying

k ≥ ||z0 − z?||2 +O(
∑
k∈N λk|γk − γ|)

γ2τdist(0, rbd(∂J(x?) + ∂R(x?)))2
. (7.3.1)

See Section 7.9 from page 165 for the proof.
Observe that the assumption on τk automatically implies (D.5). As one intuitively expects, this

upper-bound (7.3.1) increases as (NDDR) becomes more stringent.

Example 7.3.4 (Indicators of polyhedral sets). We will discuss the case of J , and the same
reasoning applies to R. Consider J as the indicator function of a polyhedral set CJ , i.e.

J(x) = ιCJ (x), where CJ = {x ∈ Rn : 〈cJi , x〉 ≤ dJi , i = 1, . . . ,m}.

Define IJx
def
= {i : 〈ci, x〉 = di} the active set at x. The normal cone to CJ at x ∈ CJ is polyhedral and

given by [153, Theorem 6.46]

∂J(x) = NCJ (x) = cone((cJi )i∈IJx )).

It is immediate then to show that J is partly smooth at x ∈ CJ relative to the affine subspace
MJ

x = x + T Jx , where, T Jx = span((cJi )i∈IJx )⊥. Let FJx be the face of CJ containing x. From [152,
Theorem 18.8], one can deduce that

FJx =MJ
x ∩ CJ . (7.3.2)

We then have

MJ
x? (MJ

x ⇐⇒
(7.3.2)

FJx? ( FJx (7.3.3)

=⇒
[100, Proposition 3.4]

NCJ (x) is a face of (other than) NCJ (x?) (7.3.4)

=⇒
[152, Corollary 18.1.3]

∂J(x) ⊂ rbd(∂J(x?)). (7.3.5)
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Suppose thatMJ
x? has not been identified yet. Then, since xk = PCJ (zk) = PFJxk\F

J
x?

(zk), and thanks
to (7.3.3), this is equivalent to

either FJx? ( FJxk or FJxk ∩ F
J
x? = ∅.

It then follows from (7.3.4) and Proposition 7.3.3 that the number of iterations where FJx? ( FJxk and
FRx? ( FRxk cannot exceed the bound in (7.3.1), and thus identification happens indeed for some large
enough k obeying (7.3.1).

7.4 Local linear convergence

Building upon the identification results from the previous section, we now turn to the local behaviour
of the DR iteration (7.2.1) under partial smoothness. Similarly to the analysis of the FB-type methods
6.3, the proof strategy is first to show that DR iteration locally linearises along the identified manifolds,
and then converges linearly owing to the linearization.

Angles between subspaces Before presenting the main result, we introduce the angles between
subspaces. Let T1, T2 be two subspaces, and without loss of generality, let 1 ≤ p

def
= dim(T1) ≤ q

def
=

dim(T2) ≤ n− 1.

Definition 7.4.1 (Principal angles). The principal angles θk ∈ [0, π2 ], k = 1, . . . , p between sub-
spaces T1 and T2 are defined by, with u0 = v0

def
= 0

cos(θk)
def
= 〈uk, vk〉 = max〈u, v〉 s.t. u ∈ T1, v ∈ T2, ||u|| = 1, ||v|| = 1,

〈u, ui〉 = 〈v, vi〉 = 0, i = 0, · · · , k − 1.

The principal angles θk are unique and satisfy 0 ≤ θ1 ≤ θ2 ≤ · · · ≤ θp ≤ π/2.

Definition 7.4.2 (Friedrichs angle). The Friedrichs angle θF ∈]0, π2 ] between T1 and T2 is

cos
(
θF (T1, T2)

) def
= max〈u, v〉 s.t. u ∈ T1 ∩ (T1 ∩ T2)⊥, ||u|| = 1, v ∈ T2 ∩ (T1 ∩ T2)⊥, ||v|| = 1.

The following lemma shows the relation between the Friedrichs and principal angles. The proof can
be found in [18, Proposition 3.3].

Lemma 7.4.3 (Principal angles and Friedrichs angle). The Friedrichs angle is exactly θd+1 where
d

def
= dim(T1 ∩ T2). Moreover, θF (T1, T2) > 0.

Remark 7.4.4. One approach to obtain the principal angles is through the singular value decompo-
sition. For instance, let X ∈ Rn×p and Y ∈ Rn×q form orthonormal bases for the subspaces T1 and
T2 respectively. Let UΣV T be the SVD of XTY ∈ Rp×q, then cos(θk) = σk, k = 1, 2, . . . , p and σk
corresponds to the kth largest singular value in Σ.

7.4.1 Local linearized iteration

Let z? ∈ fix(Fγ,λ) and x? = proxγJ(z?) ∈ Argmin(R+ J). Define the following two functions

R(x)
def
= γR(x)− 〈x, x? − z?〉, J(x)

def
= γJ(x)− 〈x, z? − x?〉. (7.4.1)

We start with the following key lemma.

Lemma 7.4.5. Suppose that R ∈ PSFx?(MR
x?) and J ∈ PSFx?(MJ

x?). Define the two matrices

HR
def
= PTR

x?
∇2
MR

x?
R(x?)PTR

x?
and HJ

def
= PTJ

x?
∇2
MJ

x?
J(x?)PTJ

x?
. (7.4.2)

HR and HJ are symmetric positive semi-definite under either of the following circumstances:
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(i) (NDDR) holds.

(ii) MR
x? andMJ

x? are affine subspaces.
In turn, the matrices

WR
def
= (Id +HR)−1 and WJ

def
= (Id +HJ)−1 (7.4.3)

are both firmly non-expansive.

Proof. Here we prove the case for J since the same arguments apply to R just as well. Claims (i) and
(ii) follow from Lemma 6.3.3 since J ∈ PSFx?(MJ

x?). Consequently, WJ is symmetric positive definite
with eigenvalues in ]0, 1]. Thus by virtue of [16, Corollary 4.3(ii)], it is firmly non-expansive.

Now define MR
def
= PTR

x?
WRPTRx?

and MJ
def
= PTJ

x?
WJPTJx?

, and the matrices

MDR

def
= Id + 2MRMJ −MR −MJ =

1
2

Id +
1
2

(2MR − Id)(2MJ − Id),

Mλ
def
= (1− λ)Id + λMDR , λ ∈]0, 2[.

(7.4.4)

We have the following locally linearized version of (7.1.3).

Proposition 7.4.6 (Locally linearized DR iteration). Suppose that the DR iteration (7.1.3) is
run under the assumptions of Theorem7.3.1. Assume also that λk → λ ∈]0, 2[. Then MDR is firmly
non-expansive and Mλ is λ

2 -averaged. Moreover, for all k large enough, we have

zk+1 − z? = Mλ(zk − z?) + o(||zk − z?||) +O(λk|γk − γ|). (7.4.5)

The term O(λk|γk − γ|) disappears if (γk, λk) are chosen constant in ]0,+∞[×]0, 2[. If moreover R
and J are locally polyhedral around x?, the term o(||zk − z?||) vanishes.

See Section 7.9 from page 166 for the proof.

Remark 7.4.7. If λk|γk − γ| = o(||zk − z?||), then (7.4.5) becomes

zk+1 − z? = Mλ(zk − z?) + o(||zk − z?||).

However, this is of little practical interest as z? is unknown.

We now derive a characterization of the spectral properties of Mλ, which in turn allows to study the
linear convergence rates of its powers. Recall the notion of convergent matrices from Definition 2.5.1.
To lighten the notation in the following, we define the subspaces SJx?

def
= (T Jx?)

⊥ and SRx?
def
= (TRx?)

⊥.

Lemma 7.4.8. Suppose that λ ∈]0, 2[, then,
(i) Mλ is convergent with

M∞
DR

= Pker(MR(Id−MJ )+(Id−MR)MJ ).

In particular, M∞
DR

= 0 if holds

T Jx? ∩ TRx? = {0}, span(Id−MJ) ∩ SRx? = {0} and span(Id−MR) ∩ TRx? = {0}.

(ii) If, moreover, R and J are locally polyhedral around x?, then Mλ is normal and converges linearly
to P(TJ

x?
∩TR

x?
)⊕(SJ

x?
∩SR

x?
) with the optimal rate (Definition 2.5.1)√

(1− λ)2 + λ(2− λ) cos2
(
θF (T Jx? , T

R
x?)
)
< 1.

In particular, if T Jx? ∩ TRx? = SJx? ∩ SRx? = {0}, then Mλ converges linearly to 0 with the optimal
rate √

(1− λ)2 + λ(2− λ) cos2
(
θ1(T Jx? , T

R
x?)
)
< 1.
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See Section 7.9 from page 168 for the proof.
Combining Proposition 7.4.6 and Lemma7.4.8, we have the following equivalent characterization of

the locally linearized iteration.

Corollary 7.4.9. Suppose that the DR iteration (7.1.3) is run under the assumptions of Theorem7.3.1.
Assume also that λk → λ ∈]0, 2[. Then the following holds.
(i) (7.4.5) is equivalent to

(Id−M∞
DR

)(zk+1 − z?)
= (Mλ −M∞DR

)(Id−M∞
DR

)(zk − z?) + (Id−M∞
DR

)o(||zk − z?||) +O(λk|γk − γ|).
(7.4.6)

(ii) If R and J are locally polyhedral around x? and (γk, λk) are constant in ]0,+∞[×]0, 2[, then

zk+1 − z? = (Mλ −M∞DR
)(zk − z?). (7.4.7)

See Section 7.9 from page 169 for the proof.

7.4.2 Local linear convergence

We are now in position to present the local linear convergence of DR method.

Theorem 7.4.10 (Local linear convergence). Suppose that the DR iteration (7.1.3) is run under
the assumptions of Proposition 7.4.6. Recall M∞

DR
from Lemma7.4.8. The following holds:

(i) Given any ρ ∈]ρ(Mλ −M∞DR
), 1[, there exists K ∈ N large enough such that for all k ≥ K, if

λk|γk − γ| = O(ηk) for 0 ≤ η < ρ, then

||(Id−M∞
DR

)(zk − z?)|| = O(ρk−K). (7.4.8)

(ii) If R and J are locally polyhedral around x? and (γk, λk) ≡ (γ, λ) ∈]0,+∞[×]0, 2[, then there
exists K ∈ N large enough such that for all k ≥ K,

||zk − z?|| ≤ ρk−K ||zK − z?||, (7.4.9)

where the value of ρ is

ρ =
√

(1− λ)2 + λ(2− λ) cos2
(
θF (T Jx? , T

R
x?)
)
∈ [0, 1[.

The proof is given at page 169 in Section 7.9 for the proof.

Remark 7.4.11.
(i) If M∞

DR
= 0 in (7.4.8) or the situation of (7.4.9), we also have local linear convergence of xk and

vk to x? by non-expansiveness of the proximity operator.

(ii) The condition on λk|γk− γ| in Theorem7.4.10(i) amounts to saying that γk should converge fast
enough to γ. Otherwise, the local convergence rate would be dominated by that of λk|γk − γ|.
Especially when λk|γk − γ| converges sub-linearly to 0, then the local convergence rate will
eventually become sub-linear. See Figure 7.5 in the numerical experiments section.

(iii) For (ii) of Theorem7.4.10, it can be observed that the best rate is obtained for λ = 1. This
has been also pointed out in [73] for basis pursuit. This assertion is however only valid for the
local convergence behaviour and does not mean in general that the DR will be globally faster for
λk ≡ 1. See the discussions below for more details.

(iv) Observe also that the local linear convergence rate does not depend on γ when both R and J

are locally polyhedral around x?. This means that the choice of γk only affects the number of
iterations needed for finite identification.
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However, for general partly smooth functions, γk influences both the identification time and
the local linear convergence rate, since Mλ depends on it through the matrices WR and WJ (γ
weights the Riemannian Hessians of R and J , see (7.4.1)-(7.4.3). See Figure 7.4 for a numerical
comparison.

7.4.3 The effect of relaxation

Here we investigate the effect of the relaxation parameter λ. Let η = ηRe + iηIm (here i2 = −1, ηRe

and ηIm are the real and imagery part of η respectively) be the eigenvalue of MDR −M∞DR
, then the

eigenvalue of Mλ −M∞DR
if a function of η and λ,

ρ
η,λ

= (1− λ) + λ(ηRe + iηIm) = 1 + λ(ηRe − 1) + iληIm

whose modulus is
|ρ
η,λ
| =

√
(1 + λ(ηRe − 1))2 + λ2η2

Im
. (7.4.10)

Eigenvalue η is real When η is real, i.e. ηIm = 0, then ρ is real.

Lemma 7.4.12. Let MDR ∈ Rn×n be a convergent square matrix whose eigenvalues are all real, denote
η, η the biggest and smallest (signed) eigenvalues of MDR −M∞DR

respectively. Then the spectral radius
ρ(MDR −M∞DR

) attains the minimum at

λ =
2

2− (η + η)
.

See page 170 for the proof. The above result implies if all the eigenvalues of MDR are real, then
over-relaxation (i.e. λ > 1) makes Mλ converge faster to M∞

DR
than MDR .

Eigenvalue η is complex The situation becomes much more complicated when η is complex. That
is, if all the eigenvalues of MDR −M∞DR

are complex, then in general it is very difficult to obtain result
similar to Lemma 7.4.12.

However, there are extra properties we can apply when both R, J are locally polyhedral around x?.
Let θ be a principal angle between T Jx? and TRx? , then owing to the result of [73], the eigenvalue of
MDR −M∞DR

corresponding to θ reads

η
θ

= cos2(θ) + i cos(θ) sin(θ). (7.4.11)

Putting such η
θ
back in (7.4.10), we get

|ρ
η
θ
,λ
|2 = (λ− 1)2 sin2(θ) + cos2(θ) ≥ cos2(θ),

which implies that non-relaxation (i.e. λ = 1) yields the best local convergence rate.

7.4.4 Partial smoothness vs metric sub-regularity

In this section, we discuss the connection between partial smoothness and metric sub-regularity for
DR when both R and J are locally polyhedral around x?. We also assume that the iteration (7.1.3) is
stationary (i.e. γk ≡ γ) and non-relaxed (i.e. λk ≡ 1).

Proposition 7.4.13. Suppose that the DR iteration (7.1.3) is run under the assumptions of Proposi-
tion 7.4.6 with γk ≡ γ and λk ≡ 1. If R and J are locally polyhedral around x?, then M ′

DR

def
= Id−MDR

is 1
sin(θF (T Jx? , T

R
x?))

-metrically sub-regular at z? for 0.

Proof. Under the assume conditions, we have the locally

MDR = PTJ
x?
PTR

x?
+ PSJ

x?
PSR

x?
,
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which is linear and non-expansive, hence metrically subregular owing to [22, Example 2.5]. Now con-
sider the eigenvalues of MDR . Without loss of generality, let p = dim(T Jx?) ≤ q = dim(TRx?), and denote
{θi}i=1,...,p ∈ [0, π/2[ the principal angles between T Jx? and TRx? sorted in ascending order. Owing to
(7.4.11) (see also [18, Proposition 3.3 and Theorem3.10]), the eigenvalues of M ′

DR
lie in{{

sin2(θi ) + i cos(θi ) sin(θi ) : i = s+ 1, . . . , p
}
∪ {0} if p = q,{

sin2(θi ) + i cos(θi ) sin(θi ) : i = s+ 1, . . . , p
}
∪ {0} ∪ {1} if p < q.

Thus, for any i = s + 1, . . . , p, each eigenvalue has modulus sin(θi ) ∈ [0, 1[. Therefore, since M ′
DR

is
normal, given any z ∈ ker(M ′

DR
)⊥, we have

||M ′
DR
z|| ≥ sin(θs+1)||z|| = sin(θF (T Jx? , T

R
x?))||z||.

In view of [22, Theorem2.5], this entails that M ′
DR

is 1
sin(θF (T Jx? , T

R
x?))

-metrically sub-regular.

Unlike the case of Forward–Backward splitting (Section 6.4.4), for the DR splitting with polyhedral
functions, partial smoothness and metric sub-regularity yield the same estimate of the convergence
rate. Indeed, from (3.3.3) the rate estimate obtained through metric sub-regularity reads√

1− sin2(θF (T Jx? , T
R
x?)) = cos

(
θF (T Jx? , T

R
x?)
)
,

which is exactly the result of Theorem7.4.10(ii) for λ = 1.

7.5 Finite termination

In this section we characterize the situations where finite convergence of DR can be obtained.

Theorem 7.5.1 (Finite termination of DR). Assume that the unrelaxed and stationary DR iter-
ation is used (i.e., γk ≡ γ ∈]0,+∞[ and λk ≡ 1), such that (zk, xk, uk)→ (z?, x?, x?), where R and J
are locally polyhedral around x?. Suppose that either J or R is locally C2 at x?. Then the DR sequences
{zk, xk, uk}k∈N converge in finite number of steps to (z?, x?, x?).

Proof. We will prove the statement when J is locally C2 at x?, and the same reasoning holds if the
assumption is on R. Local C2-smoothness of J at x? entails that ∂J(x?) = {∇J(x?)} and J is partly
smooth at x? relative to MJ

x? = Rn. Moreover, the non-degeneracy condition (NDDR) is in force. It
then follows from Proposition 7.4.6 and (i) of Lemma7.4.8 that there exists K ∈ N large enough such
that

∀k ≥ K, zk+1 − z? = PTR
x?

(zk − z?)⇒ ∀k ≥ K + 1, zk − z? ∈ TRx? ,

whence we conclude that
∀k ≥ K + 1, zk = zk+1 = · · · = z?.

DR is known (see, e.g., Section 4.3 or [78, Theorem6]) to be a special case of the exact proximal
point algorithm (PPA) with constant step-size γk ≡ 1. This suggests that many results related to
PPA can be carried over to DR. For instance, finite convergence of PPA has been studied in [151, 121]
under different conditions. However, [78, Theorem9] gave a negative result which suggests that these
previous conditions which are sufficient for finite termination of PPA are difficult or impossible to carry
over to DR even for the polyhedral case. The authors in [19] consider the unrelaxed and stationary
DR for solving the convex feasibility problem

Find a point in S1 ∩ S2,

where S1 and S2 are nonempty closed convex sets in Rn, S1 ∩ S2 6= ∅, S1 is an affine subspace and S2

is a polyhedron. They established finite convergence under Slater’s condition

S1 ∩ int(S2) 6= ∅.
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They also provided examples where this condition holds while the conditions of [151, 121] for finite
convergence do not apply.

Specializing our result to R = ιS1 and J = ιS2 , then under Slater’s condition, if x? ∈ S1∩ int(S2), we
have that R is partly smooth at any x ∈ S1 relative to S1 with TRx? = par(S1) (i.e. a translate of S1 to
the origin), and ∂J(x?) = NS2(x?) = {0}, and we recover the result of [19]. In fact, [19, Theorem3.7]
shows that the cluster point x? is always an interior point regardless of the starting point of DR. The
careful reader may have noticed that in the current setting, thanks to Example 7.3.4, the estimate in
(7.3.3) gives a bound on the number of iterations for finite convergence.

7.6 Alternating direction method of multipliers

For problem (PDR), let’s now compose J with a linear operator L, i.e.

min
x∈Rn

R(x) + J(Lx), (PADMM)

where now
(D.7) R ∈ Γ0(Rn), J ∈ Γ0(Rm) and L : Rn → Rm is an injective linear operator.

(D.8) ri(dom(R) ∩ dom(J)) 6= ∅.
(D.9) Argmin(R+ JL) 6= ∅, i.e. the set of minimizers is non-empty.

The main difficulty of applying DR to solve (PADMM) is that the proximity operator of the composition
JL in general can not be solved explicitly. The alternating direction method of multipliers [82] is an
efficient way to deal with such a difficulty.

The stationary version (i.e. constant step-size) of ADMM is described in Algorithm14. For conve-
nience, here with a slight abuse of notations, we use xk, uk and zk to denote the sequences generated
by ADMM.

Algorithm 14: Alternating Direction method of Multipliers
Initial: γ > 0. k = 0, x0, y0 ∈ Rm;
repeat

uk+1 = argminu∈RnR(u) + 〈Lu, yk〉+
γ
2
||Lu− xk||2,

xk+1 = argminx∈RmJ(x)− 〈x, yk〉+
γ
2
||x− Luk+1||2,

yk+1 = yk + γ(Luk+1 − xk+1),

(7.6.1)

until convergence;

It is shown in [82] (see also [78]), that ADMM amounts to applying DR to the Fenchel-Rockafellar
dual problem of (PADMM). In the following, we recall in short the derivation of transforming ADMM
to DR. First, the dual form of (PADMM) is

max
y∈Rm

−
(
R∗(−L∗y) + J∗(y)

)
, (DADMM)

where R∗, J∗ denote the Fenchel conjugate of R and J respectively (Definition 2.1.14). Define zk+1 =

yk + γLuk+1, then following the iteration from (7.6.1) we get
uk+1 = argminu∈RnR(u) +

γ
2
||Lu− 1

γ (zk − 2yk)||2,

zk+1 = yk + γLuk+1,

xk+1 = argminx∈RmJ(x) +
γ
2
||x− 1

γ zk+1||2,

yk+1 = zk+1 − γxk+1.

(7.6.2)
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Apply the Moreau’s identity to R, J respectively [152], then we obtain
zk+1 = argminz∈RmR

∗(−L∗z) +
1

2γ
||z − (2yk − zk)||2 + (zk − yk),

yk+1 = argminy∈RmJ
∗(y) +

1
2γ
||y − zk+1||2,

(7.6.3)

which is clearly applying the non-relaxed and stationary DR method (i.e. λk ≡ 1, γ ≡ γ) to the dual
problem (DADMM).

When L injective (i.e. has full column rank), the convergence of all the sequences in (7.6.2) are
guaranteed [78], that is

uk → u?, xk → x? = Lu?, zk → z?, yk → y? = z? − γLu?, (7.6.4)

where u? is a global minimizer of (PADMM), x? is a dual solution of (DADMM), z? is a fixed point of
(7.6.3), and y? is the Lagrangian multiplier.

Local linear convergence of ADMM By virtue of the chain rule of partial smoothness (Theorem
5.1.7), if R∗ is a partly smooth function, then so is the composition R∗(−L∗) since L is injective. As a
consequence, besides conditions (D.7)-(D.9), if we assume that R∗ and J∗ are moreover partly smooth
functions, then based on the result of Section 7.3 and 7.4, we can obtain the local linear convergence of
the ADMM through the dual iteration (7.6.3). As a matter of fact, we can establish the result directly
on the primal ADMM iteration (7.6.1), which is what we present now.

Let u? be a global minimizer of (PADMM), x? be a dual solution of (DADMM) such that Lu? = x?,
and y? be the Lagrangian multiplier. Then at convergence, we have the following inclusion from (7.6.2),

y? ∈ ∂J(x?) and − L∗y? ∈ ∂R(u?).

Similarly to the analysis procedure of DR, we present first the finite identification of ADMM.

Corollary 7.6.1 (Finite activity identification). For the ADMM method (7.6.1), suppose that
(D.7)-(D.9) hold such that the generated sequences satisfy (uk, xk, yk) → (u?, x?, y?) where u? ∈
Argmin(R + JL) and x? = Lu?. If J ∈ PSFx?(MJ

x?), R ∈ PSFu?(MR
u?), and moreover the non-

degeneracy condition
y? ∈ ri

(
∂J(x?)

)
and − L∗y? ∈ ri

(
∂R(u?)

)
, (NDADMM)

holds. Then,
(i) For all k sufficiently large, (uk, xk) ∈MR

u? ×MJ
x?.

(ii) Moreover,
(a) ifMR

u? = u? + TRu?, then ∀k ≥ K, TRuk = TRu?;

(b) ifMJ
x? = x? + T Jx?, then ∀k ≥ K, T Jxk = T Jx? ;

(c) if R is locally polyhedral around u?, then ∀k ≥ K, uk ∈ MR
u? = u? + TRu?, TRuk = TRu?,

∇MR
u?
R(uk) = ∇MR

u?
R(u?), and ∇2

MR
u?
R(uk) = 0;

(d) if J is locally polyhedral around x?, then ∀k ≥ K, xk ∈ MJ
x? = x? + T Jx?, T Jxk = T Jx?,

∇MJ
x?
J(xk) = ∇MJ

x?
J(x?), and ∇2

MJ
x?
J(xk) = 0.

Next we present the local linear convergence of ADMM. Define the following function similar to those
in (7.6.5),

R(u)
def
=

1
γ

(
R(u)− 〈u, −L∗y?〉

)
, J(x)

def
=

1
γ

(
J(x)− 〈x, y?〉

)
. (7.6.5)

Owing to Lemma 6.3.3, with condition (NDADMM) holding, their Riemannian Hessian are positive
semidefinite. Hence, define the following matrices

H
R

def
= PTR

u?
∇2
MR

u?
R(u?)PTR

u?
and H

J

def
= PTJ

x?
∇2
MJ

x?
J(x?)PTJ

x?
,

W
R

def
= LR

(
Id + (LTRLR)−1H

R

)−1
(LTRLR)−1LTR and W

J

def
=
(
Id +H

J

)−1
,

(7.6.6)
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where LR
def
= LPTR

u?
. Define TR,Lu? the subspace corresponding to the projection operator P

TR,L
u?

=

LR(LTRLR)−1LTR.

Now define M
R

def
= PTR

u?
W
R
PTR

u?
and M

J

def
= PTJ

x?
W
J
PTJ

x?
, and the matrix

MADMM = Id + 2M
R
M
J
−M

R
−M

J
=

1
2

(2M
R
− Id)(2M

J
− Id) +

1
2

Id. (7.6.7)

We have the following local linear convergence rate result for ADMM.

Corollary 7.6.2. Let (D.7)-(D.9) and conditions in Theorem 7.6.1 hold.
(i) Matrix MADMM is firmly non-expansive, hence convergent.

(ii) For all k large enough, the ADMM iteration (7.6.1) can be written as the following fixed-point
iteration

zk+1 − z? = MADMM(zk − z?) + o(||zk − z?||). (7.6.8)

(iii) For the sequence {zk}k∈N, we have the following result
(a) given any ρ ∈]ρ(MADMM −M∞ADMM

), 1[, there is K large enough such that for all k ≥ K,

||(Id−M∞
ADMM

)(zk − z?)|| = O(ρk−K). (7.6.9)

(b) If R and J are locally polyhedral around u? and x? respectively, then there exists K ∈ N
large enough such that for all k ≥ K,

||zk − z?|| ≤ ρk−K ||zK − z?||, (7.6.10)

where the value of ρ is
ρ = cos

(
θF (T Jx? , T

R,L
u? )

)
∈ [0, 1[,

(iv) Moreover, if M∞
ADMM

= 0, given any ρ ∈]ρ(MADMM), 1[, there is K large enough such that for all
k ≥ K,

||xk − x?|| = O(ρk), ||yk − y?|| = O(ρk), ||L(uk+1 − u?)|| = O(ρk). (7.6.11)

If moreover R, J are locally polyhedral around u?, x? respectively, then (7.6.11) holds with

ρ = cos
(
θF (T Jx? , T

R,L
u? )

)
∈ [0, 1[,

which is the optimal convergence rate.

See page 171 for the proof.

7.7 Sum of more than 2 functions

We now want to tackle the problem of solving

min
x∈Rn

∑m
i=1Ji (x), (Pm)

where
(D′.1) Ji ∈ Γ0(Rn), ∀i = 1, · · · ,m.

(D′.2)
⋂

1≤i≤m ri(dom(Ji )) 6= ∅.
(D′.3) Argmin(

∑m
i=1 Ji ) 6= ∅.

In fact, problem (Pm) can be equivalently reformulated as (PDR) in a product space, see e.g. [59, 148].
Recall the product space of GFB method defined in Section 3.4.1, and specialize it to the case of
Euclidean space. Let H = Rn × · · · × Rn︸ ︷︷ ︸

m times

endowed with the scalar inner-product and norm

∀x,y ∈H, 〈〈x,y〉〉 =
∑m

i=1〈xi , yi 〉, ||x|| =

√∑m
i=1||xi ||2.
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Let S = {x = (xi )i ∈ H : x1 = · · · = xm} and its orthogonal complement S⊥ = {x = (xi )i ∈ H :∑m
i=1 xi = 0}. Now define the canonical isometry,

C : Rn → S, x 7→ (x, · · · , x),

then we have PS(z) = C( 1
m
∑m

i=1 zi ).
Problem (Pm) is now equivalent to

min
x∈H

J(x) +R(x), where J(x) =
∑m

i=1Ji (xi ) and R(x) = ιS(x), (PDR)

which has the same structure on H as (PDR) on Rn.
Obviously, J is separable and therefore,

proxγJ (x) =
(
proxγJi

(xi )
)

i .

Let x? = C(x?). Clearly, R is polyhedral, hence partly smooth relative to S with TRx? = S. Suppose
that Ji ∈ PSFx?(MJi

x?) for each i. Denote T Jx? =×iT
Ji
x? and SJx? =×i (T

Ji
x?)⊥. Similarly to (7.4.2),

define
HJ

def
= PT J

x?
∇2J(x?)PT J

x?
and WJ

def
= (Id +HJ )−1,

where J(x)
def
= γ

∑m
i=1 Ji (xi ) − 〈〈x, z? − x?〉〉, and Id is the identity operatror on H. Since R is

polyhedral, we have WR = Id. Now we can provide the product space form of (7.4.4), which reads

MDR = Id + 2PTR
x?
PT J

x?
WJPT Jx?

− PTR
x?
− PT J

x?
WJPT Jx?

=
1
2
Id + PTR

x?
(2PT J

x?
WJPT Jx?

− Id)− 1
2

(2PT J
x?
WJPT Jx?

− Id)

=
1
2
Id +

1
2

(2PTR
x?
− Id)(2PT J

x?
WJPT Jx?

− Id),

(7.7.1)

and Mλ
def
= (1− λ)Id + λMDR . Owing to Lemma 7.4.8, we have

M∞
DR

= Pker(P
TR
x?

(Id−P
TJ
x?
WJPTJ

x?
)+(Id−P

TR
x?

)P
TJ
x?
WJPTJ

x?
),

and when all Ji ’s are locally polyhedral nearby x?, M∞
DR

specializes to

M∞
DR

= P(T Jx?∩S)⊕(SJx?∩S⊥).

Corollary 7.7.1. Suppose that conditions (D′.1)-(D′.3) and (D.5)-(D.6) hold. Consider the sequence
{zk,xk,uk}k∈N provided by the non-stationary DR method (7.1.3) applying to solve (PDR). One has
the following results:
(i) (zk,xk,uk) converges to (z?,x?,x?), where x? = C(x?) and x? is a global minimizer of (Pm).

(ii) Assume, moreover, that γk ≥ γ > 0 and γk → γ, Ji ∈ PSFx?(MJi
x?) and

z? ∈ x? + γri
(×i∂Ji (x

?)
)
∩ S⊥. (NDDR)

Then,
(a) for all k large enough, xk ∈×iMJi

x?.

(b) in addition, if λk → λ ∈]0, 2[, then given any ρ ∈]ρ(Mλ −M∞
DR

), 1[, there exists K ∈ N
large enough such that for all k ≥ K, if λk|γk − γ| = O(ηk) where 0 ≤ η < ρ, then

||(Id−M∞
DR

)(zk − z?)|| = O(ρk−K).

In particular, if all Ji ’s are locally polyhedral around x? and (γk, λk) ≡ (γ, λ) ∈]0,+∞[×]0, 2[,
then zk (resp. xk

def
= 1

m
∑m

i=1 xk,i) converges locally linearly to z? (resp. x?) at the optimal

rate ρ =
√

(1− λ)2 + λ(2− λ) cos2(θF (T Jx? ,S)) ∈ [0, 1[.

Proof.
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(i) Apply Proposition 7.2.1 to (PDR).

(ii) (a) By the separability rule, we have J ∈ PSFx?(×iMJi
x?), see [108, Proposition 4.5]. We have

also ∂R(x?) = NS(x?) = S⊥. Then (NDDR) is simply a specialization of condition (NDDR)
to problem (PDR). The claim then follows from Theorem 7.3.1.

(b) This is a direct consequence of Theorem 7.4.10. For the local linear convergence of xk to x?

in the last part, observe that

||xk − x?||2 = || 1m
∑m

i=1 xk,i −
1
m

∑m
i=1 x

?
i ||

2

≤ 1
m

∑m
i=1 ||xk,i − x

?
i ||

2

= 1
m

∑m
i=1 ||proxγJi

(zk,i)− proxγJi
(z?i )||2

≤ 1
m

∑m
i=1 ||zk,i − z

?
i ||

2 = 1
m ||zk − z?||2.

We also have the following corollary of Theorem 7.5.1.

Corollary 7.7.2. Assume that the unrelaxed stationary DR iteration is used (i.e., γk ≡ γ ∈]0,+∞[ and
λk ≡ 1), such that (zk,xk,uk)→ (z?,C(x?),C(x?)), where for each i function Ji is locally polyhedral
nearby x? and is differentiable at x?. Then the sequences {zk,xk,uk, 1

m
∑m

i=1 xi ,k}k∈N converge in finite
number of steps to (z?,C(x?),C(x?), x?).

7.8 Numerical experiments

7.8.1 Linear inverse problem

We first consider the 4 linear inverse problems (4.5.2) of Section 4.5. The function R is either `1, `∞,
`1,2-norms or the nuclear norm, and J = ιS(·) is the indicator function of the constraint S def

= {x ∈ Rn :

Kxob = Kx} = xob + ker(K). It is immediate to see that J is indeed polyhedral and partly smooth at
any x ∈ S relative to S.

The linear operator K is generated from the standard random Gaussian ensemble. For each example
of R, the setting of xob is (i.e. the same as the ones in Section 4.5.1):

`1-norm (m,n) = (48, 128), ||xob||0 = 8, i.e. xob has 8 non-zero elements.
`1,2-norm (m,n) = (48, 128), xob has 3 non-zero blocks of size 4.
`∞-norm (m,n) = (63, 64), |Ixob

| = 8 where Ixob
= {i : |xi| = ||xob||∞}.

Nuclear norm (m,n) = (640, 1024), xob ∈ R32×32 and rank(xob) = 4.

For each setting, the number of measurements is sufficiently large so that one can prove that the
minimizer x? is unique, and in particular that ker(K) ∩ TRx? = {0} (with high probability), see e.g.
[170]. We also checked that ker(K)⊥∩SRx? = {0}, which is equivalent to the uniqueness of the fixed point
and also implies that M∞

DR
= 0 (see (i) of Lemma7.4.8). Thus (NDDR) is fulfilled, and Theorem7.4.10

applies. DR is run in its stationary version (i.e. constant γ).
Figure 7.1 displays the profile of ||zk−z?|| as a function of k, and the starting point of the dashed line

is the iteration number at which the active partial smoothness manifold of R is identified (recall that
MJ

x? = S which is trivially identified from the first iteration). One can see that for `1- and `∞-norms,
the observed linear convergence coincides with the optimal rate predicted by (ii) of Theorem7.4.10.
For the case of `1,2-norm and nuclear norm, though not optimal, our estimates are very tight.

Noise removal In the following two examples, we suppose that we observe f = xob + w , where xob

is a piecewise-constant vector, and w is an unknown noise supposed to be either uniform or sparse.
The goal is to recover xob from f using the prior information on xob (i.e. piecewise-smooth) and w
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(a) `1-norm
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(b) `∞-norm
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(c) `1,2-norm
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(d) Nuclear norm

Figure 7.1: Observed (solid) and predicted (dashed) convergence profiles of DR (2.4.10) in terms of
||zk − z?||. (a) `1-norm. (b) `∞-norm. (c) `1,2-norm. (d) Nuclear norm. The starting point of the
dashed line is the iteration at which the active manifold of R is identified.

(uniform or sparse). To achieve this goal, a popular and natural approach in the signal processing
literature is to solve

min
x∈Rn

||DDIF(x)||1 subject to ||f − x||p ≤ τ, (7.8.1)

where p = +∞ for uniform noise, and p = 1 for sparse noise, and τ > 0 is a parameter to be set by
the user to adapt to the noise level. Identifying R = ||DDIF(·)||1 and J = ι||f−·||p≤τ , one recognises that
for p ∈ {1,+∞}, R and J are indeed polyhedral and their proximity operators are simple to compute
[67]. For both examples, we set n = 128 and xob is such that DDIF(xob) has 8 nonzero entries. For
p = +∞, ε is generated uniformly in [−1, 1], and for p = 1 ε is sparse with 16 nonzero entries. DR is
run in its stationary version. The corresponding convergence profiles are depicted in Figure 7.2(a)-(b).
Condition (NDDR) is checked a posteriori, and it is satisfied for the considered examples. Owing to
polyhedrality, our predictions are again optimal.

7.8.2 Finite convergence

We now numerically illustrate the finite convergence of DR. For the remainder of this subsection, we
set n = 2, and solve (PDR) with R = || · ||1 and J = ιC , C = {x ∈ R2 : ||x− (3/4 3/4)T ||1 ≤ 1/2}. The
set of minimizers is the segment [(1/4 3/4)T , (3/4 1/4)T ], and R is differentiable at any minimizer
with gradient (1 1)T . The set of fixed points is thus [(1/4 3/4)T , (3/4 1/4)T ] − γ. Figure 7.3(a)
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(a) Uniform noise removal p = +∞
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(b) Sparse noise removal p = 1

Figure 7.2: Observed (solid) and predicted (dashed) convergence profiles of DR (2.4.10) in terms of
||zk − z?||. (a) Uniform noise removal by solving (7.8.1) with p = +∞, (c) Sparse noise removal by
solving (7.8.1) with p = 1. The starting point of the dashed line is the iteration at which the manifolds
MR

x? andMJ
x? are identified.

shows the trajectory of the sequence {zk}k∈N and the shadow sequence {xk}k∈N which both converge
finitely as predicted by Theorem7.5.1 (DR is used with γ = 0.25).

For each starting point z0 ∈ [−10, 10]2, we run the DR algorithm until zk+1 = zk (up to machine
precision), with γ = 0.25 and γ = 5. Figure 7.3(b)-(c) show the number of iterations to finite conver-
gence, where γ = 0.25 for (b) and γ = 5 for (c). This confirms that DR indeed converges in finitely
many iterations regardless of the starting point and choice of γ, though more iterations are needed for
higher γ in this example (see next subsection for further discussion on the choice of γ).
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Figure 7.3: (a) Trajectories of {zk}k∈N and {xk}k∈N. The red segment is the set of minimizers and the
blue one is the set of fixed points. (b)-(c) Number of iterations needed for the finite convergence of zk
to z?. DR is run with γ = 0.25 for (b) and γ = 5 for (c).

7.8.3 Choice of γ

Impact of γ on identification We compare the impacts of different values of γ in the DR algorithm.
Linear inverse problem (4.5.2) with R being `1, `1,2 and nuclear norms is are chosen for experiments.

The results are shown in Figure 7.4, where K denotes the number of iterations needed to identify
MR

x? and ρ denotes the local linear convergence rate. We summarize our observations as follows:
(i) For all examples, the choice of γ affects the iteration K at which activity identification occurs.
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Indeed, K typically decreases monotonically and then either stabilizes or slightly increases. This
is in agreement with the bound in (7.3.1).

(ii) When R is `1-norm, which is polyhedral, the local linear convergence rate is insensitive to γ as
anticipated by (ii) of Theorem 7.4.10. For the other two norms, the local rate depends on γ (see
(i) of Theorem 7.4.10), and this rate can be optimized for the parameter γ.

(iii) In general, there is no correspondence between the optimal choice of γ for identification and the
one for local convergence rate.
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Figure 7.4: Number of iterations (K) needed for identification and local linear convergence rate (ρ) as
a function of γ when solving problem (4.5.2) with different functions R. (a) `1-norm. (b) `1,2-norm.
(c) Nuclear norm.

Stationary vs non-stationary DR We now investigate numerically the convergence behaviour of
the non-stationary version of DR and compare it to the stationary one. We fix λk ≡ 1, i.e. the iteration
is unrelaxed. The stationary DR algorithm is run with some γ > 0. For the non-stationary one, four
choices of γk are considered:

Case 1: γk = γ +
1
k1.1

, Case 2: γk = γ +
1
k2
, Case 3: γk = γ + 0.95k, Case 4: γk = γ + 0.5k.

Obviously, we have {|γk − γ|}k∈N ∈ `1+ for all the four cases. Problem (4.5.2) is considered again with
R being `1, `1,2 and the nuclear norms. The comparison results are displayed in Figure 7.5. Table 7.1
shows the number of iteration K needed for the identification ofMR

x? .
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Figure 7.5: Comparison between stationary (“S-DR”) and non-stationary DR (“NS-DR X”, X stands
for Case X) when solving (4.5.2) with different functions J . (a) `1-norm. (b) `1,2-norm. (c) Nuclear
norm.

For the stationary iteration, the local convergence rate of the 3 examples are,

`1-norm: ρ = 0.9196, `1,2-norm: ρ = 0.9153, Nuclear norm: ρ = 0.8904.
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Table 7.1: Number of iterations K needed for the identification ofMR

x? for each tested case. “NS-DR
X” stands for the non-stationary DR with choice of γk as in Case X.

S-DR NS-DR 1 NS-DR 2 NS-DR 3 NS-DR 4

`1-norm 81 64 77 244 75

`1,2-norm 62 46 58 233 56

Nuclear norm 114 107 112 77 112

We can make the following observations from the comparison:
(i) The local convergence behaviour of the non-stationary iteration is no better than the stationary

one which is in agreement with our analysis.

(ii) As argued in (ii) of Remark 7.4.11, the convergence rate is eventually controlled by the error
|γk−γ|, except for “Case 4”, since 0.5 is strictly smaller than the local linear rate of the stationary
version (i.e. |γk − γ| = o(||zk − z?||)).

(iii) The non-stationary DR seems to generally lead to faster identification. But his is not a systematic
behaviour as observed for instance for Case 3, where slower identification is obtained for `1, `1,2-
norms.

7.9 Proofs of main theorems

7.9.1 Proofs of Section 7.2

The following lemma is needed in the proof of Proposition 7.2.1.

Lemma 7.9.1. Suppose that conditions (D.5) and (D.6) hold, and that γk is convergent. Then

lim
k→+∞

γk = γ.

Proof. Since γk is convergent, it has a unique cluster point, say limk→+∞ γk = γ′. It is then sufficient
to show that γ′ = γ. Suppose that γ′ 6= γ. Fix some ε ∈]0, |γ′ − γ|[. Thus, there exist an index K > 0

such that for all k ≥ K,
|γk − γ′| < ε/2.

Therefore
|γk − γ| ≥ |γ′ − γ| − |γk − γ′| > ε/2.

It then follows that
λk(2− λk)ε ≤ 2λkε ≤ 4λk|γk − γ|.

Denote τ def
= supkN λk(2−λk) which is obviously positive and bounded since λk ∈ [0, 2]. Summing both

sides for k ≥ K we get

ε
∑

k∈N λk(2− λk)−Kτ ≤ ε
∑+∞

k=K λk(2− λk) ≤ 4
∑∞

k=K λk|γk − γ|

≤ 4
∑

k∈N λk|γk − γ|,

which, in view of (D.6), implies∑
k∈Nλk(2− λk) ≤ ε

−1(λk|γk − γ|+Kτ) < +∞,

which is a contradiction with (D.5).

Proof of Proposition 7.2.1. To prove our claim, we only need to check the conditions listed in
Theorem 3.5.2.
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(i) As (D.3) assumes the set of minimizers of (PDR) is nonempty, so is the set fix(Fγ), since the
former is nothing but proxγJ(fix(Fγ)) [16, Proposition 25.1(ii)].

(ii) Since Fγk is firmly non-expansive by Lemma 2.4.10, Fγk,λk is λk
2 -averaged, hence non-expansive,

owing to Proposition 3.1.2.

(iii) Let ρ ∈ [0,+∞[ and z ∈ Rn such that ||z|| ≤ ρ, Then we have

(Fγk − Fγ)(z) =
RγkRRγkJ

2 (z)− RγRRγJ
2 (z)

=
(
RγkRRγkJ

2 (z)− RγkRRγJ
2 (z)

)
−
(
RγRRγJ

2 (z)− RγkRRγJ
2 (z)

)
=
(
RγkRRγkJ

2 (z)− RγkRRγJ
2 (z)

)
−
(
proxγR

(
RγJ(z)

)
− proxγkR

(
RγJ(z)

))
.

Thus, by virtue of (ii) of Lemma 2.3.8, we have

||(Fγk − Fγ)(z)|| ≤ ||proxγkJ(z)− proxγJ(z)||+ ||proxγkR(RγJ(z))− proxγR(RγJ(z))||.

Let’s bound the first term. From the resolvent equation (2.4.1) and Lemma 2.3.8, we have

||proxγkJ(z)− proxγJ(z)|| = ||proxγkJ(z)− proxγkJ
(γk
γ z +

(
1− γk

γ

)
proxγJ(z)

)
||

≤ |γk − γ|
γ

||(Id− proxγJ)(z)|| ≤ |γk − γ|
γ

(ρ+ ||proxγJ(0)||). (7.9.1)

With similar arguments, we also obtain

||proxγkR(RγJ(z))− proxγR(RγJ(z))|| ≤ |γk − γ|
γ

(ρ+ ||proxγR(0)||+ 2||proxγJ(0))||). (7.9.2)

Combining (7.9.1) and (7.9.2) leads to

||(Fγk − Fγ)(z)|| ≤ |γk − γ|
γ

(2ρ+ ||proxγR(0)||+ 3||proxγJ(0)||), (7.9.3)

whence we get

||(Fγk,λk − Fγ,λk)(z)|| = λk||(Fγk − Fγ)(z)|| ≤ λk
|γk − γ|

γ
(2ρ+ ||proxγR(0)||+ 3||proxγJ(0)||).

Therefore, from (D.6), we deduce that

{ sup
||z||≤ρ

||(Fγk,λk − Fγ,λk)(z)||}k∈N ∈ `1+.

In other words, the non-stationary iteration (7.2.1) is a perturbed version of the stationary one (7.1.2)
with an error term which is summable thanks to (D.6). The claim on the convergence of z? follows
by applying [57, Corollary 5.2]. Moreover, x? def

= proxγJ(z?) is a solution of (PDR). In turn, using
non-expansiveness of proxγkJ and (7.9.1), we have

||xk − x?|| ≤ ||zk − z?||+
|γk − γ|

γ
(||z?||+ ||proxγJ(0)||),

and thus the right hand side goes to zero as k → +∞ as we are in finite dimension and since γk → γ

owing to Lemma 7.9.1. This entails that the shadow sequence {xk}k∈N also converges to x?. With
similar arguments, we can also show that {uk}k∈N converges to x? (using for instance (7.9.2) and
non-expansiveness of proxγkR).

7.9.2 Proofs of Section 7.3

Proof of Theorem 7.3.1. By Proposition 7.2.1, we have the convergence of all the sequences gener-
ated by (7.1.3), that is

zk → z? ∈ fix(Fγ), xk, uk,→ x? = proxγJ(z?) ∈ Argmin(R+ J).

The non-degeneracy condition (NDDR) is equivalent to
x? − z?

γ
∈ ri

(
∂R(x?)

)
and z? − x?

γ
∈ ri

(
∂J(x?)

)
. (7.9.4)
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(i) The update of xk+1 and uk+1 in iteration (7.1.3) is equivalent to the monotone inclusions
2xk − zk − uk+1

γk
∈ ∂R(uk+1) and zk − xk

γk
∈ ∂J(xk).

It then follows that

dist
(x? − z?

γ
, ∂R(uk+1)

)
≤ ||x

? − z?
γ
− 2xk − zk − uk+1

γk
||

= || (γk − γ)(x? − z?)
γγk

+ x? − z?
γk

− 2xk − zk − uk+1

γk
||

≤ |γk − γ|
γγ

||(Id− proxγJ)(z?)||+ 1
γ
||(zk − z?)− 2(xk − x?) + (uk+1 − x?)||

≤ |γk − γ|
γγ

(||z?||+ proxγJ(0)) +
1
γ

(||zk − z?||+ 2||xk − x?||+ ||uk+1 − x?||),

and the right hand side converges to 0 in view of Proposition 7.2.1 and Lemma 7.9.1. Similarly,
we have

dist
(z? − x?

γ
, ∂J(xk)

)
≤ ||z

? − x?
γ
− zk − xk

γk
||

= || (γk − γ)(z? − x?)
γγk

+ z? − x?
γk

− zk − xk
γk

||

≤ |γk − γ|
γγ

(||z?||+ proxγJ(0)) +
1
γ

(||zk − z?||+ ||xk − x?||)→ 0.

By assumption, R, J ∈ Γ0(Rn), hence are subdifferentially continuous at every point in their
respective domains [153, Example 13.30], and in particular at x?. It then follows that R(uk) →
R(x?) and J(xk) → J(x?). Altogether, this shows that the conditions of Theorem 5.1.5 are
fulfilled for R and J , and the finite identification claim follows.

(ii) (a) In this case, MJ
x? is an affine subspace, i.e. MJ

x? = x? + T Jx? . Since J is partly smooth
at x? relative toMJ

x? , the sharpness property holds at all nearby points inMJ
x? owing to

Lemma 5.1.3. Thus for k large enough, i.e. xk sufficiently close to x? on MJ
x? , we have

indeed Txk(MJ
x?) = T Jx? = T Jxk as claimed.

(b) Similarly to (ii)(a).

(c) It is immediate to verify that a locally polyhedral function around x? is indeed partly
smooth relative to the affine subspace x?+T Jx? , and thus, the first claim follows from (ii)(a).
For the rest, it is sufficient to observe that by polyhedrality, for any x ∈ MJ

x? near x?,
∂J(x) = ∂J(x?). Therefore, combining local normal sharpness Lemma 5.1.3 and Lemma
6.3.3 yields the second conclusion.

(d) Similarly to (ii)(c).

Proof of Proposition 7.3.3. From (7.2.1), we have

zk+1 = Fγ,λk(zk) + ek

where {||ek||}k∈N = {O(λk|γk − γ|)}k∈N ∈ `1+ (see the proof of Proposition 7.2.1). Since Fγk is firmly
non-expansive by Lemma 2.4.10, Fγ,λk is λk

2 -averaged non-expansive owing to Proposition 3.1.2. Thus
owing to Lemma 3.1.5, we have

||zk − z?||2 ≤ ||Fγ,λk(zk−1)− Fγ,λk(z?)||2 + C||ek−1||

≤ ||Fγ,λk(zk−1)− Fγ,λk(z?)||2 − 2−λk−1

λk−1
||zk − zk−1||2 + C||ek−1||

≤ ||zk−1 − z?||2 − τk−1||uk − xk−1||2 + C||ek−1||,

where C < +∞ by boundedness of zk and ek. Let gk = (zk−1 − xk−1)/γk−1 and hk = (2xk−1 − zk−1 −
uk)/γk−1. By definition, we have (gk, hk) ∈ ∂J(xk−1)× ∂R(uk). Suppose that neitherMJ

x? norMR
x?
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have been identified at iteration k. That is xk−1 /∈ MJ
x? and uk /∈ MR

x? , and by assumption, gk ∈
rbd(∂J(x?)) and hk ∈ rbd(∂R(x?)), which implies that gk + hk = (uk − xk−1)/γk−1 ∈ rbd(∂J(x?)) +

rbd(∂R(x?)). Thus, the above inequality becomes

||zk − z?||2 ≤ ||zk−1 − z?||2 − γ2
k−1τk−1dist

(
0, rbd(∂J(x?)) + rbd(∂R(x?))

)2
+ C||ek−1||

≤ ||zk−1 − z?||2 − γ2
k−1τk−1dist

(
0, rbd(∂J(x?) + ∂R(x?))

)2
+ C||ek−1||

≤ ||z0 − z?||2 − kγ2τdist
(
0, rbd(∂J(x?) + ∂R(x?))

)2
+O

(∑
k∈Nλk|γk − γ|

)
,

and dist
(
0, rbd(∂J(x?) + ∂R(x?))

)
> 0 owing to condition (NDDR). Taking k as the largest integer

such that the bound in the right-hand side is positive, we then deduce that the number of iterations
where both MJ

x? and MR
x? have not been identified yet does not exceed the claimed bound (7.3.1).

Thus finite identification necessarily occurs at some k larger than this bound.

7.9.3 Proofs of Section 7.4

Proof of Proposition 7.4.6. SinceWR andWJ are both firmly non-expansive owing to Lemma 7.4.5,
it follows from [16, Example 4.7] that the composite matrices MR and MJ are firmly non-expansive.
As a result, MDR is firmly non-expansive Lemma 2.4.10, and equivalently that Mλ is λ

2 -averaged by
Proposition 3.1.2.

Under the assumptions of Theorem 7.3.1, the identification theorem of DR, there exists K ∈ N large
enough such that for all k ≥ K, (xk, uk) ∈ MJ

x? ×MR
x? . Denote T Jxk and T Jx? be the tangent spaces

corresponding to xk and x? ∈ MJ
x? , and similarly TRxk and TRx? the tangent spaces corresponding to

uk and x? ∈ MR
x? . Denote τJk : T Jxk → T Jx? (resp. τRk : TRuk → TRx?) the parallel translation along the

unique geodesic onMJ
x? (resp. MR

x?) joining xk to x? (resp. uk to x?).
From (7.1.3), for xk, we have{

xk = proxγkJ(zk),

x? = proxγJ(z?),
⇐⇒

{
zk − xk ∈ γk∂J(xk),

z? − x? ∈ γ∂J(x?).

Projecting on the corresponding tangent spaces, using Lemma 6.3.3, and applying the parallel trans-
lation operator τJk leads to

γkτ
J
k∇MJ

x?
J(xk) = τJk PTJxk

(zk − xk) = PTJ
x?

(zk − xk) +
(
τJk PTJxk

− PTJ
x?

)
(zk − xk),

γ∇MJ
x?
J(x?) = PTJ

x?
(z? − x?).

We then obtain

γkτ
J
k∇MJ

x?
J(xk)− γ∇MJ

x?
J(x?)

= γτJk∇MJ
x?
J(xk)− γ∇MJ

x?
J(x?) + (γk − γ)τJk∇MJ

x?
J(xk)

= PTJ
x?

(
(zk − z?)− (xk − x?)

)
+
(
τJk PTJxk

− PTJ
x?

)
(zk − xk − z? + x?)︸ ︷︷ ︸

Term 1

+
(
τJk PTJxk

− PTJ
x?

)
(z? − x?)︸ ︷︷ ︸

Term 2

.

(7.9.5)

For (γk − γ)τJk∇MJ
x?
J(xk), since the Riemannian gradient ∇MJ

x?
J(xk) is single-valued and bounded

on bounded sets, we have

||(γk − γ)τJk∇MJ
x?
J(xk)|| = O(|γk − γ|). (7.9.6)

Combining (7.9.1) and Lemma 2.6.2, we have for Term 1

(τJk PTJxk
− PTJ

x?
)(zk − xk − z? + x?) = o(||zk − z?||) + o(|γk − γ|). (7.9.7)

– 166 –



Chapter 7 7.9. Proofs of main theorems

As far as Term 2 is concerned, with (7.4.1), (7.9.1) and the Riemannian Taylor expansion Lemma
2.6.3, we have

γτJk∇MJ
x?
J(xk)− γ∇MJ

x?
J(x?)−

(
τJk PTJxk

− PTJ
x?

)
(z? − x?)

= τJk
(
γ∇MJ

x?
J(xk)− PTJxk

(z? − x?)
)
−
(
γ∇MJ

x?
J(x?)− PTJ

x?
(z? − x?)

)
= τJk∇MJ

x?
J(xk)−∇MJ

x?
J(x?) = PTJ

x?
∇2
MJ

x?
J(x?)PTJ

x?
(xk − x?) + o(||xk − x?||)

= PTJ
x?
∇2
MJ

x?
J(x?)PTJ

x?
(xk − x?) + o(||zk − z?||) + o(|γk − γ|).

(7.9.8)

Therefore, inserting (7.9.6), (7.9.7) and (7.9.8) into (7.9.5), we obtain

HJ(xk − x?) = PTJ
x?

(zk − z?)− PTJ
x?

(xk − x?) + o(||zk − z?||) +O(|γk − γ|)

=⇒ (Id +HJ)PTJ
x?

(xk − x?) = PTJ
x?

(zk − z?) + o(||zk − z?||) +O(|γk − γ|)

=⇒ PTJ
x?

(xk − x?) = WJPTJx?
(zk − z?) + o(||zk − z?||) +O(|γk − γ|)

=⇒ PTJ
x?

(xk − x?) = PTJ
x?
WJPTJx?

(zk − z?) + o(||zk − z?||) +O(|γk − γ|)

=⇒ xk − x? = MJ(zk − z?) + o(||zk − z?||) +O(|γk − γ|),

(7.9.9)

where we used the fact that xk − x? = PTJ
x?

(xk − x?) + o(||xk − x?||) Lemma 2.6.1.
Similarly for uk+1, we have{

uk+1 = proxγkR(2xk − zk),
x? = proxγR(2x? − z?),

⇐⇒

{
2xk − zk − uk+1 ∈ γ∂R(uk+1),

2x? − z? − x? ∈ γ∂R(x?).

Upon projecting onto the corresponding tangent spaces and applying the parallel translation τRk+1, we
get

γkτ
R
k+1∇MR

x?
R(uk+1) = τRk+1PTRuk+1

(2xk − zk − uk+1)

= PTR
x?

(2xk − zk − uk+1) +
(
τRk+1PTRuk+1

− PTR
x?

)
(2xk − zk − uk+1),

γ∇MR
x?
R(x?) = PTR

x?
(2x? − z? − x?).

Subtracting both equations, we obtain

γτRk+1∇MR
x?
R(uk+1)− γ∇MR

x?
R(x?)

= γτRk+1∇MR
x?
R(uk+1)− γ∇MR

x?
R(x?) + (γk − γ)τRk+1∇MR

x?
R(uk+1)

= PTR
x?

(
(2xk − zk − uk+1)− (2x? − z? − x?)

)
+
(
τRk+1PTRuk+1

− PTR
x?

)
(x? − z?)︸ ︷︷ ︸

Term 4

+
(
τRk+1PTRuk+1

− PTR
x?

)(
(2xk − zk − uk+1)− (2x? − z? − x?)

)
︸ ︷︷ ︸

Term 3

.

(7.9.10)

As for (7.9.6), we have

||(γk − γ)τRk+1∇MR
x?
R(uk+1)|| = O(|γk − γ|). (7.9.11)

With similar arguments to those used for Term 1, we have Term 3 = o(||zk − z?||) + o(|γk − γ|).
Moreover, similarly to (7.9.8), we have for Term 4,

γτRk+1∇MR
x?
R(uk+1)− γ∇MR

x?
R(x?)−

(
τRk+1PTRuk+1

− PTR
x?

)
(x? − z?)

= PTR
x?
∇2
MR

x?
R(x?)PTR

x?
(uk+1 − x?) + o(||zk − x?||) + o(|γk − γ|).

(7.9.12)
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Then for (7.9.10) we have,

HR(uk+1 − x?) = 2PTR
x?

(xk − x?)− PTR
x?

(zk − z?)− PTR
x?

(uk+1 − x?)

+ o(||zk − z?||) +O(|γk − γ|)
=⇒ (Id +HR)PTR

x?
(uk+1 − x?) = 2PTR

x?
(xk − x?)− PTR

x?
(zk − z?)

+ o(||zk − z?||) +O(|γk − γ|)
=⇒ PTR

x?
(uk+1 − x?) = 2MRMJ(zk − z?)−MR(zk − z?) + o(||zk − z?||) +O(|γk − γ|)

=⇒ uk+1 − x? = 2MRMJ(zk − z?)−MR(zk − z?) + o(||zk − z?||) +O(|γk − γ|),
(7.9.13)

where uk+1 − x? = PTR
x?

(uk+1 − x?) + o(||uk+1 − x?||) is applied again Lemma 2.6.1.
Summing up (7.9.9) and (7.9.13), we get

(zk + uk+1 − xk)− (z? + x? − x?)
= (zk − z?) + (uk+1 − x?)− (xk − x?)
= (Id + 2MRMJ −MR −MJ)(zk − z?) + o(||zk − z?||) +O(|γk − γ|)
= MDR(zk − z?) + o(||zk − z?||) +O(|γk − γ|).

Hence for the relaxed DR iteration, we have

zk+1 − z? = (1− λk)(zk − z?) + λk
(
(zk + uk+1 − xk)− (z? + x? − x?)

)
= (1− λk)(zk − z?) + λkMDR(zk − z?) + o(||zk − z?||) +O(λk|γk − γ|)
= Mλ(zk − z?)− (λk − λ)(Id−MDR)(zk − z?) + o(||zk − z?||) +O(λk|γk − γ|)

Since Id−MDR is also (firmly) non-expansive (Lemma 2.3.8) and λk → λ ∈]0, 2[, we thus get

lim
k→∞

||(λk − λ)(Id−M
DR

)(zk − z?)||
||zk − z?||

= lim
k→∞

|λk − λ|||(Id−MDR
)(zk − z?)||

||zk − z?||
≤ lim

k→∞
|λk − λ| = 0,

which means that
zk+1 − z? = Mλ(zk − z?) + o(||zk − z?||) +O(λk|γk − γ|),

and the claimed result is obtained.

Proof of Lemma 7.4.8.
(i) Since MDR is firmly non-expansive and Mλ is λ

2 -averaged by Proposition 7.4.6, we deduce from
[16, Proposition 5.15] that MDR and Mλ are convergent, and their limit is M∞λ = Pfix(Mλ) =

Pfix(M
DR

) = M∞
DR

[18, Corollary 2.7(ii)]. Moreover, Mk
λ −M∞DR

= (Mλ −M∞DR
)k, ∀k ∈ N, and

ρ(Mλ −M∞DR
) < 1 by [18, Theorem2.12]. It is also immediate to see that

fix(MDR) = ker
(
MR(Id−MJ) + (Id−MR)MJ

)
.

Observe that

span(MJ) ⊆ T Jx? and span(MR) ⊆ TRx? ,
ker(Id−MR) ⊆ TRx? and ker(MR) = SRx? ,

span
(
(Id−MR)MJ

)
⊆ span(Id−MR) and span

(
MR(Id−MJ)

)
⊆ TRx? ,

where we used the fact that WG and WJ are positive definite. Therefore, M∞λ = 0, if and only
if, fix(M∞

DR
) = {0}, and for this to hold true, it is sufficient that

span(MJ) ∩ ker(Id−MR) ⊆ T Jx? ∩ TRx? = {0},
span(Id−MJ) ∩ ker(MR) = span(Id−MJ) ∩ SRx? = {0},

span
(
(Id−MR)MJ

)
∩ span

(
MR(Id−MJ)

)
⊆ span(Id−MR) ∩ TRx? = {0}.
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(ii) The proof is classical using the spectral radius formula (2.5.1).

(iii) In this case, we have WR = WJ = Id. In turn, MR = PTR
x?

and MJ = PTJ
x?
, which yields

MDR = Id + 2PTR
x?
PTJ

x?
− PTR

x?
− PTJ

x?
= PTR

x?
PTJ

x?
+ PSR

x?
PSJ

x?
,

which is normal, and so is Mλ. From [17, Proposition 3.6(i)], we get that fix(M) = (T Jx? ∩ TRx?)⊕
(SJx? ∩ SRx?). Thus, combining normality, statement (i) and [18, Theorem2.16] we get that

||Mk+1−K
λ −M∞

DR
|| = ||Mλ −M∞DR

||k+1−K ,

and ||Mλ −M∞DR
|| is the optimal convergence rate of Mλ. Combining together [18, Proposition

3.3] and arguments similar to those of the proof of [17, Theorem3.10(ii)] (see also [18, Theo-
rem4.1(ii)]), we get indeed that

||Mλ −M∞DR
|| =

√
(1− λ)2 + λ(2− λ) cos2

(
θF (T Jx? , T

R
x?)
)
.

The special case is immediate. This concludes the proof.

Proof of Corollary 7.4.9. Define ψk
def
= o(||zk − z?||) and φk

def
= O(λk|γk − γ|).

(i) Let K ∈ N sufficiently large such that the locally linearized iteration (7.4.5) holds. Then we have
for k ≥ K

zk+1 − z? = Mλ(zk − z?) + ψk + φk

= Mλ

(
Mλ(zk−1 − z?) + ψk−1 + φk−1

)
+ ψk + φk

= Mk+1−K
λ (zK − z?) +

∑k

j=KM
k−j
λ (ψj + φj).

(7.9.14)

Since zk → z? from Theorem7.2.1 and Mλ is convergent to M∞
DR

by Lemma7.4.8(i), taking the
limit as k →∞, we have for all finite p ≥ K,

lim
k→∞

∑k

j=pM
k−j
λ (ψj + φj) = −M∞

DR
(zp − z?). (7.9.15)

Using (7.9.15) in (7.9.14), we get

zk+1 − z? = (Mλ −M∞DR
)(zk − z?) + ψk + φk − lim

l→∞

∑l

j=kM
l−j
λ (ψj + φj)

= (Mλ −M∞DR
)(zk − z?) + ψk + φk − lim

l→∞

∑l

j=k+1M
l−j
λ (ψj + φj)−M∞DR

(ψk + φk)

= (Mλ −M∞DR
)(zk − z?) + (Id−M∞

DR
)(ψj + φj) +M∞

DR
(zk+1 − z?).

It is also immediate to see from Lemma7.4.8(i) that ||Id−M∞
DR
|| ≤ 1 and

(Mλ −M∞DR
)(Id−M∞

DR
) = Mλ −M∞DR

.

Rearranging the terms gives the claimed equivalence.

(ii) Under polyhedrality and constant parameters, we have from Proposition 7.4.6 that both φk and
ψk vanish. In this case, (7.9.15) reads

zk − z? ∈ ker(M∞
DR

), ∀k ≥ K,

and therefore (7.4.5) obviously becomes (7.4.7).

Proof of Theorem7.4.10. Recall in the Proof of Corollary 7.4.9 that ψk
def
= o(||zk − z?||) and φk

def
=

O(λk|γk − γ|).
(i) Let K ∈ N sufficiently large such that (7.4.6) holds. We then have from Corollary 7.4.9(i)

(Id−M∞
DR

)(zk+1 − z?) = (Mλ −M∞DR
)k+1−K(Id−M∞

DR
)(zK − z?)

+
∑k

j=K(Mλ −M∞DR
)k−j

(
(Id−M∞

DR
)ψj + φj

)
.
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Since ρ(Mλ −M∞DR
) < 1 by Lemma7.4.8(i), from the spectral radius formula, we know that for

every ρ ∈]ρ(Mλ −M∞DR
), 1[, there is a constant C such that

||(Mλ −M∞DR
)j || ≤ Cρj

for all integers j. We thus get

||(Id−M∞
DR

)(zk+1 − z?)||

≤ Cρk+1−K ||zK − z?||+ C
∑k

j=K ρk−jφj + C
∑k

j=K ρk−j ||(Id−M∞
DR

)ψj ||

= Cρk+1−K(||zK − z?||+ ρK−1
∑k

j=K

φj
ρj
)

+ C
∑k

j=K ρk−j ||(Id−M∞
DR

)ψj ||,

(7.9.16)

By assumption, φj = C′ηj , for some constant C′ ≥ 0 and η < ρ, and we have

ρK−1
∑k

j=K

φj
ρj
≤ C′ρK−1

∑∞
j=K

(
η/ρ
)j

=
C′ηK
ρ− η < +∞.

Setting C′′ = C
(
||zK − z?||+ C′ηK

ρ− η

)
< +∞, we obtain

||(Id−M∞
DR

)(zk+1 − z?)|| ≤ C
′′
ρk+1−K + C

∑k

j=K ρk−j ||(Id−M∞
DR

)ψj ||.

This, together with the fact that ||(Id−M∞
DR

)ψj || = o(||(Id−M∞
DR

)(zj − z?)||) yields the claimed
result.

(ii) From Corollary 7.4.9(ii), we have

zk − z? = (Mλ −M∞DR
)k+1−K(zK − z?).

Moreover, by virtue of Lemma7.4.8(ii), Mλ is normal and converges linearly to

M∞
DR

= P(TJ
x?
∩TG

x?
)⊕(SJ

x?
∩SG

x?
)

at the optimal rate

ρ = ||Mλ −M∞DR
|| =

√
(1− λ)2 + λ(2− λ) cos2

(
θF (T Jx? , T

G
x?)
)
.

Combining all this then entails

||zk+1 − z?|| ≤ ||(Mλ −M∞DR
)k+1−K ||(zK − z?)

= ||Mλ −M∞DR
||k+1−K ||zK − z?||

= ρk+1−K ||zK − z?||,
and we conclude the proof.

Proof of Lemma 7.4.12. When η is real, i.e. ηIm = 0, then (7.4.10) can be simplified as

|ρ
η,λ
| =

 (η − 1)λ+ 1 : λ ∈
[
0, 1

1− η
]
,

(1− η)λ− 1 : λ ∈
[ 1

1− η ,+∞
]
.

Next we focus on the case λ ∈ [0, 1
1−η ] for which |ρ

η,λ
| is a decreasing function of λ. Let λ > 0, and

define the function f(η) = (η − 1)λ+ 1. Then given any eigenvalue η of MDR , we have η ∈ [η, η], and
moreover

f(η) ≤ f(η) ≤ f(η).

Therefore, we have ρ(Mλ −M∞DR
) = max{|f(η)|, |f(η)|}, and

max{|f(η)|, |f(η)|} =


monotone decreasing : λ ∈

[
0, 2

2− (η + η)

]
,

monotone increasing : λ ∈
[ 2

2− (η + η)
,+∞

]
.

Clearly, the minimum of ρ(Mλ −M∞DR
) is attained at λ = 2

2−(η+η) .
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7.9.4 Proofs of Section 7.6

Proof of Corollary 7.6.1. At convergence, owing to (7.6.4), we have

y? = z? − γLu? = z? − γx?, −L∗y? = L∗(z? − 2y? − γLu?).

Then from the update of uk+1, xk+1 in (7.6.2), we have the following monotone inclusions

L∗(zk − 2yk − γLuk+1) ∈ ∂R(uk+1) and zk − γxk ∈ ∂J(xk),

L∗(z? − 2y? − γLu?) ∈ ∂R(u?) and z? − γx? ∈ ∂J(x?),

Since L is bounded injective linear operator, it then follows that

dist
(
−L∗y?, ∂R(uk+1)

)
≤ ||L∗(zk − 2yk − γLuk+1)− L∗(z? − 2y? − γLu?)||
≤ ||L||||(zk − z?)− 2(yk − y?)− γL(uk+1 − u?)||
≤ ||L||

(
||zk − z?||+ 2||yk − y?||+ γ||L||||uk+1 − u?||

)
→ 0.

and

dist
(
y?, ∂J(xk)

)
≤ ||(zk − γxk)− (z? − γx?)|| ≤ ||zk − z?||+ γ||xk − x?|| → 0.

G ∈ Γ0(Rn) and JL ∈ Γ0(Rm), then by the sub-differentially continuous property of them we have
R(uk)→ R(u?) and J(xk)→ J(x?). Hence the conditions of Theorem 5.1.5 are fulfilled for R and J ,
and the finite identification claim follows.

The rest of the proof follows the proof of Theorem 7.3.1.

Proof of Corollary 7.6.2.
(i) Similarly to (7.4.3), we have W

J
is firmly non-expansive. Then for W

R
, since L is injective, so

is LR, then both LTRLR and (LTRLR)−1 are symmetric positive definite. Therefore, we have the
following similarity result for W

R
,

W
R

= LR

(
(LTRLR)−

1
2
(
Id + (LTRLR)−

1
2H

R
(LTRLR)−

1
2
)
(LTRLR)

1
2

)−1
(LTRLR)−1LR

= LR(LTRLR)−
1
2

(
Id + (LTRLR)−

1
2H

R
(LTRLR)−

1
2

)−1
(LTRLR)

1
2 (LTRLR)−1LR

= LR(LTRLR)−
1
2

(
Id + (LTRLR)−

1
2H

R
(LTRLR)−

1
2

)−1
(LTRLR)−

1
2LR.

(7.9.17)

Since (LTRLR)−
1
2H

R
(LTRLR)−

1
2 is symmetric positive definite, then the matrix

(Id + (LTRLR)−
1
2H

R
(LTRLR)−

1
2 )−1

is firmly non-expansive. It is easy to show that matrix ||LR(LTRLR)−
1
2 || ≤ 1, then owing to [16,

Corollary 4.6], W
R
is firmly non-expansive.

(ii) Under the assumptions of Corollary 7.6.1, the identification theorem of ADMM, there exists
K ∈ N large enough such that for all k ≥ K, (xk, uk) ∈MJ

x? ×MR
u? . Denote T Jxk and T Jx? be the

tangent spaces corresponding to xk and x? ∈MJ
x? , and similarly TRuk and TRu? the tangent spaces

corresponding to uk and u? ∈ MR
u? . Denote τJk : T Jxk → T Jx? (resp. τRk : TRuk → TRu?) the parallel

translation along the unique geodesic onMJ
x? (resp. MR

u?) joining xk to x? (resp. uk to x?).
For convenience, define γ′ = 1/γ. From (7.6.2), for xk, we have{

xk = proxγ′J(γ′zk),

x? = proxγ′J(γ′z?),
⇐⇒

{
γ′zk − xk ∈ γ′∂J(xk),

γ′z? − x? ∈ γ′∂J(x?).

Projecting on the corresponding tangent spaces, using Lemma 6.3.3, and applying the parallel
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translation operator τJk leads to

γ′τJk∇MJ
x?
J(xk) = τJk PTJxk

(γ′zk − xk)

= PTJ
x?

(γ′zk − xk) +
(
τJk PTJxk

− PTJ
x?

)
(γ′zk − xk),

γ′∇MJ
x?
J(x?) = PTJ

x?
(γ′z? − x?).

We then obtain

γ′τJk∇MJ
x?
J(xk)− γ′∇MJ

x?
J(x?)

= PTJ
x?

(
(γ′zk − γ′z?)− (xk − x?)

)
+
(
τJk PTJxk

− PTJ
x?

)
(γ′zk − xk − γ′z? + x?)︸ ︷︷ ︸
Term 1

+
(
τJk PTJxk

− PTJ
x?

)
(γ′z? − x?)︸ ︷︷ ︸

Term 2

.
(7.9.18)

Combining (7.9.1) and Lemma 2.6.2, we have for Term 1

(τJk PTJxk
− PTJ

x?
)(γ′zk − xk − γ′z? + x?) = o(γ′||zk − z?||). (7.9.19)

As far as Term 2 is concerned, with (7.6.5), (7.9.1) and the Riemannian Taylor expansion Lemma
2.6.3, and recall that γ′y? = γ′z? − x?, we have

γ′τJk∇MJ
x?
J(xk)− γ′∇MJ

x?
J(x?)−

(
τJk PTJxk

− PTJ
x?

)
(γ′z? − x?)

= τJk
(
γ′∇MJ

x?
J(xk)− PTJxk

(γ′z? − x?)
)
−
(
γ′∇MJ

x?
J(x?)− PTJ

x?
(γ′z? − x?)

)
= τJk∇MJ

x?
J(xk)−∇MJ

x?
J(x?) = PTJ

x?
∇2
MJ

x?
J(x?)PTJ

x?
(xk − x?) + o(||xk − x?||)

= PTJ
x?
∇2
MJ

x?
J(x?)PTJ

x?
(xk − x?) + o(γ′||zk − z?||).

(7.9.20)

Therefore, inserting (7.9.19) and (7.9.20) into (7.9.18), we obtain

H
J
(xk − x?) = γ′PTJ

x?
(zk − z?)− PTJ

x?
(xk − x?) + o(γ′||zk − z?||)

=⇒ (Id +H
J
)PTJ

x?
(xk − x?) = γ′PTJ

x?
(zk − z?) + o(γ′||zk − z?||)

=⇒ PTJ
x?

(xk − x?) = γ′W
J
PTJ

x?
(zk − z?) + o(γ′||zk − z?||)

=⇒ PTJ
x?

(xk − x?) = γ′PTJ
x?
W
J
PTJ

x?
(zk − z?) + o(γ′||zk − z?||)

=⇒ xk − x? = γ′M
J
(zk − z?) + o(γ′||zk − z?||),

(7.9.21)

where we used the fact that xk − x? = PTJ
x?

(xk − x?) + o(||xk − x?||) Lemma 2.6.1.
Similarly for uk+1, we have {

L∗(zk − 2yk − γLuk+1) ∈ ∂R(uk+1),

L∗(z? − 2y? − γLu?) ∈ ∂R(u?),

Upon projecting onto the corresponding tangent spaces and applying the parallel translation
τRk+1, we get

τRk+1∇MR
u?
R(uk+1) = τRk+1PTRuk+1

(
L∗(zk − 2yk − γLuk+1)

)
= PTR

u?

(
L∗(zk − 2yk − γLuk+1)

)
+
(
τRk+1PTRuk+1

− PTR
u?

)(
L∗(zk − 2yk − γLuk+1)

)
,

∇MR
u?
R(u?) = PTR

u?

(
L∗(z? − 2y? − γLu?)

)
.
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Subtracting both equations, we obtain

τRk+1∇MR
u?
R(uk+1)−∇MR

u?
R(u?)

= PTR
u?

(
L∗(zk − 2yk − γLuk+1)− L∗(z? − 2y? − γLu?)

)
+
(
τRk+1PTRuk+1

− PTR
u?

)(
L∗(zk − 2yk − γLuk+1)− L∗(z? − 2y? − γLu?)

)
︸ ︷︷ ︸

Term 3

+
(
τRk+1PTRuk+1

− PTR
u?

)(
L∗(z? − 2y? − γLu?)

)
︸ ︷︷ ︸

Term 4

.

(7.9.22)

Owing to (7.6.3), we have

||(yk + γLuk+1)− (y? + γLu?)|| = ||zk+1 − z?|| ≤ ||zk − z?||,
||(zk − yk)− (z? − y?)|| = γ||xk − x?|| ≤ γ||γ′(zk − z?)|| = ||zk − z?||.

Hence, with similar arguments to those used for Term 1, we have Term 3 = o(||zk − z?||).
Moreover, as z? − 2y? − γLu? = −y?, then similarly to (7.9.20), we have for Term 4,

τRk+1∇MR
u?
R(uk+1)−∇MR

u?
R(u?) +

(
τRk+1PTRuk+1

− PTR
u?

)
LT y?

= γPTR
u?
∇2
MR

u?
R(u?)PTR

u?
(uk+1 − u?) + o(||zk − z?||).

(7.9.23)

Then for (7.9.22) we have,

H
R

(uk+1 − u?) = γ′PTR
u?
L∗
(
(zk − 2yk − γLuk+1)− (z? − 2y? − γLu?)

)
+ o(γ′||zk − z?||)

= γ′LTR
(
(zk − 2yk − γLuk+1)− (z? − 2y? − γLu?)

)
+ o(γ′||zk − z?||)

= γ′LTR(zk − z?)− γ′LTR(2yk − 2y?)− LTRL
(
uk+1 − u?

)
+ o(γ′||zk − z?||)

= γ′LTR(zk − z?)− γ′LTR(2yk − 2y?)− LTRLR(uk+1 − u?) + o(γ′||zk − z?||),

which leads to, (recall that yk = zk − γxk)(
Id + (LTRLR)−1H

R

)
(uk+1 − u?)

= γ′(LTRLR)−1LTR(zk − z?)− γ′(LTRLR)−1LTR(2yk − 2y?) + o(γ′||zk − z?||)
= −γ′(LTRLR)−1LTR(zk − z?) + 2(LTRLR)−1LTR(xk − x?) + o(γ′||zk − z?||),

since V
R

= (Id + (LTRLR)−1H
R

)−1, then the above equation can be further reformulated as

γLR(uk+1 − u?)
= −LRVR(LTRLR)−1LTR(zk − z?) + 2γLRVR(LTRLR)−1LTR(xk − x?) + o(||zk − z?||)

= −W
R

(zk − z?) + 2γW
R

(xk − x?) + o(||zk − z?||),
(7.9.24)

Summing up (7.9.21) and (7.9.24), we get

zk+1 − z? = (zk − γxk + γLuk+1)− (z? − γx? + γLu?)

= (zk − z?)− γ(xk − x?) + γL(uk+1 − u?)
= (zk − z?)−MJ

(zk − z?) + o(||zk − z?||)

−W
R

(zk − z?) + 2γW
R

(xk − x?) + o(||zk − z?||)

= (zk − z?)−MJ
(zk − z?) + o(||zk − z?||)−WR

(zk − z?) + 2W
R
M
J
(zk − z?)

=
(
Id−M

J
−W

R
+ 2W

R
M
J

)
(zk − z?)−MJ

(zk − z?) + o(||zk − z?||)

= MADMM(zk − z?) + o(||zk − z?||).

(iii) The convergence rate of sequence {zk}k∈N following the proof of Theorem 7.4.10. In the following,
we simply derive the form of MADMM when both R and J are locally polyhedral around u? and
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x? respectively. For this case, H
R
and H

J
vanish and then W

R
,W

J
become

W
R

def
= LR(LTRLR)−1LTR and W

J

def
= PTJ

x?
x?,

where W
R
now is the projection operator opto the subspace TR,Lu? . As a result, we have

MADMM = P
TR,L
u?

PTJ
x?

+ (Id− P
TR,L
u?

)PSJ
x?
.

The optimal convergence result then follows Theorem 7.4.10.

(iv) When M∞
ADMM

= 0 for R, J are locally polyhedral around u?, x? respectively, we have

||zk+1 − z?|| ≤ O(ρk−K)

hold for any ρ ∈]ρ(MADMM), 1[.
We have from (7.6.2) that xk = proxJ/γ(zk/γ), then owing to the non-expansiveness of proxJ/γ
(Lemma 2.3.8), we have

||xk+1 − x?|| = ||proxJ/γ(zk+1/γ)− proxJ/γ(z?/γ)|| ≤ 1
γ
||zk+1 − z?||.

Then as yk+1 = proxγJ∗(zk+1) and γLuk+1 = zk+1 − yk, we have

||yk+1 − y?|| = ||proxγJ∗(zk+1)− proxγJ∗(z
?)|| ≤ ||zk+1 − z?||,

||γL(uk+1 − u?)|| = ||(zk+1 − yk)− (z? − y?)|| ≤ ||zk+1 − z?||+ ||yk − y?||,
(7.9.25)

which leads to the claimed result.
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Primal–Dual Splitting Methods
under Partial Smoothness

Main contributions of this chapter

I Finite activity identification (Theorem 8.2.1) and local linear convergence (Theorem
8.3.6) for the class of Primal–Dual splitting methods.
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In this chapter, we consider a versatile class of Primal-Dual splitting methods for minimizing composite
non-smooth optimization problems. Under the assumption that the non-smooth components of the
problem are partly smooth relative to smooth manifolds, we present a local convergence analysis
framework for Primal–Dual splitting methods. Similarly to the previous two chapters, we first show
that (i) the sequences generated by Primal–Dual splitting methods identify the smooth manifolds in
finite number of iterations. (ii) then enter a local linear convergence regime, which is characterized
in terms of the structure of the underlying active smooth manifolds, the involved functions and linear
operators. We also discuss connections between Primal–Dual splitting on the one hand, and the
FB and DR/ADMM on the other hand. Moreover, practical acceleration techniques for the class of
Primal–Dual splitting methods are discussed.

8.1 Introduction

8.1.1 Problem statement

Let us recall the optimization problem considered in Chapter 6, and add an infimal convolution to
(Popt), and consider the following problem, given in its primal form,

min
x∈Rn

R(x) + F (x) + (J ∨+ G)(Lx), (PPrimal)

where
(P.1) R,F ∈ Γ0(Rn), and ∇F is (1/βF )-Lipschitz continuous for some βF > 0.

(P.2) J,G ∈ Γ0(Rm), G is differentiable and βG-strongly convex for βG > 0, and (J ∨+ G) is the
infimal convolution of J and G (see Definition 2.1.5).

(P.3) L : Rn → Rm is a linear mapping.
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The main difficulties of solving such problem are that the objective function is non-smooth, and the
presence of a linear operator and an infimal convolution. To decouple the composition and make the
problem easier to solve, it is natural to consider the saddle-point problem associated to (PPrimal),

min
x∈Rn

max
v∈Rm

R(x) + F (x) + 〈Lx, v〉 −
(
J∗(v) +G∗(v)

)
, (PSP)

where J∗, G∗ are the Legendre-Fenchel conjugates of J and G respectively. If we fully dualize (PPrimal),
then we obtain its Fenchel-Rockafellar dual form (Definition 2.1.18 and Theorem 2.1.19),

min
v∈Rm

R∗(v) +G∗(v) + (J∗ ∨+ F ∗)(−L∗v). (PDual)

Denote by X and V the sets of solutions of problem (PPrimal) and (PDual) respectively, and assume
that

(P.4) The set of minimizers of (PPrimal) and (PDual), i.e. X and V, are both non-empty.
More complex formulations of (PPrimal) (e.g. multiple infimal convolutions) will be discussed in Sec-
tion 8.6.

The connection between the optimization problem (PPrimal) and the monotone inclusion problem
(2.4.12) introduced in Section 2.4 can be obtained through the optimality condition of (PPrimal). Let
(x?, v?) ∈ X ×V be a saddle-point of (PSP), then the corresponding first-order optimality condition is,

0 ∈

∂R 0

0 ∂J∗

x?
v?

+

∇F L∗

−L ∇G∗

x?
v?

 , (8.1.1)

which turns out to be a special case of (2.4.13).

8.1.2 The class of Primal–Dual splitting methods

An efficient class of methods for solving (PPrimal) is the Primal–Dual splitting methods, including
[7, 51, 92, 173, 66, 54, 62] to name a few. The very first Arrow–Hurwicz Primal–Dual splitting method
dates back to the late 1950s [7], where Arrow et al. study (PPrimal) with F = 0, G = 0. This method
is generalized by Chambolle and Pock in [51], where they propose the following iterative scheme

xk+1 = proxγ
R
R(xk − γRL

∗vk),

x̄k+1 = xk+1 + θ(xk+1 − xk),
vk+1 = proxγ

J
J∗(vk + γJLx̄k+1).

(8.1.2)

Iteration (8.1.2) recovers the algorithm in [7] when θ = 0, the choice of θ is later further generalized
to [−1, 1] in [92] by casting (8.1.2) as a PPA [151] in an appropriate metric.

Recently, several Primal–Dual splitting methods were proposed to solve (PPrimal) for the scenarios
where F and/or G are not 0. In [66], the authors consider the problem with only G = 0, and build the
connections between Primal–Dual splitting and Forward–Backward splitting [119]. Such a relation is
further investigated in [62], where the authors propose a variable metric Forward–Backward splitting
method, and design several Primal–Dual splitting methods for different monotone inclusion problems,
see also [173] for another example. All these works are later formalized in [58], where the Forward–
Backward structure of Primal–Dual splitting methods is proposed. Such a framework also covers [51]
since PPA is a special case of Forward–Backward splitting.

All these Primal–Dual splitting methods without relaxation are summarized in Algorithm15.
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Algorithm 15: A Primal–Dual splitting method
Initial: Choose γR , γJ > 0 and θ ∈ [−1,+∞[. For k = 0, x0 ∈ Rn, y0 ∈ Rm;
repeat 

xk+1 = proxγ
R
R(xk − γR∇F (xk)− γRL

∗vk),

x̄k+1 = xk+1 + θ(xk+1 − xk),
vk+1 = proxγ

J
J∗(vk − γJ∇G

∗(vk) + γJLx̄k+1),

(8.1.3)

k = k + 1;
until convergence;

Remark 8.1.1.
(i) It worth mentioning that Algorithm 15 is somehow new to the literature since here the choice

of θ is [−1,+∞[ which is larger than the condition θ ∈ [−1, 1] imposed in [92]. It recovers the
Primal–Dual splitting methods proposed in [173, 62] when θ = 1, and the one in [66] when
moreover G = 0. When F = 0, G = 0, then it reduces to the Primal–Dual splitting methods in
[7, 51, 92].

(ii) It can be also observed that that Algorithm 15 also covers the Forward–Backward splitting
[119], Douglas–Rachford splitting [76] and preconditioned alternating direction method of mul-
tipliers (preconditioned ADMM) [79] as special cases. Therefore, in Section 8.5, we will build
connections with the result presented in Chapter 6 and 7 for FB-type methods and Douglas–
Rachford/ADMM.

8.1.3 Global convergence

We have seen in Section 2.4.3.3 the Forward–Backward structure of Algorithm 15, and the condition
needed for the convergence.

Define the product space K = Rn × Rm, and the following variable and operators

zk
def
=

xk
vk

 , A
def
=

∂R L∗

−L ∂J∗

 , B def
=

∇F 0

0 ∇G∗

 , V def
=

Idn/γR −L∗

−L Idm/γJ

 , (8.1.4)

where Idn, Idm denote the identity operators on Rn,Rm respectively. Owing to the result of Section
2.4.3.3, Algorithm 15 can be written as the following Forward–Backward splitting under metric V,

zk+1 = (V +A)−1(V−B)zk = (Id + V−1A)−1(Id−V−1B)zk. (8.1.5)

Proposition 8.1.2 (Convergence of Algorithm 15). For Algorithm 15, suppose that (P.1)-(P.4)
hold. Let θ = 1 and choose γR , γJ such that

2 min{βF , βG} min
{

1
γJ
, 1
γR

}(
1−

√
γJγR ||L||

2) > 1, (8.1.6)

then there exists a saddle point (x?, v?) ∈ X × V such that (xk, vk)→ (x?, v?).

Proof. See [173, 62].

Remark 8.1.3.
(i) It is obvious from (8.1.6) that γJγR ||L||

2 < 1, which is also the condition imposed in [51, 66]. The
values of γJ , γR can be varying along the iteration, which results in a variable metric Forward–
Backward splitting (4.1.6). The convergence is guaranteed if the variable metric satisfies assump-
tion (i) of Theorem 4.2.5 (see also [62]). However, for the sake of brevity, we do not pursue this
discussion further in this chapter.
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(ii) Proposition 8.1.2 addresses the convergence of Algorithm 15 only for the case θ = 1. For the
choices θ ∈ [−1, 1[∪]1,+∞[, so far the corresponding convergence of the iteration cannot be
obtained directly, and a correction step as proposed in [92] is needed so that the iteration is a
contraction. Meanwhile, such a correction step will lead to a new iterative scheme, not simply
(8.1.3) itself, see [92] for more details. Since the main focus of this chapter is to study the local
convergence property, we shall skip the discussion of the global convergence of Algorithm 15 and
mainly focus on the case θ = 1. Nevertheless, as we will see later, locally θ > 1 gives faster
convergence rate than θ ∈ [−1, 1] does, which points out a future research direction to design
new Primal–Dual splitting methods.

(iii) We could also handle the multi-step inertial version just as well as considered in Section 4.3.3,
the extension of the MUSTARD algorithm 7 to (8.1.3) with θ = 1.

8.2 Finite activity identification

In this section, we present the local convergence analysis of the Primal–Dual splitting methods. Fol-
lowing the steps of the previous two chapters, we first present the finite activity identification of the
sequences, then show that the fixed-point iteration of Primal–Dual splitting methods locally can be
linearized along the identified smooth manifolds, and finally characterize the local linear regime.

Theorem 8.2.1 (Finite activity identification). For Algorithm 15, let (P.1)-(P.4) and con-
dition (8.1.6) hold such that (xk, vk) → (x?, v?). Assume moreover that R ∈ PSFx?(MR

x?) and
J∗ ∈ PSFv?(MJ∗

v? ), and the non-degeneracy condition

−L∗v? −∇F (x?) ∈ ri
(
∂R(x?)

)
,

Lx? −∇G∗(v?) ∈ ri
(
∂J∗(v?)

)
,

(NDPD)

holds. Then,
(i) there ∃K > 0 such that for all k ≥ K,

(xk, vk) ∈MR
x? ×MJ∗

v? .

(ii) Moreover,
(a) ifMR

x? = x? + TRx?, then ∀k ≥ K there holds TRxk = TRx?, and x̄k ∈MR
x? for k > K.

(b) IfMJ∗
v? = v? + T J

∗
v? , then ∀k ≥ K, T J∗vk = T J

∗
v? .

(c) R is locally polyhedral around x?, then ∀k ≥ K, xk ∈ MR
x? = x? + TRx?, TRxk = TRx?,

∇MR
x?
R(xk) = ∇MR

x?
R(x?), and ∇2

MR
x?
R(xk) = 0.

(d) J∗ is locally polyhedral around v?, then ∀k ≥ K, vk ∈ MJ∗
v? = v? + T J

∗
v? , T J

∗
vk

= T J
∗

v? ,
∇MJ∗

v?
J∗(vk) = ∇MJ∗

v?
J∗(x?), and ∇2

MJ∗
v?
J∗(vk) = 0.

See Section 8.8 for the proof.

Remark 8.2.2.
(i) In general, we have no identification guarantees for xk and vk if the proximity operators are

computed with errors, even if the latter are summable, in which case one can still prove global
convergence.

(ii) Theorem 8.2.1 only states the existence of K after which the identification of the sequences
happen, and no bounds are available. In Chapters 6 and 7, lower bounds of K for the Forward–
Backward and Douglas–Rachford splitting methods are provided, and similar lower bounds can
be obtained here for the Primal–Dual splitting methods. Since lower bound is not that useful in
practice, we choose to skip the detailed discussion in this chapter.
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8.3 Local linear convergence

Relying on the identification result, now we are able to show that the fixed-point iteration (8.1.3) can
be linearized along the manifold MR

x? ×MJ∗
v? , then the convergence rate of the iteration essentially

boils down the spectral properties of the matrix obtained in the linearized fixed-point iteration.

8.3.1 Locally linearized iteration

Given a saddle point (x?, v?) ∈ X × V, define the following two functions

R(x)
def
= R(x) + 〈x, L∗v? +∇F (x?)〉, J∗(y)

def
= J∗(v)− 〈v, Lx? −∇G∗(v?)〉, (8.3.1)

we have the following lemma.

Lemma 8.3.1. Let (x?, v?) be a saddle point of (PSP) such that R ∈ PSFx?(MR
x?), J

∗ ∈ PSFx?(MJ∗
v? ).

For the Riemannian Hessian of R and J∗,

HR
def
= γRPTR

x?
∇2
MR

x?
R(x?)PTR

x?
and HJ∗

def
= γJPTJ∗

v?
∇2
MJ∗

v?
J∗(v?)PTJ∗

v?
. (8.3.2)

They are symmetric positive semi-definite under either of the following circumstances:
(i) (NDPD) holds.

(ii) MR
x? andMJ∗

v? are affine subspaces.
Define,

WR
def
= (Idn +HR)−1 and WJ∗

def
= (Idm +HJ∗)

−1, (8.3.3)

then both WR and WJ∗ are firmly non-expansive.

Proof. See Lemma 7.4.5.

Throughout the rest of the chapter, we assume that F and G∗ are actually locally C2 around (x?, v?).
Define the restricted Hessian of F and G∗ respectively,

HF
def
= PTR

x?
∇2F (x?)PTR

x?
and HG∗

def
= PTJ∗

v?
∇2G∗(v?)PTJ∗

v?
. (8.3.4)

Denote HF
def
= Idn − γRHF , HG∗

def
= Idm − γJHG∗ and L

def
= PTJ∗

v?
LPTR

x?
,

MPD

def
=

 WRHF −γRWRL
∗

γJ (1 + θ)WJ∗LWRHF − θγJWJ∗L WJ∗HG∗ − γJγR(1 + θ)WJ∗LWRL
∗

 . (8.3.5)

Proposition 8.3.2 (Local linearized iteration). Suppose that the Algorithm 15 is run with the
conditions in Theorem 8.2.1 hold. Then for all k large enough, the fixed-point iteration (8.1.3) can be
written as

zk+1 − z? = MPD(zk − z?) + o(||zk − z?||). (8.3.6)

See Section 8.8 from page 192 for the proof.

Remark 8.3.3.
(i) For the case of varying γJ , γR , according to the result of [115], (8.3.6) remains hold if they are

converging to some constants such that condition (8.1.6) still stands.

(ii) For the fixed-point operator in (8.3.5), let HG∗ = Idm, then it recovers the linearized iteration of
the Primal–Dual splitting method proposed in [66]. If we further let HF = Idn, then it recovers
the linearized version of the method in [51].
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Now we study the spectral properties of MPD . Let p def
= dim(TRx?), q

def
= dim(T J

∗
v? ) be the dimensions

of TRx? and T J∗v? respectively, define SRx? = (TRx?)
⊥ and SJ∗v? = (T J

∗
v? )⊥. Assume that q ≥ p (alternative

situations are discussed in Remark 8.3.5). Let L = XΣLY
∗ the singular value decomposition of L,

denote the rank of L as l def
= rank(L). Clearly, we have l ≤ p.

Lemma 8.3.4. For the matrix operator MPD of (8.3.5).
(i) If θ = 1, then MPD is convergent with the convergent matrix as

M∞
PD

def
= lim

k→∞
Mk

PD
. (8.3.7)

(ii) If F = 0, G = 0, and R, J∗ are locally polyhedral around (x?, v?). Then given any θ ∈]0, 1], MPD

is convergent with

M∞
PD

=

Y
X




0l

Idn−l

0l

Idm−l


Y ∗

X∗

 . (8.3.8)

Moreover, all the eigenvalues of MPD −M∞PD
are complex and the spectral radius is

ρ(MPD −M
∞
PD

) =
√

1− θγRγJσ2
min < 1, (8.3.9)

where σmin is the smallest non-zero singular value of L.
If q = p and l = p, then

M∞
PD

=

PSRx?
PSJ∗

v?

 , (8.3.10)

which is a projection operator onto the normal spaces SRx? × SJ
∗

v? .

See Section 8.8 from page 194 for the proof.

Remark 8.3.5. Let us briefly discuss other possible cases of (8.3.8) when F = 0, G = 0 and R, J∗ are
locally polyhedral around (x?, v?).
(i) When L = Id, then L = PTJ∗

v?
PTR

x?
and σmin stands for the cosine of the biggest principal angle

(yet smaller than π/2) between TRx? and T J∗v? .

(ii) The spectral radius formula (8.3.9) means that for the case θ = 0, i.e. the Arrow–Hurwicz scheme
[7]. When R, J∗ are locally polyhedral, let ΣL = (σj){j=1,...,l} be the singular values of L, then
the eigenvalues of MPD −M∞PD

are

ρj =

(
2− γ

R
γ
J
σ2
j

)
±
√
γ
R
γ
J
σ2
j (γ

R
γ
J
σ2
j − 4)

2
, j ∈ {1, ..., l}, (8.3.11)

which apparently is complex (γRγJσ
2
j ≤ γRγJ ||L||

2 < 1). Moreover,

|ρj | = 1
2

√(
2− γRγJσ2

j

)2 − γRγJσ2
j (γRγJσ

2
j − 4) = 1.

This implies that MPD has multiple eigenvalues with absolute values all equal to 1, then owing
to the result of [18], we have MPD is not convergent.
Furthermore, for θ ∈ [−1, 0[, we have 1− θγRγJσ2

min > 1 meaning that MPD is not convergent,
this implies that the correction step proposed in [92] is necessary for θ ∈ [−1, 0]. Discussion on
θ > 1 is left to Section 8.4.
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(iii) If l def
= rank(L) ≤ dim(TRx?), then

M∞
PD

=

PSRx?
PSJ∗

v?

+

Y
X




0l

Idp−l

0n−p+l

Idq−l

0m−q


Y ∗

X∗

 .

8.3.2 Local linear convergence

Finally, we are able to present the local linear convergence of Primal–Dual splitting methods.

Theorem 8.3.6 (Local linear convergence). For Algorithm 15, suppose it is run under the condi-
tions of Theorem 8.2.1. Then
(i) given any ρ ∈]ρ(MPD −M∞PD

), 1[, there exist a K large enough such that for all k ≥ K,

||(Id−M∞
PD

)(zk − z?)|| = O(ρk−K). (8.3.12)

(ii) If moreover, R, J∗ are locally polyhedral around (x?, v?), there exist a K large enough such that
for all k ≥ K, we have directly

||zk − z?|| = O(ρk−K), (8.3.13)

for ρ ∈ [ρ(MPD −M∞PD
), 1[.

Proof. Direct result of Corollary 7.4.9 and Theorem 7.4.10.

Remark 8.3.7.
(i) The obtained result can be extended to the case of varying parameters, i.e. the value of (γJ , γR)

change along the iteration which results in (γ
J ,k, γR,k). Then based on the result of [62] for global

convergence and Chapter 6 and 7 for the local linear convergence, (γ
J ,k, γR,k) must converge to

some constants, for instance (γ
J ,k, γR,k)→ (γJ , γR).

Moreover, the local linear convergence depends on how fast they converge, meaning that if
(γ

J ,k, γR,k) converge sub-linearly to (γJ , γR), then the local convergence rate will eventually be-
come sub-linear.

(ii) When F = 0, G = 0 and both R and J∗ are locally polyhedral around the saddle point, then the
convergence rate of the Primal–Dual splitting method is controlled by θ and γJγR as shown in
(8.3.9); see the upcoming section for a detailed discussion.

For general situations (i.e. F,G are nontrivial and R, J∗ are general partly smooth functions),
the factors that contribute to the local convergence rate are much more complicated, these include
the Riemannian Hessians of the involved functions and the curvatures of the underlying active
manifolds.

(iii) For the relation between partial smoothness and metric sub-regularity, the result for Primal–Dual
splitting is very similar to those of Forward–Backward (Section 6.4.4) and Douglas–Rachford
(Section 7.4.4). Therefore, we choose not to pursue the discussion in this chapter.

8.4 Discussions

In this part, we present several discussions on the local linear convergence result, including the accel-
eration, what will happen when θ ≥ 1 and the oscillation of the Primal–Dual splitting method.

– 182 –



Chapter 8 8.4. Discussions

For this discussion, to make the result more immediate, we focus on the case where F = 0, G = 0,
i.e. the Primal–Dual splitting method (8.1.2) in [51], and moreover R, J∗ are locally polyhedral around
the saddle-point. Under such setting, letting θ ∈ [0, 1], the matrix defined in (8.3.5) becomes

MPD

def
=

 Idn −γRL∗

γJL Idm − (1 + θ)γJγRLL
∗

 . (8.4.1)

8.4.1 Choice of θ

Owing to Lemma 2.5.6, the matrix MPD in (8.4.1) is convergent for θ ∈]0, 1], see Eq. (8.3.8), with the
spectral radius

ρ(MPD −M
∞
PD

) =
√

1− θγRγJσ2
min < 1, (8.4.2)

with σmin being the smallest non-zero singular value of L. In general, given a saddle point (x?, v?),
σmin is fixed, hence the spectral radius ρ(MPD −M∞PD

) is simply controlled by θ and the product γJγR .
To have a faster rate, it is obvious that we need to make θγJγR as big as possible. Recall in the global
convergence of Primal–Dual splitting method or the result from [51], that

γJγR ||L||
2 < 1.

Denote σmax the biggest singular value of L. It is then straightforward that γJγRσ
2
max ≤ γJγR ||L||

2 < 1

and moreover
ρ(MPD −M

∞
PD

) =
√

1− θγRγJσ2
min

>
√

1− θ(σmin/||L||)2 ≥
√

1− θ(σmin/σmax)2.
(8.4.3)

If we define cnd
def
= σmax/σmin the condition number of L, then we have

ρ(MPD −M
∞
PD

) >
√

1− θ(1/cnd)2.

To this end, it is clear that θ = 1 gives the best convergence rate. Next let us look at what happens
if θ > 1 (assuming that the corresponding iteration converges globally). The spectral radius formula
(8.4.2) implies that bigger value of θ yields smaller ρ(MPD−M∞PD

). Therefore, locally we should choose
θ as big as possible. Next we investigate the upper bound of θ if there is one.

Following Remark 8.3.5, let ΣL = (σj){j=1,...,l} be the singular values of L, let ρj be the eigenvalue
of MPD −M∞PD

, we have known that ρj is complex and

ρj =

(
2− (1 + θ)γ

R
γ
J
σ2
j

)
±
√

(1 + θ)2γ2
R
γ2
J
σ4
j − 4γ

R
γ
J
σ2
j

2
, |ρj | =

√
1− θγRγJσ2

j .

Now let θ > 1, then in order to let |ρj | make sense for all j ∈ {1, ..., l}, there must holds

1− θγRγJσ
2
max ≥ 0⇐⇒ θ ≤ 1

γ
R
γ
J
σ2
max

,

which means that θ indeed is upper bounded.
Unfortunately, since L = PTR

x?
LPTJ∗

v?
, the upper bound can be only obtained if we had the saddle

point. However, we can use back-tracking or the Armijo-Goldstein-rule to find the proper θ. See
Section 8.7.1 for an illustration of online searching of θ. It should be noted that such updating rule
can also be applied to γJ , γR since we have ||L|| ≤ ||L||, hence locally bigger values of them should be
applicable.

8.4.2 Oscillations

We have seen in Chapter 6 the local oscillation of FB-type methods, when the inertia momentum are
too high. When solving certain type of problems (i.e. F = 0, G = 0 and R, J∗ are locally polyhedral

– 183 –



Chapter 8 8.5. Relations with FB and DR/ADMM

around the saddle point (x?, v?)), the Primal–Dual splitting method oscillates too. As revealed in the
proof of Lemma 2.5.6, all the eigenvalues ofMPD−M∞PD

in (8.4.1) are complex. This means that locally
the sequences generated by (8.1.2) will oscillate.

For σmin, the smallest non-zero singular of L, one of its corresponding eigenvalues of MPD reads

ρσmin
=

(2− (1 + θ)γ
J
γ
R
σ2
min) +

√
(1 + θ)2γ2

R
γ2
J
σ4
min − 4γ

J
γ
R
σ2
min

2
,

and (1 + θ)2γ2
R
γ2
J
σ4

min − 4γJγRσ
2
min < 0. Denote ω the argument of ρσmin

, then

cos(ω) =
2− (1 + θ)γ

J
γ
R
σ2
min√

1− θγ
J
γ
R
σ2
min

. (8.4.4)

The oscillation period of the sequence ||zk − z?|| is then exactly π
ω . See Figure 8.6 for an illustration.

Remark 8.4.1.
(i) Complex eigenvalues is only a sufficient condition for local oscillation behaviour. When the

involved functions are all polyhedral, the eigenvalues of the local linearized operator of DR are
also complex, however, the iterates of DR do not oscillate.

(ii) The mechanisms of oscillation between Primal–Dual splitting and the FB-type methods are quite
different. The oscillation of FISTA is caused by the inertial momentum being too large, while
the oscillation of Primal–Dual splitting is due to the polyhedrality of the functions. Furthermore,
if F 6= 0 and/or G 6= 0, then the Primal–Dual splitting method does not oscillate.

8.5 Relations with FB and DR/ADMM

In this part, we discuss several special cases of the obtained result, and the relations with the previous
chapters.

8.5.1 Forward–Backward splitting

For problem (PPrimal), when J = 0, G = 0, Algorithm 15 reduces to, denote γ = γR ,

xk+1 = proxγR(xk − γ∇F (xk)), γ ∈]0, 2β[, (8.5.1)

which is the non-relaxed FB iteration [119] with constant step-size.
Let x? ∈ Argmin(R + F ) be a global minimizer such that {xk}k∈N of (8.5.1) converges to x?

and conditions of Theorem 6.2.1 are satisfied. Then under the notions of Section 8.3, define MFB =

WR(Idn − γHF ), we have for all k large enough

xk+1 − x? = MFB(xk − x?) + o(||xk − x?||).

From Theorem 8.3.6, we obtain the following result for the FB algorithm.

Corollary 8.5.1. For problem (PFB), suppose that (F.1)-(F.3) hold, and the FB iteration (8.5.1)
creates a sequence xk → x? ∈ Argmin(Φ) such that R ∈ PSFx?(Mx?), F is C2 near x?, and condition
(NDFB) holds. Then
(i) given any ρ ∈]ρ(MFB −M∞FB

), 1[, there exist a K large enough such that for all k ≥ K,

||(Id−M∞
FB

)(xk − x?)|| = O(ρk−K). (8.5.2)

(ii) If moreover, R are locally polyhedral around x?, there exist a K large enough such that for all
k ≥ K, we have directly

||xk − x?|| = O(ρk−K), (8.5.3)

for ρ ∈ [ρ(MFB −M∞FB
), 1[.
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Proof. Owing to Lemma 2.4.7, MFB is 2β
4β−γ -averaged non-expansive, hence convergent. The conver-

gence rates in (8.5.2) and (8.5.3) are straightforward from Theorem 8.3.6.

In view of this result, one my wonder if it was useful to develop the results of Chapter 6 since
they seem to be covered to some extent by the current chapter. The answer is affirmative for several
reasons. First, though Corollary 8.5.1 relaxes the restricted injectivity condition (RI), it establishes
linear convergence of ||(Id −M∞

FB
)(xk − x?)|| rather than ||xk − x?||. Second, the rate estimate is not

explicit unlike Theorem6.3.6. In Chapter 6, we considered a much larger class than the sole FB, which
is not the case in this chapter. Finally, in that chapter, we developed a similar analysis for the non-
convex case which cannot be afforded through the primal-dual setting of this chapter where convexity
is crucial.

8.5.2 Douglas–Rachford/ADMM

Let F = 0, G = 0 and L = Id, the problem (PPrimal) then reads

min
x∈Rn

R(x) + J(x).

For the Primal–Dual splitting scheme (8.1.2), let θ = 1 and change the update order, then we obtain
the following iteration 

vk+1 = proxγ
J
J∗(vk + γJ x̄k)

xk+1 = proxγ
R
R(xk − γRvk+1)

x̄k+1 = 2xk+1 − xk.

(8.5.4)

Apply the Moreau’s identity to proxγ
J
J∗ , let γJ = 1/γR and define zk+1 = xk − γRvk+1, iteration

(8.5.4) becomes 
uk+1 = proxγ

R
J(2xk − zk)

zk+1 = zk + uk+1 − xk
xk+1 = proxγ

R
R(zk+1),

(8.5.5)

which is the non-relaxed Douglas–Rachford splitting, and we have uk, xk → x? = proxγ
J
J(w?) where

w? is a fixed point of the iteration. See also the discussions in [51, Section 4.2].
Specializing the derivation of (8.3.5) to (8.5.4) and (8.5.5), we obtain the following two linearized

fixed-point operator of (8.5.4) and (8.5.5) respectively

M1 =

 Idn −γRPTR
x?
PTJ∗

v?

γJPTJ∗
v?

PTR
x?

Idn − 2γJγRPTJ∗
v?

PTR
x?
PTJ∗

v?

 ,
M2 =

 Idn −γRPTR
x?
PTJ∗

v?

1
γR

PTJ∗
v?

PTR
x?

Idn − 2PTJ∗
v?

PTR
x?
PTJ∗

v?

 .
Owing to (ii) of Lemma 8.3.4, M1,M2 are convergent. Let θ be the largest principal angle (yet smaller
than π/2) between TRx? and T J∗v? , then we have the spectral radius of M1 −M∞1 reads ((i) of Remark
8.3.5),

ρ(M1 −M∞1 ) =
√

1− γJγR cos2(θ)

≥
√

1− cos2(θ) = sin(θ) = cos(π/2− θ).
(8.5.6)

Suppose that the set of saddle-point is a singleton, i.e. (x?, v?) is unique, and moreover that R and J
are polyhedral. Thus we have that if J∗ is locally polyhedral near v? along v? + T J

∗
v? , then J is locally

polyhedral near x? around x?+T Jx? , and moreover there holds T Jx? = (T J
∗

v? )⊥. As a result, the principal
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angles between TRx? , T J
∗

v? and the ones between TRx? , T Jx? are complementary, which means that π/2− θ
is the Friedrichs angle between tangent spaces TRx? , T Jx? . Thus, following (8.5.6), we have

ρ(M1 −M∞1 ) =
√

1− γJγR cos2(θ) ≥ cos(π/2− θ) = ρ(M2 −M∞2 ). (8.5.7)

This means that locally, the convergence rate of Primal-Dual splitting (8.5.4) is slower than that of
DR in (8.5.5).

We emphasise the fact that such connection can be drawn only for the polyehdral case, which justifies
the different analysis carried in Chapter 7. In addition, in that chapter, we were able to characterize
situations where finite convergence provably occurs (Theorem 7.5.1), while this is not (yet) the case
for Primal–Dual splitting even for R and J∗ being locally polyhedral around (x?, v?) and F = G = 0

but L is non-trivial.

8.6 Sum of more than 2 infimal convolutions

In this section, we consider problem (PPrimal) with more than one infimal convolution. Le m ≥ 1 be a
positive integer. Consider the problem of minimizing

min
x∈Rn

R(x) + F (x) +
∑m

i=1(Ji ∨+ Gi )(Lix), (Pm
Primal)

where (P.1) holds for R and F , and for every i = 1, ...,m ,
(P’.2) Ji , Gi ∈ Γ0(Rmi ), with Gi being differentiable and βG,i -strongly convex for βG,i > 0.

(P’.3) Li : Rn → Rmi is a non-zero linear operator.
The dual problem of (Pm

Primal) reads,

min
v1∈Rm1 ,...,vm∈Rmm

(J∗ ∨+ F ∗)
(
−
∑m

i=1 L
T
i vi

)
+
∑m

i=1

(
J∗i (vi ) +G∗i (vi )

)
. (Pm

Dual)

Denote by X and V = V1×· · ·×Vm the sets of solutions of problem (Pm
Primal) and (Pm

Dual) respectively,
and assume
(P’.4) The set of minimizers of (Pm

Primal) and (Pm
Dual), i.e. X and V , are both non-empty.

By combining the primal and dual problems, the saddle-point problem reads

min
x∈Rn

max
v1∈Rm1 ,...,vm∈Rmm

R(x) + F (x) +
∑m

i=1

(
〈Lix, vi 〉 −

(
J∗i (vi ) +G∗i (vi )

))
. (Pm

SP)

Problem (Pm
Primal) is considered in [62], and a Primal–Dual splitting algorithm is proposed there

which is the extension of Algorithm 15, see below Algorithm 16 for details. A similar problem is
consider in [173], where the author considers the weighted sums of the infimal convolutions. The main
difference between [173] and [62] is that when casting the corresponding algorithm into the Forward–
Backward splitting form, they have different metrics.

Product space The following result is taken from [62]. Define the product space K = Rn × Rm1 ×
· · · × Rmm , and let Id be the identity operator on K. Define the following operators

A
def
=


∂R L∗1 · · · L∗m

−L1 ∂J1
...

. . .

−Lm ∂Jm

 ,B def
=


∇F

∇G∗1
. . .

∇G∗m

 ,V def
=


Idn
γ
R

−L∗1 · · · −L∗m
−L1

Idm1

γ
J1

...
. . .

−Lm
Idmm
γ
Jm

. (8.6.2)

Then A is maximal monotone, B is min{βF , βG1
, ..., βGm

}-cocoercive, and V is symmetric and ν-
positive definite with ν = (1−

√
γ
R

∑
i γJi
||Li ||2) min{ 1

γ
R
, 1
γ
J1

, ..., 1
γ
Jm
}. Define zk = (xk, v1,k, · · · , vm,k)

T ,

then it can be shown that (8.6.1) is equivalent to

zk+1 = (V +A)−1(V−B)zk = (Id + V−1A)−1(Id−V−1B)zk. (8.6.3)
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Algorithm 16: A Primal–Dual splitting method
Initial: Choose γR , (γJi

)i > 0. For k = 0, x0 ∈ Rn, vi ,0 ∈ Rmi , i ∈ {1, ...,m};
repeat 

xk+1 = proxγ
R
R

(
xk − γR∇F (xk)− γR

∑
i L

T
i vi ,k

)
x̄k+1 = 2xk+1 − xk
For i = 1, ...,m⌊
vi ,k+1 = proxγ

Ji
J∗i

(
vi ,k − γJi

∇G∗i (vi ,k) + γJi
Li x̄k+1

)
,

(8.6.1)

k = k + 1;
until convergence;

Local convergence analysis Let (x?, v?1, ..., v
?
m) be a saddle point of (Pm

SP), define the following
functions

J∗i (v)
def
= J∗i (v)− 〈v, Lix

? −∇G∗i (v?i )〉, i ∈ {1, ...,m}, (8.6.4)

and the Riemannian Hessian of J∗i ,

HJ∗i

def
= P

T
J∗i
v?i

∇2

M
J∗i
v?i

J∗i (v?i )P
T
J∗i
v?i

and WJ∗i

def
= (Idmi +HJ∗i

)−1, i ∈ {1, ...,m}. (8.6.5)

Owing to Lemma 8.3.1, we have that WJ∗i
, i ∈ {1, ...,m} are firmly non-expansive if (NDm) holds. Now

suppose that G∗i locally is C2 around v?i , and define the restricted Hessian HG∗i

def
= P

T
J∗i
v?i

∇2G∗i (v?i )P
T
J∗i
v?i

.

Define HG∗i

def
= Idmi − γJ∗i HG∗i

, Li
def
= P

T
J∗i
v?i

LiPTR
x?
, and the matrix

MPD

def
=


WRHF −γRWRL

T
1 · · · −γRWRL

T
m

γ
J∗1
WJ∗1

L1(2WRHF − Idn) WJ∗1
(HG∗1

− 2γ
J∗1
γRL1WRL

T
1 )

...
. . .

γ
J∗m
WJ∗m Lm (2WRHF − Idn) · · · WJ∗m (HG∗m − 2γ

J∗m
γRLmWRL

T
m )

. (8.6.6)

Using the same strategy of the proof of Lemma 2.5.6, one can show that MPD is convergent, which
again is denoted as M∞

PD
, and ρ(MPD −M∞PD

) < 1.

Corollary 8.6.1. For the Primal–Dual splitting algorithm 16, choose γR , (γJi
)i > 0 such that

2 min{βF , βG1
, ..., βGm

}min
{

1
γR
, 1
γJ1

, ..., 1
γJm

}(
1−

√
γR
∑

i γJi
‖Li‖2

)
> 1. (8.6.7)

Then there exists a saddle point (x?, v?1, ..., v
?
m) ∈ X ×V, such that (xk, v1,k, ..., vm,k)→ (x?, v?1, ..., v

?
m).

If moreover R ∈ PSFx?(MR
x?) and J∗i ∈ PSFv?i (MJ∗i

v?i
), i ∈ {1, ...,m}, and there holds

−
∑

i L
T
i v

?
i −∇F (x?) ∈ ri

(
∂R(x?)

)
Lix

? −∇G∗i (v?) ∈ ri
(
∂J∗i (v?)

)
, ∀i ∈ {1, ...,m}.

(NDm)

Then,
(i) there ∃K > 0 such that for all k ≥ K,

(xk, v1,k, ..., vm,k) ∈MR
x? ×M

J∗1
v?1
× · · · ×MJ∗m

v?m
.

(ii) Given any ρ ∈]ρ(MPD −M∞PD
), 1[, there exist a K large enough such that for all k ≥ K,

||(Id−M∞
PD

)(zk − z?)|| = O(ρk−K). (8.6.8)

If moreover, R, J∗1 , ..., J
∗
m are locally polyhedral around (x?, v?1, ..., v

?
m), then we have directly have

||zk − z?|| = O(ρk−K).
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8.7 Numerical experiments

Linear inverse problems Consider again the linear inverse problem (4.5.3) of Section 4.5, and
apply the Chambolle-Pock Primal–Dual splitting method. Figure 8.1 displays the profile of ||zk − z?||
as a function of k, and the starting point of the dashed line is the iteration number at which the active
partial smoothness manifold of MR

x? is identified (recall that MJ∗
v? = {0} which is trivially identified

from the first iteration). One can see that for the `1 and `∞ norms, Theorem8.3.6 applies and our
estimates are exact. For the case of `1,2-norm and nuclear norm, though not optimal, our estimates
are very tight.
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(b) `∞-norm
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(c) `1,2-norm
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(d) Nuclear norm

Figure 8.1: Observed (solid) and predicted (dashed) convergence profiles of Primal–Dual splitting
(8.1.2) in terms of ||zk − z?||. (a) `1-norm. (b) `∞-norm. (c) `1,2-norm. (d) Nuclear norm. The
starting point of the dashed line is the iteration at which the active manifold of R is identified.

Noise removal Now consider the noise removal problem (7.8.1) in Section 7.8. Let J = ι||f−·||p≤τ
and R = || · ||1, then (7.8.1) can be written as

min
x∈Rn

ι||f−·||p≤τ + ||DDIFx||1,

whose saddle point problem reads,

min
x∈Rn

max
v∈Rm

ι||f−·||p≤τ + 〈DDIFx, v〉 − ι||·||∞≤1(v).

Clearly, both two indicator functions are polyhedral, and their proximal operator are simple to compute.
The corresponding local convergence profiles are depicted in Figure 8.2(a)-(b). Owing to polyhedrality,
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our rate predictions are again exact.
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(a) Sparse noise removal p = 1
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(b) Uniform noise removal p =∞

Figure 8.2: Observed (solid) and predicted (dashed) convergence profiles of Primal–Dual splitting
(8.1.3) in terms of ||zk − z?||. (a) Sparse noise removal. (b) Uniform noise removal.

8.7.1 Choices of θ and γ
J
, γ

R

In this part, we present a comparison on different choices of θ and γJ , γR to see their influences on the
finite identification and local linear convergence rate. Two examples are consider for these comparisons,
problem (4.5.3) with R being `1-norm and `1,2-norm.

Fixed θ We consider first the case of fixing θ, and changing the value of γJγR ||L||
2. 4 different cases

are considered, which are
γJγR ||L||

2 ∈ {0.3, 0.6, 0.8, 0.99},

and we fix θ = 1, moreover we set γJ = γR . The comparison result is shown in Figure 8.3, and we have
the following observations
(i) The smaller the value of γJγR ||L||

2, the slower the iteration converges.

(ii) Bigger value of γJ leads to faster identification (since J∗ is globally C2-smooth, so only the
identification of R for this case).
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Figure 8.3: Comparison of the choice of γJ , γR when θ is fixed.
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Fixed γJγR ||L||
2 Now we turn to the opposite direction, fix the value of γJγR ||L||

2 and then change
θ. In the test, we fixed γJγR ||L||

2 = 0.9 and γJ = γR , 5 different choices of θ are considered, which are

θ ∈ {0.5, 0.75, 1.0, 2.0},

plus one with Armijo-Goldstein-rule for adaptive update θ. Although there’s no convergence guarantee
for θ = 2.0, in the tests it converges and we choose to put it here as an illustration of the effects of θ.
The result is shown in Figure 8.4, and we have the following observations
(i) Similarly to the previous one, the smaller the value of θ, the slower the iteration converges. Also,

the Armijo-Goldstein-rule is the fastest one of all.

(ii) Interestingly, the value of θ has no impacts to the identification of the iteration.
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Figure 8.4: Comparison of the choice of θ when γJ , γR are fixed.

Fixed θ and γJγR For the above comparisons, we fix γJ = γR , so for this comparison, we compare
the different choices of them. We fix θ = 1 and γJγR ||L||

2 = 0.99, then we choose

γJ ∈ {0.25, 0.5, 1, 2} and γR =
0.99

γ
J
||L||2

.

Figure 8.5 shows the comparison result, we can also make two observations:
(i) For the `1-norm, since both functions are polyhedral, local convergence rate are the same for all

choices of γR , see (8.3.9) for the expression of the rate. The only difference is the identification
speed, γR = 0.25 gives the slowest identification, however it uses almost the same number of
iterations reaching the given accuracy.

(ii) For the `1,2-norm, on the other hand, the choice of γR affects both the identification and local
convergence rate. It can be observed that bigger γR leads to faster local rate, however, it does
not mean that the bigger the better. In fact, too big value will slow down the convergence.

To summarize the above comparison, in practice, it is better to chose θ and γJγR as big as possible,
moreover, the choices of γJ and γR should be determined based on the properties of the functions at
hand (i.e. polyhedral or others).

8.7.2 Oscillation of the method

We decidate the last part of the numerical experiment to the oscillation of the Primal–Dual split-
ting method when dealing with polyhedral functions. As we have seen from the above experiments,
oscillation of ||zk − z?|| happens for all examples where the functions are polyhedral, even for the
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Figure 8.5: Comparison of fixed θ and γJγR , but varying γJ .

non-polyhedral `1,2-norm (for the `∞-norm, due to the fact that the oscillation period is too small
compared to the number of iteration, hence it is not visible).

Now to verify our discussion in Section 8.4, we consider problem (4.5.3) with J being the `1-norm
for this illustration, and the result is shown in Figure 8.6. As revealed in (8.4.4), the argument of the
leading eigenvalue of F −M∞

PD
is controlled by θγJγR , so is the oscillation period. Therefore, the value

γJγR is tuned such that the oscillation period is an integer, and π/ω = 12 for the example we tested.
Figure 8.6 shows graphically the observed oscillation, apparently the oscillation pattern coincides well
with the theoretical estimation.
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Figure 8.6: Oscillation of the Primal–Dual splitting when solving polyhedral functions.

8.8 Proofs of main theorems

Proof of Theorem 8.2.1.
(i) From the iteration scheme (8.1.3), for the updating of xk+1, we have for xk+1,

xk+1 = proxγ
J
R

(
xk − γR∇F (xk))− γRL

∗vk
)

⇐⇒ 1
γR

(
xk − γR∇F (xk)− γRL

∗vk − xk+1

)
∈ ∂R(xk+1),
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then, as Id− γR∇F is non-expansive,

dist
(
−L∗v? −∇F (x?), ∂R(xk+1)

)
≤ || − L∗v? −∇F (x?)− 1

γ
R

(xk − γR∇F (xk)− γRL
∗vk − xk+1)||

= || − L∗v? −∇F (x?)− 1
γ
R

(xk − x? − γR∇F (xk)− γRL
∗vk − xk+1 + x?)||

≤ 1
γR
||x? − γR∇F (x?)− (xk − γR∇F (xk))− (xk+1 − x?)||+ ||L||||vk − v?||

≤ 1
γR

(||xk − x?||+ ||xk+1 − x?||) + ||L||||vk − v?|| → 0.

Similarly for vk+1

vk+1 = proxγ
R
J∗
(
vk − γJ∇G

∗(vk) + γJLx̄k+1

)
⇐⇒ 1

γJ

(
vk − γJ∇G

∗(vk) + γJLx̄k+1 − vk+1

)
∈ ∂J∗(vk+1),

then we have

dist
(
Lx? −∇G∗(v?), ∂J∗(vk+1)

)
≤ ||Lx? −∇G∗(v?)− 1

γ
J

(vk − γJ∇G
∗(vk) + γJLx̄k+1 − vk+1)||

≤ 1
γJ

(||vk − v?||+ ||vk+1 − v?||) + ||L||
(
(1 + θ)||xk+1 − x?||+ θ||xk − x?||

)
→ 0.

By assumption, J∗ ∈ Γ0(Rm), R ∈ Γ0(Rn), hence they are sub-differentially continuous at every
point in their respective domains [153, Example 13.30], and in particular at v? and x?. It then
follows that J∗(vk)→ J∗(v?) and R(xk)→ R(x?). Altogether with the non-degeneracy condition
(NDPD), shows that the conditions of Theorem 5.1.5 are fulfilled for J∗ and R, and the finite
identification claim follows.

(ii) See proof of Theorem 7.3.1.

Proof of Proposition 8.3.2. From the update of xk, we have

xk − γR∇F (xk)− γRL
∗vk − xk+1 ∈ γR∂R(xk+1),

−γR∇F (x?)− γRL
∗v? ∈ γR∂R(x?).

Denote τRk the parallel translation from TRxk to TRx? . Then project on to corresponding tangent spaces
and apply parallel translation,

γRτ
R
k ∇MR

x?
R(xk+1) = τRk PTRxk+1

(xk − γR∇F (xk)− γRL
∗vk − xk+1)

= PTR
x?

(xk − γR∇F (xk)− γRL
∗vk − xk+1)

+ (τRk PTRxk+1
− PTR

x?
)(xk − γR∇F (xk)− γRL

∗vk − xk+1),

γR∇MR
x?
R(x?) = PTR

x?
(−γR∇F (x?)− γRL

∗v?),

which leads to

γRτ
R
k ∇MR

x?
R(xk+1)− γR∇MR

x?
R(x?)

= PTR
x?

(
(xk − γR∇F (xk)− γRL

∗vk − xk+1)− (x? − γR∇F (x?)− γRL
∗v? − x?)

)
+ (τRk PTRxk+1

− PTR
x?

)(−γR∇F (x?)− γRL
∗v?)︸ ︷︷ ︸

Term 1

+ (τRk PTRxk+1
− PTR

x?
)
(
(xk − γR∇F (xk)− γRL

∗vk − xk+1) + (γR∇F (x?) + γRL
∗v?)

)
︸ ︷︷ ︸

Term 2

.

(8.8.1)
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Moving Term 1 to the other side leads to

γRτ
R
k ∇MR

x?
R(xk+1)− γR∇MR

x?
R(x?)− (τRk PTRxk+1

− PTR
x?

)(−γR∇F (x?)− γRL
∗v?)

= γRτ
R
k

(
∇MR

x?
R(xk+1) + (L∗v? +∇F (x?))

)
− γR

(
∇MR

x?
R(x?) + (L∗v? +∇F (x?))

)
= γRPTR

x?
∇2
MR

x?
R(x?)PTR

x?
(xk+1 − x?) + o(||xk+1 − x?||),

where Lemma 6.3.3 is applied. Since xk+1 = proxγ
R
R(xk − γR∇F (xk) − γRL∗vk), proxγ

R
R is firmly

non-expansive and Idn − γR∇F is non-expansive (under the parameter setting), then

||(xk − γR∇F (xk)− γRL
∗vk − xk+1)− (x? − γR∇F (x?)− γRL

∗v? − x?)||
≤ ||(Idn − γR∇F )(xk)− (Idn − γR∇F )(x?)||+ γR ||L

∗vk − L∗v?||
≤ ||xk − x?||+ γR ||L||||vk − v

?||.
(8.8.2)

Therefore, for Term 2, owing to Lemma 2.6.2, we have

(τRk PTRxk+1
− PTR

x?
)
(
(xk − γR∇F (xk)− γRL

∗vk − xk+1)− (x? − γR∇F (x?)− γRL
∗v? − x?)

)
= o(||xk − x?||+ γR ||L||||vk − v

?||).
Therefore, from (8.8.1), and apply Lemma 2.6.1 to (xk+1 − x?) and (xk − x?), we get

(Idn +HR)(xk+1 − x?) + o(||xk+1 − x?||)
= (xk − x?)− γRPTR

x?
(∇F (xk)−∇F (x?))− γRPTR

x?
L∗(vk − v?) + o(||xk − x?||+ γR ||L||||vk − v

?||),

then apply Taylor expansion to ∇F , and apply Lemma 2.6.1 to (vk − v?),

(Idn +HR)(xk+1 − x?)
= (Idn − γRHF )(xk − x?)− γRL

∗(vk − v?) + o(||xk − x?||+ γR ||L||||vk − v
?||).

(8.8.3)

Then inverse (Idn +HR) and apply Lemma 2.6.1, we get

xk+1 − x? = WRHF (xk − x?)− γRWRL
∗(vk − v?) + o(||xk − x?||+ γR ||L||||vk − v

?||). (8.8.4)

Now from the update of vk+1

vk − γJ∇G
∗(vk) + γJLx̄k+1 − vk+1 ∈ γJ∂J

∗(vk+1),

v? − γJ∇G
∗(v?) + γJLx

? − v? ∈ γJ∂J
∗(v?).

Denote τJ∗k+1 the parallel translation from TR
∗

vk+1
to TR∗v? , then

γJ τ
J∗
k+1∇MJ∗

v?
J∗(vk+1) = τJ

∗
k+1PTJ∗vk+1

(vk − γJ∇G
∗(vk) + γJLx̄k+1 − vk+1)

= PTJ∗
v?

(vk − γJ∇G
∗(vk) + γJLx̄k+1 − vk+1)

+ (τJ
∗

k+1PTJ∗vk+1
− PTJ∗

v?
)(vk − γJ∇G

∗(vk) + γJLx̄k+1 − vk+1),

γJ∇MJ∗
v?
J∗(v?) = PTJ∗

v?
(v? − γJ∇G

∗(v?) + γJLx
? − v?)

which leads to
γJ τ

J∗
k+1∇MJ∗

v?
J∗(vk+1)− γJ∇MJ∗

v?
J∗(v?)

= PTJ∗
v?

(
(vk − γJ∇G

∗(vk) + γJLx̄k+1 − vk+1)− (v? − γJ∇G
∗(v?) + γJLx

? − v?)
)

+ (τJ
∗

k+1PTJ∗vk+1
− PTJ∗

v?
)(vk − γJ∇G

∗(vk) + γJLx̄k+1 − vk+1)

= PTJ∗
v?

(
(vk − γJ∇G

∗(vk) + γJLx̄k+1 − vk+1)− (v? − γJ∇G
∗(v?) + γJLx

? − v?)
)

+ (τJ
∗

k+1PTJ∗vk+1
− PTJ∗

v?
)(γJLx

? − γJ∇G
∗(v?))︸ ︷︷ ︸

Term 3

+ (τJ
∗

k+1PTJ∗vk+1
− PTJ∗

v?
)
(
(vk − γJ∇G

∗(vk) + γJLx̄k+1 − vk+1) + γJ (∇G∗(v?)− Lx?)
)

︸ ︷︷ ︸
Term 4

.

(8.8.5)
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Similarly to the previous analysis, for Term 3, move to the lefthand side of the inequality and apply
Lemma 6.3.3,

γJ τ
J∗
k+1∇MJ∗

v?
J∗(vk+1)− γJ∇MJ∗

v?
J∗(v?)− (τJ

∗
k+1PTJ∗vk+1

− PTJ∗
v?

)(γJLx
? − γJ∇G

∗(v?))

= γJ τ
J∗
k+1

(
∇MJ∗

v?
J∗(vk+1)− (Lx? −∇G∗(v?))

)
− γJ

(
∇MJ∗

v?
J∗(v?)− (Lx? −∇G∗(v?))

)
= γJPTJ∗

v?
∇2
MJ∗

v?
R∗(v?)PTJ∗

v?
(vk+1 − v?) + o(||vk+1 − v?||).

Since θ ≤ 1, we have

||x̄k+1 − x?|| ≤ (1 + θ)||xk+1 − x?||+ θ||xk − x?||
≤ 2(||xk − x?||+ γR ||L||||vk − v

?||) + ||xk − x?||
= 3||xk − x?||+ 2γR ||L||||vk − v

?||.

Then for Term 4, since γJγR ||L2|| < 1, proxγ
J
J∗ is firmly non-expansive and Idm − γJ∇G∗ is non-

expansive, we have

(τJ
∗

k+1PTJ∗vk+1
− PTJ∗

v?
)
(
(vk − γJ∇G

∗(vk) + γJLx̄k+1−vk+1)− (v? − γJ∇G
∗(v?) + γJLx

? − v?)
)

= o(||vk − v?||+ γJ ||L||||xk − x
?||).

Therefore, from (8.8.5), apply Lemma 2.6.1 to (vk+1 − v?) and (vk − v?), we get

(Idm +HJ∗)(vk+1 − v?)
= (Idm − γJHG∗)(vk − v?) + γJL(x̄k+1 − x?) + o(||vk − v?||+ γJ ||L||||xk − x

?||).
(8.8.6)

Then similar to (8.8.4), we get from (8.8.6)

vk+1 − v? = WJ∗HG∗(vk − v?) + γJWJ∗L(x̄k+1 − x?) + o(||vk − v?||+ γJ ||L||||xk − x
?||)

= WJ∗HG∗(vk − v?) + (1 + θ)γJWJ∗L(xk+1 − x?)− θγJWJ∗L(xk − x?)
+ o(||vk − v?||+ γJ ||L||||xk − x

?||)
= WJ∗HG∗(vk − v?)− θγJWJ∗L(xk − x?)

+ (1 + θ)γJWJ∗L
(
WRHF (xk − x?)− γRWRL

∗(vk − v?)
)

+ o(||xk − x?||+ γR ||L||||vk − v
?||) + o(||vk − v?||+ γJ ||L||||xk − x

?||)
=
(
WJ∗HG∗ − (1 + θ)γJγRWJ∗LWRL

∗)(vk − v?)
+
(
(1 + θ)γJWJ∗LWRHF − θγJWJ∗L

)
(xk − x?)

+ o(||xk − x?||+ γR ||L||||vk − v
?||) + o(||vk − v?||+ γJ ||L||||xk − x

?||).

(8.8.7)

Now we consider the small o-terms. For the 2 small o-terms in (8.8.3) and (8.8.6). First, let a1, a2

be two constants, then we have

|a1|+ |a2| =
√

(|a1|+ |a2|)2 ≤
√

2(a2
1 + a2

2) =
√

2

∥∥∥∥∥∥
a1

a2

∥∥∥∥∥∥ .
Denote b = max{1, γJ ||L||, γR ||L||}, then

(||vk − v?||+ γJ ||L||||xk − x
?||) + (||xk − x?||+ γR ||L||||vk − v

?||)

≤ 2b(||xk − x?||+ ||vk − v?||) ≤ 2
√

2b

∥∥∥∥∥∥
xk − x?
vk − v?

∥∥∥∥∥∥ .
Combining this with (8.8.4) and (8.8.7), and ignoring the constants of the small o-term leads to the
claimed result.

Proof of Proposition 8.3.4.
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(i) When θ = 1, MPD becomes

MPD =

 WRHF −γRWRL
∗

2γJWJ∗LWRHF − γJWJ∗L WJ∗HG∗ − 2γRγJWJ∗LWRL
∗

 (8.8.8)

Next we show that MPD is averaged non-expansive.
First define the following matrices

A =

HJ/γR L∗

−L HR∗/γJ

 , B =

HF 0

0 HG∗

 , V =

Idn/γR −L∗

−L Idm/γJ

 , (8.8.9)

where we have A is maximal monotone [41], B is min{βF , βG}-cocoercive, and V is ν-positive
definite with ν = (1−

√
γ
J
γ
R
||L||2) min{ 1

γ
R
, 1
γ
J
}.

Now we have

V +A =

 Idn+HJ
γ
R

0

−2L Idm+HR∗
γ
J

 =⇒ (V +A)−1 =

 γRWR 0

2γJγRWJ∗LWR γJWJ∗

 ,
and

V−B =

 1
γ
R
HF −L∗

−L 1
γ
J
HG∗

 .
As a result, we get

(V +A)−1(V−B) =

 γRWR 0

2γJγRWJ∗LWR γJWJ∗

 1
γ
R
HF −L∗

−L 1
γ
J
HG∗


=

 WRHF −γRWRL
∗

2γJWJ∗LWRHF − γJWJ∗L WJ∗HG∗ − 2γJγRWJ∗LWRL
∗

,
which is exactly (8.8.8).
From Lemma 4.6.1 we know that MPD : KV → KV is averaged non-expansive, hence it is

convergent [16]. Then we have the induced matrix norm

lim
k→∞

||Mk
PD
−M∞

PD
||V = lim

k→∞
||MPD −M

∞
PD
||kV = 0.

Since we are in the finite dimensional space and V is an isomorphism, then the above limit implies
that

lim
k→∞

||MPD −M
∞
PD
||k = 0,

which means that ρ(MPD −M∞PD
) < 1. The rest of the proof is classical using the spectral radius

formula, see e.g. [18, Theorem2.12(i)].

(ii) When J andR∗ are locally polyhedral, thenWR = Idn,WJ∗ = Idm, altogether with F = 0, G = 0,
for any θ ∈ [0, 1], we have

MPD =

 Idn −γRL∗

γJL Idm − γRγJ (1 + θ)LL∗

 . (8.8.10)
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With the SVD of L, for MPD , we have

MPD =

 Idn −γRL∗

γJL Idm − (1 + θ)γRγJLL
∗


=

 Y Y ∗ −γRY Σ∗
L
X∗

γJXΣLY
∗ XX∗ − (1 + θ)γRγJXΣ2

L
X∗


=

Y
X

 Idn −γRΣ∗L

γJΣL Idm − (1 + θ)γRγJΣ2
L


︸ ︷︷ ︸

FΣ

Y ∗
X∗

 .
(8.8.11)

Since we assume that rank(L) = l ≤ p, then ΣL can be represented as

ΣL =

 Σl 0l,n−l

0m−l,l 0m−l,n−l

 ,
where Σl = (σj)j=1,...,l. Back to FΣ, we have

FΣ =


Idl 0l,n−l −γRΣl 0l,m−l

0n−l,l Idn−l 0n−l,l 0n−l,m−l

γJΣl 0l,n−l Idl − (1 + θ)γRγJΣ2
l 0l,m−l

0m−l,l 0m−l,n−l 0m−l,l Idm−l

 .
Let’s study the eigenvalues of FΣ,

|FΣ − ρIdm+n| =

∣∣∣∣∣∣∣∣∣∣∣


(1− ρ)Idl 0l,n−l −γRΣl 0l,m−l

0n−l,l (1− ρ)Idn−l 0n−l,l 0n−l,m−l

γJΣl 0l,n−l (1− ρ)Idl − (1 + θ)γRγJΣ2
l 0l,m−l

0m−l,l 0m−l,n−l 0m−l,l (1− ρ)Idm−l



∣∣∣∣∣∣∣∣∣∣∣
= (1− ρ)m+n−2l

∣∣∣∣∣∣
(1− ρ)Idl −γRΣl

γJΣl (1− ρ)Idl − (1 + θ)γRγJΣ2
l

∣∣∣∣∣∣ .
Since (−γRΣl)((1− ρ)Idl) = ((1− ρ)Idl)(−γRΣl), then by [155, Theorem 3], we have

|FΣ − ρIda+b| = (1− ρ)m+n−2l

∣∣∣∣∣∣
(1− ρ)Idl −γRΣl

γJΣl (1− ρ)Idl − (1 + θ)γRγJΣ2
l

∣∣∣∣∣∣
= (1− ρ)m+n−2l

∣∣∣[(1− ρ)
(
(1− ρ)Idl − (1 + θ)γRγJΣ2

l

)
+ γRγJΣlΣl

]∣∣∣
= (1− ρ)m+n−2l

∣∣∣[(1− ρ)2Idl − (1− ρ)(1 + θ)γRγJΣ2
l + γRγJΣlΣl

]∣∣∣
= (1− ρ)m+n−2l

∏l

j=1

(
ρ2 − (2− (1 + θ)γJγRσ

2
j )ρ+ (1− θγJγRσ

2
j )
)
.

For the eigenvalues ρ, clearly, except the 1’s, we have for j = 1, ..., l

ρj =

(
2− (1 + θ)γ

J
γ
R
σ2
j

)
±
√

(1 + θ)2γ2
J
γ2
R
σ4
j − 4γ

J
γ
R
σ2
j

2
.

Since γJγRσ
2
j ≤ γJγR ||L||

2 < 1, then ρj are complex and

|ρj | = 1
2

√(
2− (1 + θ)γJγRσ

2
j

)2 − ((1 + θ)2γ2
J
γ2
R
σ4
j − 4γJγRσ

2
j

)
=
√

1− θγJγRσ2
j < 1.
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As a result, we also obtain the M∞
PD

, which reads

M∞
PD

=

Y
X




0l

Idn−l

0l

Idm−l


Y ∗

X∗

 .

Define the matrix PS
def
=

PSJx?
PSJ∗

v?

. For (8.3.10), suppose it is not true. Then there exists a

matrix M ′
PD

such that
M∞

PD
= PS +M ′

PD
and PSM

′
PD

= 0. (8.8.12)

Since dim(T Jx?) = dim(TR
∗

v? ) = p, this means that

rank(PS) = (n− p) + (m− p) = m+ n− 2p.

From (8.3.8) we have also rank(M∞
PD

) = m + n − 2p. Since PSM
′
PD

= 0, then (8.8.12) implies
that rank(M∞

PD
) = rank(PS) + rank(M ′

PD
). As a result, we have rank(M ′

PD
) = 0, hence M ′

PD
= 0

which is a contradiction.

If n = m and moreover L = Idn, then (σj)j=1,...,p corresponds to cosine the principal angles
between the tangent spaces T Jx? and TR∗v? [73].

Proof of Corollary 8.6.1. Owing to the result of [62], condition (8.6.7) guarantees the convergence
of the algorithm.
(i) the identification result follows naturally from Theorem 8.2.1.

(ii) the result follows Proposition 8.3.2, Corollary 7.4.9 and Theorem 8.3.6. First, for the update of
xk of (8.6.1), we have

xk+1 − x?

= WRHF (xk − x?)− γRWR

∑
i L
∗
i (vi ,k − v?i ) + o(||xk − x?||+ γR

∑
i ||Li ||||vi ,k − v?i ||).

(8.8.13)
Then the update of vi ,k+1, for each i = 1, ...,m , similar to (8.8.7), we get

vi ,k+1 − v?i
=
(
WJ∗i

HG∗i
− (1 + θ)γJi

γRWJ∗i
LiWRL

∗
i
)
(vi ,k − v?i )

+
(
2γJi

WJ∗i
LiWRHF − γJi

WJ∗i
Li
)
(xk − x?)

+ o(||xk − x?||+ γR
∑

i ||Li ||||vi ,k − v?i ||) + o(||vi ,k − v?i ||+ γJi
||Li ||||xk − x?||).

(8.8.14)

Now consider the small o-terms. For the 2 small o-terms in (8.8.3) and (8.8.6). First, let
a0, a1, ..., am be m + 1 constants, then we have∑m

i=0|ai | =
√

(
∑m

i=0|ai |)2 ≤
√

(m + 1)
∑m

i=0 |ai |2 =
√

m + 1||(a0, ..., am)T ||.

Denote b = max{1,
∑

iσi ||Li ||, γR ||L1||, ..., γR ||Lm ||}, then∑
i (||vi ,k − v?i ||+ σi ||Li ||||xk − x?||) + (||xk − x?||+ γR

∑
i ||Li ||||vi ,k − v?i ||)

≤ 2b(||xk − x?||+
∑

i ||vi ,k − v?i ||) ≤ 2b
√

m + 1||zk − z?||.
Combining this with (8.8.13) and (8.8.14), and ignoring the constants of the small o-term, we
have that the fixed-point iteration (8.6.3) is equivalent to

zk+1 − z? = MPD(zk − z?) + o(||zk − z?||).

The rest of the proof follows the proof of Theorem 8.3.6.
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Chapter 9

Conclusion and Perspectives

This manuscript provides new results on operator splitting methods along three main standpoints:
global convergence rates (Chapter 3); new provably convergent inertial operator splitting schemes
(Chapter 4); and local convergence behaviour of proximal splitting algorithms when solving structure
non-smooth optimization problems (Chapters 6-8).

Our results are not just unifying with an unprecedented level of generality, but also allow to tackle
many problems and algorithms that are not covered by the current literature. Consequently, they
naturally cover existing results as very special cases (e.g. `1-norm and FB algorithm), and provide a
theoretical and insightful justification to long-standing phenomena that have been observed in practice
for other problems and algorithms, but were until now open problems. This is in particular true for the
local convergence behaviour that we investigated through the key and insightful notion of partial
smoothness.

All our theoretical results were supported by comprehensive numerical experiments.
Take-away messages: several conclusions and take-away messages can be drawn from this work:

(i) our results reveal that under an appropriate non-degeneracy condition, partial smoothness allows
to transform any globally non-linear proximal splitting method operating on an Euclidean space
into a locally (almost) linearized iteration on a Riemannian manifold. This necessitated key tools
from both non-smooth analysis, convex analysis and Riemannian geometry.

(ii) Our global and local analysis explained the commonly observed phase transition phenomenon
between sub-linear to linear convergence regimes, which was one of the main motivations of
this work. Moreover, the local analysis (based on partial smoothness) revealed the role of the
structure of the manifold in the rate, and allowed to optimize the parameters of the algorithm to
locally accelerate its local linear rate. Even more, identification of the active manifold opened the
door to higher-order acceleration (e.g. Newton or conjugate gradient) in a Riemannian setting.

(iii) In certain circumstances, partial smoothness allows to have finite termination as we showed for
DR in the polyhedral case.

(iv) Our analysis revealed that the supposedly globally faster (in the objective function) FISTA-type
method, is eventually slower than FB. This precisely justifies the use of restarting in practice by
many authors even beyond the strongly convex case.

(v) Under partial smoothness, and once global convergence is ensured for a proximal splitting algo-
rithms, convexity is irrelevant for the local behaviour of the algorithm. The reason underlying
this key conclusion is message (i) above.

Our research program will not stop here, and many open questions are yet to be answered.
Upper bound of finite identification For the finite activity identification, knowing when identifi-
cation happens is of paramount practical interest. Though in Proposition 6.2.3 and 7.3.3, we provided
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two insightful bounds, they still depend on x? which is unknown in practice. We also provide some
practical guidelines in Section 6.2.2, though they are not fully theoretically justified. Therefore, de-
signing theoretically grounded and implementable identification bounds which are independent of x?

is a direction of further research.

Beyond non-degeneracy In our analysis, the non-degeneracy condition (e.g. (NDFB), (NDDR)
and (NDPD)) is a sufficient condition for finite activity identification of proximal splitting methods.
However, in practice local linear convergence still can be observed when this condition fails, which
means that the non-degeneracy can be relaxed.

Beyond restricted injectivity In Chapter 6, a restricted injectivity assumption (RI) is imposed for
the local linear convergence rate analysis of FB-type methods. This allowed to get precise and explicit
rate estimates. In Theorem 6.3.8 we have show that this condition can be removed if the non-smooth
component R is locally polyhedral around the minimizer. In Corollary 8.5.1, we also demonstrated
that this condition can be removed for general partly smooth functions but the linear convergence is
not anymore on ||xk − x?|| (see (8.5.2)). Moreover, things will become more complicated when inertia
is involved, since we need to prove that the matrix MFB is convergent.

Beyond optimization In Chapter 5-8 we considered only the case of functions and optimization.
In [77], the authors generalized the notion of partial smoothness to set-valued operators. Therefore, it
would be interesting to generalize our results to monotone inclusion problems. The key again is finite
identification.

Finite dimension Another restriction of partial smoothness is that it is defined on finite dimensional
Euclidean space. Extensions to the infinite dimensional setting would be important.

Beyond proximal splitting algorithms It would be also very interesting to extend our results to
analyse the local behaviour of splitting methods based on Bregman distances for solving composite
convex optimization and monotone inclusions problems; see e.g. [135] and references therein. This
would for instance allow to solve problems (Popt) without a Lipschitzian assumption on the smooth
part. Extension to other algorithms that are not in the proximal splitting family is another direction
of research.

Partial smoothness versus other assumptions In this manuscript, we related the rates obtained
through partial smoothness (Chapter 6-7) to those with metric sub-regularity (Chapter 3). Recent
results by [31] have established local linear convergence results for the LASSO problem based on
error bounds and the Kurdyka-Łojasiewicz inequality (with exponent 1/2). It would be interesting to
investigate the connections between the rates obtained with these two seemingly different concepts.
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List of Notations

General definitions

R: the set of real numbers
R+: positive real numbers
R: ]−∞,+∞[∪{+∞}, the extended real value
`1+: non-negative summable sequence
N: set of non-negative integers

N+: set of positive integers
Rn,Rm: finite dimensional real Euclidean spaces
H,G: real Hilbert spaces

Γ0(H),Γ0(Rn): the set of proper convex and lower semi-continuous functions on H and Rn

respectively
Id: identity operator on H or Rn

Idn, Idm: identity operators on Rn and Rm respectively
K, L, Li : linear operators
Br(x

?): a ball centered at x? with radius r > 0

Sets related

S: a non-empty (closed) subset of H or Rn

ιS(·): indicator function
dist(·,S): distance function to a convex set S

σS(·): support function
NS(·): normal cone operator
PS(·): projection operator onto S
ri(S): relative interior of S

rbd(S): relative boundary of S
span(S): smallest linear subspace of Rn that contains S

aff(S): smallest affine subspace that contains S, a.k.a. affine hull of S
par(S) = R+(S − S): the subspace parallel to aff(S)

Functions related

F,G, J,R: functions of Γ0(H) or Γ0(Rn)

dom(J): domain of J
epi(J): epigraph of J

J∗: Fenchel conjugate of J
∇F : gradient of F

proxγJ : proximity operator of J with γ > 0

(J ∨+ G)(x): infimal convolution of function J and G
γJ(x): Moreau envelope of J parameterised by γ > 0

∂J : sub-differential of function J
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Tx: Tx
def
= par

(
∂J(x)

)⊥
Monotone operators

A,B,C,D: maximal monotone operators on H
A−1: inverse of A

gra(A): graph of A
dom(A): domain of A
ran(A): range of A
zer(A): zeros of A

JγA: resolvent of A
RγA: reflection of A
γA: Yosida approximation of A

C�D: parallel sum of C and D

Non-expansive operators

F: non-expansive operator
A(α): the class of α-averaged non-expansive operators
A(1

2): the class of firmly non-expansive operators
fix(F): the set of fixed points of F

Matrices

M : real square matrix in Rn×n

ρ(M): spectral radius of M
M∞: limit of the power limk→+∞M

k

Mλ: relaxed matrix

Manifolds

M: C2-smooth manifold
TM(x): tangent space toM at a point x inM

PSFx(M): The class of partly smooth functions at x relative toM
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