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Introduction

The description of the elementary particles and their interactions is provided by the
Standard Model (SM) [1, 2, 3] of particle physics. The SM was built sixty years
ago, has been widely tested experimentally since then. Until 2012 only one of the
predicted particles remained to be observed, the Brout-Englert-Higgs boson [4, 5, 6,
7], hereafter called Higgs boson. This particle underlies the spontaneous symmetry
breaking of the electroweak interaction and is thus responsible for the acquisition of
mass of the elementary particles.

A new particle, likely to be the Higgs boson, was discovered in 2012 by the
ATLAS and CMS experiments [8, 9] through the analysis of pp collisions produced
by the Large Hadron Collider (LHC) located at CERN.

The SM is a great success of modern physics, though it is widely known that this
is not a complete theory. Indeed a series of experimental observations at the funda-
mental scale, such as the non-zero masses of the neutrinos, and at the cosmological
scale, such as the existence of dark matter and dark energy, are not accounted for
by the SM.

The study of the properties of this recently discovered boson is fundamental to
understand its nature. In particular, the intensity of its Yukawa coupling to the top
quark (Ytop) can provide hints on where the physics beyond the standard model can
manifest itself [10]. Indirect constraints on Ytop come from the study of the processes
where the interaction of the Higgs boson with other elementary particles is mediated
by fermion loops, such as the gluon-gluon fusion production and the decay into a
pair of photons. A direct measurement of Ytop allows to provide an independent
constraint and gives insight on the presence of new particles inside such loops. This
direct measurement is possible at LHC via the search of the associated production
of a Higgs boson with a top-antitop quark pair (ttH). Several attempts have been
performed to measure ttH exploiting different decays of both Higgs boson and top
quarks [11, 12, 13, 14, 15], but this observation has been out of reach so far.

In this doctoral thesis it is presented the first attempt ever performed to measure
the cross section of ttH (H → bb) in the topology where the top and antitop quarks
decay hadronically with the ATLAS detector. The experimental signature for this
signal consists of eight hadronic jets, four of which are originated from b-quarks. The
signal events are hidden by background events from tt + jets process, which has very
similar signature with the signal and cross section ∼ 100 times bigger. In particular
the production of tt + bb is an irreducible background. A great challenge is posed
by the multijet production that has a cross section ∼ 10+6 times bigger. An ad-hoc
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data-driven technique, called TRFMJ method, has been developed to estimate this
background.

The fully hadronic analysis uses 20.3 fb−1 of pp collisions collected at
√
s = 8 TeV

with the ATLAS detector during Run 1 of the LHC. Data are collected using a multi-
jet trigger. The search uses events with at least five energetic jets and uses a Boosted
Decision Tree (BDT) to discriminate the signal from the otherwise overwhelming
backgrounds. To increase the signal efficiency, dedicated trigger scale factors have
been evaluated to use all signal events collected, even in kinematical regions where
data and simulations behave differently.

After fitting the BDT output discriminant to the data, for a Higgs Boson mass
of 125 GeV, a 95% CL upper limit of 6.5 times the SM cross section is observed,
while the expected limit is 5.4. A ttH signal strength of 1.6 ± 2.6 times the SM
value is obtained.

The document is concluded by a discussion about the future prospects for the
fully hadronic ttH (H → bb) analysis in Run 2 where the analysis benefits from
increase in signal cross section, from the increase of center of mass energy. Moreover,
larger integrated luminosity delivered by the LHC and upgrades in the ATLAS
trigger system and at the detector level, by the addition of the Insertable B-Layer
(IBL) [16], can further benefit the analysis.



Chapter 1

Theoretical framework

In the last decades a long series of discoveries have extended our knowledge of the
properties and physics laws of elementary particles. Last of these is the discovery of
a new particle [8, 9] in 2012, that that very much resembles the Brout-Englert-Higgs1

boson predicted by the Standard Model (SM) of particle physics. To assess if this
newly discovered particle is the one predicted by the SM, the precise measurement
of its properties is necessary.

The first part of this chapter is intended to describe briefly the SM of particle
physics and the role played by the Higgs boson.2 The second part is devoted to a
summary of the measurements in the Higgs sector that have been performed as of
today and a comparison with SM theoretical expectations. Particular attention is
devoted to the Yukawa coupling of the Higgs boson with the top quark and what a
precision measurement of this parameter can unveil on the existence of new physics
beyond the SM.

1.1 Standard model of particle physics

The SM precisely describes the nature of the elementary particles and their mutual
interaction. It has been postulated in 1961 thanks to the pioneer work of S. L.
Glashow, S. Weinberg and A. Salam [1, 2, 3] and has been developed and tested
extensively since then.

According to the SM, the elementary particles can be classified in two categories
based on their spin: fermions with spin 1

2
and bosons with spin zero or one. A schema

showing the elementary particles described in the SM and their main characteristics
is shown in Figure 1.1.

1.1.1 Fermions

Fermions are the fundamental bricks of the known matter in our universe. Elemen-
tary fermions can be divided in two categories: quarks and leptons, as shown in

1 Called hereafter Higgs boson.
2 For a more complete and pedagogical description of the SM the reader is referred to [17, 18].

7
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Figure 1.1: Elementary particles described in the Standard Model.



1.1. STANDARD MODEL OF PARTICLE PHYSICS 9

Figure 1.1. Leptons are subdivided in two categories: electrically charged leptons
(e±, µ±, τ±) sensitive to weak and electromagnetic interactions and electrically neu-
tral leptons (νe, νµ, ντ ) sensitive to weak interaction only. Quarks carry, in addition
to a fractional electric charge, a color charge and are sensitive, beside the weak and
electromagnetic interaction, to the strong interaction as well.

In the SM quarks and leptons are grouped into three weak isospin doublets or
generations. For quarks each generation contains one up-type quark, with electric
charge +2

3
e, and one down-type quark, with electric charge −1

3
e, with e it is meant

the absolute value of the electric charge of the electron. The first generation contains
the up (u) and down (d) quarks, the second generation contains the quarks charm
(c) and strange (s), the third generation contains the quarks top (t) and bottom (b).
Each quark can carry one of the three color charges: red, blue and green. Only
colorless states3 like hadrons (baryons and mesons) can be observed as free states.

For leptons, the first generation contains the electron (e−) and the electron-
neutrino (νe), the second generation contains the muon (µ−) and the muon-neutrino
(νµ) and the third generation contains the tau (τ−) and the tau-neutrino (ντ ).

1.1.2 Bosons

Five bosons are considered by the SM. Four of them have spin 1 and are also called
“gauge bosons”. They are the mediators of the fundamental interactions between
spin 1

2
elementary particles and appear in the SM as the consequence of the invari-

ance of the Lagrangian describing free fermions with respect to local gauge trans-
formations.

The gauge bosons are:

• The photon (γ), the mediator of the electromagnetic interaction. It interacts
with all the particles that have an electric charge different from zero. It has no
electric charge and no mass. As a consequence of the latter the electromagnetic
interaction is a long range interaction.

• The two W± bosons and the Z boson, which mediate the weak interaction.
Both the W and the Z bosons have a relatively large mass. As a consequence,
the weak interaction is a short range interaction. The W± and Z bosons
interact not only with quarks and leptons but also among themselves.

• The gluon (g), which mediates the strong interaction. Gluons are mass-less
and have no electric charge, carry color charge and can interact strongly not
only with the quarks but also among themselves. Eight type of gluons exist
with different color charge combinations.

The fifth boson described in the SM has spin 0 and it is known as the Higgs boson.
It results from the spontaneous symmetry breaking of the electroweak symmetry
(SU(2)L ⊗ U(1)Y → U(1)em).

3 For example objects with the combination of the three different colors or with the combination
of the same color and anti-color.
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1.1.3 Gauge symmetries and interactions

In the SM interactions between fundamental particles stem from the invariance of
the Lagrangian of free fermions with respect to local gauge symmetries (transfor-
mations).4

A simple example: electromagnetism

The Lagrangian associated to the field that describes a free electron is:

L = iψγµ∂µψ −mψψ, (1.1)

where each of the four component of the bi-spinors ψ and ψ are considered as inde-
pendent complex fields. This Lagrangian is invariant under the phase transformation
of the field:

ψ(x) → eiαψ (1.2)

where α is a real constant. This transformation belongs to the group of unitary
transformations U(1). This type of symmetry is called global “gauge” 5 symmetry.

If one applies to the fermion field ψ a real phase (gauge) transformation, in which
α is no longer a constant but a function depending on space-time coordinates:

ψ(x) → eiα(x)ψ (1.3)

the Lagrangian is not anymore invariant. This happens because the derivative term
of Equation 1.1 is not invariant under this transformation:

∂µψ → eiα(x)∂µψ + eiα(x)ψ∂µα. (1.4)

To recover the invariance of the Lagrangian under local gauge transformation one
needs to replace in the Lagrangian the derivative four-vector ∂µ by a new type of
derivative, called “covariant derivative” Dµ, that transform like the field ψ under
the local phase transformation.

Dµψ → eiα(x)Dµψ (1.5)

It is then necessary to introduce a vector field Aµ that transform in a way to cancel
the symmetry violating term of Equation 1.4. With these requirements the covariant
derivative is defined as:

Dµψ ≡ ∂µ − ieAµ (1.6)

with Aµ transforming as:

Aµ → Aµ − 1

e
∂µα(x) (1.7)

4 For a more complete description of how local gauge symmetries are related to fields’ interaction,
the reader is referred to [17, 19, 20].

5Historical name for “phase”.
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Introducing the covariant derivative in the Lagrangian defined in Equation 1.1
one obtains:

L = iψγµDµψ −mψψ

= ψ (iγµ∂µ −m)ψ + eψγµAµψ (1.8)

The result of requiring invariance of the Lagrangian under a local phase trans-
formation is the introduction of a vector field Aµ (called gauge field). It has to be
noted from Equation 1.8 that Aµ couples to the electron with a coupling constant
−e. To allow this new field propagate it is necessary to introduce in the Lagrangian a
kinetic term for it, and this term has to be invariant under the gauge transformation
of Equation 1.7. In this way one obtains the Lagrangian :

L = ψ (iγµ∂µ −m)ψ + eψγµAµψ − 1

4
FµνF

µν (1.9)

Where:
Fµν = ∂µAν − ∂νAµ (1.10)

is the electromagnetic tensor and Aµ (ν) is the electromagnetic potential four-vector.
It is important to notice that a mass term of the type 1

2
m2AµA

µ is forbidden
since it violates the gauge invariance. As a consequence Aµ is a massless gauge field
and is identified to the photon.

Electroweak interaction

The electromagnetic and weak interactions are described in a unified way in the SM
of electroweak (EW) interactions which describes the interactions among quarks
and leptons mediated by four vector bosons, meaning γ, W+, W− and Z. This EW
theory has been proposed for the first time in 1961 by S. Glashow [1].

To understand how EW theory is built one needs to start with a Lagrangian
describing a weak isospin doublet ψ of free spinorial massless fields:

L = iψγµ∂µψ (1.11)

This Lagrangian is not invariant under local special unitary transformations of di-
mension 2 (SU(2)):

ψ ≡
(

ψ1

ψ2

)

→ ψ′ ≡
(

ψ′
1

ψ′
2

)

= ei~θ(x)·~σ
2

(

ψ1

ψ2

)

(1.12)

Where (ψ1, ψ2) and (ψ′
1, ψ

′
2) are the components of the weak isospin doublet ψ before

and after the gauge transformation. ~σ is the vector of the Pauli matrices σ1, σ2 and
σ3, the generators of the SU(2) transformation. ~θ(x) is a three dimensional vector
of arbitrary functions.

For the Lagrangian given in Equation 1.11 to be invariant under such a trans-
formation it is necessary to replace the derivative four-vector ∂µ by an appropriate
covariant derivative, similar to the one defined in Equation 1.5.

∂µ → Dµ = ∂µ + igwW
a
µ

σa

2
(1.13)
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Where gW is a coupling constant and W a
µ (with a = 1, 2, 3) is a set of three massless

gauge fields which transform under SU(2) as:

W a
µ (x) → W ′a

µ (x) = W a
µ (x) − 1

gW

∂µθ
a(x) − ǫabcθbW c

µ(x) (1.14)

where ǫabc is the Levi-Civita tensor.
The Lagrangian, including this covariant derivative and the kinetic term for the

three massless gauge bosons, becomes:

L = iψγµ∂µψ − gwW
a
µψγ

µσ
a

2
ψ − 1

4
W a

µνW
a, µν (1.15)

where

W a
µν = ∂µW

a
ν − ∂νW

a
µ − gW ǫ

abcW b
µW

c
ν (1.16)

with a = 1, 2, 3, is the gauge field tensor. The second term of the Lagrangian
describes the interaction of the spinorial field ψ with the gauge fields W a

µ . The third
term contains terms describing the self interaction between W a

µ bosons.
As already anticipated fermions are grouped into weak isospin doublets (Iw = 1

2
)

to account for the experimental evidence that all elementary fermions are sensitive
to weak interactions and, due to parity-violation, that only their left-handed chiral
components participate to this interaction:

fL =

(

f1

f2

)

L

≡
(

νe

e

)

L

,

(

νµ

µ

)

L

,

(

ντ

τ

)

L

,

(

u
d

)

L

,

(

c
s

)

L

,

(

t
b

)

L

with I3
w = +1

2
for the f1L component and I3

w = −1
2

for the f2L component. As the
right-handed component of elementary fermions do not participate to charge current
weak interaction, they are considered as weak isospin singlet states (Iw = 0):

fR ≡ eR, µR, τR, uR, cR, tR, dR, sR, bR (1.17)

The theory built in this way do not include the fact that photons can interact with
both left-handed and right-handed fermions. To incorporate the electromagnetic
interaction one needs to require a new invariance of the Lagrangian with respect to
another local gauge symmetry U(1)Y :

ψ(x) → ψ′(x) = eiα(x)Ywψ(x) (1.18)

Where the operator YW is the generator of the hypercharge symmetry. This is the
analogous of the hypercharge defined in the Gell-Mann-Nishijima formula:

Q = I3
W +

1

2
YW (1.19)

where Q is the electric charge and I3
W is the third component of the weak isospin.
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With this new local gauge transformation requirement the covariant derivative
becomes:

∂µ → Dµ = ∂µ + igwW
a
µ

σa

2
+ ig′

Yw

2
Bµ (1.20)

where Bµ
6 is a new gauge field (similar to the Aµ field in QED) associated to the

hypercharge YW and g′ is a new coupling constant (equivalent of e in QED).
The gauge symmetry group associated with the two local gauge transformations:

ψ → ei~θ(x)·~σ
2ψ and ψ → eiα(x)YWψ (1.21)

is:

SU(2)L ⊗ U(1)Y (1.22)

where SU(2)L is the weak isospin gauge symmetry group involving only left-handed
fermion components and U(1)Y the weak hypercharge gauge symmetry group in-
volving both the left-handed and right-handed components of the fermions.

The gauge fields associated to the generators of the two symmetry groups are:

for SU(2)L : W 1
µ , W 2

µ , W 3
µ and for U(1)Y : Bµ (1.23)

These are massless gauge bosons since any mass term for these bosons in the
Lagrangian spoils the invariance under local gauge transformations.

Strong interaction

Strong interactions between quarks and gluons are described by the Quantum Chromo
Dynamics (QCD) theory. The gauge symmetry group that generates the interaction
is SU(3). The Lagrangian to be considered in this case is of the form:

L0 = qj (iγµ∂µ −m) qj (1.24)

where qj(j = 1, 2, 3) is one of the three color spinorial quark fields. The gauge local
transformation for which the Lagrangian is required to be invariant is:

q(x) → q′(x) ≡ eiαa(x)Taq(x) (1.25)

where the transformation is shown only for one color field, since it is the same
for all color fields. Ta are a set of eight linearly independent and traceless 3 ×
3 matrices called Gell-Mann matrices, αa(x) are eight scalar functions with a =
1, . . . , 8. Following the same logic used for the derivation of Equation 1.15 it is
possible to obtain the local gauge invariant QCD Lagrangian:

L = q (iγµ∂µ −m) q − g(qγµTaq)G
a
µ − 1

4
Ga

µνG
µν
a (1.26)

6 The gauge field Bµ transforms under U(1)Y as:

Bµ(x) → B′

µ(x) = Bµ(x) − 1

g′
∂µα(x)
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with:
Ga

µν = ∂µG
a
ν − ∂νG

a
µ − gfabcG

b
µG

c
ν (1.27)

where Ga
µ, with a = 1, . . . , 8, represents the eight gluon fields, fabc are real constants

called structure constants of the group and g is a coupling constant.
As for the photon, the gluons are required to be massless to preserve the gauge

invariance of the Lagrangian. It is important to notice that the QCD Lagrangian
contains terms describing a self-interaction among the gluons, with vertices with
three and four gluons. This is consequence of the fact that the gluons carry color
charge.

1.1.4 Spontaneous symmetry breaking

This formulation of the electroweak interaction is not yet complete, since it is not
able to include the masses of the fermions and of the observed W± and Z bosons.
To account for it, it is necessary to include in the EW theory a mechanism that gen-
erates W± and Z bosons masses. This mechanism is called Spontaneous Symmetry
Breaking (SSB) mechanism.

SSB takes place when a physical system is described by a Lagrangian that is
invariant under certain transformation while its fundamental state is not. A typ-
ical example of this phenomenon can be found in ferromagnetism [21]. From the
quantum-mechanical point of view a ferromagnet is a crystalline lattice of spin 1/2
magnetic dipoles, with spin-spin forces that tends to align the neighboring spins.
The Hamiltonian of such system is invariant with respect to space rotation. The
ground state of this system has all the spins aligned in one direction, meaning that
the symmetry of the Hamiltonian is broken and only a symmetry with respect to
rotation around the axis of the spins is preserved. It is important to notice that the
symmetry is not actually broken but just “hidden” by the ground state.

To understand how SSB can work into the SM and to search for such “hidden
symmetries”, it is better to start from a simple example. Let’s consider a complex
scalar field φ(x) = (φ1 + iφ2)/

√
2 associated to a potential V:

V (φ, φ†) = µ2φ†φ+ λ(φ†φ)2 (1.28)

where µ2 and λ are free parameters of the potential. The Lagrangian describing the
system is:

L = ∂µφ†∂µφ− µ2φ†φ− λ(φ†φ)2 (1.29)

The Lagrangian L is invariant under the U(1) global symmetry group transforma-
tion:

φ(x) → φ′(x) = eiαφ(x) (1.30)

where α is a constant. To have the potential V (φ, φ†) bounded from the bottom it is
necessary that λ > 0. The configuration of the minimum of V (φ, φ†) is determined by
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the sign of the µ2 parameter resulting into two possible solutions for the fundamental
state of the scalar field φ(x). For µ2 > 0 the potential has a parabolic shape with a
trivial minimum φmin = 0. When µ2 < 0 the potential has a “Mexican hat” shape
with a circle of minima in the (φ1, φ2) plane, as can be seen in Figure 1.2. The
equation of the circle of minima is:

φ2
1 + φ2

2 = v2 where v =

√

−µ2

λ
(1.31)

Choosing a particular solution among the infinite number of possible minima brings
to a SSB.

Figure 1.2: Shape of the scalar potential for µ2 < 0 and λ > 0. The blue sphere
represents the minimum of the potential V (φ) of the scalar field φ.

Choosing the minimum that is real and positive leads to a vacuum expectation
value (vev) of the field φ(x):

〈0|φ(x)|0〉 =
v√
2

(1.32)

This corresponds to the magnitude of the field φ(x) at the minimum of the potential.
It is very easy to see that this vev is not invariant under the phase transformation
defined in Equation 1.30:

〈0|φ′(x)|0〉 = eiα〈0|φ(x)|0〉 = eiα v√
2
6= v√

2
(1.33)

Goldstone bosons

In order to have a deeper understanding of the effect of the SSB on the Lagrangian
1.29, the scalar field is rewritten as a fluctuation around the minimum of the poten-
tial:

φ(x) =
1√
2

[v +H(x)] ei
G(x)

v (1.34)



16 CHAPTER 1. THEORETICAL FRAMEWORK

where H(x) and G(x) are two real scalar fields.
With this parametrization the kinetic term of the Lagrangian becomes:

Lcin = ∂µφ†∂µφ =
1

2
∂µH∂µH +

1

2

(

1 +
H

v

)2

∂µG∂µG (1.35)

and the potential V (φ, φ†) is given by:

V (φ, φ†) = µ2φ†φ+ λ(φ†φ)2

= λ

(

φ†φ− v2

2

)2

− λ

4
v4

= λv2H2 + λvH3 +
λ

4
H4 − λ

4
v4 (1.36)

The total Lagrangian is:

L = Lcin − V (φ, φ†)

=
1

2
∂µH∂µH − 1

2
m2

HH
2 +

1

2
∂µG∂µG

+

(

1

v
H +

1

2v2
H2

)

∂µG∂µG− λvH3 − λ

4
H4 +

λ

4
v4 (1.37)

As we can see, the two real scalar fields H and G, used to parametrize the complex
scalar field φ, have different masses. One, H(x), has a mass equal to MH = v

√
2λ =

√

−2µ2, and the other, G(x), is massless. In summary, SSB results in the presence of
a massless scalar particle, known as Nambu-Goldstone boson. The presence of such
massless particle is due to the fact that along the angular direction the potential is
flat and so there is no “resistance” to excitations. The existence of such a massless
scalar field is a general result stated in the Goldstone theorem [22].

1.1.5 The Brout-Englert-Higgs (BEH) mechanism

The application of the SSB to the electroweak interaction has been introduced in
1964 by several theoreticians: P. Higgs, F. Englert, R. Brout, G. S. Guralnik, C.
R. Hegen, and T. W. B. Kibble [4, 5, 6, 7]. The mechanism predicts the existence
of a massive scalar particle called the Higgs boson which infers masses to the weak
gauge bosons.

The BEH mechanism assumes that anywhere in the vacuum there is a complex
scalar field, and that the Lagrangian of this field is invariant under SU(2)L ⊗U(1)Y

local gauge symmetry. To fulfill this requirement the scalar field has to be a doublet
composed of complex scalar fields7:

Φ =

(

φ+

φ0

)

=

(

φ+
1 + iφ+

2

φ0
1 + iφ0

2

)

(1.38)

7 The upper component (I3
W = +1/2) has a positive electric charge and the lower component

(I3
W = −1/2) is neutral.
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The most general scalar field Lagrangian that can be written in this case is:

LHiggs = DµΦ†DµΦ − µ2Φ†Φ − λ(Φ†Φ)2 (1.39)

where µ2 and λ are two free real parameters and Dµ is the covariant derivative that
ensures the invariance of the kinetic term under the local gauge transformation of
the symmetry group SU(2)L ⊗ U(1)Y . As seen in Section 1.1.4, in the case where
µ2 < 0 and λ > 0 the SU(2)L ⊗ U(1)Y symmetry group is spontaneously broken.
The minimum of the potential V (Φ,Φ†) occurs for:

Φ†Φ =
v2

2
, with v =

√

−µ
2

λ

A schematic representation of the scalar potential can be seen in Figure 1.2

There is freedom in the selection of the minimum of the scalar field potential.
With any choice the SSB leads to a vacuum state that is not invariant under the
SU(2)L ⊗ U(1)Y symmetry group. An appropriate choice that allows to keep the
photon massless is to choose the minimum of the Higgs potential along the neutral
component. In this case the fundamental state of the scalar field doublet is written:

|〈0|Φ|0〉| ≡ Φmin =

(

0
v√
2

)

(1.40)

One can rewrite the scalar field as a fluctuation around the minimum of the
potential.

Φ(x) = ei
Ga(x)σa

2v

(

0
v+H(x)√

2

)

(1.41)

where Ga(x), (a = 1, 2, 3) are the three becoming Nambu-Goldstone bosons corre-
sponding to the three broken generators of SU(2)L ⊗ U(1)Y → U(1)em and H(x)
is the Higgs boson. Since the Lagrangian is invariant under gauge transformation
Φ(x) → eiθa(x)Φ(x), where θa(x) are arbitrary functions of space-time coordinates,
it is possible to choose θa(x) = −Ga(x)/v (a = 1, 2, 3). This is called unitary gauge.
With this choice the three Goldstone bosons are eliminated and the scalar field Φ(x)
becomes:

Φ(x) =

(

0
v+H(x)√

2

)

(1.42)
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Applying this unitary gauge to the Lagrangian 1.39 leads to8:

LHiggs =
1

2
∂µH∂µH +

1

2

g2
wv

2

4cos2θW

ZµZµ +
g2

wv
2

4
W+µW−

µ

+

(

2H

v
+
H2

v2

)(

1

2

g2
wv

2

4cos2θW

ZµZµ +
g2

wv
2

4
W+µW−

µ

)

−λv2H2 − λvH3 − λ

4
H4 +

λ

4
v4 (1.43)

The quadratic terms :

1

2

g2
wv

2

4cos2θW

ZµZµ +
g2

wv
2

4
W+µW−

µ ≡ 1

2
M2

ZZ
µZµ +M2

WW
+µW−

µ (1.44)

correspond to the W± and Z0 bosons mass terms with:

MW =
gwv

2
and MZ =

gwv

2cosθW

⇒ MW

MZ

= cosθW (1.45)

where gw is the electroweak coupling constant and θW is the electroweak mixing
angle. The ratio of the W± and Z0 boson masses is usually expressed in terms of a
parameter ρ, given at the tree level by:

ρ =
M2

W

M2
Zcos2θw

= 1 (1.46)

The Higgs boson mass term is given by:

MH =
√

−2µ2 = v
√

2λ (1.47)

The Lagrangian LHiggs contains also coupling terms between the Higgs boson
and the gauge bosons W±

µ and Zµ, proportional to the square of their masses, and
Higgs boson self coupling terms. These couplings are of the type V V H or V V HH
with V V ≡ W+W− or Z0Z0 and self-coupling terms of types HHH and HHHH.
There is no direct coupling between the Higgs boson and the photon.

BEH mechanism corresponds to a sort of redistribution of the scalar field Φ(x)
components during the SSB. Indeed three of the four scalar field components were
transformed after the SSB into the longitudinal components of the W± and Z0

bosons and consequently generated their mass terms.

8 The gauge fields W± are, in terms of W 1
µ and W 2

µ gauge fields, given by:

W±

µ =
1√
2

(

W 1
µ ∓ iW 2

µ

)

The gauge field Zµ is a linear superposition of the gauge field W 3
µ and Bµ:

Zµ = W 3
µcosθW − BµsinθW

where θW is the electroweak mixing angle called also Weinberg angle.
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Yukawa interaction and fermion masses

The existence of the scalar field Φ(x) allows the presence in the Lagrangian of mass
terms for fermions. This is due to the Yukawa type interaction of fermions with the
scalar field Φ(x). The Lagrangian of this interaction is:

Lf
Yukawa = −Cf

[

fLΦ fR + fR Φ†fL

]

(1.48)

where Cf is the coupling constant of the fermions to the scalar field, called Yukawa
coupling constant. Since Yukawa interaction connects left- and right-handed com-
ponents of the fermions and neutrinos are only left-handed, these do not interact
with the scalar field.

Leptons and quarks interacts equivalently with the scalar field, by a coupling
constant that is directly proportional to the mass mf of each particle:

Cf =
mf

√
2

v
; with v =

2MW

gW

(1.49)

1.1.6 Limits of the Standard Model

Despite the large amount of successful predictions the SM presents several limits, in
the sense that is not capable to account for several phenomena that are observed in
nature.

• SM does not include gravitational interaction.

• There is no explanation of why there are exactly three generations of fun-
damental particles and why these particles have the hierarchy of masses we
observe.

• The Higgs field and SSB allow for the presence of a mass term in the theory,
but the value of these masses are free parameters measured by experiments.
The existence of many free parameters is seen as a limitation of the theory.

• Neutrinos are considered in the SM [1, 2, 3], as massless elementary fermions.
However there is an experimental evidence9 that these particles have non-zero
mass [23].

• Indications from theoretical consideration exist that an extrapolation of the
SM to energy scale above ∼ 500 GeV suffers from the so called natural-
ness problem. An example of this is coming from quantum corrections to
effective-field theory calculations of the Higgs boson mass. The latter suf-
fer of a divergence function of the virtual particles’ momenta cut off scale
Λ [24, 25, 26, 27, 28]:

δm2
H

m2
H

=
3GF

4
√

2π2

(

4m2
t

m2
H

− 2m2
W

m2
H

− m2
Z

m2
H

− 1

)

Λ2 =

(

Λ

500 GeV

)

. (1.50)

9Neutrino oscillations.
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Higher is the value of Λ, more relevant is the divergence of ultraviolet contri-
butions to m2

H , which can even exceed the value of mH . Naturalness of the
Higgs boson mass leads to the so called Hierachy problem (difference between
a physical parameter and its effective value like in the case of Higgs mass).
Presence of new physics beyond the SM can allow for a solution to this issue.

• Cosmological observations has brought evidence of the presence in the universe
of new type of matter and energy, called dark matter and dark energy, which
are not accounted for in the SM.

• The asymmetry observed in the universe between matter and anti-matter is
not explained by the SM.

These are only some of the motivations behind the search for physics beyond the
SM and the study of the newly discovered particle likely to be the SM Higgs boson
is one of the fronts where this search takes place.

1.2 Higgs physics

This section summarizes some among the most recent results.

1.2.1 Production and decay, theoretical predictions

Theoretical predictions of cross sections of different SM Higgs boson production
processes at the LHC have been computed at different orders [29, 30]. The most
relevant Higgs production processes and their respective cross sections for this thesis
are summarised in Table 1.1 for a center of mass energy

√
s = 8 TeV and Higgs boson

mass MH = 125.1 GeV. Figure 1.3(a) shows the cross section of several SM Higgs
boson production processes as function of MH .

The dominant process is the gluon-gluon fusion. It is known at next-to-next-
to-leading order (NNLO) in QCD, with resummation of soft-gluon contributions to
next-to-next-to-leading logarithmic accuracy (NNLL). The estimated cross section
is corrected for two-loop electro-weak (EW) contributions. The sub-dominant pro-
duction process is the vector boson fusion (VBF). It is known at NNLO in QCD
with NLO EW corrections. Associated production processes have smaller crossec-
tions with respect to the latter. Higgs boson produced together with a W boson and
a Z boson have been derived at the NNLO accuracy in QCD and NLO EW correc-
tions. Associated production of the Higgs boson with a bb pair has been computed
with two approches. With the five flavour scheme (5FS), that take into account the
presence in the proton of u-, d-, c- ,s- and b-quarks, or neglecting the presence of
b-quarks, the four flavour scheme (4FS). The 4FS approach is designed to describe
the case where MH/mb → 1, while the 5FS approach is designed to describe the
case MH/mb → ∞. When performing the calculation the two methods are combined
taking into account their different behaviours with respect to MH . Associated pro-
duction of the Higgs boson with a tt pair has been computed at NLO QCD accuracy.
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More details about the evaluation of ttH cross section and the related uncertainties
are given in section 5.1.

Process Accuracy σ [pb] QCD Scale [%] PDF+αs [%] References

gg → H
NNLO + NNLL QCD

19.24 +7.2 −7.8 +7.5 −6.9
[31, 32, 33]

NLO EW [34, 35, 36, 37]
qq̄H (VBF) NNLO QCD + NLO EW 1.579 ±0.2 +2.6 −2.8 [38, 39]
WH NNLO QCD + NLO EW 0.7027 ±1.0 ±2.3 [40, 41]
ZH NNLO QCD + NLO EW 0.4142 ±3.1 ±2.5 [40, 41]
bb̄H NLO (4FS), NNLO (5FS) 0.2030 +10.3 −14.8 ±6.2 [42, 43, 44]
ttH NLO QCD 0.1290 +3.9 −9.3 ±8.1 [45, 46, 47, 48, 49]

Table 1.1: Cross section of different Higgs boson production processes at the LHC
for pp collisions with

√
s = 8 TeV. The calculation are performed assuming a Higgs

boson mass MH = 125.1 GeV. The accuracy of the calculations is given for each
process in the second column. The uncertainties on scale definition, PDFs choice
and αs are given in the fourth and fifth columns respectively. References are given
in the last column.

Calculations have also been made to predict the Higgs boson decay Branching
Ratios (BR) [30]. Figure 1.3 shows the total production cross section and decay
branching ratios of the SM Higgs boson as function of its mass. For a Higgs boson
mass of 125 GeV the biggest BR is to a bb pair, followed by WW , ττ and ZZ pairs.
Non negligible are also the decay to a pair of photons or to a Z boson and a photons
and to a pair of muons.
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Figure 1.3: Standard Model Higgs boson production cross sections at
√
s = 8 TeV

(a) and decay branching ratios (b) as function of its mass (MH).
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1.2.2 Mass and natural width

Figure 1.3(b) shows how the Higgs boson BRs are correlated with its mass. Hence
a precise measurement of it mass is fundamental to have accurate prediction to
compare with experimental results. The most precise measurement of the Higgs
boson mass has been performed with a joint effort between the ATLAS and CMS
collaborations [50]. For this combination the

√
s = 7 and 8 TeV datasets collected

by the two experiments are used. Corresponding, for CMS to 5.1 fb−1 at
√
s = 7 TeV

and 19.5 fb−1 at
√
s = 8 TeV; for ATLAS to 4.5 fb−1 at

√
s = 7 TeV and 20.3 fb−1

at
√
s = 8 TeV. The result of the analysis of is:

MH = 125.09 ± 0.21(stat.) ± 0.11(syst.) GeV. (1.51)

Figures 1.4 and 1.5 show the contribution of the different measurements that are
entering this combination.

 [GeV]
H

m

123 124 125 126 127 128 129

Total Stat. Syst.CMS and ATLAS

 Run 1LHC 						Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 

l4→ZZ→H CMS  0.17) GeV± 0.42 ± 0.45 ( ±125.59 

l4→ZZ→H ATLAS  0.04) GeV± 0.52 ± 0.52 ( ±124.51 

γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 1.4: Summary of the Higgs boson mass measurements performed by the
ATLAS and CMS experiments [50]. The combination of the different measurements
is shown at the bottom of the plot.

In a separate publication by CMS collaboration [51] a measurement is performed
on the width of the Higgs boson resonance. The width of a SM Higgs boson of mass
MH ∼ 125 GeV is predicted to be ∼ 4 MeV. This value is far smaller than the
experimental mass resolution. Nevertheless it is possible to measure the observed
width searching for deviation from the expected detector resolution. The decay
channels used for this measurement are H → γγ and H → ZZ → 4ℓ10, these have
experimental mass resolution between 1 and 3 GeV. The result of the measurement
is an observed limit at 95% CL of 1.7 GeV, with an expected limit of 2.3 GeV,
summarized in Figure 1.6.

10 Here and in the following ℓ refers to electrons and muons.
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1.2.3 Electric charge

The predicted electric charge of the SM Higgs boson is zero. It is consistent with
the observation of the Higgs boson candidate in final state with zero electric charge,
like γγ and ZZ.

1.2.4 Spin and parity

The SM predicts the Higgs boson to have spin equal to zero and its parity to be
even. these properties have been measured by the ATLAS and CMS collaborations
[52, 53, 54].

CMS collaboration uses the decay channels: H → ZZ∗, Zγ∗, γ∗γ∗ → 4ℓ, H →
WW ∗ → ℓνℓν and H → γγ. The results obtained are summarized in Figure 1.7
and are consistent with SM expectations.
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Figure 1.7: Distributions of the test statistic q = −2ln(LJP /L0+) for the different
models tested against the SM Higgs boson hypothesis. The expected median and
1,2,3 σ CL regions for the tested JP models (blue bands) and for the SM Higgs
boson hypothesis (red bands) are shown. The observed q values are indicated by
the black dots [52].

ATLAS uses H → ZZ → 4ℓ, H → WW ∗ → eνµν and H → γγ to exclude the
non-SM spin hypothesis at more than 99.9% CL in favor of the SM spin-0 hypothesis.

1.2.5 Scalar couplings

To be able to measure the couplings of the Higgs boson with the other elementary
particles of the SM it is necessary to perform a wide spectrum of measurement of dif-
ferent Higgs production processes and decays. The ATLAS and CMS collaboration
have combined several analyses to extract this information [55]. The combination
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makes use of analyses optimized for to search for the Higgs boson decaying to γγ,
ZZ(4ℓ), WW (ℓνℓν), ττ , bb and µµ. The production modes studied are ttH, V H,
VBF and ggH. The summary of measurements of the cross-sections of these pro-
cesses and of the branching ratios of the decay modes used to extract the coupling
of the Higgs boson is shown in Figure 1.8. The events are categorized in different
channels to maximize the sensitivity to a particular decay or production mode11.
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Figure 1.8: Values of the best-fit signal strength for the analyses entering in the
combination. The blue and the red points indicate the values obtained by ATLAS
and CMS collaboration respectively [55]. Black points represent their combination.
Analyses are grouped on the left by production mode (µ = σ/σSM) and on the right
by decay mode (µ = BR/BRSM) .

Two of the production modes studied are mediated by fermions, ttH and ggH,
while the others by vector bosons, VBF and V H. These are used to measure the
relative strength of the Higgs boson couplings to elementary fermions and to vector
bosons. The result is shown in Figure 1.9.

The measurement of the couplings is performed combining the information of
both production and decay of the Higgs boson. To perform the measure it is nec-
essary to make few assumptions. The Higgs boson candidate is assumed having
JPC = 0++, as predicted by the SM. It is assumed that for this particle the narrow-
width approximation can be used, allowing to consider independently decay and pro-
duction processes. In this way cross section and branching ratio can be parametrized
as:

σiBRf =
σi(~k) × Γf (~k)

ΓH

, (1.52)

where ΓH is the total width of the Higgs boson, and Γf is its partial width in the
final state f . These are expressed as function of a set of coupling modifiers ~k that

11SM is assumed true to perform such classification.
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Figure 1.9: Comparison of best fit signal strength µ = σ/σSM for Higgs production
modes mediated by fermions (ggH and ttH) and by vector bosons (VBF and V H).
Solid lines represent the contours of 68% CL confidence regions. The black star
represents the SM expectation [55].
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parametrize the deviation from the SM prediction. The coupling modifiers κi are
defined as:

κ2
i = σi/σ

SM
i for production process i (1.53)

κ2
i = Γi/Γ

SM
i for decay process i (1.54)

In the SM these κi parameters are all equal to +1. To clarify the interpretation of
the result, it is important to remember that only some SM particles have tree level
interaction with the Higgs boson: W boson (κw), Z boson (κZ), bottom quark (κb),
tau lepton (κτ ), top quark (κt) and muons (κµ). The effective coupling modifier to
gluons (κg) and to photons (κγ) are expressed as function of the tree-level coupling
modifiers, since interactions with the Higgs boson is mediated by fermion and boson
loops. The scaling factors for the second fermion generation are assumed to be the
same as the one for the third. The coupling of the Higgs boson with electron, up-
and down-quarks are neglected.

Figure 1.10 shows the result of the measured Higgs boson Yukawa couplings
to fermions (κf = κb = κt = κτ ), as function of its couplings to vector bosons
(κV = κW = κZ). For this test it is assumed that there is no physics beyond
the SM, and both κf and κV are assumed to be positive. As a cross check, it is
interesting to notice the shapes of the confidence region on Figure 1.10. Analyses
with decays into vector bosons constrain κV more that κf , while it is the opposite
for analysis with the Higgs boson decaying to fermions.

The case where κf and κV are allowed to be negative has also been considered.
The measurements entering in the combination are capable to determine if κV and κf

have the same sign. For this reason quadrants with positive κV are degenerate with
respect to the one with negative κV , in Figure 1.11 are shown only the quadrants
with positive κV .

Several BSM theories predict invisible or undetected Higgs boson decay. The
Higgs boson width is sensitive to the presence of such decays, and it is inversely
proportional to the Higgs boson production in the observed decay channel. Two
scenarios compatible with the presence of new physics in the loop-mediated process
of gg → H production and H → γγ decay are considered:

• Higgs boson is assumed to not have any BSM decays (BRBSM = 0);

• BRBSM is left free, but it is assumed that κW ≤ 1 and κZ ≤ 1;

In these two cases each of the coupling modifiers to the SM particles involved are
also obtained from the fit (i.e. are not set to SM prediction). Figure 1.12(a) shows
the results of these studies.

Another test for the search for the presence of BSM particles can be performed
assuming all the direct couplings of the Higgs boson to be the same as in the SM.
Figure 1.12(b) shows the comparison of κg with κγ with the assumption that there
is no physics BSM. A tension between the observation and the SM prediction should
be observed if this assumption is wrong.
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Figure 1.10: Likelihood scan in the plane (κV , κf ), κf and κV are assumed positive.
The solid line represents the contour of the 68% CL confidence region. (a) Result
of the ATLAS and CMS combination and for the individual channels. (b) Result
of the ATLAS and CMS combination compared to the two experiments individual
combinations [55].

After the verification that the coupling modifiers κg and κγ are compatible with
the SM prediction, a new fit is performed assuming that there is no presence of
BSM particles in the loops. Hence only the coupling modifiers of SM particles are
considered. Figure 1.13(a) shows the result of the fit.

As stated in Section 1.1.5, the SM coupling of the Higgs boson to fermions is
proportional to the fermion mass (mf ), while the coupling with vector bosons is
proportional to the square of the boson mass (mV ). To check this property the
coupling modifiers obtained from the fit described above are written as reduced
coupling modifiers:

yV,i =

√

κV,i
gV,i

2v
=

√
κV,i

mV,i

v
(1.55)

yF,i = κF,i
gF,i√

2
= κF,i

mF,i

v
(1.56)

where v is the SM vev of the Higgs boson, v = 246.22 GeV [56], and the masses
as well as the absolute Higgs boson coupling strength for vector boson (V ) and for
fermions (F ) are denoted with mV/F and gV/F respectively. Figure 1.13(b) shows
the results.

Test of the up- and down-type fermion symmetry has been performed extracting
from the fit the parameters λdu = κl/κu, λV u = κV /κu, κuu = κuκu/κH . Fig-
ure 1.14(a) shows the result of the fit. Lepton and quark symmetry has been tested
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Figure 1.12: (a) Fit results for the two parameterisations allowing BSM loop cou-
plings. Black points represent the case with κW ≤ 1 and κZ ≤ 1 (denoted as
κV ≤ 1), yellow points the case without additional BSM contributions to the Higgs
boson width, i.e. BRBSM = 0. (b) Likelihood scan in the plane (κg, κγ). No physics
beyond the SM is assumed [55].

in a similar way. In this case the fit is performed using the parameters λlq = κl/κq,
λV q = κV /κq, κqq = κqκq/κH Where κH = ΓH/Γ

SM
H and ΓH is the total width of

the Higgs boson. Result of this test is presented in Figure 1.14(b).

All the studies shown are consistent with the SM expectations.

1.2.6 Yukawa coupling with top quark

One of the most important measurements in the Higgs boson sector is the coupling
with the top quark. From Equation 1.49 one can see that the coupling of the Higgs
boson to fermions is proportional to their masses. As the top-quark is the heaviest
known particle, with mtop = 173.34 ± 0.76 GeV [57], the strength of its coupling is
of order Ctop ∼ 1. A precise measurement of Ctop can give hints on the scale of new
physics [10].

A constrain on Ctop may come from the measurement of the gluon-gluon fusion
Higgs production process cross section. In this process, shown in Figure 1.15(a) at
the tree level, the main contribution in the loop is given by the top-quark, with
a small contribution also from b-quark and a destructive interference between the
two. Ctop can be constrained measuring the cross section of the process gg → ZH.
It is similar to gluon-gluon-fusion where the Z boson is radiated off the fermion
loop. This process is sensitive also to the distructive interference between top-
quark Yukawa coupling and Z-boson coupling to Higgs. The measurement of the
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coupling modifiers shown in Figure (a) are used [55].
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Figure 1.14: 1σ intervals for combined results of (a) λdu, λV u, κuu parameters testing
the up- and down-fermion coupling ratios. (b) λlq, λV q, κqq parameters testing the
lepton and quark coupling ratios [55].
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branching ratio of the Higgs decay into a pair of photons, shown in Figure 1.15(b),
is sensitive to the interference between Ctop and W -boson coupling to Higgs (W loop
contribution).

The top quark is the dominant contributor in the fermion loops. Nevertheless in
these loops particles BSM may enter. To disentangle the top quark contribution it
is necessary to search for final states that depend at the tree-level on the top-Higgs
Yukawa coupling. A measurement of the rate of the Higgs boson production in
association with a pair of top quarks (ttH) process, shown in Figure 1.15(c), can
provide a direct test of Ctop.

Processes where the Higgs boson is produced together with only one top-quark
(like gb → WtH and qb → tHq′) strongly depend upon the sign of top-Higgs
Yukawa coupling as well as upon its magnitude. In particular these are sensitive to
the relative sign of Ctop with respect to the coupling between the Higgs boson and
the W boson. In the SM there is a destructive interference between diagrams with
Higgs bosons emitted from top quark and W boson lines. If the two couplings have
different signs the interference becomes constructive leading to an increase of the
cross section.
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Figure 1.15: (a): Feynman diagram for the gluon-gluon fusion Higgs production
process. (b): Feynman diagram for the Higgs decay into a pair of photons. (c):
Tree-level Feynman diagram for the production of the Higgs boson in association
with a top quark pair (ttH).

It is important to mention that evidence of a direct coupling of the Higgs boson
to up-type fermions is still lacking, while coupling to down-type fermions has been
observed, as summarized in [51, 55, 58].

Experimental results in ttH search

The ATLAS and the CMS collaboration have both preformed searches of the pro-
duction of the Higgs boson associated with two top quarks. ATLAS collaboration
has studied, the H → bb decay channel [11], Higgs boson decaying into a pair of
photons [12] and into WW , ττ , ZZ with multi-leptonic final state [13].
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The ATLAS analysis studying the final state with H → γγ decay observe, after a
fit to data, the best-fit strength parameter µ = σttH/σttH

SM = 1.3+2.5
−1.7(stat.) +0.8

−0.4(syst.).
The observed upper limit on µ is 6.7 times the SM expectation at 95% CL. These
result is summarized in Figure 1.16.
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Figure 1.16: Results of the ATLAS search of ttH, with H → γγ [12]. Upper limit
at 95% CL on the signal strength parameter. Results are shown separately for the
different event categories considered in the analysis and for their combination.

The study of multi-leptonic final states performed by the ATLAS collaboration
categorizes events according to the number of leptons (electron or muons) and τ
reconstructed. The value of the strength parameter µ obtained from the best-fit to
data is µ = 2.1+1.4

−1.2. The observed 95% CL upper limit is µ < 4.7, while the expected
value is µ < 2.4. Results are summarized in Figure 1.17.

CMS collaboration has combined the search of several topologies into one mea-
surement [14]. The topology with the Higgs decaying into a bb pair has been updated
with the use of Matrix Element Method techniques. More detail about this updated
version are given in Chapter 5. The combined analysis of CMS includes Higgs boson
decaying to: bb, γγ, ττ , WW , ZZ. Events selected for the analysis have at least
one lepton 12 or two photons plus a number of jets depending on the decay channel
studied. The main background is tt + jets production. The signal strength result
obtained from a fit in selected data is µ = 2.8 ± 1.0 at 68% CL. An upper limit is set
on µ at the value 4.5 at 95% CL, while the expected upper limit is 1.7. Figure 1.18
summarizes the signal strength results obtained by CMS.

The analyses focusing on the final state with H → bb [11, 15] are discussed in
more detail in Chapter 5.

ATLAS and CMS combined these analyses with several others [55] to measure,
among other quantities, the coupling of the Higgs boson to the top quark. The

12For lepton here it is intended electron or muon.
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Figure 1.17: Results of the ATLAS search of ttH in multi-leptonic final states [13].
Left: Best fit values of the signal strength parameter µ = σ/σSM . Right: Upper
limits at 95% CL for the signal strength parameter. Results are shown separately
for the different event categories considered in the analysis and for their combination
at the bottom of the plot.
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Figure 1.18: Results of the CMS search for ttH. Left: Best fit values of the signal
strength parameter µ = σ/σSM . Right: Upper limits at 95% CL on the signal
strength parameter. Results are shown separately for the different event categories
considered in the analysis and for their combination at the bottom of the plot. Note
that the results obtained for the bb case have been updated in [15] and are shown
in more detail in Chapter 5 .
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result obtained is expressed as function of the coupling modifier κt, defined in Equa-
tion 1.54. The best-fit result is κt = 0.89+0.15

−0.13, also shown in Figure 1.13(a).
The subject of this thesis work is the study and development of new techniques

to perform measurment of final states that have never been studied before, with the
aim of improving the current results.
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Chapter 2

LHC collider and the ATLAS
detector

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [59] is a particle accelerator located at CERN,
the European Organization for Nuclear Research, and installed in the circular tunnel
previously used for the LEP e+e− collider. The tunnel has a perimeter of 26.7 Km
and is located underground at a depth varying from 45 m and 170 m on a plane
inclined at 1.4%.

The LHC is designed to accelerate protons and heavy (Pb) ions and can produce
collisions of proton-proton, lead-proton and lead-lead. LHC is the last step of the
CERN’s pre-existing accelerator chain, represented in Figure 2.1. At the beginning
of the acceleration process, protons are extracted from a hydrogen bottle, after
application of an electric field to tear the electron from the hydrogen atom. At this
stage protons have an energy of 92 KeV, they are brought to an energy of 50 MeV
with the linear accelerator (LINAC) and then injected into the Proton Syncroton
Booster, which further increase the energy to 1.8 GeV. Proton beams go trough
the Proton Syncroton, that shapes the proton beam in bunch trains with bunch
spaced one from the other 25 ns (in 2012 it was 50 ns), and the Super Proton
Syncroton to reach an energy of 450 GeV. Beams are subsequently injected in the
LHC and accelerated up to the nominal energy. Nominal maximum energy for
proton beams is 7 TeV, which corresponds to 14 TeV at the center of mass energy
before collisions, with an instantaneous luminosity of 1034 cm−2s−1. For lead atoms,
the design energy is 2.8 TeV per nucleon with an instantaneous luminosity of 1027

cm−2s−1 The total luminosity delivered by the accelerator and the one recorded
by the ATLAS experiment during 2012 data taking campaign is summarized in
Figure 2.2.

To make the particles follow a circular trajectory, the LHC uses 1232 dipole
magnets of 14.3 m length that can produce, for the designed working proton beams
energy of 7 TeV, a magnetic field of 8.33 T. The operating temperature of the super-
conducting magnets is 1.9 K. Being a particle-particle collider, the LHC has two

37
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Figure 2.1: Schema of the CERN’s accelerator chain and location of the associated
four main experiments.

Figure 2.2: Integrated luminosity delivered by the LHC (green) and recorded by
the ATLAS experiment (yellow) for pp collisions at

√
s = 8 TeV during 2012 data

taking campaign [60].
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different beam lines with magnetic field oriented in opposite direction to bend the
beams. Due to the space constraints of the pre-existing tunnel and cost consideration
of digging a new tunnel, a “two-in-one” design has been chosen for the dipoles.
This means that the two sets of coils and beam channels share the same mechanical
structure and cryostat. A schema of the section of a dipole is given in Figure 2.3. The
main LHC working parameters in 2012 and the design one are shown in Table 2.1.

2012 Design
Proton energy[TeV] 4 7

Dipole magnetic field[T] 4.76 8.33
Dipole operating temperature[K] 1.9 1.9

Instantaneous luminosity[cm−2s−1] 7.7 × 1033 1.0 × 1034

Number of bunches 1380 2808
Bunch spacing[ns] 50 25
Protons per bunch 1.6 × 1011 1.15 × 1011

Table 2.1: Value of some of the main LHC parameters during 2012 data taking
campaign and the respective design values.

LHC hosts four main detectors1, one on each of the four interaction points, as
illustrated in Figure 2.1. One of these, The ALICE [61] experiment, is designed to
detect ion-ion collisions. It exploits the unique physics potential of nucleus-nucleus
interactions at LHC energies. Its aim is to study the physics of strongly interacting
matter at extreme energy densities. The LHCb [62] experiment is designed to per-
form precision measurements of CP violation and rare decays of b- and c-hadrons.
Two general-purpose experiments, ATLAS [63] and CMS [64], are located at the
opposite sides of the accelerator ring and are designed to search for physics beyond
the SM at the LHC energy and luminosity design value and to perform precision
measurements of SM processes.

2.2 The ATLAS detector

The ATLAS (A Toroidal LHc ApparatuS) [63] is a general purpose LHC particle
experiment. It is designed to perform a wide range of physics studies. One of the
main objectives of the experiment are precision measurements of SM predictions like
production and decays of the top quark, Higgs boson physics, electroweak physics
and heavy-flavor physics. Searches for physics beyond the SM are also of fundamen-
tal importance, like search for dark matter and SUSY. Although the majority of the
physics potential of ATLAS is in the study of pp collisions, a wide range of studies
are also performed on proton-Lead and Lead-Lead collisions.

ATLAS is the biggest high energy physics detector ever build with 44 m of length
and 25 m of height. It has a cylindrical shape and covers almost completely 4π

1ATLAS, CMS, ALICE and LHCb.
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Figure 2.3: Schema of the cross-section of an LHC dipole magnet. To be noted the
peculiar “two-in-one” design, with the two beam lines and magnetic coils sharing
the same cryostat [59].
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around the interaction point (IP) 2. As can be seen in Figure 2.4 the ATLAS detector
has an “onion-like” structure, with different sub-detectors organized in concentric
layers, each one with the aim of measuring the properties of the different particles
originating from the collisions and it is nominally forward-backward symmetric with
respect to the IP. The inner most layer is the Inner Detector (ID), designed to
detect charged particles. It is immersed in a magnetic field of 2 T delivered by
a superconducting solenoid. This bends the trajectory of the charged particles,
allowing the ID to measure their momenta. Outside the solenoid there are the
calorimeters, to measure the energy of the particles. The outer layer is the muon
spectrometer, designed to identify muons and participate to the measurement of
their momentum. At 17 m in z direction from the IP and at 10 cm from the beam
axis lies the LUCID (LUminosity measurement using Cerenkov Integrating Detector)
detector. It detects inelastic pp scattering in the forward direction, and is the main
online relative-luminosity monitor for ATLAS.

Figure 2.4: Cut-away view of the ATLAS detector.

2.2.1 ATLAS coordinate system

ATLAS uses a right-handed Cartesian coordinate system. The center of the coordi-
nate system is the nominal IP at the center of the detector. The positive x-axis is
pointing to the center of the LHC, the positive y-axis is pointing up-wards and the

2The point where the particle beams are designed to cross and interact.



42 CHAPTER 2. LHC COLLIDER AND THE ATLAS DETECTOR

z-axis is given by the direction of the beam pipe. Other important quantities are
often used to describe the physics objects observed by the detector. The azimuthal
angle with respect to the x-axis is called φ. θ is the polar angle with respect to the
z-axis. A fundamental quantity is the pseudorapidity η defined as:

η = −ln tan

(

θ

2

)

Objects lying in the (x,y) plane have η = 0, while η = ∞ points in the direction of
the z-axis. The rapidity yrap is defined as:

yrap =
1

2
ln

(

E + pz

E − pz

)

Where E is the energy of the object and pz its momentum component along the
z-axis. The distance ∆R between two objects in the (η, φ) space is defined as

∆R =
√

(∆η)2 + (∆φ)2

2.2.2 Magnetic system

ATLAS is equipped with four magnetic systems [65], one superconducting solenoidal
magnet located at the center of the detector, and three toroidal magnets located
outside the calorimeters.

Solenoid

The super-conducting solenoid magnet [66] is aligned with the beam axis and pro-
vides as mentioned above a magnetic field of 2 T along the z-axis of the detector. It
contains completely the ID and has an inner radius of 2.46 m and a thickness of 10
cm. To preserve the performance of the calorimeters, the solenoid has been designed
to have a material thickness as low as possible. The solenoid is contributing with a
total of ∼ 0.66 radiation length (X0) at normal incidence.

Toroids

A system of three large air-core toroids [67, 68] generates the magnetic field for
the muon spectrometer. Each of the three toroids consists of eight coils assembled
radially and symmetrically around the beam axis. The overall length of the barrel
toroid system is 25.3 m, with inner and outer radius of 4.7 m and 10 m, respectively.
It provides a magnetic field of ∼ 0.5 T. The two end-cap toroids line up with the
central solenoid and are rotated by 22.5◦ with respect to the barrel toroid coil system.
These generate a magnetic field of ∼ 1 T, required for optimizing the bending power
in the end-cap regions of the muon spectrometer system. The end-cap toroids have
inner and outer diameters of 1.65 m and 10.7 m respectively, with 5 m length.
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2.2.3 Tracking system: Inner Detector

The tracking system (Tracker) is the closest detector to the interaction point, also
called Inner Detector (ID), [69, 70]. It covers the region |η| < 2.5. It is fully
contained within the solenoid magnet. The tracker is designed to measure charged
particles trajectories and their momenta with high precision. It is used also to
reconstruct the interaction vertices, allowing to distinguish primary vertices from
secondary vertices originating from the decay of long lived particles. It is made
of several sub-detectors allowing to have few high precision measurements close to
the interaction point and a large number of lower precision measurements at higher
radius. Each of the sub-detectors is divided into barrel and end-cap regions. In the
barrel the detecting elements are arranged in cylindrical concentric layers around the
beam axis. In the end-caps these are mounted on disks orthogonal to the beam pipe.
Longitudinal cut view of the ID is presented in Figure 2.5, including the dimensions
and relative positions of all the sub-detectors. The three dimensional view of the ID
is shown in Figure 2.6(a).

Figure 2.5: Longitudinal cut view of the Inner Detector [71].

Pixel detector

The pixel detector [72] is the innermost layer of the ATLAS detector and the closest
to the interaction point. The barrel region is made of three concentric layers, the
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(a) (b)

Figure 2.6: Schematic 3D-view of the ATLAS Inner Detector (a) and of the Pixel
detector (b).

two endcap regions are identical and each is composed of three identical disk layers.
A layout of the detector is shown in Figure 2.6(b). The total number of pixels is
approximately 67 million in the barrel and 13 million in the end-caps, covering a total
active area of about 1.7 m2, with each pixel having a typical size of 50 × 400 µm2.
The pixel detector is designed to provide at least three measure points on a charged
track emerging from the collision region. It is capable of providing measurements
with high granularity near the IP, where the density of charged tracks is maximal.
It covers the range |η| < 2.5 and is capable of three-dimensional-vertexing with
good resolution in the longitudinal z-axis, allowing primary vertex reconstruction
of charged tracks with σ(z) < 1 mm and transverse impact parameter resolution of
better than about 15 µm. The intrinsic accuracies are 10 µm in R-φ plane and 115
µm in the z-axis in the barrel, and 10 µm in R-φ plane and 115 µm in the z-axis
in the disks. The pixel detector has also very good radiation-hardness, designed
to resist to total dose of 500 kGy, and small material thickness to not degrade the
performances of the other sub-detectors, ranging from 0.1X0 at η = 0 to a maximum
of 0.6 X0 for high η. In 2014 a fourth layer, called Insertable B-Layer (IBL) [16],
has been added to the barrel region at a radius of 3.2 cm. For its installation the
beam pipe has been replaced with one of 3 cm of radius. The one used in 2012 had
5 cm of radius.

SemiConductor Tracker

The SemiConductor Tracker (SCT) [73, 74] is the second layer of the ID and is
built with silicon microstrip layers. The barrel region is made of four double-layered
concentric cylinders and the end-caps are made of nine double-layered disks each
giving at least four space-point measurements for each track. Barrel region of the
detector uses small-angle (40 mrad) stereo strips modules to measure both coordi-
nates. Strips are parallel to the beam axis (z), resulting in a precision of 17 µm
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in the R-φ coordinate and 580 µm in the z-coordinate. In the end-cap region, the
detectors have a set of strips running radially and a set of stereo strips at an angle
of 40 mrad.

Transition radiation tracker

The Transition Radiation Tracker [75] is the outermost component of the ID. It is
a drift-tube tracker and transition radiation detector. It contributes significantly to
the momentum measurement. It covers the region up to |η| < 2.0. It is made of
2 mm radius thin-walled proportional drift tubes, also called straw tube or straws,
arranged parallel to the beam axis in the barrel region and radially in the end-cap
regions. The straw tubes are filled with a gas mixture of 70% Xe, 27% CO2 and 3%
O2. Straw tubes were chosen as detecting elements because they offer a high degree
of modularity of the detector and can easily be integrated into a medium producing
transition radiation without compromising the continuous tracking performances.
They have an intrinsic accuracy of 130 µm. The combination of precision silicon-
based trackers at small radii with the TRT, that can provide only R-φ information,
gives very robust pattern recognition and high precision hit measurements in both
R-φ and z coordinates. The lower precision per point compared to silicon detectors
is compensated by the large number of measurements, typically ∼ 36 per crossing
track, and longer measured track length.

2.2.4 Calorimeters

Calorimeters [76] aim at measuring the energy of the incident particles. In ATLAS
these are located outside the solenoid magnet and cover the region |η| < 4.9. Three
types of calorimeters are installed in ATLAS: Electromagnetic, Hadronic and For-
ward calorimeters. A schematic view of the ATLAS calorimeter system is given in
Figure 2.7. The nominal resolutions for each sub-detector are:

σE

E
=

10%√
E

⊕ 0.7% ; Electromagnetic

σE

E
=

50%√
E

⊕ 3% ; Hadronic

σE

E
=

100%√
E

⊕ 10% ; Forward

Electromagnetic calorimeter

The Electromagnetic calorimeter (EM) is designed for the measurement of electrons
and photons. It is a sampling calorimeter with lead as passive absorber and liquid ar-
gon (LAr) as active material. It is designed with accordion-shaped kapton electrodes
and lead absorber plates over its full coverage. The accordion geometry provides
complete φ symmetry without azimuthal cracks. It covers the region |η| < 3.2, the
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Figure 2.7: Schematic view of the ATLAS calorimeters.

barrel part covers |η| < 1.475, while the two end-caps cover 1.375 < |η| < 3.2.
The end-caps are further divided in two concentric wheels, covering respectively
1.375 < |η| < 2.5 and 2.5 < |η| < 3.2. The central solenoid and the EM calorime-
ter share a common vacuum vessel, to reduce the material thickness and to avoid
degradation of the calorimeter performances. It has finer granularity in the region
overlapping with the ID to give better performance in photon and electron recon-
struction. EM calorimeter has a material thickness of > 22X0 in the barrel region
and > 24X0 in the end-caps. In the barrel the EM is segmented in three concentric
layers of sampling, as can be seen in Figure 2.8. The innermost layer has fine η
granularity to identify photons and electrons, that tends to have a narrower shower
shape with respect to particle jets. In the region |η| < 1.8 a presampler detector
is used to correct for the energy lost by electrons and photons before reaching the
calorimeter. The presampler consists of an active LAr layer of thickness 1.1 cm in
the barrel region and 0.5 cm in the end-cap.

Hadronic calorimeter

The hadronic calorimeter aims at measuring the energy of particle jets and covers
the range |η| < 3.2. Two different technologies are used in the barrel and in the
end-caps. The barrel, also called Tile Calorimeter, is a sampling calorimeter with
steel tiles as absorber and plastic scintillating plates as active material. It covers the
region |η| < 1, and the extended barrel covers 1 < |η| < 1.7. In the Hadronic End-
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Figure 2.8: Schema of a LAr calorimeter barrel module. The different layers in
which the detector is divided are clearly visible. Granularity in η and φ of cells and
trigger towers are shown [76].
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cap Calorimeter (HEC) a technology similar to the EM calorimeter is used, with
copper as absorber and liquid argon as active material. These covers the region
1.5 < |η| < 3.2.

Forward calorimeter

Forward Calorimeters (FCal) are located on each side of the ATLAS detector. These
are designed to measure particle jets at high η values which allow to improve the
missing transverse energy measurement. The FCal covers pseudorapidity range of
3.1 < |η| < 4.9, it has a material thickness of approximately 10 interaction lengths
and consists of three modules in each end-cap: the first, made of copper, is optimized
for electromagnetic measurements, while the other two, made of tungsten, measure
predominantly the energy of hadronic interactions.

2.2.5 Muon spectrometer

The Muon spectrometer [77] is the outermost layer of the ATLAS detector. It
is instrumented with separate trigger and high-precision tracking chambers and is
based on the magnetic deflection of muon tracks in the large superconducting air-core
toroid magnets (see Section 2.2.2). The octagonal structure of the muon chambers
reflects the symmetry of the magnetic field. The system consists of four sub-detectors
build with different technologies: the Monitored Drift Tubes (MTD), the Cathode
Strip Chambers (CSC), the Resistive Plate Chambers (RPC) and the Thin Gap
Chambers (TGP). Figure 2.9 shows a schema of the muon spectrometer.

The MDT chambers are designed to perform the precision muon momentum
measurement and covers the pseudorapidity range |η| < 2.7. These chambers consist
of three to eight layers of drift tubes, operated at an absolute pressure of 3 bars,
which lead to an average resolution of 80 µm per tube or about 35 µm per chamber.
The drift tubes have diameter of 29.970 mm and contain a gas mixture of 93% Ar
and 7% CO2. After the gas ionization, the electrons are collected at the center on a
50 µm tungsten-rhenium wire.

In the region at high pseudorapidity (2 < |η| < 2.7) the CSC are used in the
inner-most tracking layer due to their higher rate capability and time resolution.
These are multi-wire proportional chambers with parallel wires, where central wire
points in the radial direction, and cathode planes segmented into strips in orthogonal
direction. This allows both coordinates to be measured from the induced-charge
distribution. The resolution of a chamber is 40 µm in the bending plane and about
5 mm in the transverse plane.

The RPC and the TGC are used in the trigger system of the muon spectrometer
and cover up to |η| < 2.4. The RPC covers the barrel region |η| < 1.05, it is a
gaseous parallel electrode-plate detector where two resistive plates are kept parallel
to each other at a distance of 2 mm. The electric field between the plates of about
4.9 kV/mm allows avalanches to form along the ionizing tracks towards the anode.
TGC are multi-wire proportional chambers and cover the end-cap region 1.05 <
|η| < 2.4. These sub-detectors are also used to provide bunch-crossing identification
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and measure the muon coordinate in the direction orthogonal to that determined
by the precision-tracking chambers.

Figure 2.9: Schematic view of the ATLAS muon spectrometer.

2.2.6 Trigger systems

The LHC can deliver to the ATLAS experiment up to 40 millions of pp collisions
per second, but the data acquisition system can put in permanent storage only
few hundreds of events per second. To reduce this huge amount of collision events
to an acceptable level, an on-line Trigger system, to select events with interesting
physics properties and reject the huge number background collisions, is required.
The ATLAS trigger system is described in detail in Chapter 4.

2.2.7 Computing Model

The big amount of data collected by the ATLAS experiment, of the order of 10000 Gb
per year, and the huge number of Monte Carlo simulation events needed pose an
important challenge in terms of storage needs (events have size of ∼ 1.6 MB), and
computation resources. The ATLAS computing model [78] should be able to allow
the same level of data access and make available the same amount of computing
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resources to all members of the ATLAS Collaboration. The model makes substantial
use of Grid Computing concepts, consisting of tiers of computing clusters suited
to distribute the computing and storage loads among the different participating
institutes.

Tier structure

The CERN computing center is called Tier-0 and is the first layer of the ATLAS
analysis system. It is responsible for the archiving and distribution of the primary
RAW data received from the detector. Tier-0 stores a complete copy of the RAW
Data and also performs first-pass reconstruction producing derived data formats and
copying these to the Tier-1 facilities. Tier-1 are computing centers located world-
wide and host and provide long-term access and archiving of a subset of the RAW
data, perform their reprocessing and provide ATLAS-wide access to the derived data
formats. Tier-2 facilities spread worldwide into laboratories and institutes are meant
to provide analysis capacity for physics working groups and subgroups. They have
the responsibility for the official Monte Carlo production (simulated data are stored
in the Tier-1s) and physics analysis. The development and refinement of calibration
and reconstruction algorithms are also performed at the Tier-2 centers.

Event store

Data are stored as successively derived event representations, beginning with raw
or simulated data and progressing through reconstruction into more refined event
representations suitable for analysis. RAW data are events output of the detector,
without any other treatment. A first-pass reconstruction produces ESD (Event Sum-
mary Data) and AOD (Analysis Object Data) files. The ESD data-format contains
the reconstructed quantities measured by the detector (energy in the calorimeter
cells, clusters information, tracks, vertices) as well as reconstructed physics objects
(electrons, photon, jets, taus, muons). The event size of the ESD format is ∼ 0.5
MB. AOD is a small-sized data format (0.15 MB per event), it is well suited for data
distribution and only contains the physics objects. Derived Physics Data (DPD)
format is a reduced data set with stricter event selection, reducing in size the infor-
mation per object and dropping unwanted data objects. The physics analysis are
performed on AOD or DPD data sets.



Chapter 3

Physics objects reconstruction

In this chapter the physics objects used in the full hadronic ttH (H → bb) analysis
are described. Physics objects are the reconstructed objects that are identified as
electrons, muons, particle jets, b-tagged jets, missing transverse energy and photons.
The main objects used in the analysis are particle jets, described in Section 3.1, and
b-tagged jets, described in Section 3.2. Electrons and muons are not directly used
in the analysis, but are vetoed to avoid overlap with other ttH (H → bb) analysis
channels when combining the results, their reconstruction is subject of Sections 3.3
and 3.4 respectively. Missing transverse energy (Emiss

T ) and photons are not used in
the analysis, but are briefly described for completeness in Sections 3.5 and 3.6.

3.1 Particle jets

In high energy physics experiments many of the processes studied have final states
with quarks or gluons. These strong interacting particles loose their energy with the
generation out of the vacuum of other strong interacting particles, in a process called
fragmentation. In this way around the first energetic parton a cloud of particles with
smaller energy is formed, and aggregate to form stable hadrons, like pions, kaons
and protons. This process is called hadronization. These are reveled in the detector,
mainly in the calorimeter system. The hadrons created in this process are almost
collinear to the direction of the most energetic parton and are collimated in a narrow
cone of particles called jet. Figure 3.1 shows a schematic view of the jet production
process.

3.1.1 Jet reconstruction algorithms

A particle jet is not a simple object, like a reconstructed electron or a photon,
but needs a more sophisticated algorithm to be reconstructed. In ATLAS jets are
reconstructed starting from topological calorimeter clusters, and are subsequentially
grouped together in jets via the jet algorithm “anti-kt”.

51
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Figure 3.1: Schema of jet formation process.

Topological clustering

Reconstruction process starts from topological calorimeter clusters, also called topo-
clusters [79], designed to follow the shower development. Topo-clusters have no
predefined shape, as opposite to sliding-window clusters that have by construction
rectangular or square shape.

Topological clustering is designed to group into clusters neighboring cells that
have significant energies compared to the expected noise. The algorithm starts
from a seed cell characterized by a signal-to-noise (S/N) ratio above four. Noise is
evaluated as the absolute value of the energy deposited in the calorimeter cell divided
by the RMS of the energy distribution measured in random triggered events. Cells
adjacent to the seed or the forming cluster are added if satisfying the condition
S/N ≥ 2. In the final step all the cells surrounding the formed cluster are added.

To increase the separation of showers originating from close-by particles a split-
ting step is performed. The cells in the cluster are scanned searching for a local
maxima with a threshold of 500 MeV. These maxima are used as seeds for new
iteration of the topo-clustering algorithm, splitting the original cluster into more
topo-clusters.

Anti-kt algorithm

In the literature several jet algorithms are proposed, like kt algorithm [80] and
Cambridge/Aachen [81, 82]. Currently both ATLAS and CMS experiments use the
so called “Anti-kt” algorithm [83]. The algorithm takes as input a collection of
entities, like calorimeter topo-clusters or reconstructed tracks or particles in a MC
simulation, and group them according to particular criteria. To characterize these
criteria it is necessary to define two quantities: dij, distance between two entities,
and diB, distance between an entity and the beam:

dij = min

(

1

k2
ti

,
1

k2
tj

)

∆2
ij

R2
(3.1)

diB =
1

k2
ti

(3.2)
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where ∆2
ij = (yi − yj)

2 + (φi + φj)
2 and kti, yi and φi are respectively the transverse

momentum, the rapidity and the azimuthal angle of the entity i. R is a radius
parameter.

The algorithm proceeds iteratively in two steps. First, it looks for the smallest
distance. If it is a dij it merges i and j adding their four-momenta, the new entity is
added to the collection and i and j are removed. Else if it is diB it retains i as a jet
and remove it from the collection. Second, distances are recalculated. These steps
are repeated until there are no entities left. The execution of the algorithm requires
a large number of operations to compute the distances and find the smallest, of
the order of N3 where N is the number of entities in the event. The FastJet C++
library [84, 85] has been implemented to reduce the time consumption to the order
N log(N). It performs a factorization of the minimisation problem into momentum
and geometrical parts reducing the size of the set of distances where to search for
the minima.

The anti-kT algorithm has the advantage of being infrared and collinear safe,
meaning that the jet reconstruction process is stable against additional soft radiation
and collinear splitting of the initial parton. This is not the case, for example for
more simple cone algorithms [86]. Moreover, hard jets have a circular shape of radius
R and only softer jets have more irregular shapes. This is not the case for the kt

and Cambridge/Aachen algorithms, that give irregular shapes to the jets.

3.1.2 Energy calibration

The jet reconstruction process uses as input topological clusters, as mentioned in
the previous sub-section. The topo-clusters used can be reconstructed at two differ-
ent energy scales [87]: ElectroMagnetic energy scale (EM), to measure with better
precision the particles produced in the electromagnetic shower, and Local Cell sig-
nal Weighting (LCW), to correctly account for the response of the calorimeter to
hadrons.

In LCW calibration, topo-clusters are classified as either electromagnetic or had-
ronic, primarily based on the measured energy density and the longitudinal shower
depth. Based on this classification energy corrections are derived from single pion
Monte Carlo simulations. Dedicated corrections take into account effects of non-
compensation, signal losses due to noise threshold effects, and energy lost in non-
instrumented regions. These are called “local” corrections due to the fact that they
are applied directly to calorimeter clusters and are defined without reference to a
jet definition. The anti-kt jet algorithm runs using these calibrated topo-clusters as
input.

In the ttH (H → bb) fully hadronic analysis LCW calorimeter jets are used.

In addition to this first calibration applied to the calorimeter clusters, an addi-
tional calibration is applied to recover Jet Energy Scale (JES) in the calorimeters
to the true energy of the corresponding jet of stable particles entering the ATLAS
detector. The calibration procedure consists of four steps. The first step is the



54 CHAPTER 3. PHYSICS OBJECTS RECONSTRUCTION

pile-up1 correction. An energy offset is evaluated to account for in-time pile-up,
meaning additional collision recorded in the same event, and for out-of-time pile-up,
meaning effects of past collisions influencing the energy deposit. The correction is
derived from MC simulations as function of reconstructed primary vertices and ex-
pected average number of interactions in bins of η and transverse momentum. The
second step is the correction of the origin of the jet, to make it point to the primary
vertex instead of the nominal center of the ATLAS detector. The third step is the
application of the proper calibration [88], consisting in corrections to pseudorapidity
and energy of the jet. These corrections are derived in MC simulations. As last step
a residual correction derived in situ is applied to jets reconstructed in data.

3.1.3 Jet selection in ttH analysis

In ATLAS jets are reconstructed, as mentioned in Section 3.1.1, with the anti-kt

algorithm with a distance parameter R = 0.4. In the ttH (H → bb) fully hadronic
analysis, jets are required, after energy calibration, to have pT > 25 GeV and
|η| < 2.5. In addition, the five leading jets are required to have pT > 55 GeV.
These requirements allow to be in a region where the trigger behavior outside the
trigger efficiency plateau is well understood, see Section 4.2.

During the jet reconstruction process no difference is made between electron
candidates and jet candidates. To avoid double counting, any jet close within ∆R <
0.2 to an accepted electron is discarded. Electrons that are at a distance ∆R < 0.4
from a jet are also discarded.

Further selection is needed to reject jet candidates that are not originating from
hard-scattering. Main sources of this background are events where one proton of
the beam collides with the residual gas within the beam pipe, cosmic-ray muons
overlapping in-time with collision events and calorimeter noise. Events are rejected if
at least one jet is not associated to in-time real energy deposition in the calorimeter.

A dedicated observable, called Jet Vertex Fraction (JVF), is defined in order to
increase the rejection of jets that are not originating from hard-scatter interaction.
This is defined in Equation 3.3 as the ratio of the scalar sum of the pT of the tracks
matched to a jet (i.e. with a ∆R < 0.4) and originating from a reconstructed vertex
over the scalar sum of the pT of all tracks matched to a jet.

JVF(jeti, vtxj) =

∑

k pT (trk
jeti

k , vtxj)
∑

n

∑

l pT (trk
jeti

l , vtxn)
(3.3)

where pT (trk
jeti

k , vtxj) is the pT of the track k originating from the vertex j and
matched to the jet i. In the analysis jets with pT < 50 and |η| < 2.4 are required to
have JVF with respect to the primary vertex greater than 0.5.

1 Presence of other pp interactions within the same bunch crossing.
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3.2 Identification of b-jets

The identification of jets originating from the hadronization of b-quarks is called b-
tagging and it is based on the peculiar properties of b-quark decays. The relatively
long lifetime of b-hadrons, of the order of 1.5 ps, allows them to travel several
millimeters before decaying. This has an effect on the structure of the jet, due
the formation of Secondary Vertices (SV) separated from the primary vertex where
the hard process occurred. For these reasons tracks within a b-jet tend to have
larger impact parameter (d0) with respect to the primary vertex than the ones
originating from the primary vertex. A schema of the structure of a b-jet is presented
in Figure 3.2.

Figure 3.2: Schema of an events with two light jets, originating from the primary
vertex, and a b-jet, originating from a secondary vertex. The impact parameter (d0)
of one of the tracks is also shown [89].

The ATLAS experiment uses a b-tagging algorithm called MV1 [90]. It is trained
with b-jets as signal and light-flavour2 jets as background, and computes a tag weight
for each jet. MV1 combines into a neural network the information from three tagging
algorithms:

• IP3D: The discriminating variable used is the two-dimensional distribution
of transverse and longitudinal impact parameter significance of tracks within
jets, d0/σd0 and z0/σz0 respectively. These are combined with a likelihood ratio
technique in which inputs are compared to pre-defined distributions, obtained
from Monte Carlo simulation, for both the b- and light jet hypotheses.

2 All jets that are not originating from a b-quark are referred to as light-flavour jets if not
specified otherwise.
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• SV1: This algorithm exploits the properties of SVs, in particular it uses: the
invariant mass of all tracks associated to the SV, the ratio of the sum of the
energies of the tracks in the SV to the sum of the energies of all tracks in the
jet, and the number of two-track SVs. These variables are combined using a
likelihood ratio technique.

• JetFitter: It exploits the topology of subsequent b- and c-hadron decays
inside the jet, using a Kalman filter to search for a common line connecting the
primary vertex to b and c decay vertices. The discrimination between b-, c- and
light jets is based on a likelihood using similar variables as in the SV1 tagging
algorithm, and additional variables such as the flight length significance of the
vertices.

3.2.1 Calibration of b-tagging algorithm

In order for the b-tagging algorithm to be used in physics analyses it is necessary
to measure the difference of its performance in data and Monte Carlo simulation.
The calibration procedure is performed measuring the efficiency of the algorithm to
tag a jets originating from b-quarks, c-quarks and light flavour quarks. Calibration
results are expressed in terms of scale factors to be applied to simulations to match
the tagging rate observed in data.

The efficiency to tag jets originating from b-quarks is evaluated with the com-
binatorial likelihood method [91]. The calibration is performed in a data sample
enriched in tt events. These are selected requesting the presence of two oppositely
charged leptons in the final state, stemming from the leptonic decay of W boson
from top quark decay. An unbinned likelihood is built in each of the four channels
considered (eµ and e+e− + µ+µ−, 2 and 3 jets) and fitted to data. This approach
takes into account different jet composition of each channel known from simulations,
increasing the precision of the efficiency measurement.

The efficiency of the MV1 b-tagging algorithm to tag a jet originating from a
c-quark is evaluated with the D∗ method [90]. A data sample enriched in D∗± is
selected looking for the decay D∗ → D0 → (K−π+)π+. The efficiency is measured
via the comparison of the yield in data and MC in this sample before and after the
b-tagging selection.

The efficiency to tag a jet originating from light-flavour partons (u, d, s quarks
or gluons) is evaluated with the negative tag method [90]. Light-flavour jets are
mistakenly tagged as b-jets mainly because of the finite resolution of the Inner De-
tector and the presence of tracks stemming from displaced vertices due to long-lived
particles or material interactions. The negative tag rate is computed defining a neg-
ative version of the tagging algorithm which internally reverses the selections of the
discriminant parameters.

In the ttH (H → bb) fully hadronic analysis the used MV1 b-tagging working
point that is the one leading to a 60% efficiency in b-tagging selection, with a rejec-
tion factor of c-jets of ∼ 10 and a rejection factor of light-jets of ∼ 600. Systematic
uncertainties on b-tagging calibrations are described in Section 6.9.2.
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3.3 Electrons

Electron candidates [92] are reconstructed using the Electromagnetic calorimeter
(EM) and the Inner Detector (ID), with the request that the energy deposition in
the EM matches a reconstructed track. Only electrons with |η| < 2.47, limit of the
ID, are used in the analysis. Electrons in the transition region between barrel and
end-cap calorimeter (1.37 < |η| < 1.52) are also excluded.

Energy clusters in the EM are built using a sliding-window algorithm [79] that
scans the calorimeter with a window of (3×5) towers3 in the (η, φ) plane searching for
local maxima. This search is triggered by the presence of a tower with energy above
the threshold of 2.5 GeV. Clusters are required to be matched to a track originating
from a vertex found in the beam interaction region. Additional selection are applied
to increase rejection against fake electrons coming from hadron misidentification,
photon conversion and semi-leptonic decay of heavy-hadrons. These selections are
affecting both the calorimeter component of the electron candidate, with cuts on the
energy leakage in the hadronic calorimeter and the ratio of the energy deposition in
the different layer of the EM, and the track quality, with the request of minimum
number of hits in the pixel detector, silicon detector and TRT. Candidates matched
to photon conversion are also rejected.

To further increase the purity of the selection of real electrons additional criteria
are applied. The candidate is required to be isolated, applying cuts on the energy
deposit in a cone of ∆R = 0.2 around the candidate. A similar cut is applied on
the scalar sum of the tracks’ pT in a cone of ∆R = 0.3. The track associated to the
candidate is requested to have a longitudinal impact parameter with respect to the
primary vertex smaller than 2 mm.

3.4 Muons

Reconstruction of muons [93] is performed using information from the muon spec-
trometer (MS) and from the ID. In ATLAS three types of algorithms are used to
define the muon candidate:

• Stand-Alone muons: Trajectory of the muons is reconstructed only in the
MS. The track is extrapolated from the MS to the interaction point to deter-
mine its properties, taking into account the estimation of the energy lost in
the calorimeters.

• Combined muons: Tracks are reconstructed in the ID and in the MS inde-
pendently. The candidate muon is obtained from the successful combination
of the tracks in the two sub-detectors.

• Segment-tagged muon: Muon candidate is built from a track in the ID
that is extrapolated to the MS and it is associated to at least one local track
segment.

3 Each calorimeter tower has a size of 0.025 × 0.025 in (η, φ).
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Combined muons is the algorithm used in the analysis. A track-based Isolation
requirements is applied to improve background rejection: the scalar sum of pT of
the tracks in a cone of variable size ∆R = 10 GeV/pµ

T around the muon must be
less than 5% of the muon transverse momentum pµ

T . Muons are also rejected if a
jet is present within a ∆R distance of 0.4. The muon candidate is required to have
a longitudinal impact parameter with respect to the primary vertex smaller than
2 mm.

3.5 Missing transverse momentum

Missing transverse momentum [94] is defined as the imbalance of the momentum in
the plane perpendicular to the beam axis. This quantity is interpreted as one or more
particles that escape the detector without interacting with it, like neutrinos. The
missing transverse momentum is referred to with the symbol E

miss
T . Its magnitude,

called Missing transverse energy, is referred to with the symbol Emiss
T .

In ATLAS the reconstruction of E
miss
T is performed using information from the

calorimeters and the muon spectrometer. Its two components are calculated as:

Emiss
x (y) = Emiss, calo

x (y) + Emiss, muon
x (y) (3.4)

The missing transverse energy and the φ coordinate of the missing momentum are
evaluated as:

Emiss
T =

√

(Emiss
x )2 + (Emiss

y )2 (3.5)

φmiss = arctan(Emiss
y /Emiss

x ) (3.6)

In the ttH (H → bb) fully hadronic analysis Emiss
T is not used.

3.6 Photons

Reconstruction of photons [95, 96] in ATLAS is very similar to the one of electrons,
described in Section 3.3, using the same algorithms to reconstruct the energy clusters
in the calorimeter. Photons are divided in two categories: converted, matched to
at least one track originated from a vertex in the tracker volume, and unconverted,
without any matching track. ID tracking system is able to reconstruct conversion
vertices up to a radius of 80 cm in the transverse plane.

A series of rectangular cuts is applied to quantities related to the energy depo-
sition in the different layer of the EM to distinguish photons from jets with a large
electromagnetic component. Important role in background rejection is played by
the first layer of the EM, segmented in the η direction (see Figure 2.8) in thin strips
of width between 0.003 and 0.006, depending on η. These strips cover the calorime-
ter in the |η| < 2.4 region, excluding 1.4 < |η| < 1.5. The selection is optimized
independently for unconverted and converted photons to provide an identification
efficiency of about 85% for photon candidates with transverse energy ET > 40 GeV,
and a background rejection factor of about 5000.
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In the ttH (H → bb) fully hadronic analysis photons are not used.
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Chapter 4

Trigger system

As described in Section 2.1, the LHC is able to deliver to the ATLAS experiment
an instantaneous luminosity of 1034 cm−2s−1, corresponding to ∼40 million bunch
collisions per second. This huge amount of data is impossible to record with the
available technology, which allows a recording rate of few hundreds events per second.
Due to this bottle neck it is necessary to perform fast decisions in order to select
events of physics interest to be recorded. This decision is taken by the trigger system.

4.1 Description of the trigger system

The ATLAS trigger system is made of three consecutive layers, a schema is shown
in Figure 4.1: The Level 1 trigger (LVL1), the Level 2 trigger (LVL2) and the
Event Filter (EF). The level 2 and event filter together form the High-Level Trigger
(HLT). Each trigger level refines the decisions made at the previous level by applying
additional selection criteria. The trigger selections are applied on physics objects1

built with algorithms that have less resolution than the off-line ones2. This is due to
the time constraint that does not allow to use computationally complex algorithms
or the part of information from sub-detectors which is long to read or reconstruct.
For an event to be recorded it has to pass selection criteria in each of the three
trigger levels, these are connected in the so called trigger chain.

Since the work presented in this thesis makes use of jet-triggers, great attention
is given to the description of such class of triggers, for a more complete information
on triggers targeting other physics objects than jets the reader is directed to the
Section 8 of [63].

4.1.1 Level 1

The LVL1 trigger is designed to select events that contain muons, electrons, photons,
jets, τ -leptons decaying into hadrons, large missing transverse energy (Emiss

T ) and

1 Reconstructed particle, like for example: electrons, muons, photons or more complex objects
like particle jets and missing transverse energy.

2 For the definition of offline physics objects see Chapter 3.

61
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Figure 4.1: Schema representing the three level trigger of the ATLAS experiment in
Run 1. The flow of the selection process is top to bottom of the diagram.

large total transverse energy3. It is a hardware based trigger and built on custom
electronics. The maximum LVL1 accept rate which the ATLAS detector readout
systems can handle is 75 kHz, and the LVL1 decision must reach the front-end elec-
tronics within 2.5 µs after the bunch-crossing with which it is associated. This time
requirement has a direct impact on the amount of information that can be used
for the decision. Only few sub-detectors with a reduced granularity with respect
to offline can be used: the Resistive Plate Chambers and Thin-Gap Chambers for
high-pT muons and electromagnetic, hadronic and forward calorimeters for electro-
magnetic clusters, jets, τ -leptons, Emiss

T , and large total transverse energy. The ID
is not used since the reading of all the channels and the track reconstruction do not
fulfill the time requirement.

The LVL1 trigger takes its decision based only on multiplicity of trigger objects,
no geometrical information is used. At this level a trigger object is simply a threshold
that is passed in one or more than one sub-detector. During the processing of
the trigger decision the information for all detector channels is retained in pipeline
memories. The LVL1 trigger identifies the regions of the detector, in (η, φ) plane,
that have interesting features. These are called Regions-of-Interest (RoI’s) and are
used to seed the HLT.

3 Scalar sum of the transverse energy of the objects reconstructed in the event.
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Calorimeter trigger

The calorimeter trigger is designed to handle ∼ 7000 analogue Trigger Towers (TT)
of granularity 0.1 × 0.1 in (∆η × ∆φ), coarser with respect to its full granularity
of: 0.025 × 0.0245 in (∆η × ∆φ). More details on the calorimeter are given in
Section 2.2.4. The η range taken into account for the trigger decision depends on
the physics object considered: electron, photon and τ triggers use |η| < 2.5, which
is the fiducial limit for the ID and the electromagnetic calorimeter. Jet trigger uses
the caloremetr up to |η| < 3.2. Total transverse energy and Emiss

T triggers extend
to |η| < 4.9 using also the forward calorimeters. The jet trigger RoI is a 2 × 2
matrix of Jet Elements (JE), a JE corresponds to a 2×2 combination of TT, that is
required to be a local maximum of energy deposition in the calorimeter with respect
to its neighbors. The isolation requirement is applied to avoid multiple-counting
of jet candidates. The jet algorithm identifies ET sums within overlapping square
windows of side 0.4, 0.6, or 0.8 in (η, φ) plane, consisting of 2 × 2 , 3 × 3, 4 × 4 JE
respectively, as shown in Figure 4.2.

Figure 4.2: Schema of the different square window sizes for the jet algorithm at
LVL1 trigger. Shaded area represents the RoI. The central plot shows one of the
four possible configurations of the window 0.6 × 0.6 with respect to the RoI. In the
case of window 0.8 × 0.8, the RoI is required to be at the center of the window to
avoid the presence of two jets per window [63].

4.1.2 Level 2

The Level 2 trigger is software based, and runs on dedicated computer farms. The
RoI constructed by the LVL1 trigger are used as input to the LVL2 trigger. This
second trigger level uses the full granularity and full precision of the detector inside
the RoIs, including information from the ID. This allows to save time with respect
to reconstructing the full event, since the data constituting an RoI is ∼ 2% of the
data of the full event. The LVL2 selections are designed to reduce the trigger rate
to approximately 3.5 kHz. Time constraints are less strict than LVL1 with an event
processing time of about 40 ms, averaged over all events. LVL2 bases the event
selection on specialized algorithms optimized for speed, with lower resolution than
offline algorithms.
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4.1.3 Event filter

The final stage of the event selection is carried out by the Event Filter (EF), which
reduces the event rate to roughly 200 Hz. EF uses more complex algorithms, with
respect to LVL2, very close to those used in the offline reconstruction software,
within an average event processing time of the order of four seconds. This trigger
level uses the information from the full detector at full granularity.

4.1.4 Trigger menus and prescaled triggers

In each run of the LHC the triggers that are used to collect data are organized in lists
called “trigger menus”. Each menu specifies the thresholds and the selection criteria
at each of the three trigger levels for each trigger chain. It is compiled combining
different physics signatures to match the needs of physics analysis within ATLAS.

An estimation of the background rejection capabilities at each selection stage
and for each signature is one of the fundamental ingredients of the preparation of
the menus. Not only the triggers that are used by physics analyses are selected
to enter in the menu, but also supporting triggers that are needed for background
studies or for the calibrations of other triggers or sub-detectors. These type of
triggers in general have looser selection criteria or lower thresholds or request lower
multiplicity of objects. This implies that a bigger amount of events are going to
fulfill the trigger requirement saturating the trigger rates. To avoid this effect the
supporting triggers are prescaled, meaning that these triggers are active only for a
fraction of the collisions.

4.1.5 Jet and multi-jet trigger algorithms

The online algorithms used by the jet trigger slice have evolved during the Run 1
operation of the ATLAS detector. For

√
s = 7 TeV run algorithms at LVL2, trigger

were seeded by LVL1 via RoIs, a simple cone-like jet algorithm with a radius of
R = 0.4 was run at LVL2 exclusively within the RoIs. A different strategy, called
L1.5, has been adopted and implemented in LVL2 trigger during the

√
s = 8 TeV

run. The idea behind L1.5 triggers is to use data produced from the LVL1 trigger
to access the full detector. Accessing LVL1 data allows to save time with respect
to reading the calorimeter information at full granularity, moreover it allows to run
more complex jet algorithms than the standard LVL1 or LVL2, as for example the
anti-kt algorithm via the FastJet package [83, 84, 85].

4.2 Trigger efficiency and scale factors determi-

nation

A detailed description of how trigger efficiencies and scale Factors (SF) are deter-
mined for the full hadronic ttH (H → bb) analysis is the subject of this section.
A parametrization is derived and validated for trigger efficiencies in data and in
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MC. Different closure tests to validate the method are shown in the following. The
determination of a data-MC SF is presented. The section ends with closure tests
performed on MC samples, used to assess the systematic uncertainty for this method.

4.2.1 Introduction

The non-perfect correlation between online and offline algorithms results in a loss
of efficiency when the same requirements are imposed to objects reconstructed on-
line and offline. Given that online objects have worse resolution than offline ones,
behavior in regions close to the trigger activation threshold need to be understood
to widen the use of these triggers in physics analysis. Studies are performed on the
trigger efficiency, defined as the ratio of the events that satisfy both offline and on-
line requirements over those passing online ones only. The trigger efficiency curves
when described with respect to an offline quantity, are also called trigger “turn-on”
curves.

As an example, Figure 4.3 shows the determined turn-on curves for some LVL1
and LVL2 jet triggers as function of offline jet ET . It is important to notice that the
turn-on curves for LVL1 are less steep than the LVL2 due to larger jet energy reso-
lution. The plateau of the LVL1 trigger, defined as the region where the trigger has
a flat efficiency (here > 99%), that requires one object with ET > 15 GeV (L1 j15)
is reached only for offline jets with ET > 55 GeV. Residual differences between data
and MC are present, mainly away from the plateau region. A scale factor (SF), that
takes the difference into account, is applied to compensate. Alternatively, offline
selections are used to remove the region where there is disagreement.
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Figure 4.3: Efficiencies of LVL1 (left) and LVL2 (right) triggers chains in data and
Pythia and Herwig MC events. For data, the efficiency is computed with respect
to events taken by an independent trigger, 100% efficient in the relevant region.
The turn-on curves for LVL1 are less steep than the LVL2 due to poor jet energy
resolution. It can be noted that efficiency ∼ 100% is reached for energies larger than
the trigger thresholds [97] .
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4.2.2 Jet trigger efficiency

The trigger used by fully hadronic ttH (H → bb) analysis is a multi-jet trigger
requiring four objects at LVL1 with a requirement on transverse energy of the LVL1
8×8 TT to be higher than 15 GeV, followed by 5 objects at LVL2 with a transverse
energy higher than 15 GeV and finally 5 objects at EF level having transverse energy
higher than 55 GeV.

Such a trigger is used in other analyses [98] in combination with harsh require-
ments on the offline reconstructed jet quantities in order to be away from possible
sources of inefficiencies, which if badly modeled in MC simulations, could lead to
incorrect evaluation of the acceptance. These requirements generally involve asking
for:

• N high-pT offline jets, where N is the multiplicity of the multi-jet trigger used,
and for high-pT it is intended that the pT of the jets is large enough to be
away from the trigger pT -dependent turn-on region. Differences in the turn-on
region are due to mis-modeling of the trigger jet resolution.

• Isolation criteria for offline jets. The isolation requirement allows to avoid
dealing with the case where inefficiencies come from the modeling of the over-
lapping between TT and offline jets.

On the other hand, demanding offline jet at high pT and vetoing event where
non-isolated jets4 are present could have the effect of cutting away up to half of the
collected statistics of triggered signal events in analysis such as the fully hadronic
ttH (H → bb).

Therefore a procedure is needed to assess trigger efficiency between data and
MC in the most accurate way in order to correct the possible mis-modeling in MC
by using a SF, and assigning a systematic uncertainty to it. To do so an assumption
that the trigger behavior of any sample of events can be inferred by the properties of
all offline reconstructed objects is made, which individually contribute to the global
efficiency. By taking into consideration the properties of all relevant reconstructed
objects in the event, this approach derives a SF that can be applied universally to
all MC samples.

Data and MC samples

For this study di-jet MC samples are used to compare directly with data and fully
hadronic ttH MC events to investigate the sample dependency on the trigger effi-
ciencies. Di-jet MC is generated using Pythia8 [99] in different slices of leading jet
pT as shown in Table 4.1. For ttH the same sample has been used as in the fully
hadronic ttH (H → bb) analysis, described in Section 6.4.1.

For data two different trigger chains are used:

4 Two jets separated by a distance ∆R < 0.6.
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pT range [GeV] σ · ǫf [nb]
0-20 7.28 · 107

20-80 3.60 · 106

80-200 2.64 · 104

200-500 5.44 · 102

500-1000 6.44
1000-1500 3.97 · 10−2

1500-2000 4.16 · 10−4

2000+ 4.06 · 10−5

Table 4.1: List of Pythia8 di-jet MC samples and their corresponding cross section
times filter efficiencies in each truth leading jet pT slice. Filter efficiency is the
fraction of events that pass from the general sample into the final simulated sample
after the application of a generator-level filter, this avoid storing events that are not
going to be used in the analysis.

• EF rdO filled NoAlg: dedicated trigger item for efficiency determination.
Trigger chain starts with a random trigger at LVL1. Subsequent levels do
not apply further selection criteria. Jet’s RoI are reconstructed at each trigger
level.

• EF j110 a4tchad: Jet trigger requiring at least one object at LVL1, with
ET > 50 GeV for 8 × 8 TT, at least one object at LVL2 with ET > 105 GeV
and at least one object at EF with ET > 110 GeV. In events triggered by
this high ET single jet-trigger, in order to remove the trigger bias, all offline
jets inside the hemisphere, defined as ∆φ < π/2, surrounding the object with
highest ET at EF level in the event are removed. Events with more than one
jet with ET > 110 GeV at EF level are rejected. These selections ensure not to
pick up the jet that triggered the event. Notice that these jets are fully efficient
for the trigger under study, so not having jets with high pT to estimate the
per jet trigger probability does not matter at the end.

For offline jets, the same selection criteria in terms of quality requirement is de-
manded as in the final analysis, as described in Chapter 3.

4.2.3 Single jet trigger efficiencies

The single jet trigger efficiency for the jet trigger chain considered is defined as
the probability for an offline jet to be associated to a L1 J15 → L2 j15 → EF j55

chain. The association is defined in terms of finding a LVL1 8 × 8 TT of 15 GeV,
a LVL2 object with ET > 15 GeV and an EF object with ET > 55 GeV in a ∆R
cone of 0.4 radius. Events that have two offline jets reconstructed within a ∆R <
0.6 are vetoed to focus only on estimating the effect of single jet difference and not
cumulative behavior which can arise from close-by effects.
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With this definition the object matching efficiency and the trigger efficiency are
taken into account at the same time. The single offline jet trigger efficiency is then
defined as:

ǫtrig(pT , η) =
Ntrigger(pT , η)

N(pT , η)
(4.1)

Where N(pT , η) is the number of isolated offline jets in each (pT , η) bin, and Ntrigger

is the sub-sample of offline jets that are matched to a complete trigger chain: the
offline jet is matched independently to a L1 J15, L2 j15 and EF j55 trigger object.
Figure 4.4 shows the efficiency for Monte Carlo simulated fully hadronic ttH events
with this definition.

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

ηOffline jet 

-3 -2 -1 0 1 2 3

M
e
V

 
T

O
ff
lin

e
 j
e
t 
p

30

40

50

60

70

80

90

100
3

10×

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.01 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.03 0.02 0.02 0.02 0.02 0.03 0.02 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01

0.07 0.04 0.03 0.02 0.03 0.05 0.06 0.08 0.09 0.12 0.14 0.13 0.12 0.11 0.13 0.13 0.12 0.09 0.08 0.06 0.05 0.03 0.02 0.03 0.03 0.03

0.23 0.17 0.19 0.16 0.21 0.29 0.27 0.30 0.36 0.39 0.44 0.44 0.40 0.39 0.43 0.43 0.39 0.35 0.31 0.27 0.27 0.20 0.14 0.18 0.16 0.10

0.40 0.52 0.60 0.56 0.64 0.72 0.67 0.66 0.74 0.74 0.79 0.78 0.75 0.74 0.77 0.78 0.74 0.73 0.68 0.66 0.72 0.64 0.57 0.60 0.54 0.30

0.59 0.93 0.94 0.92 0.94 0.96 0.89 0.88 0.93 0.94 0.95 0.95 0.93 0.93 0.94 0.95 0.94 0.93 0.88 0.89 0.96 0.94 0.94 0.94 0.92 0.40

0.69 0.99 0.99 0.99 0.99 0.99 0.96 0.95 0.98 0.98 0.99 0.99 0.98 0.98 0.98 0.99 0.98 0.98 0.96 0.96 0.99 0.99 0.99 1.00 1.00 0.54

0.68 1.00 1.00 0.99 1.00 0.99 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.98 0.99 1.00 1.00 1.00 1.00 1.00 0.55

0.69 0.99 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 0.55

0.69 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 1.00 0.60

0.76 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.65

0.65 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.58

0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.48

0.73 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.59

ATLAS Internal

Figure 4.4: Single jet trigger efficiency for the chain L1 J15 → L2 j15 → EF j55

in MC simulated ttH events as a function of the offline jet pT and η. Statistical
uncertainty is of the order of few permille. Blue line represent the selection of jets
with pT > 55 GeV and |η| < 2.5. This is the selection applied to the five leading
jets in the fully hadronic ttH (H → bb).

4.2.4 Trigger efficiency formalism

After estimating the trigger parametrization in terms of single jet properties, the
formalism necessary to predict the number of events passing the multi-jet triggers
needs to be defined. The two-dimensional single jet trigger efficiency, as defined
in Equation 4.1, is interpreted as the probability for a single jet to fire a trigger
chain. In the case under study this corresponds to a sequence of accepted LVL1,
LVL2 and EF objects in the same RoI. The overall number of events passing the
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multi-jet trigger is estimated weighting each event with the probability of the event
to pass the multi-jet trigger. This latter is obtained by combining the probability
ǫtrig(pT , η), as defined in Equation 4.1, of each jet in the event. In the case under
study this corresponds to the probability for an event to fire at least 5 trigger chain:

P≥5 = 1 − (P=0 + P=1 + P=2 + P=3 + P=4), (4.2)

where P=0, P=1, P=2, P=3 and P=4 are the probability that the events has exactly
0, 1, 2, 3, or 4 trigger chains fired defined as:

P=0 =
∏

i=1

(1 − ǫi), (4.3)

P=1 =
∑

j=1

(

ǫj
∏

i6=j

(1 − ǫi)

)

, (4.4)

P=2 =
∑

j=1

∑

l=j+1

(

ǫjǫl
∏

i6=j,l

(1 − ǫi)

)

, (4.5)

P=3 =
∑

j=1

∑

l=j+1

∑

m=l+1

(

ǫjǫlǫm
∏

i6=j,l,m

(1 − ǫi)

)

, (4.6)

and

P=4 =
∑

j=1

∑

l=j+1

∑

m=l+1

∑

n=m+1

(

ǫjǫlǫmǫn
∏

i6=j,l,m,n

(1 − ǫi)

)

. (4.7)

Where ǫ stands for ǫtrig(pT , η) and indeces i, j, k, l,m, n run over the number of jets
in the event.

4.2.5 Validation of isolated jet turn on curves

A first test consists of checking normalization predicted in several jet and b-jet
multiplicity bins. The selections used are the same as in the fully hadronic ttH (H →
bb) analysis, described in Section 6.6. Since this is an internal consistency check of
the method, the same, in this case the fully hadronic ttH, sample is used, splitted in
two halves, one used to estimate the trigger efficiency and the second half to validate
the trigger prediction. The results are shown in Table 4.2, the uncertainties shown
are statistical only and consist of the sum in quadrature of the uncertainty coming
from the sample used to derive the prediction and the uncertainty derived from
the trigger efficiency parametrization. This latter has been derived by averaging the
effect of shifting the efficiency 1 σ up and 1 σ down coherently in each pT and η bins.
Different distributions of topological variables are shown in Figure 4.5 with a good
agreement between prediction and EF 5j55 a4tchad L2FS trigger requirement.
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Figure 4.5: Leading jet pT , 5th leading jet pT , Centrality (i.e. Scalar sum of the pT of
all jets divided by the sum of E of all jets) and maximum of ∆R between any jet dis-
tributions in events passing the offline selection after EF 5j55 a4tchad L2FS trigger
requirement (blue histogram), and prediction by applying event weights (red his-
togram). Bottom panel shows the ratio between the prediction and the requirement
of the trigger. Plots correspond to jet multiplicity ≥ 8 and b-tagged jet multiplicity
≥ 4.
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Jet multiplicity b-tagged jet multiplicity EF 5j55 Prediction

6
== 3 8.97 ± 0.06 8.97 ± 0.06
≥ 4 2.05 ± 0.02 2.04 ± 0.02

7
== 3 16.97 ± 0.08 16.92 ± 0.09
≥ 4 4.95 ± 0.04 4.93 ± 0.04

≥ 8
== 3 36.77 ± 0.13 36.70 ± 0.13
≥ 4 13.14 ± 0.06 13.12 ± 0.06

Table 4.2: Prediction using fully hadronic ttH derived per jet trigger efficiencies
compared to the number of events passing the trigger EF 5j55 a4tchad L2FS. Un-
certainties quoted here are statistical only. The number of events are normalized to
the integrated luminosity collected by the EF 5j55 a4tchad L2FS trigger.

4.2.6 Data MC comparison

To perform a trustable comparison of the trigger behavior in data and MC it is neces-
sary to verify that the two samples are similar with respect to fundamental kinematic
variables. This is to exclude that eventual efficiency differences are originating from
kinematic characteristics rather than trigger simulation in MC. Figure 4.6 shows
distributions of the leading jet pT , the second leading jet pT and the scalar sum
of the pT of all jets in the event (HT ) in data passing EF rdO filled NoAlg and
PYTHIA di-jet MC for events with at least one jet with pT >25 GeV and |η| < 3.2.
The agreement is not expected to be perfect, since PYTHIA di-jet MC is not designed
to describe this type of events. Nevertheless distributions are compatible, allowing
the following steps of the study.
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Figure 4.6: Distributions of leading jet pT , second leading jet pT and HT in data
events passing EF rdO filled NoAlg and in PYTHIA di-jet MC. The agreement is
not expected to be perfect, since PYTHIA di-jet MC is not designed to describe this
type of events. Nevertheless distributions are compatible.

Single jet efficiencies are shown for the PYTHIA di-jet sample, in Figure 4.7 and in
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randomly triggered data, in Figure 4.8. The effect of using efficiencies derived from
fully hadronic ttH MC events, di-jet MC and data passing EF rdO filled NoAlg to
perform a prediction of the trigger selection has been studied in the fully hadronic
ttH sample. Results can be seen in Table 4.3 where there is a good agreement
between the predictions made with the efficiencies evaluated in MC events, while
prediction with efficiency evaluated in data is lower than the other two. The latter
prediction presents the largest statistical uncertainties due to the small statistics
collected by EF rdO filled NoAlg trigger. Figure 4.9 shows the prediction of the
shapes of 5th jet pT and of HT . For events where the 5th jet has pT < 65 GeV a
disagreement is visible between the predictions made with efficiency from data and
efficiency from fully hadronic ttH MC sample. A slight difference is also seen, in
the same region, between predictions made with efficiency from PYTHIA di-jet MC
and efficiency from fully hadronic ttH MC sample. The same differences are visible
also in the low part of the HT spectrum.

For all the variables the prediction made using the efficiency evaluated in data is
systematically lower than other predictions. This is an effect of the large statistical
uncertainty of the data efficiency map. Since in the plateau region efficiency is ∼1,
the statistical error has the effect of reducing it to values < 1, this is clearly visible
in Figure 4.8 where several bins in the plateau region have value < 1.
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Figure 4.7: Single jet trigger efficiency for the chain L1 J15 → L2 j15 → EF j55 in
PYTHIA di-jet MC events as a function of the offline jet pT and η. Blue line represent
the selection of jets with pT > 55 GeV and |η| < 2.5. This is the selection applied
to the five leading jets in the fully hadronic ttH (H → bb).

To reduce this statistical uncertainty, events passing EF j110 a4tchad are used
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Figure 4.8: Single jet trigger efficiency for the chain L1 J15 → L2 j15 → EF j55 in
data events passing EF rdO filled NoAlg as a function of the offline jet pT and η.
Blue line represent the selection of jets with pT > 55 GeV and |η| < 2.5. This is the
selection applied to the five leading jets in the fully hadronic ttH (H → bb).

Jet b-tagged jet
PredictionttH PredictionPythia Predictiondata rndmmultiplicity multiplicity

6
== 3 8.97 ± 0.06 8.76 ± 0.08 7.48 ± 0.28
≥ 4 2.04 ± 0.02 2.00 ± 0.02 1.71 ± 0.07

7
== 3 16.92 ± 0.09 16.58 ± 0.12 14.58 ± 0.45
≥ 4 4.93 ± 0.04 4.84 ± 0.04 4.27 ± 0.13

≥ 8
== 3 36.70 ± 0.13 36.20 ± 0.17 33.29 ± 0.67
≥ 4 13.12 ± 0.06 12.95 ± 0.07 11.98 ± 0.23

Table 4.3: Prediction of fully hadronic ttH events passing EF 5j55 a4tchad L2FS

trigger requirement, estimated using single jet trigger efficiencies derived respec-
tively from ttH MC sample itself (PredictionttH) on PYTHIA MC di-jet events
(PredictionPythia) and on randomly triggered data (Predictiondata rndm). Uncertain-
ties quoted here are statistical only. The number of events are normalized to the
integrated luminosity collected by the EF 5j55 a4tchad L2FS trigger.
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Figure 4.9: Distributions of predicted HT and 5th leading jet pT in fully hadronic
ttH MC events passing the offline selection. Different predictions are derived ap-
plying event weights using efficiencies estimated from ttH sample (red points),
PYTHIA MC di-jet (blue points) and random triggered data (purple points). Bot-
tom panel shows the ratio between the prediction and the requirement of the the
EF 5j55 a4tchad L2FS trigger. Plots correspond to ≥ 8 jet multiplicity bin and
exactly 3, left, and ≥ 4, right, b-tagged jet multiplicity bins. A systematic under-
shooting is observed in the prediction made with efficiency from data in all the
variables range. This is an effect of the large statistical uncertainty of the data
efficiency map. Since in the plateau region efficiency is ∼1, the statistical error has
the effect of reducing it to values < 1.
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to derive the data efficiency map. To do so it is necessary to make sure that the
trigger bias is correctly taken into account, since in this dataset, jets are actually
used to decide whether an event is recorded or not. For this reason single jet
efficiencies are evaluated using only jets that are not used by the trigger to take
decisions. This is done, as explained in Section 4.2.2, by looking at jets in the
opposite hemisphere from the only object having ET larger than 110 GeV at EF
level. The assumption that the single jet trigger efficiency is correctly estimated in
this way is tested on Pythia di-jet MC events where it is possible to compare the
trigger efficiency evaluated with and without EF j110 a4tchad trigger requirement.
The ratio of these two efficiencies is shown in Figures 4.10. This ratio is compatible
with unity within the error.
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Figure 4.10: Ratio of single jet trigger efficiencies derived in PYTHIA di-jet MC
events selected with no trigger and by the selection of EF j110 a4tchad trigger, for
the chain L1 J15 → L2 j15 → EF j55 as a function of the offline jet pT and η. Blue
line represent the selection of jets with pT > 55 GeV and |η| < 2.5. This is the
selection applied to the five leading jets in the fully hadronic ttH (H → bb).

Since no bias is observed in the method, it is possible to derive an EF j110 a4tchad

based efficiency map in data, as shown in Figure 4.11. The comparison of the prop-
agation of the single jet trigger efficiencies of the normalization of predicted fully
hadronic events is shown in Table 4.4 and for the effect on the shape in Figure 4.12.
The undershooting of the data prediction has disappeared and also the disagreement
in the low pT region has reduced. The residual shape difference is due to the effect
of the different description of the trigger behavior in data and MC.
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Figure 4.11: Single jet trigger efficiency derived in data events selected by the
EF j110 a4tchad trigger for the chain L1 J15 → L2 j15 → EF j55 as a function of
the offline jet pT and η. Only jets that did not contributed to the EF j110 a4tchad

trigger decision are considered. Blue line represent the selection of jets with
pT > 55 GeV and |η| < 2.5. This is the selection applied to the five leading jets in
the fully hadronic ttH (H → bb).

# jets # b-jets Pred.Pythia Pred.Pythia ST Pred.data rndm Pred.data ST

6
== 3 8.76 ± 0.08 8.84 ± 0.07 7.48 ± 0.28 8.26 ± 0.07
≥ 4 2.00 ± 0.02 2.02 ± 0.02 1.71 ± 0.07 1.89 ± 0.02

7
== 3 16.58 ± 0.12 16.71 ± 0.10 14.58 ± 0.45 15.77 ± 0.11
≥ 4 4.84 ± 0.04 4.87 ± 0.04 4.27 ± 0.13 4.61 ± 0.04

≥ 8
== 3 36.20 ± 0.17 36.41 ± 0.15 33.29 ± 0.67 35.02 ± 0.16
≥ 4 12.95 ± 0.07 13.02 ± 0.07 11.98 ± 0.23 12.56 ± 0.07

Table 4.4: Prediction of fully hadronic ttH events passing EF 5j55 a4tchad L2FS

trigger, estimated using single jet trigger efficiencies derived respectively on PYTHIA

MC di-jet events without trigger requirement (Pred.Pythia) and after asking sin-
gle jet EF j110 a4tchad trigger ( PredictionPythia ST ), on randomly triggered data
(Predictiondata rndm) and on data passing EF j110 a4tchad trigger (Pred.data ST ).
Uncertainties quoted here are statistical only. The number of ttH events are nor-
malized to the integrated luminosity collected by the EF 5j55 a4tchad L2FS trigger.
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Figure 4.12: Distributions of predicted HT and 5th leading jet pT in fully hadronic
ttH MC events passing the offline selection. Different predictions are derived ap-
plying event weights using efficiencies estimated from ttH sample (red points),
PYTHIA MC di-jet (blue points) and random triggered data (purple points), us-
ing EF j110 a4tchad for PYTHIA MC di-jet (cyan points) and data (green points).
Bottom panel shows the ratio between the prediction and the requirement of
EF 5j55 a4tchad L2FS trigger. Plots correspond to ≥ 8 jet multiplicity bin and
exactly 3, left, and ≥ 4, right, b-tagged jet multiplicity bins. The systematic un-
dershooting of the prediction made with efficiency from data seen in Figure 4.9 has
been corrected.
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4.2.7 Data Monte Carlo Scale Factor

The ratio between efficiencies evaluated in data and PYTHIA di-jet MC events is
defined as the SF and it is shown in Figure 4.13. For ttH events the scaled efficiency
becomes:

ǫ′ = ǫttHtrig · SFtrigger = ǫttHtrig ·
ǫData

ǫPythia
trig

. (4.8)

For the evaluation of the SF the efficiencies are derived using the EF j110 a4tchad

trigger to avoid suffering from statistical fluctuations.
The residual difference between ǫttHtrig and ǫPythia

trig is taken as systematic uncer-
tainty on the trigger SF. The effect on the normalization when applying SFtrigger on
ttH events is shown in Table 4.5, whereas the effect on the shapes can be seen in
Figure 4.14. The shape differences observed in the low pT region are due to the effect
of the SF application, giving a behavior similar to the one observed when using the
efficiency evaluated in data. Regions with no shape difference are not affected by
the SF.

# jets # b-jets PredictionttH PredictionttH × SF

6
== 3 8.97 ± 0.06 8.38 ± 0.13
≥ 4 2.05 ± 0.02 1.92 ± 0.03

7
== 3 16.97 ± 0.08 15.99 ± 0.23
≥ 4 4.95 ± 0.04 4.68 ± 0.07

≥ 8
== 3 36.77 ± 0.13 35.39 ± 0.39
≥ 4 13.14 ± 0.06 12.69 ± 0.14

Table 4.5: Predicted fully hadronic ttH events passing EF 5j55 a4tchad L2FS, es-
timated using single jet trigger efficiencies derived from the same samples with and
without SF applied. The number of ttH events are normalized to the integrated
luminosity collected by EF 5j55 a4tchad L2FS trigger.

4.2.8 Conclusions

To conclude, the study presented in this section is aimed at defining single-jet (ǫtrig)
trigger efficiencies, evaluated in data and MC as a function of the jet pT and η.
As shown in Section 4.2.5 ǫtrig, once interpreted as the probability for the jet to
fire, a single trigger chain is able to precisely predict the multi-jet trigger behavior.
To recover the limited statistics present in data recorded with unbiased triggers, a
dedicated data sample is used to estimate ǫtrig defined by a single jet trigger and
where only jets not entering in the trigger decision are considered. In such a sample,
two-dimensional ǫtrig are derived and then used to define a data-MC trigger SF
(SFtrig). When used in a MC event, SFtrig corrects the difference in trigger response
between MC and data. At the end, the residual difference between ǫtrig in ttH and
PYTHIA di-jet MC events, where the latter is used to derive SFtrig, is taken as the
systematic uncertainty for this method.
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Figure 4.13: Ratio of single-jet trigger efficiencies derived in data and MC events
selected by the EF j110 a4tchad trigger, for the chain L1 J15 → L2 j15 → EF j55

as a function of the offline jet pT and η. Blue line represent the selection of jets with
pT > 55 GeV and |η| < 2.5. This is the selection applied to the five leading jets in
the fully hadronic ttH (H → bb).
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Figure 4.14: Distributions of predicted HT and 5th leading jet pT in fully
hadronic ttH MC events passing the offline selection. Comparison between pre-
dictions derived applying event weights using efficiencies estimated on the same
ttH sample after the application of the Scale Factor (blue points) and after
EF 5j55 a4tchad L2FS trigger requirement (yellow points). Systematic uncertainty
is also shown. Bottom panel shows the ratio between the prediction and the require-
ment of EF 5j55 a4tchad L2FS trigger. Plots correspond to ≥ 8 jet multiplicity bin
and exactly 3, left, and ≥ 4, right, b-tagged jet multiplicity bins.
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4.3 Flavor tagging at trigger level

The multi-jet production is by far the process that contributes most to jet production
at LHC. This overwhelming background requires stringent selections at the trigger
level to avoid saturation of the trigger rates by uninteresting events, and leads to the
requirement of high ET threshold and high multiplicity. The downside of this harsh
selection is a loss in efficiency of interesting signal events with multi-jet signature,
like ttH in fully hadronic final state. To compensate for this effect, a flavor tagging
algorithm has been adopted and applied at the LVL2 and the EF with the aim of
discriminating particle jets originating from b-quarks from other jets. The online
b-tagging selection allows to decrease the ET thresholds and the multiplicity without
increasing trigger rates.

The online b-tagging selection is performed only inside the RoI defined by the
LVL1 trigger, even after the introduction of L1.5 trigger. This is to reduce the
time needed to read the ID data and run the tracking algorithms. The b-tagging
algorithm running online is a simplified version of the software running offline. The
physics principle of b-tagging has been explained in Section 3.2. In particular a
combination of two likelihood-based algorithms, exploiting the impact parameter
significance distribution (IP3D) and the secondary vertex properties (SV1) were
used during the 2012 data taking campaign. Figure 4.15 shows the comparison of
this tagger in data and MC.
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Figure 4.15: Jet weight distribution for the tagger based on the combination of the
impact parameter significance (IP3D) and the secondary vertex likelihood-based
(SV1) taggers for: left, LVL2 objects with pT > 50 GeV and |η| < 2.5, and right,
EF objects with pT > 55 GeV and |η| < 2.5. Only statistical errors are shown [100].
Light and c-jets accumulate at low value of the tagger weight, while high values are
mainly populated by b-jets as expected. Overall good agreement between data and
MC is observed.
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In the fully hadronic ttH (H → bb) analysis, these b-jet triggers have not been
used due to a problem in the implementation of the b-tagging algorithm during Run
1 that lowered tagging efficiency. This problem has been solved and b-jet triggers
are now in place and are used in data taking in Run 2 of the LHC.



Chapter 5

The ttH (H → bb) search: current
results

The search of the Higgs boson production in association with a top anti-top quark
pair, is a complex analysis. This search has been performed by the ATLAS and CMS
collaborations [11, 15]. The fully hadronic ttH (H → bb) analysis shares most of
the methodology with these, hence to help understand its peculiarities this chapter
is dedicated to their review.

5.1 General introduction

Even though, for a SM Higgs boson with a mass of 125 GeV, the branching ratio
H → bb is approximately 56%, making it the main decay channel, up to this date this
process has not yet been observed. The search H → bb via gluon fusion presents
an overwhelming bb background which surpasses the signal by several orders of
magnitude. The associated production of the Higgs boson with a vector boson
[101, 102, 103] allows to increase the signal-to-background ratio making the search
for this decay channel a feasible one.

The Higgs boson production in association with a top anti-top quark pair is also
a viable option to exploit this decay channel. The ttH process for SM Higgs boson
mass of MH = 125 GeV and

√
s = 8 TeV has a cross section of:

σttH = 0.1293 pb +3.9%
−9.3% (QCDScale) ± 8.1%(PDF + αs)

and it is known at the next-to-leading order of QCD [104, 30]. For this calculation
an on-shell top-quark mass of Mt = 172.5 GeV is used. The Yukawa coupling of

the top-quark is set to Ct = Mt

(√
2GF

)1/2
. Factorization (µF ) and renormalization

(µR) scales are set to µR = µF = µ0 = Mt +MH/2. To test the σttH dependence on
the choice of the PDF, different PDFs have been used to perform the calculation:
MSTW2008 [105, 106], CTEW6.6 [107] and NNPDF2.0 [108]. The stated uncertain-
ties are estimated respectively with a variation of a factor of two in the scale µ0 and
propagating the 68% CL uncertainties on the PDFs and strong coupling constant
αs.

83
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An example of the tree level partonic processes contributing to ttH production
are given in Figure 5.1(a) and 5.1(b). One of the main physics backgrounds comes
from top-antitop quark pairs production associated with additional jets (tt + jets).
The cross section of this process has been evaluated to the next-to-next-to-leading
order in QCD and includes soft-gluon resummation at next-to-next-to-leading loga-
rithmic contribution [109], for

√
s = 8 TeV pp collisions:

σ(tt+ jets) = 245.8+6.2
−8.4 (scales) +6.2

−4.4 (PDF) pb

In particular, the sub-process tt + bb, Figure 5.1(c), represents the main irre-
ducible background for any ttH (H → bb) search, as it shares most of the exper-
imental signature of the signal. Its cross section is complex to evaluate theoreti-
cally and in current ttH analysis this process is simulated by MC generators via
parton-shower. Precise measurements of tt+ bb cross section is fundamental to help
constraining the theoretical uncertainties affecting all ttH (H → bb) analyses. The
CMS collaboration has performed a measurement [110] of the ratio of σ(tt+bb) over
the inclusive tt + jets cross section σ(tt+ jets) and obtained the following result:

σ(tt+ bb)

σ(tt+ jets)
= 0.022 ± 0.003(stat) ± 0.005(syst)

(a) (b) (c)

Figure 5.1: Representative tree-level Feynman diagrams for: (a) and (b), produc-
tion of the Higgs boson in association with a top-quark pair (ttH) and with the
Higgs boson decaying into a bb pair; (c), for the main irreducible background of the
analysis, the production of two top-quarks and two b-quarks (tt+ bb).

5.2 Object reconstruction

Objects used in the ttH analyses are, regardless the decay channel: jets, electrons,
muons and missing energy.

5.2.1 CMS

CMS uses particle-flow algorithm to perform the global event reconstruction [111,
112]. Only charged particles originating from the primary vertex are considered
when reconstructing physics objects. The primary vertex is the one that has highest
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value of
∑

p2
T i, where i spans all the particles associated to the vertex. The missing

transverse momentum −→p miss
T is defined as the negative of the vectorial sum of the

transverse momentum of all the neutral and charged particles. Its magnitude is
referred to as Emiss

T .

Muons are reconstructed combining information from silicon detector and muon
system [113]. Electrons are required to have matching between track in the silicon
tracker with an energy deposition in the electromagnetic calorimeter [114]. Isolation
criteria are applied to both electrons and muons to reduce pile-up contribution.

Jets are reconstructed using anti-kt algorithm [83, 84, 85] with a radius of 0.5.
Jets used in the analysis are required to have |η| < 2.5. Jets are identified to be
originating from bottom quarks via the CSV algorithm [115] that takes into account
information from properties of secondary vertices and impact parameters of the
tracks with respect to the primary vertex. In the analysis a jet is considered to be
b-tagged if it passes the CSV medium working point, that provides efficiency of 70%
to tag jets originating from bottom quarks, 20% to tag jets from charm quarks and
∼ 2% of jets originating from light-quarks and gluons.

5.2.2 ATLAS

For an extensive discussion on ATLAS object reconstruction the reader is directed
to Chapter 3. The working point for the jet b-tagging algorithm used is 70% efficient
to tag a jet originating from a bottom-quark, 20% one from a charm-quark and 1%
a jet from a light-quark.

5.3 Event selection

ATLAS selects events using a combination of single lepton triggers with different
pT thresholds to maximize the overall efficiency. In case of low pT threshold there
is an additional requirement on the isolation of the lepton candidate. This leads to
inefficiencies at high pT that are recovered by using triggers with high pT thresholds.
For electrons two triggers are used, both requiring at least one candidate with iso-
lation and pT > 25 GeV or pT > 60 GeV without isolation. Similarly muon-trigger
requires at least one candidate with isolation and pT > 25 GeV or with pT > 36
GeV without isolation.

CMS uses single lepton and di-lepton triggers. All the triggers require isolation
of the lepton candidate. Accepted events should have at least one muon with pT >
24 GeV or at least one electron with pT > 27 GeV. Di-electron trigger requires at
least two electrons with pT > 17, 8 GeV.

Offline selections are driven by efficiency of online selections. To avoid trigger
efficiency turn-on regions where differences between simulations and data can arise,
offline selections aim at having objects in the plateau region. ATLAS requires leading
and sub-leading leptons to have pT > 25 GeV and pT > 15 GeV respectively, both
with |η| < 2.5. CMS requires a tighter selections: leading lepton is required to have
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pT > 30 GeV and subleading pT > 20 GeV. Muon acceptance is |η| < 2.1, while for
electrons it is |η| < 2.5.

5.4 Classification of tt + jets events

As mentioned in previous section tt + jets is the dominant background. To study
and describe its behaviour in more accurate way, it is divided in categories according
to the flavor of the jets not originating from the tt pair. This separation is helpful
also in the assessment of systematic uncertainties, since the uncertainty on the cross
sections of the processes tt + light-jets and tt + heavy+flavor are know with different
precision.

ATLAS defines three categories using a matching procedure to link jets and
partons. Jets considered in the procedure are slightly softer than the one used in
the analysis. These have radius R = 0.4, pT > 15 GeV and |η| < 2.5. In the
analysis the jet minimum pT is 25 GeV. If at least one of such jets is found at a
distance ∆R < 0.4 from a bottom quark not originating from the tt pair the event
is labeled as tt+ bb. If an event, not classified as tt+ bb, has at least one particle jet
at ∆R < 0.4 from a charm quark it is labeled tt+ cc. Events that are not entering
these two categories are labeled tt + light-jets.

CMS defines four categories using a matching criterion in which, objects are
considered matched if ∆R < 0.5. Events with at least two jets matched to two b
quarks not originating from the tt pair decay are labeled as tt + bb. Events with
only one jet matched to a b quark are labeled as tt + b. Events not entering in
the previous categories and with at least one jet matched to a charm quark are
labeled tt + cc. Events not entering any of the previous categories are labeled tt +
lf (light-flavor).

Events in the categories tt+ bb, tt + b and tt+ cc, are referred generically as tt
+ heavy-flavor.

5.5 Signal modeling

CMS uses PYTHIA 6.426, LO generator, to describe the ttH process. Normalization
is taken from NLO calculation of the cross section, assuming SM Higgs boson with
mass mH = 125 GeV.

ATLAS models the signal using NLO matrix elements from HELAC-Oneloop
and interfaced using POWHEG-BOX to the Monte Carlo programs, PYTHIA 8.1 which
is used for the showering. The signal sample is generated inclusively for the Higgs
boson decays. Normalization is obtained from (N)NLO calculations.

5.6 tt + jets background modeling

CMS uses MADGRAPH 5.1.3 with tree-level matrix elements to describe the tt + jets
background. Normalization is obtained from NNLO cross section calculation with
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soft-gluon resummation and next-to-next-to-leading logarithmic accuracy. ATLAS
uses POWHEG-BOX 3.0. NLO generator, interfaced to PYTHIA 6.425 for the showering.
Normalization is obtained from top++2.0 NNLO cross section calculation with soft-
gluon resummation and next-to-next-to-leading logarithmic accuracy.

To improve the agreement between data and simulation, tt + light-jets and tt+cc
events from POWHEG + PYTHIA are corrected to reproduce the distributions of the
top quark pT and the tt system pT measured in data [116]. More detailed description
and results of the procedure are presented in Section 6.4.3. Given the fact that tt+bb
events are the most important irreducible background a series of detailed studies has
been performed to increase the quality of its description. Since these are common
to the ttH (H → bb) fully hadronic analysis, these are describe in Section 6.4.3.

5.7 Analysis strategy

The two collaborations divide the ttH analyses in two channels according to the
number of leptons, single-lepton channel (SL) for events having exactly 1 lepton,
dilepton channel (DL) for events with exactly 2 leptons of opposite electric charge.
Here the word lepton is referred only to muons and electrons, since the identifica-
tion in the detector for these is more efficient than for taus. The analyses do not
have dedicated selections for the identification of events with the presence of taus.
Matrix element method (MEM), described in Section 5.9, is used to increase dis-
criminating power between signal and tt + bb irreducible background. No attempt
of reconstructing the ttH system is made.

5.7.1 ATLAS

Each of the two decay channels, SL and DL, is divided in regions according to jet
and b-tagged jet multiplicity. A total of nine regions are defined for the SL channel
ranging from exactly four jets to at least six jets and from exactly two to at least
four b-tagged jets. DL channel is divided in six regions, where the minimum number
of jets or b-tagged jets considered is two.

Some of the regions are background dominated and are fundamental to constraint
systematic uncertainties when performing the statistical analysis. For example, the
regions with exactly 2 b-tagged jets provide strong constraints on tt + light-jets
modeling systematics. The category with exactly 4 jets and exactly 3 b-tagged jets
in the SL channel gives constraints on c-tagging due to W+ → cs decays from tt +
light-jets. The S/B and S/

√
B for all these regions are shown in Figure 5.2. Event

yields are presented in Figure 5.3.

5.7.2 CMS

CMS categorizes its events using the number of jets, leptons and the value of a
discriminator F (see Equation 5.2). Jets are taken into account if they have pT > 30
GeV and |η| < 2.5. Events are required to have at least four jets in the di-lepton
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Figure 5.2: S/
√
B ratio for each of the regions considered in the ATLAS analysis.

SM cross section and branching fractions are calculated assuming a Higgs boson
mass of 125 GeV. (a) and (b) plots refer to the SL and DL channels respectively.
Rows show values for specific jet multiplicity and columns show b-jet multiplicity.
Signal-rich regions are colored in red, while the rest are shown in blue. The S/B
ratio for each region is also shown [11].

channel and at least five jets in the single-lepton channel. The latter one is further
divided in sub-categories according to the properties of the un-tagged jets in the
event. One category is defined for events where exactly six jets are present and the
mass of the two un-tagged is compatible with the mass of the W boson, i.e. in the
range [60,100] GeV. The mass range tightens with the increase of jet multiplicity
to account for combinatoric background. If the jets are not fulfilling the mass
requirement, events are classified in a second category. Third category is defined for
events with exactly five jets.

Categorization follows the physics interpretation of the events. First case is
associated with the full reconstruction of W → qq′ decay. In second category the W
is considered not be reconstructed, due to the fail of the mass window requirement.
In the third case also the W is assumed not fully reconstructed. The dilepton
channel is not divided in further categories. It is interpreted as each of the four jets
are coming from one of the four bottom quarks present in the final state.

To increase the background rejection a variable is defined to select events that
are more likely to be originating from heavy-flavour final states. A variable F
is build using information from the flavour discriminator CSV [115]. In the single-
lepton channel only six jets with the highest CSV value are taken into account, in the
dilepton channel only the leading four. The values of CSV for the considered jets are
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Figure 5.3: Comparison of data to background prediction in ATLAS. In the plots
each bin corresponds to a region of the analysis. (a) and (b) plots refer to the SL
and DL channels respectively. ttH Signal is normalized to the SM prediction. The
dashed area corresponds to the total uncertainty on the yields [11].

denoted as
−→
ξ . The likelihood to observe

−→
ξ is evaluated under two hypotheses: tt +

two heavy-flavour jets (tt + hf) or tt + two light-flavour jets (tt + lf). Correlation
among jets in the same events are neglected. Example of how the likelihood is
evaluated is given for the single lepton case in events with six jets:

f(
−→
ξ |tt+ hf) =

∑

i1

∑

i2 6=i1

· · ·
∑

i6 6=i1,...,i5







∏

k∈{i1,i2,i3,i4}
fhf(ξk)

∏

m∈{i5,i6}
flf(ξm)







(5.1)

Where ξi is the CSV discriminator for the ith jet and fhf and flf are respectively
the probability density function of observing ξi when the ith jet is originating from
a heavy or light quark respectively. To simplify the evaluation of the likelihood,
flf takes into account quarks u, d, s and gluons, but not quark c. Equation 5.1
is extended to cases with five jets, for single lepton case, or four jets, for dilepton
case, associating four jets to the heavy-flavour partons and the other jets to the

light-flavour partons. The likelihood f(
−→
ξ |tt + lf) is the same as Equation 5.1, but

exchanging flf with fhf. The variable F used in the event selection is given by the
ratio:

F =
f(
−→
ξ |tt+ hf)

f(
−→
ξ |tt+ hf) + f(

−→
ξ |tt+ lf)

(5.2)

Events are rejected if F < FL, where FL varies between 0.85 and 0.97 depending
on the channel and jet multiplicity. A selection is made to sort the remaining events
requiring F > FH , where FL < FH < 1.0. The ones passing the cut are classified
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as high-purity (H) and the other as low-purity. FH depends on the lepton and jet
multiplicity. Regions with low-purity are used to constrain systematic uncertainties
while high-purity regions are more signal rich.

The event yields after the selections described in this section are presented in
Figure 5.4.

5.8 Discriminating variables

ATLAS uses output of a Neural Network (NN) as final discriminant in regions with
higher sensitivity. NNs are trained independently in each region to discriminate
ttH signal against backgrounds. These are used in event categories (5j,≥ 4b), (≥
6j,3b), (≥ 6j,≥ 4b) of SL channel and in (3j, 3b), (≥ 4j, 3b) (≥ 4j,≥ 4b) of DL
channel. Region (5j, 3b) of SL channel uses a NN to discriminate tt +light against
tt+ bb and tt+ cc. Several type of variables are entering the NN evaluation: object
kinematics, global event variables, event shape variables, object pair properties and
matrix element method variables. The latter are used only in regions (≥ 6j,3b),
(≥ 6j,≥ 4b) of SL channel and will be described briefly in Section 5.9. In the other
regions the variable HT is used in the DL channel and Hhad

T in the SL channel, where
HT is the scalar sum of pT of the jets and of the leptons in the event and Hhad

T is
the scalar sum of the pT of the jets exclusively.

CMS uses two discriminating variables called Ps/b and Ph/l. Variable Ps/b is
defined in Equation 5.4, it is carrying the information about the kinematics and the
dynamics of the event via the Matrix Element Method, described in Section 5.9. It
is designed to discriminate ttH signal events against tt + bb background. Variable
Ph/l is carrying information about flavour tagging and it is designed to discriminate
heavy-flavour component of tt background against light-flavour component.

Ph/l =
f(
−→
ξ |tt+ hf)

f(
−→
ξ |tt+ hf) + kh/lf(

−→
ξ |tt+ lf)

(5.3)

Only jets considered in the evaluation of Ps/b are entering in this calculation,
making Ph/l different from F . kh/l is a positive constant that has different values
in the different regions, it is defined to maximize the sensitivity due to the use of
binned distributions and its value has no influence in the separating power of the
variable. The two discriminants are used together in the statistical analysis via a
two dimensional likelihood fit to extract the result.

5.9 Matrix element method

As discussed briefly at the beginning of this section the background of the ttH anal-
ysis is dominated by the tt + jets production. In particular the tt+ bb process is the
main irreducible background having the same signature as the signal. To increase
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Figure 5.4: Comparison of data to background prediction in CMS. Plots on the top
row show jet multiplicity distribution in events required to have at least two jets
passing the CSV medium working point in the SL (left) and DL (right) channels.
Plots in the bottom row refer to SL category. (c) shows the multiplicity of jets
passing the CSV medium working point in events with at least four jets. (d) shows
the distribution of the variable F , defined in Equation 5.2, for events with at least
six jets and at least one jet passing the CSV medium working point. The dashed
area in the top panel and the solid green one in the bottom panel correspond to the
statistical plus systematic uncertainty [15].
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the discriminating power against this background both ATLAS and CMS collabo-
rations use the Matrix Element Method (MEM) [117]. This method is described
briefly in this section.

The method links theoretical calculation for the signal and background processes
to the observed quantities and allows for each event to evaluate the probability to
be compatible with one of the two hypothesis. The method to build a probability
density function takes into account the matrix elements of the process and uses
transfer functions to connect partons to observed quantities. Then this quantity is
integrated over the phase space of the initial- and final-state particles. Probability
density functions are determinated for each of the possible assignment of the ob-
served objects to the final-state partons and summed to build a likelihood function
for the process. The only background hypothesis considered is tt + bb, due to the
fact that it is the main background. Nevertheless separation power against the other
background tt + jets is present.

The discriminant variable used by the two analysis is the likelihood ratio, called
D1 in ATLAS and Ps/b in CMS:

D1 ≡ Ps/b =
LttH

LttH + αLtt+bb

(5.4)

Where LttH and Ltt+bb are the likelihood functions for the signal and the back-
ground hypothesis, α is a relative normalization factor defined to optimize the per-
formance due to the finite bin size of the variable distribution. ATLAS uses as
additional variable also the logarithm of summed signal likelihoods (LttH), called
SSLL.

5.10 Systematic uncertainties

Since the ttH (H → bb) fully hadronic analysis shares the majority of the systematic
uncertainties with the other ttH (H → bb) decay channels described in this sub-
section and to avoid repetition, only the most relevant ones and those specific to
non-fully hadronic analysis will be reported here.

Systematic uncertainties are affecting both normalization and shape of the dif-
ferent backgrounds. To reduce the impact on the analysis sensitivity, uncertainties
are embedded in the statistical analysis as nuisance parameters (NP). Each NP is
correlated across all the signal regions to allow the background dominated regions
to constrain the uncertainties in the signal rich regions.

5.10.1 Uncertainties on physics objects

Main uncertainties affecting jets are the Jet Energy Scale (JES) and the b-tagging
calibration. ATLAS divides JES in 22 uncorrelated components with different pT

and η dependencies [88]. For CMS JES has an effect ranging from 1% to 8% de-
pending on pT and |η| [118]. Calibration of b-tagging discriminator is described by
ATLAS using 6 uncorrelated components for b-tagging, 6 for c-tagging and 12 for
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light-tagging [91]. For CMS uncertainty on b-tagging calibrations is ranging from
2% to 17%.

Uncertainties on the leptons in ATLAS are originating from trigger, reconstruc-
tion, identification, isolation and lepton momentum scale and resolution. These are
treated via 5 NP for electrons and six for muons. CMS estimates them to have an
effect of 2% for both electrons and muons.

5.10.2 Background modeling and theoretical uncertainties

Uncertainty on luminosity is 2.6% for CMS [119] and 2.8% for ATLAS [120] and
applies to all Monte Carlo predictions.

Modeling of tt + jets processes plays a fundamental role in the ttH analyses.
Variation of renormalization scale and PDF have been computed and taken into
account as NPs. Parton shower and hadronization model uncertainties are taken
into account interfacing the POWHEG generator with PYTHIA and HERWIG.

Both collaborations use tt pT re-weighting, but the way the weight is evaluated
is different, also the systematic uncertainty estimation is different between the two.
ATLAS propagates the nine largest uncertainties from the measurement used to
extract the re-weight [116]. This is because they were giving 95% contribution of
the total uncertainty of the measurement. CMS considers as uncertainty the non
application and the doubling of the re-weighting effect.

ATLAS performed a series of dedicated studies to better understand the be-
haviour of tt+ bb process. Since these studies will also be used in the ttH (H → bb)
fully hadronic analysis, they are described here briefly and will be reported in detail
in Section 6.9.5. Variation of resummation, factorization and renormalization scales
are propagated to the re-weight that is applied to tt + bb events. Effects of PDF
choice, multi-parton interaction and final state radiation are also taken into account.
Comparison of POWHEG + PYTHIA and SHERPAOL predictions gives and uncertainty
on the normalization of tt+ bb of 50%. Same value is considered for tt+ cc process
because there are no NLO calculation available to perform a similar test. These
two uncertainties are the leading and third leading ones for the ATLAS analysis.
CMS considers 3 independent uncertainties of 50% on the tt+ bb, tt + b and tt+ cc
normalizations [121].

Figure 5.5 shows the ranking of the leading systematic uncertainties for the
ATLAS analysis.

5.11 Results

The two collaboration use similar approach to combine the information from all the
discriminant distributions to asses limits on the presence of the ttH signal. In the
statistical analysis a binned likelihood function L(µ, θ) is constructed. It covers all
the signal regions and depends on the signal strength parameter µ, defined as the
ratio of the observed ttH cross section over the standard model prediction, and the
set of nuisance parameters θ. A fit is applied to data to find the combination of θ and
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Figure 5.5: Best fit values of the nuisance parameters with the largest impact on the
measured signal strength µ. Black points are drown according to the bottom axis
and represent the deviation of the fitted nuisance parameters θ̂ from the pre-fit value
θ0 in units of the pre-fit standard deviation ∆θ. Error bars represent the post-fit
uncertainty σθ. i.e. if data are constraining the uncertainties, the bars are smaller
than 1, otherwise these are close to 1. Yellow and dashed blue bands represent the
pre- and post-fit impact on µ of the nuisance parameter. Bands are drawn according
to the top axis [11].
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µ that maximizes the likelihood. This procedure reduces the impact of systematic
uncertainties exploiting the regions background dominated to constrain them and
reduce the degradation of sensitivity. The statistical analysis technique is the same
as the one used in the ttH fully-hadronic search, so more details can be found in
section 6.10. ATLAS measures a signal strength µ of 1.5 ± 1.1 [11] using 20.3fb−1 of
pp collision data at

√
s = 8 TeV. A ttH cross section 3.4 times the SM expectation

is excluded at 95% confidence level (CL), while signal 2.2 times SM prediction is
expected to be excluded. Plots summarizing the results are shown in Figure 5.6(a).

CMS measures a signal strength of 1.2+1.6
−1.5 [15] using using 19.5fb−1 of pp collision

data at
√
s = 8 TeV. Observed exclusion limit at 95% CL is 4.2 times SM prediction,

while expected is 3.3. Plots summarizing the results are shown in Figure 5.6(b).

(a)

(b)

Figure 5.6: Left: Plots show the signal strength µ = σ/σSM result and its un-
certainties of the ATLAS [11] (a) and CMS [15] (b) analyses. Right: Plots show
95% CL upper limits on µ. Solid line represents the observed limit, red dashed line
the expected exclusion for µ = 1., and black dashed line represents the expected
exclusion for µ = 0. For the latter also 68% and 95% confidence intervals are shown.
Results are shown for single-lepton and dilepton channels separately and for their
combination.

Results on upper limits for both experiments are summarized in Table 5.1. Best
fit values for the signal strength µ are shown in Table 5.2. Figure 5.7 shows the event
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yield as function of the decimal logarithm of signal to background ratio: log(S/B).
The plots are constructed taking into account all the bins entering in each of the
region considered by the respective analyses. The aim of these plots is to show the
overall good agreement between background modelization and observed data and
visualize the regions where the signal is supposed to show up.

95% CL upper limit Observed −2σ −1σ Median +1σ +2σ Median (µ = 1)
ATLAS
Single lepton 3.6 1.4 1.9 2.6 3.7 4.9 3.6
Dilepton 6.7 3.0 4.1 5.8 5.8 7.7 4.7
Combination 3.4 1.6 2.2 3.0 3.0 4.1 3.1
CMS
Single lepton 5.5 2.1 2.9 4.2 6.2 9.1 5.0
Dilepton 7.7 3.4 4.7 6.9 10.6 15.8 7.8
Combination 4.2 1.7 2.3 3.3 4.9 7.0 4.1

Table 5.1: 95% CL upper limits on signal strength µ = σ/σSM are listed for individ-
ual channels of the ATLAS and CMS analyses and for the respective combinations.
Second column shows the observed limits. Central part of the table lists the ex-
pected limits under the background-only hypothesis together with ±1σ and ±2σ
intervals. Last column shows the expected 95% CL upper limit when SM prediction
for σ(ttH) is assumed.

Best fit µ ATLAS CMS

Single lepton +1.2+1.3
−1.3 +1.7+2.0

−1.8

Dilepton +2.8+2.0
−2.0 +1.0+3.3

−3.0

Combination +1.5+1.1
−1.1 +1.2+1.6

−1.5

Table 5.2: Best ATLAS and CMS fit values of signal strength µ with their uncer-
tainties for individual channels of the analyses and for the respective combinations.
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(a) (b)

Figure 5.7: Event yields as function of decimal logarithm of signal to background
ratio: log(S/B). All the regions entering the respective analyses are considered. (a)
CMS [15] shows the yield obtained from a fit to data with the constraint of signal
strength µ = 1. ttH signal is shown as blue histogram stacked over the background
and as a blue line in the bottom panel. (b) ATLAS [11] shows background and
signal yields obtained from the fit to data. ttH signal is shown as red area. The
yield for the 95% CL excluded cross section is also shown.
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Chapter 6

Fully hadronic ttH (H → bb)

This chapter describes the analysis work performed in the framework of this doctoral
thesis for the search of the Higgs boson production in association with a top anti-top
quark pair, in the fully hadronic final state. A brief discussion on the prospects for
this physics channel in Run 2 concludes the chapter.

It is important to mention that the analysis described in this document is the
first fully hadronic ttH (H → bb) search ever performed.

6.1 Introduction

The fully-hadronic ttH (H → bb) analysis presents several advantages with respect
to the lepton based ttH (H → bb) analyses. It allows to gain in signal statistics
since it can exploit the high branching fraction of top-quark into hadrons. For the
tt pair this is summarized in Figure 6.1. An other advantage of the analysis is the
absence of missing energy in the final state, allowing in principle to being able to
reconstruct in the detector all the decay products of the ttH system.

In Section 6.3 the preselection of events is described and in Section 6.4 the
description of the Monte Carlo samples used in the analysis and of the Tag Rate
Function method used to reduce their statistical uncertainties are presented.

The major challenge of the analysis is the presence of the overwhelming multijet
background which comes with a cross section six order of magnitude higher than the
signal. This background is estimated with an ad-hoc data-driven method described
in details in Section 6.5. Validation studies for this method are also reported.

Section 6.6 describes the classification of the events that are used in the analysis
and analysis strategy. The multivariate technique used to discriminate signal and
background is introduced in Section 6.7. The description of the systematic uncer-
tainties considered in the analysis is given in Section 6.9. The result of the statistical
analysis is presented in Section 6.10.

This search is based on 20.3 fb−1 of data collected by the ATLAS experiment in
pp collisions at

√
s = 8 TeV between April and October 2012.

99
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Figure 6.1: Pie chart representing the branching ratios of a top-antitop quark pair.
The light blue represents the full-hadronic BR of 46%, the di-leptonic BR (without
τ lepton) is shown in 3 gradations of red, with a total of 4%, and in in 2 gradations
of green the lepton (e or µ) + jets BR of 30% [122].

6.2 Object reconstruction

The main objects used for this analysis are hadronic jets and b-tagged jets. Elec-
trons and muons are used to assure that events entering the fully hadronic ttH
(H → bb) data sample are not used by the semi- and dilepton ttH (H → bb) anal-
yses (orthogonality). orthogonality with the analysis studying other ttH (H → bb)
decay channels. A detailed description of how these objects are defined and what
algorithms are used is given in Chapter 3.

6.3 Event preselection

The data sample used by the fully hadronic ttH (H → bb) analysis has been collected
by a multi-jet trigger. This requires four jets at LVL1 with transverse energy of the
LVL1 8 × 8 towers (each covering 0.1 × 0.1 in η − φ) to be larger than 15 GeV,
followed by requiring five jets reconstructed at LVL2 with a transverse energy larger
than 15 GeV and finally five jets at EF having pT > 55 GeV. The determination of
the trigger efficiencies and scale factors are described in Chapter 4.

After the event is accepted by the trigger, it is required to have at least one
reconstructed vertex with at least five associated tracks, consistent with the beam
collision region in the x − y plane. If more than one vertex is found, the primary
vertex is taken to be the one which has the largest sum of the squared momenta
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of its associated tracks. Events are discarded if any jet with pT > 20 GeV is
independently identified as out-of-time activity from a previous pp collision or as
calorimeter noise [123].

Off-line, the five leading jets are required to have pT > 55 GeV and |η| < 2.5.
Any extra jet must have pT > 25 GeV and must be in the same rapidity range.
Events with well identified (isolated) muons or electrons are discarded to ensure
orthogonality with the other ttH (H → bb) analyses.

6.4 Background and signal modeling

After event preselection the main background consists of multi-jet production and
by tt̄+jets production. Small background contributions come from the production of
a single top quark production and from the associated production of a vector boson
and a tt̄ pair. While the multi-jet background is estimated from data, all other
backgrounds and the ttH signal are estimated from simulation and then normalized
to the theoretical cross sections.

6.4.1 Signal modeling

The ttH signal process is modeled using matrix elements obtained from the HELAC-
Oneloop package [124] that corresponds to the NLO QCD accuracy. POWHEG-
BOX [125, 126, 127] serves as an interface to the shower Monte Carlo programs. The
samples which have been created using this approach are referred to as PowHel

samples [128]. The Higgs boson decays inclusively in all these samples. The
CT10NLO PDF sets are used and the factorization (µF) and renormalization (µR)
scales are set to µ0 = µF = µR = mt +mH/2. Pythia 8.1 [99] with the CTEQ6L1

set of parton distribution functions and AU2 underlying event tune [129] is used
to add the event pile-up and the underlying event. The top-quark mass is set to
172.5 GeV. The cross section normalization and the Higgs boson decay branching
fractions for these ttH samples are taken from the NLO theoretical calculations from
Ref. [104]. Higgs boson mass is set to mH = 125 GeV. The sample is inclusive in
top-quark decays.

6.4.2 Labelling of tt + jets events

The simulation of events representing the tt + jets process are categorized into three
non-overlapping samples: tt + bb, tt + cc, and tt + light. The labelling is based on
a hadron-matching algorithm to particle jets. All particle jets with pT > 15 GeV
and |η| < 2.5 which are matched using a ∆R < 0.4 to a b-hadron with pT > 5 GeV
not originating from a top quark decay are labeled as b. If the event has at least
one jet matched to a b-hadron, the event is labeled as tt+ bb. Events that have no
b-hadron match but at least one c-hadron match are labeled tt+cc. All other events
are labeled as tt + light. The main purpose of dividing the tt + jets samples into
categories is to apply to each sub sample its systematic uncertainties.
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6.4.3 tt + jets background modeling

The tt̄ sample is generated using the Powheg NLO generator [125, 126, 127] with
the CT10 PDF set [130], assuming the value of the top quark mass of 172.5 GeV. It
is interfaced to Pythia 6.425 [131] with the CTEQ6L1 set of parton distribution
functions and Perugia2011C underlying event tune. The sample is normalized to
the theoretical calculation performed at next-to-next-to leading order (NNLO) in
QCD that includes resummation of next-to-next-to-leading logarithmic (NNLL) soft
gluon terms with top++2.0 [109, 132, 133, 134, 135, 136] yielding a cross section of
253+13

−15 pb for
√
s = 8 TeV.

As tt + jets is the dominant background, a series of detailed studies have been
performed by ATLAS to ensure the best possible description for such events. A
reweighting is applied to POWHEG + PYTHIA simulations to correctly model data.
This procedure is applied to tt+ light-jets and tt+cc and the reweighting is evaluated
from the ratio of the measured differential cross section at

√
s = 7 TeV in data and

simulation of top quark pT and tt system pT [116]. The impact of the reweighting
procedure is shown on Figure 6.2 where one can see a good agreement between
observation and prediction of the number of jets, correlated to the tt system pT

reweighting, and jet pT related variables, correlated to top quark pT reweighting.
A comparison with the latest available simulations has been performed for the

tt + bb component. For this purpose a finer categorization of tt + heavy-flavour
component than the one described in Section 6.4.2 has been used. If two particle
jets are both matched to an extra b-quark or extra c-quark each, the event is referred
to as tt + bb or tt + cc; if a single particle jet is matched to a single bottom or
charm quark the event is referred to as tt + b or tt + c; if a single particle jet is
matched to a bb or cc pair, the event is referred to as tt + B or tt + C respectively.
Prediction from POWHEG + PYTHIA has been compared with MADGRAPH + PYTHIA,
LO generator, showing an overall good agreement between the two. Comparison of
POWHEG + PYTHIA with SHERPA OPENLOOPS, NLO generator, shows differences in
some categories. This sample is generated following the four-flavour scheme using
the Sherpa 2.0 pre-release and the CT10 PDF set. The renormalization scale (µR)

is set to µR =
∏

i=t,t̄,b,b̄E
1/4
T,i , where ET,i is the transverse energy of parton i, and

the factorization and resummation scales are both set to (ET,t + ET,t̄)/2. Detail
of the comparison is shown in Figure 6.3. In particular SHERPAOL predicts higher
contribution when the production of a second bb pair is required. This reflects in the
distributions of low region of pT and mass of bb pair and in the pT of top quark and
tt system. Since SHERPAOL is expected to model better tt+ bb process a reweighting
with respect to SHERPAOL variables is applied to POWHEG + PYTHIA to account for
these effects.

6.4.4 Electroweak backgrounds modeling

The samples of single top quark backgrounds corresponding to the s-channel and
Wt production mechanisms are generated with Powheg [125, 126, 127] using the
CT10 PDF set [130]. In the case of the Wt-channel, the nominal sample uses the
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(a) (b)

(c) (d)

Figure 6.2: Effect of the reweighting of the tt system pT and of the top quark pT

in POWHEG + PYTHIA tt sample. Plots on the left are before the reweighting, the
one on the right are after. Top row shows the jet multiplicity distribution, bottom
row shows Hhad

T distribution. Plots are made with the ttH (H → bb) semi-leptonic
decay channel [11].
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Figure 6.3: Relative contributions of different categories of tt + heavy-flavour
events in POWHEG + PYTHIA, MADGRAPH + PYTHIA and SHERPAOL samples. Labels
“tt+MPI” and “tt+FSR” refer to events where heavy flavour jets are produced via
multi-parton interaction (MPI) or final state radiation (FSR), respectively. These
contributions are not included in the SHERPA OL calculation. Arrows indicate that
the points lie outside of the scale [11].
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Sample Generator PDF Shower Normalization
ttH HELAC-Oneloop CT10 Pythia 8.1 NLO

tt + jets PowHeg CT10 Pythia 6.425 NNLO+NNLL
Single top (s-channel, Wt) PowHeg CT10 Pythia 6.425 aNNLO

Single top (t-channel) Acer MRST Pythia 6.425 aNNLO
ttV Madgraph CTEQ6L1 Pythia 6.425 NLO

Table 6.1: A summary of basic event generator parameters used to simulate various
processes

diagram removal approach to handle the interference starting at NLO. AcerMC [137]
is used to simulate the t-channel single top events, with MRSTMCal PDF set.

All samples are interfaced to Pythia 6.425 [131] with the CTEQ6L1 [138]
set of parton distribution functions and Perugia2011C [139] underlying event tune.
Overlaps between the tt and Wt final states are removed [140]. The single top quark
samples are normalized to the approximate NNLO theoretical cross sections [141,
142] using the MSTW2008 NNLO PDF set.

The samples of tt̄V (V = W,Z) events are generated with the Madgraph v5

LO generator [143] and the CTEQ6L1 PDF set. Pythia 6.425 with AUET2B tune
is used for showering. The tt̄V samples are normalised to the NLO cross section
predictions [144, 145].

6.4.5 Common treatment of MC samples

The parton-shower systematics are calculated using Powheg interfaced with Her-

wig. All the event generators using Herwig are also interfaced to Jimmy v4.31 [146],
to simulate the underlying event. All simulated samples utilize Photos 2.15 [147]
to simulate photon radiation and Tauola 1.20 [148] to simulate τ decays. Finally,
all simulated samples include multiple pp interactions and are processed through a
simulation [149] of the detector geometry and response using Geant4 [150], with
the exception of the signal samples, for which a fast simulation of the calorimeter
response is used. The t-channel single top sample was simulated using AF-II. All
simulated samples are processed through the same reconstruction software as the
data. Simulated events are corrected so that the object identification efficiencies,
energy scales and energy resolutions match those determined in data control sam-
ples. Table 6.1 provides a summary of the basic parameters of the MC samples used
in the analysis.

6.4.6 Tag Rate Function method in MC (TRFMC)

When requiring high jet and b-tag multiplicity in the analysis, the available MC
sample is significantly reduced, leading to large fluctuations in the resulting dis-
tributions. This can negatively affect the sensitivity of the analysis, as the corre-
sponding statistical uncertainties on the background templates need to be taken into
account in the determination of exclusion limits, and lead to unreliable systematic
uncertainties in the predicted distribution shapes. In addition, the observed limits
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may be biased, depending on how the MC distributions fluctuate with respect to
the data in the signal region.

In order to mitigate this problem,the TRFMC method is applied to all MC sam-
ples used in the analysis. This allows the use of all events in the pre-b-tagged sample
to predict the normalization and shape after b-tagging. The principle of this method,
and the various studies performed to validate it for the sub-leading background in
the analysis (tt), and the ttH signal are discussed in this section.

Description of the method

The TRFMC method use the probability ǫ for a jet to be b-tagged. This is usually
parametrized as a function of the jet pT , η, and flavor, f , as well as of the b-tag
operating points, OP . To simplify the notation in what follows the efficiency for a
given jet k will be referred as ǫk, even though it is intended that it should be read
as ǫ(pT,k, ηk, fk). Using TRFMC method one can calculate the probability P ev(j, nb)
(P ev(j,≥ nb)) that in an event m of nj jets exactly (at least) nb ≤ nj jets are b-
tagged, starting from the individual probability for each jet k of the events to be
b-tagged (ǫk). The different probabilities are defined as described in Section 4.2.4:

P ev(j, 0) = P=0 , P ev(j, 1) = P=1 , P ev(j, 2) = P=2 , P ev(j, 3) = P=3 (6.1)

and

P ev(j,≥ 4) = 1 − P ev(j, 3) − P ev(j, 2) − P ev(j, 1) − P ev(j, 0). (6.2)

When writing these formulas the assumption that the probabilities ǫk of tagging
different jets in the events are uncorrelated is made. The above probabilities P ev

can be used as event weights, allowing to use all events in the pre-b-tagged sample
to predict the normalization and the shape after b-tagging.

To estimate the number of events, NPred
n , present in a subsample where each

event has exactly n b-tagged jets it is necessary to sum the N≥0 probabilities for
each event to have this b-tagging requirement:

NPred
n =

i=N≥0
∑

i=0

P ev(i, n) (6.3)

where N≥0 indicates the number of events having at least 0 b-tagged events, i.e. the
total sample of events before b-tagging requirement.

By using the TRFMC method it is possible to simulate the presence of n b-tagged
jets in the event. The implementation pass by the evaluation of the nc probabilities
wi, computed with the TRFMC, for each combination of n b-tagged jets on nj jets
in the event , i.e.:

nc =

(

nj

n

)

(6.4)

A random number r uniformly distributed between 0 and W , where W =
∑nc

i=1wi

is thrown. The kth combination such as
∑k−1

i=1 wi < r ≤
∑k

i=1wi is chosen, and the
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jets considered as b-tagged in the kth combination are considered as b-tagged in the
evaluation of observables that make direct use of the b-tagging information, such as
the leading b-tagged jet pT , average ∆R among b-tagged jets, etc.

Comparison of predictions using TRFMC and direct b-tagging

The above assumption on uncorrelated TRF’s, as well as their correct determination
has to be verified by comparing the number of events and several distributions
of different physical quantities obtained by applying direct b-tagging with those
obtained without b-tagging but using P ev as event weight.

This comparison is carried out on tt POWHEG +PYTHIA MC events subdivided
for their heavy flavor content in tt + light, tt + cc and tt + bb, as described in
Section 6.4.2. The result is shown below in theNb with b = 1, 2, 3 and ≥ 4 categories,
Tables 6.2, 6.3 and 6.4 compare the total number of events obtained by direct b-
tagging and applying event weights as described above for events passing the analysis
event selection for different jet multiplicities. Table 6.5 shows the same comparison
for the ttH sample. The agreement is overall good in all the samples and all the
regions. Small tension is seen in Table 6.5 for ttH events. To compensate for such
residual differences all the MC samples are corrected with a normalization factor.

tt̄+light tt̄cc̄ tt̄bb̄
Nb Direct b-tag Nb Direct b-tag Nb Direct b-tag Nb

1 130811 129585 ± 251 17347 17236 ± 91 4892 4694 ± 43
2 87004 90082 ± 190 11515 11835 ± 68 4903 4950 ± 45
3 8336 8738 ± 25 1617 1750 ± 12 1855 1966 ± 22
≥ 4 253 250 ± 1 96 97 ± 1 241 252 ± 5

Table 6.2: Number of events in different nb-tag categories obtained by direct b-
tagging and by applying event weights based on TRFMC to events with exactly 6
reconstructed hadronic jets in the events. The comparison is shown for different MC
samples, tt̄+light, tt̄cc̄ and tt̄bb̄.

tt̄+light tt̄cc̄ tt̄bb̄
Nb Direct b-tag Nb Direct b-tag Nb Direct b-tag Nb

1 107853 106751 ± 227 20056 19608 ± 96 5494 5449 ± 45
2 73548 75874 ± 174 13751 14324 ± 75 6161 6166 ± 49
3 7442 7817 ± 24 2196 2345 ± 14 2702 2760 ± 26
≥ 4 236 247 ± 1 119 153 ± 1 463 462± 7

Table 6.3: Number of events in different nb-tag categories obtained by direct b-
tagging and by applying event weights based on TRFMC to events with exactly 7
reconstructed hadronic jets in the events. The comparison is shown for different MC
samples, tt̄+light, tt̄cc̄ and tt̄bb̄.
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tt̄+light tt̄cc̄ tt̄bb̄
Nb Direct b-tag Nb Direct b-tag Nb Direct b-tag Nb

1 89437 88155 ± 205 24111 23756 ± 104 7045 6947 ± 49
2 61728 63904 ± 159 17544 18187 ± 84 8607 8561 ± 58
3 6552 6959 ± 23 3158 3338 ± 18 4328 4416 ± 34
≥ 4 214 247 ± 1 267 266 ± 2 1013 1008 ± 12

Table 6.4: Number of events in different nb-tag categories obtained by direct b-
tagging and by applying event weights based on TRFMC to events with at least 8
reconstructed hadronic jets in the events. The comparison is shown for different MC
samples, tt̄+light, tt̄cc̄ and tt̄bb̄.

ttH
Exactly 6 jets Exactly 7 jets At least 8 jets

Nb Direct b-tag Nb Direct b-tag Nb Direct b-tag Nb

1 28260 27429 ± 104 37870 37037 ± 119 65322 63927 ± 154
2 29766 29962 ± 108 41857 42439 ± 127 74666 75596 ± 168
3 14766 15289 ± 67 22957 23400 ± 83 43867 44354 ± 115
≥ 4 3609 3881 ± 25 6934 7043 ± 35 15265 15939 ± 57

Table 6.5: Number of events in different nb-tag categories obtained by direct b-
tagging and by applying event weights based on TRFMC to events with exactly 6,
exactly 7 and at least 8 reconstructed hadronic jets in the events. The comparison
is shown for ttH sample.

Figure 6.4 represents the comparison of distributions for the first 4 leading jets in
the tt+ bb sample for events with exactly 6 jets and 1 to 4 b-tagged jets, Figure 6.5
represents the comparison of distributions for the first 4 leading b-tagged jets in
the tt + cc sample for events with exactly 7 jets and 1 to 4 b-tagged jets, and
Figure 6.6 represents the comparison of distributions for aplanarity1, centrality2,
HT and aplanarity computed using only b-tagged jets (called aplab), in the tt +
light-jets sample for events with at least 8 jets and 1 to 4 b-tagged jets. Finally
Figure 6.7 represents the comparison of distributions for HT in ttH events. Overall
good agreement is observed for all the MC samples.

1 1.5λ2, where λ2 is the second eigenvalue of the momentum tensor.
2 Sum of the pT divided by the E for all the jets.
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Figure 6.4: Leading, sub-leading, third and fourth leading jet pT distributions in
events obtained by direct b-tagging (black circles) and by applying event weights
(purple histogram) as well as their ratios (bottom panels), for tt̄bb̄ events with exactly
6 reconstructed jets for different b-tagging multiplicities, respectively with nb =
1, 2, 3 and nb ≥ 4.
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Figure 6.5: Leading, sub-leading, third and fourth leading b-tagged jet pT distribu-
tions in events obtained by direct b-tagging (black circles) and by applying event
weights (blue histogram) as well as their ratios (bottom panels), for tt̄bb̄ events with
exactly 7 reconstructed jets for different b-tagging multiplicities, respectively with
nb = 1, 2, 3 and nb ≥ 4.
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Figure 6.6: Aplanarity, centrality, HT and aplanarity computed using only b-tagged
jets, distributions in events obtained by direct b-tagging (black circles) and by ap-
plying event weights (green histogram) as well as their ratios (bottom panels), for
tt̄+light events with at least 8 reconstructed jets for different b-tagging multiplicities,
respectively with nb = 1, 2, 3 and nb ≥ 4.
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Figure 6.7: HT distribution in events obtained by direct b-tagging (black circles) and
by applying event weights (red histogram) as well as their ratios (bottom panels),
for ttH events with exactly 7 and at least 8 reconstructed jets of which exactly 3
and ≥ 4 b-tagged jets.
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6.5 Multijet background estimation: TRFMJ

The dominant background after the ttH (H → bb) fully-hadronic event selection is
multijet production. To estimate it a data-driven method is developed, referred to
as TRFMJ, which is based on the probability for a multijet event to be b-tagged, εMJ,
derived as a function of the jet pT , |η| and a variable correlated with the distance of
any other b-tagged jet in the event. Using events with exactly 2 b-tagged jets, the
multijet background is estimated for events with higher b-tag multiplicity, 3 and 4
b-tagged jets, the signal-rich region where the ttH search is performed. Figure 6.8
shows a scheme of the application of the TRFMJ method.

Figure 6.8: TRFMJ method uses events with exactly 2 b-tagged jets to estimate the
multijet background in events with higher b-tag multiplicity, 3 and and at least 4
b-tagged jets, regions where the ttH search is performed.

This method, similar to the TRFMC method described in Section 6.4.6, presents
three main differences:

• No knowledge of the flavor of the jet: since the probability εMJ is ex-
tracted in data, the flavour of the jet is undefined. This implies that the flavor
composition of the sample where the εMJ is extracted (TRFMJestimation re-
gion) has to be as similar as possible to the region where the TRFMJ method is
applied. Also, information about correlation between b-tagged jets, i.e. their
relative angular distribution, carry valuable information about flavor compo-
sition and are used in the εMJ description.

• Knowledge of the amount of multijet background in a given point of
the phase space: The amount of multijet background events in a given low
b-tagged jet multiplicity region (TRFMJmultijet extraction region) where the
method is applied has to be estimated a priori. This is done in the regions with
exactly 2 b-tagged jets, where the multijet background is defined by subtracting
the MC background from data.

• Predict multijet in a orthogonal sample from where it is extracted:
The TRFMJ extraction region needs to be independent from the signal regions
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in order to define the multijet background without making any assumption on
the presence of signal.

6.5.1 TRFMJ: estimation region

A dedicated data sample, collected requiring a set of high-pT single jet triggers and
low multiplicity multi-jet triggers, listed in Table 6.6 is used to select a multijet
dominated region, where the presence of tt production is negligible. The presence of
at least 3 jets with pT > 25 GeV and |η| < 2.5, out of which there were at least 2 b-
tagged jets is also requested. It has been tested that only 10% of events of this data
sample coincides with those used for the search of the ttH signal. After excluding
the two jets with the highest b-tagging weight from the events, the probability is
evaluated that one of the remaining jets in the event is b-tagged. The efficiency εMJ

obtained with this method is presented in Figure 6.9.
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Figure 6.9: One dimensional view of the dependence of εMJ as a function of the jets’
pT and |η| and

〈

∆R(j,hMV1)

〉

. Where
〈

∆R(j,hMV1)

〉

is the average of the distances of
the jet from the two jets with highest MV1 weight in the event.

Trigger name
LVL1 thr. LVL2 thr. EF thr. L

[GeV] [GeV] [GeV] [fb−1]
EF j360 a4tchad 75 165 360 20.3
EF j280 a4tchad 75 165 280 1.16
EF j220 a4tchad 75 165 220 0.26
EF j180 a4tchad 75 165 180 0.079
EF j145 a4tchad 75 140 145 0.036
EF 3j55 a4tchad 3 × 15 3 × 15 3 × 55 0.029

Table 6.6: List of triggers used for selecting the TRFMJ extraction region, together
with the integrated luminosity collected by each trigger. The ET thresholds at each
trigger level are also shown. EF 3j55 a4tchad is a multi-jet trigger requiring at least
three objects at each trigger level.
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6.5.2 Algorithm used for the application of the TRFMJ

The TRFMJ method is carried out by constructing a pseudo data sample containing
n jets (n ≥ 6) out of which nb are b-tagged (nb ≥ 3). The method is applied on a
real data sample where in each event 2 jets are already b-tagged. At the analysis
level, having subtracted the contribution of the non multijet background obtained
with MC simulation, a weight w(n, nb) built from εMJ is applied to each event of n
jets. Moreover, in each pseudo event εMJ is used to promote nb-2 un-tagged jets to
b-tagged jets. The dependence of w(n, nb) on εMJ is analogous to that described (for
P ev) in Section 6.4.6, with the difference that the derivation of w(n, nb) takes into
account that the starting sample contains 2 b-tagged jets.

For any event in N(≥ 2b), where N(nb) represents a set of events with nb b-
tagged jets, it is possible to estimate the probability to be an event with exactly
3 b-tagged jets. This particular configuration is referred to as 2b + 1b to indicate
that what is predicted is the existence of another b-tagged jet in addition to the two
whose existence have been verified (b1 and b2).

Pi(≥ 2 → 2b+ 1b) =

ni
∑

j 6=b1,b2

εi
j ·

∏

k 6=j,b1,b2

(1 − εi
k), (6.5)

where εi
j is the value of εMJ for a given jet j in the ith event having a number of

jets equal to ni. The number of events with exactly 3 b-jets is given by

N(2b+ 1b) =

N(≥2b)
∑

i

Pi(≥ 2 → 2b+ 1b) (6.6)

Since in general εi
j depends on the relative position of the jet j with the already

b-tagged jets in ith the event, the position of the third b-tagged jets has to be
predicted for each of the N(≥ 2b) event in order to predict N(2b+mb) with m ≥ 2.
This is done by choosing one particular configuration of b-tagged jets, using the
same technique described in Section 6.4.6, the chosen configuration consists of two
b-tagged jets and one promoted jet. The promoted jet is only used to evaluate εi

j.
Once this is done, N(≥ 4b) is estimated by:

N(≥ 2b+ 2b) =

N(≥2b)
∑

i

Pi(≥ 2b+ 1b→≥ 2b+ 2b) (6.7)

where:
Pi(≥ 2b+ 1b→≥ 2b+ 2b) = 1 − Pi(≥ 2b+ 1b→ 2b+ 1b), (6.8)

and

Pi(≥ 2b+ 1b→≥ 2b+ 2b) =

ni
∑

j 6=b1,b2,p1

εi
j ·

∏

k 6=j,b1,b2,p

(1 − εi
k) (6.9)

where p is the index of the promoted jet. For any event with ≥ 2 b-tagged jets,
the probability of obtaining an event with exactly 3 or at least 4 b-tagged jets is
calculated using the TRFMJ method.
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Application of TRFMJ to a sample with exactly 2 b-tagged jets

In the analysis regions, the multijet background is defined in data as the difference
between data and the known MC background in a region with exactly 2 b-tagged jets
and the events with ≥ 2 or more b-tagged jets are estimated from the region with
exactly 2 b-tagged jets using the inverse of εMJ. Therefore, the N(≥ 2b) events with
at least 2 b-tagged jets need to be estimated in order to use the formalism described
in 6.5.2. This is done by using the inverse of the probability P≥2b→2b estimated on
the N(2b) events with exactly 2 b-tagged jets. So, from:

Pi(≥ 2b→ 2b) =

ni
∏

j 6=b1,b2

(1 − εj), (6.10)

we can infer N(≥ 2b) by weighting each of the N(2b) event by the inverse of Pi(≥
2b→ 2b):

N(≥ 2b) =

N(2b)
∑

l=1

1

Pl(≥ 2b→ 2b)
=

N(2b)
∑

l=1

1
Ml
∏

j 6=b1,b2

(1 − εl
j)

, (6.11)

where l runs over theN(2b) events with exactly two b-tagged jets. Then Equation 6.6
becomes

N(2b+ 1b) =

N(2b)
∑

l

Pl(≥ 2b→ 2b+ 1b)

Pl(≥ 2b→ 2b)
(6.12)

Then the same steps need to be taken to go to higher multiplicity, extending this
notation to Equation 6.7 one needs to estimate N(≥ 2b+ 1b) as:

N(≥ 2b+1b) =

N(2b)
∑

l

Pl(≥ 2b→ 2b+ 1b)

Pl(≥ 2b→ 2b)Pl(≥ 2b+ 1b→ 2b+ 1b)
=

N(2b)
∑

l

w(nl, 3) (6.13)

and finally:

N(≥ 2b+2b) =

N(2b)
∑

l

Pl(≥ 2b→ 2b+ 1b)Pl(≥ 2b+ 1b→≥ 2b+ 2b)

Pl(≥ 2b→ 2b)Pl(≥ 2b+ 1b→ 2b+ 1b)
=

N(2b)
∑

l

w(nl,≥ 4)

(6.14)

6.5.3 Validation of TRFMJ predictions in data

To validate the TRFMJ method a test is performed using the same data sample
where TRFMJ is estimated, described in Section 6.5.1. The sample is divided in
two, TRFMJ is then estimated in one sub-sample and applied to the other. Table 6.7
shows the comparison between the number of predicted events and the observed ones,
for different jet and b-tagged jet multiplicity bins. Good agreement is observed, the
maximum difference is 5% for events with at least four jets and exactly three b-tagged
jet.
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Figures 6.10 and 6.11 show the distributions of the leading and subleading jet
pT where, despite the low statistics, an overall good agreement is observed between
direct b-tagging and the prediction by TRFMJ. Figure 6.12 shows HT and the object
missing energy, ST . For these distributions it is possible to see a mismodelling which
is covered by the systematics of the method as it is explained in Section 6.9.3. Finally
Figure 6.13 shows distributions of correlation between b-tagged jets.

Nb−tags Njets == 3 Njets ≥ 4

3
data 641 7585
TRFMJ prediction 632 ± 4 7952 ± 25

≥ 4
data 425
TRFMJ prediction 452 ± 2

Table 6.7: Number of events in different Nb-tag categories containing Nj jets ob-
tained by direct b-tagging (data) and predicted from the sample containing exactly
2 b-tagged jets by applying the TRFMJ method.

6.5.4 Validation of TRFMJ predictions in di-jet MC

A test similar to the one performed in data, using the same definition of the TRFMJ

estimation region (Section 6.5.3), is performed using Pythia8 [99] di-jet MC, to
test the method in a more controlled sample. This MC sample has been described
in Section 4.2.2.

MC events are required to pass the trigger EF j360 a4tchad, the most repre-
sentative among the ones used in the data TRFMJ estimation region.3 As for data
the offline preselection consists of requiring ≥ 3 jets with pT ≥ 25 GeV and ≥ 2
b-tagged jets and the TRFMJ is parametrized with respect to the offline jet’s pT and
|η| and

〈

∆R(j,hMV1)

〉

, i.e. the average of the distances of the jet from the two jets
with highest MV1 weight in the event, see Figure 6.14.

Table 6.8 shows the normalization obtained with the TRFMJ method compared to
direct tagging for all different pT slices making up the Pythia8 di-jet MC sample.
It can be noted that for pT smaller than 1 TeV the agreement between TRFMJ

prediction and direct b-tagging is good within the statistical uncertainty, while for
high pT the agreement worsen, linked to the fact that the TRFMJ map used for this
exercise stops at 900 GeV (Figure 6.14), below the generated leading truth jet pT for
these samples. Also no events from samples with truth leading jet pT below 200 GeV
are present in the table since those do not pass the single jet trigger threshold used.

For the sample with truth leading jet pT between 500 GeV and 1 TeV the dis-
tributions for the leading jet and leading b-tagged jet pT are shown in Figure 6.15
for events with at least 4 jets.

3 Full list of the triggers used in the TRFMJ extraction region are presented in Table 6.6.
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Figure 6.10: Comparison of shapes of the leading (top) and subleading (bottom)
jet pT distributions obtained with cut-based b-tagging (black circles) and with the
TRFMJ method (red squares) for events with exactly 3 jets and exactly 3 b-tagged
jets (left) and at least 4 jets and exactly 3 b-tagged jets (right).
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Figure 6.11: Comparison of shapes of aplanarity (top) and the same quantity built
by only using b-tagged jets (bottom) in events obtained with cut-based b-tagging
(black circles) and with the TRFMJ method (red squares) for events with exactly 3
jets and exactly 3 b-tagged jets (left) and at least 4 jets and at least 4 b-tagged jets
(right).
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Figure 6.12: Comparison of shapes for the object missing energy, ST , (top) and HT

(bottom) in events obtained with cut-based b-tagging (black circles) and with the
TRFMJ method (red squares) for events with at least 4 jets and exactly 3 b-tagged
jets (left) and at least 4 jets and at least 4 b-tagged jets (right).
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Figure 6.13: Comparison of shapes for the invariant mass of the two b-tagged jets
having the max invariant mass (top) and the minimum ∆R distance (bottom) in
events obtained with cut-based b-tagging (black circles) and with the TRFMJ method
(red squares) for events with exactly 3 jets and exactly 3 b-tagged jets (left) and at
least 4 jets and exactly 3 b-tagged jets (right).
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Figure 6.14: One dimensional view of the dependence of εMJ derived in Monte Carlo
Pythia8 di-jets events as a function of jet pT and |η| and

〈

∆R(j,hMV1)

〉

.

leading truth jet pT [GeV]
All samples 200-500 500-1000 1000-1500 1500-2000 2000+

(×10−3) (×10−6) (×10−7)
3 b-tagged jets

TRFMJ 15.5 ± 0.1 12.9 ± 0.1 2.59 ± 0.03 15.8 ± 0.2 250 ± 3 48 ± 0.4

Direct
14.6 ± 0.5 12.3 ± 0.5 3.10 ± 0.03 13.4 ± 0.6 207 ± 9 39 ± 1.2

b-tagging

≥ 4 b-tagged jets
TRFMJ 0.89 ± 0.01 0.71 ± 0.01 17.3 ± 0.2 1.18 ± 0.02 18.2 ± 0.3 3.3 ± 0.04

Direct
0.9 ± 0.1 0.8 ± 0.1 14 ± 2 0.9 ± 0.1 10 ± 2 2.0 ± 0.3

b-tagging

Table 6.8: Number of events with at least 4 reconstructed jets and exactly 3 or
at least 4 b-tagged jets, obtained by direct b-tagging in Pythia di-jet MC events
compared with the prediction of the TRFMJ method. Numbers in the second column
do not correspond to the sum of the other columns since the former are evaluated
taking into account the different cross sections of each pT slice sub-sample.
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Figure 6.15: Comparison of shapes of leading (top) and subleading (bottom) jet
pT distributions in Pythia8 di-jet MC events obtained by direct b-tagging (black
circles) and by applying the TRFMJ method (red squares), for events with at least
4 jets and exactly 3 b-tagged jets (left) or at least 4 b-tagged jets (right) in events
generated with truth leading jet pT between 500 GeV and 1 TeV.
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6.6 Signal and control regions definition

The pre-selected events are categorized according to the number of jets with pT >
25 GeV and on the number of b-tagged jets. Only events with at least 6 jets are kept
for the analysis mostly because the trigger used requires the presence of at least 5
jets at HLT. Nine regions are defined in the analysis: (6j, 2b), (7j, 2b), (≥8j, 2b).
(6j, 3b), (7j, 3b), (≥8j, 3b). (6j, ≥4b), (7j, ≥4b), (≥8j, ≥4b). Where (mj, nb)
means a region with m jets of which n are b-tagged.

The multi-jet background content in each region is estimated by applying TRFMJ

to the multijet extraction region, defined for each jet multiplicity region as the event
with exactly 2 b-tagged jets. Since in this region there is a non-negligible fraction
of top quark production background, here the multijet background is defined as:

NMJ(2b) = N(2b) −Nbkg
MC(2b). (6.15)

Where NMJ(2b) is the number of multijet content, N(2b) the number of data and
Nbkg

MC(2b) the number of MC simulated top quark background.
This implies that, from an operational point of view, when extrapolating multijet

background to high b-tag multiplicity TRFMJ needs to run over both data and MC
events, i.e. by defining TRF2→n

MJ as the function that, by applying the TRFMJ method
estimates the content in the n b-tagged jet region, then:

NMJ(nb) = TRF2→n
MJ (N(2b)) − TRF2→n

MJ (Nbkg
MC(2b)). (6.16)

A schema representing how the analysis is organized is illustrated in Figure 6.16.
In the high b-tag jets multiplicity regions, namely with exactly 3 and ≥ 4 b-tagged
jets, a Boosted Decision Tree (BDT) is applied to separate signal and background,
this is described in the next Section.

The multijet content in the region with exactly 2 b-tagged jet is defined follow-
ing Equation 6.15 while it is estimated using Equation 6.16 in higher b-tagged jet
multiplicity regions. Figure 6.17 shows the S/

√
B ratio, where S and B denote the

expected signal (assuming SM cross sections and branching ratios at
√
s = 8 TeV,

and MH = 125 GeV) and background, respectively, in each region. The relative
proportions of the background yields obtained in each topology are shown in Fig-
ure 6.18. Following the same convention, the ratio of ttH events labeled by their
Higgs decay is presented in Figure 6.19.

6.7 Boosted Decision Tree (BDT)

The final discriminant used in the analysis is a ROOT [151] based TMVA BDT [152]
trained to separate the signal (ttH) from all the backgrounds.

A BDT is a multivariate classifier having a binary tree structure. The boosting
algorithm is a procedure that combines many “weak” classifiers to achieve a final
powerful classifier, which is given by an average of the individual decision trees[153,
154].
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Figure 6.16: Schema of the fully hadronic tt̄H analysis. The multijet background
is defined in the exactly 2 b-tagged region and then extrapolated to higher b-tagged
jet multiplicity regions by means of the TRFMJ.

A separate BDT is defined and optimized in each of the regions entering the
fit. In the training of the BDTs, the background is the sum of the data-driven
multijet prediction, as described in Section 6.5, and the background MC samples.
The expected normalization of each of the background component is taken into
account during the training. In this way the BDT discrimination is more effective
against the more abundant background (i.e. multijet production) and not against
the component with the greatest number of simulated events (i.e. tt + jets). The
signal is the ttH POWHEL sample, described in Section 6.4.1. Half of the events
of both signal and background sample are selected randomly and used to train the
BDT. The other half is used to test the BDT behaviour to avoid the presence of
overtraining.

To choose the most discriminating observables to be used as input for the BDTs,
an iterative procedure has been defined. Initially a set of 90 variables is considered;
all are used as input in one BDT. The variables which give the least separation4

and have the highest correlation to each other are removed, reducing the number
of candidate variables from ∼ 90 to 35. These preselected variables are iteratively
added to the inputs of the developing BDT one by one. They are retained if they are

4 Looking at the distributions.
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Figure 6.17: S/
√
B ratio for each of the topologies under consideration after pre-

selection (assuming SM cross sections and branching ratios at
√
S = 8 TeV, and

mH = 125 GeV). Each row shows the plots for a specific jet multiplicity (6, 7, ≥ 8),
and the columns show the b-tagged jet multiplicity (2, 3, ≥ 4). Signal regions are
shown in red.
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ranked high by the figure of merit F . This is calculated using the ratio of the signal
and background histograms of the BDT response, with the relative normalization
factors:

F =

√

√

√

√

n
∑

i=1

S2
i

Bi

(6.17)

where Si and Bi are, respectively, the number of signal events and the number of
background events in the ith bin. The bins for the evaluation of F are defined in
order to have no empty bins for the background distribution and at least 10% of
signal + background events. Variables are added successively to the list of inputs,
until the figure of merit F reaches a plateau with less than 1% variation: in most
regions this occurs after adding the 11th variable.

The final list of variables used by the BDT in each region is shown in Table 6.9
and a brief description of the selected variables is presented in Table 6.10. The
separation between signal and background is shown in Figure 6.20 for the signal
regions entering in the fit.

LogLikelihood Ratio (LLR) variable definition

The LLR variable measures the probability for an event to be a signal candidate.
The LLR variable for the W resonance is built as LLR(Mjj) = ln

S(Mjj)

B(Mjj)
.

S(Mjj) =

{

s ·G(Mjj|MW , σW ), for|Mjj −MW | ≤ 30GeV,

1 − s, for |Mjj −MW | > 30GeV.
(6.18)

B(Mjj) =

{

b · Rect(MW , 30 GeV), for|Mjj −MW | ≤ 30GeV

1 − b, for |Mjj −MW | > 30GeV.
(6.19)

where s and b are the probabilities in signal and background respectively to find a jet
pair with an invariant mass compatible with the W boson mass. They are calculated
from MC for signal and from multijet background prediction. G(Mjj|MW , σW ) is a
Gaussian distribution which models the W resonance5 and Rect(MW , 30GeV) is a
uniform distribution in a mass window of ±30 GeV centered on the W boson mass.
S(Mjj) and B(Mjj) are normalized to unity.

The LLR is built extending the formulation described above to top quark and
Higgs boson resonances:

LLR(Mjj,Mjjb,Mbb) = LLR(Mjj|MW , σW ) + LLR(Mjjb|Mtop, σtop)+

+LLR(pTbb,Mbb|MH , σH)
(6.20)

For the Higgs boson the LLR is function also of the pT of the system of two b-tagged
jets assumed to be originating from its decay. σH is the expected experimental
width of a hadronically decaying Higgs boson without combinatorial background, it
is assumed to be equal to 18 GeV. To obtain the maximum LLR of the event, all
possible jet combinations are considered.

5 Gaussian distribution is used as approximation for the Breit-Wigner distribution.
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Figure 6.20: Response of the BDTs in 3 b-tags regions (left) (6, 7 and ≥ 8 jets
respectively) and ≥ 4 b-tags regions (right). In the plots the red histogram refers to
the signal, the blue one to the tt + jets background and the green to the multijet
background.
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Blinding strategy: the BDTanti cut

A blinded region in the BDT spectra is defined. This to check the agreement between
data and the background prediction in a region where the presence of ttH signal
is minimized. To do so BDTanti is defined such that for BDT values larger than
BDTanti the signal contamination is larger than 2% in each BDT bin of size 0.1, as
shown in Figure 6.21 and in Table 6.11.

The blinded region is defined for values of the BDT smaller than BDTanti. This
blinded region is used in the optimization steps of the analysis. In particular, it
is used for the selection of the nominal TRFMJ parametrization, described in Sec-
tion 6.8, and for the preliminary test of the fit.

Region BDTanti

(6j, 3b) Unblinded
(6j, ≥4b) Unblinded
(7j, 3b) 0.5
(7j, ≥4b) 0.2
(≥8j, 3b) 0.3
(≥8j, ≥4b) 0.0

Table 6.11: Value of the BDTanti in each region. Unblinded means that the full
BDT spectrum is used.

6.8 TRFMJ parametrization selection

This section presents the selection of the nominal εMJ parametrization performed in
the analysis regions. For the TRFMJ method to work, εMJ should be able to take
into account the dependency on the flavor of the jet, i.e. it needs to be as sensitive
as possible to heavy flavor production. For this reason, εMJ is described as function
of the distance to already b-tagged jets to be able to exploit correlations between
heavy flavored jets. In principle, with a large enough sample where to estimate the
TRFMJ it should be possible to describe εMJ with respect to a large enough number
of variables and maximize the sensitivity to flavor production. Unfortunately the
region allowed for such study is relatively limited in statistics which make possible
to use a maximum of 4-dimensional εMJ. The b-tagging efficiency has been derived
as function of six observables:

• Jet pT and |η|,

• Min ∆R(j,j) : Minimum ∆R between the jet and any other jet in the event,

• Min ∆R(j,hMV1) : Minimum ∆R between the jet and the two with highest MV1
weight,
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Figure 6.21: Ratio of signal over background in each bin of the BDT output.
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•
〈

∆R(j,hMV1)

〉

: Average ∆R between the jet and the two with highest MV1
weight,

• MV1 ∆R: ∆R between the two jets with the highest MV1,

and the different parametrizations are:

• pT , |η|,
〈

∆R(j,hMV1)

〉

• pT , |η|, Min∆R(j,hMV1)

• pT ,
〈

∆R(j,hMV1)

〉

, MV1 ∆R

• pT , Min ∆R(j,j), MV1 ∆R

• pT , Min ∆R(j,hMV1), MV1 ∆R

• pT , |η|, Min ∆R(j,hMV1), MV1 ∆R

The efficiencies obtained are presented in Figures 6.9, 6.22, 6.23, 6.24, 6.25, and
6.26. One can notice the strong dependency of the TRFMJ upon the different b-
tagging correlation variables, even though these are strongly correlated using only
one of such variables in the parametrization is not enough to unfold the flavor
dependency, as it can be seen in Figure 6.23 and 6.24 where Min ∆R(j,hMV1) and
Min ∆R(j,j) are used together with MV1 ∆R.
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Figure 6.22: One dimensional view of the dependence of εMJ as a function of the pT

and |η| of the jet and the Min ∆R(j,hMV1).

These different sets of parameterisations have been tested in order to determine
the baseline for the analysis. The selection is performed through a χ2 minimisation
on the shape modeling with respect to data using all BDT input variables in all
regions. This ministration is performed after application of the blinding procedure
described in Section 6.7. For this procedure the comparison is performed between
TRFMJ prediction and the expected multijet background defined as the data minus
the MC contribution in each region.
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Figure 6.23: One dimensional view of the dependence of εMJ as a function of the pT

of the jet, MV1 ∆R and Min∆R(j,j).
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Figure 6.24: One dimensional view of the dependence of εMJ as a function of the pT

of the jet, MV1 ∆R and Min∆R(j,hMV1).
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the TRFMJ for jets having |η| < (>)1.
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Table 6.12 shows the normalization predictions from the tested parameterisa-
tions compared to the direct b-tagging in the TRFMJ estimation region, defined in
Section 6.5.1. Table 6.13 shows the normalization predictions of the tested parame-
terisations compared to the subtraction of MC contributions from data in the regions
entering in the fit. This table does not present any BDTanti cut. The predictions
have an overall spread of 15%, with maximum difference from the expected multi-
jet background of ∼ 20%. Since the low BDT regions are dominated by multijet
background its normalization in each region is left as a free parameter in the fit.

For the set of variables which are most sensitive to angular correlations, such
as the Mbb for the b-tagged jets with minimum ∆R one can see a large spread in
the predictions from the different TRFMJ. Whereas other variables are completely
unaffected by switching from one TRFMJ to the other, such for example the LLR
output. For another class of variables the agreement reached by this class of TRFMJs
is not considered sufficient to simulate the correct multijet behaviour, nor the spread
produced by using different multijet predictions enough to cover the disagreement.
This is the case for St and HT . The distributions for these observables are presented
in Figures 6.27, 6.28, 6.29, 6.30, 6.31 and 6.32 for the regions (6j, 3b), (6j, ≥ 4b),
(7j, 3b), (7j, ≥ 4b), (8j, 3b), (8j, ≥ 4b) respectively. The non closure of St and HT

is treated via ad hoc systematic as will be explained in Section 6.9.3. Figures 6.33
and 6.34 show the spectra of the BDT output as it is reproduced by all different
parametrization of TRFMJ.

Table 6.14 summarizes the results for the χ2 computed using all the εMJ parame-
terisations in all regions. The nominal set of variables to describe εMJ is then selected
as the best ranked one in most of the regions, specifically (pT ,|η|,

〈

∆R(j,hMV1)

〉

) which
is ranked first in 3 regions and second in the 3 others.
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Nb−tags Njets == 3 Njets ≥ 4

3

data 641 7585
pT ,|η|,

〈

∆R(j,hMV1)

〉

632 ± 4 7952 ± 25
pT ,|η|,Min ∆R(j,hMV1) 692 ± 4 8051 ± 25
pT ,
〈

∆R(j,hMV1)

〉

,MV1 ∆R 680 ± 4 8051 ± 25
pT ,Min ∆R(j,j) ,MV1 ∆R 717 ± 4 7814 ± 25
pT ,Min ∆R(j,hMV1),MV1 ∆R 644 ± 4 7873 ± 25
pT ,|η|,Min ∆R(j,hMV1), MV1 ∆R 740 ± 4 7964 ± 25

≥ 4

data 425
pT ,|η|,

〈

∆R(j,hMV1)

〉

452 ± 2
pT ,|η|,Min ∆R(j,hMV1) 485 ± 2
pT ,
〈

∆R(j,hMV1)

〉

,MV1 ∆R 454 ± 2
pT ,Min ∆R(j,j) ,MV1 ∆R 470 ± 2
pT ,Min ∆R(j,hMV1),MV1 ∆R 476 ± 2
pT ,|η|,Min ∆R(j,hMV1), MV1 ∆R 494 ± 2

Table 6.12: Normalization prediction from the sets of TRFMJ parameterisations for
different event categories compared to expected multijet background, defined as data
minus MC background contribution. Test is performed in the TRFMJ extraction
region.

(6j, 3b) (6j, ≥ 4b) (7j, 3b)
pT ,|η|,

〈

∆R(j,hMV1)

〉

16376 ± 42 1113 ± 3 12529 ± 41
pT ,|η|,Min ∆R(j,hMV1) 16463 ± 42 1199 ± 3 12522 ± 41
pT ,
〈

∆R(j,hMV1)

〉

,MV1 ∆R 16344 ± 43 1126 ± 4 12417 ± 43
pT ,Min ∆R(j,j) ,MV1 ∆R 17523 ± 45 1306 ± 4 13449 ± 45
pT ,Min ∆R(j,hMV1),MV1 ∆R 16421 ± 43 1239 ± 4 12409 ± 42
pT ,|η|,Min ∆R(j,hMV1), MV1 ∆R 16683 ± 44 1274 ± 4 12612 ± 43
Multijet 16063 1427 12219

(7j, ≥ 4b) (8j, 3b) (8j, ≥ 4b)
pT ,|η|,

〈

∆R(j,hMV1)

〉

1123 ± 4 10665 ± 45 1323 ± 6
pT ,|η|,Min ∆R(j,hMV1) 1193 ± 4 10588 ± 44 1381 ± 6
pT ,
〈

∆R(j,hMV1)

〉

,MV1 ∆R 1126 ± 4 10543 ± 46 1325 ± 7
pT ,Min ∆R(j,j) ,MV1 ∆R 1329 ± 5 11515 ± 49 1591 ± 8
pT ,Min ∆R(j,hMV1),MV1 ∆R 1218 ± 5 10457 ± 45 1403 ± 7
pT ,|η|,Min ∆R(j,hMV1), MV1 ∆R 1255 ± 5 10634 ± 46 1449 ± 7
Multijet 1229 10327 1285

Table 6.13: Normalization prediction from the sets of TRFMJ parameterisations for
the analysis’ event categories compared to expected multijet background, defined as
data minus MC background contribution.
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Figure 6.27: Comparison of the modeling for the Mbb for the b-tagged jets with
minimum ∆R (a), LLR (b), St (c) and HT (d) between the different sets of TRFMJ

parameterisations and expected multijet background, defined as data minus MC
background contribution, for the region (6j, 3b). Also shown the results of the
Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each distribution.
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Figure 6.28: Comparison of the modeling for the Mbb for the b-tagged jets with
minimum ∆R (a), LLR (b), St (c) and HT (d) between the different sets of TRFMJ

parameterisations and expected multijet background, defined as data minus MC
background contribution, for the region (6j, ≥ 4b). Also shown the results of the
Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each distribution.
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Figure 6.29: Comparison of the modeling for the Mbb for the b-tagged jets with
minimum ∆R (a), LLR (b), St (c) and HT (d) between the different sets of TRFMJ

parameterisations and expected multijet background, defined as data minus MC
background contribution, for the region (7j, 3b). Also shown the results of the
Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each distribution.
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Figure 6.30: Comparison of the modeling for the Mbb for the b-tagged jets with
minimum ∆R (a), LLR (b), St (c) and HT (d) between the different sets of TRFMJ

parameterisations and expected multijet background, defined as data minus MC
background contribution, for the region (7j, ≥ 4b). Also shown the results of the
Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each distribution.
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Figure 6.31: Comparison of the modeling for the Mbb for the b-tagged jets with
minimum ∆R (a), LLR (b), St (c) and HT (d) between the different sets of TRFMJ

parameterisations and expected multijet background, defined as data minus MC
background contribution, for the region (≥ 8j, 3b). Also shown the results of the
Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each distribution.
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Figure 6.32: Comparison of the modeling for the Mbb for the b-tagged jets with
minimum ∆R (a), LLR (b), St (c) and HT (d) between the different sets of TRFMJ

parameterisations and expected multijet background, defined as data minus MC
background contribution, for the region (≥ 8j, ≥ 4b). Also shown the results of the
Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each distribution.



6.8. TRFMJ PARAMETRIZATION SELECTION 145
A

rb
it
a
ry

 u
n
it
s

0

0.05

0.1

0.15

0.2

0.25
6 j, 3 b

-1
 L = 20.3 fb∫
 = 8 TeVs

KS: 0.984 

 p-value: 0.425 2χ

Multi-jet background

MJTRF

 systematic variations:MJTRF

(j,hMV1)
R∆|,Minη,|

T
p

R ∆>,MV1 (j,hMV1)R∆,<
T

p

R∆,MV1 (j,j)R∆,Min 
T

p

R∆,MV1 (j,hMV1)R∆,Min 
T

p

R∆|,MV1 η,|(j,hMV1)R∆,Min 
T

p

BDT
1− 0.5− 0 0.5 1

R
a
ti
o

0.4
0.6
0.8

1
1.2
1.4
1.6

(a)

A
rb

it
a
ry

 u
n
it
s

0

0.05

0.1

0.15

0.2

0.25

 4 b≥6 j, 

-1
 L = 20.3 fb∫
 = 8 TeVs

KS: 0.544 

 p-value: 0.803 2χ

Multi-jet background

MJTRF

 systematic variations:MJTRF

(j,hMV1)
R∆|,Minη,|

T
p

R ∆>,MV1 (j,hMV1)R∆,<
T

p

R∆,MV1 (j,j)R∆,Min 
T

p

R∆,MV1 (j,hMV1)R∆,Min 
T

p

R∆|,MV1 η,|(j,hMV1)R∆,Min 
T

p

BDT
1− 0.5− 0 0.5 1

R
a
ti
o

0.4
0.6
0.8

1
1.2
1.4
1.6

(b)

A
rb

it
a
ry

 u
n
it
s

0

0.05

0.1

0.15

0.2

0.25

7 j, 3 b

-1
 L = 20.3 fb∫
 = 8 TeVs

KS: 0.128 

 p-value: 0.186 2χ

Multi-jet background

MJTRF

 systematic variations:MJTRF

(j,hMV1)
R∆|,Minη,|

T
p

R ∆>,MV1 (j,hMV1)R∆,<
T

p

R∆,MV1 (j,j)R∆,Min 
T

p

R∆,MV1 (j,hMV1)R∆,Min 
T

p

R∆|,MV1 η,|(j,hMV1)R∆,Min 
T

p

BDT
1− 0.5− 0 0.5 1

R
a
ti
o

0.4
0.6
0.8

1
1.2
1.4
1.6

(c)

A
rb

it
a
ry

 u
n
it
s

0

0.05

0.1

0.15

0.2

0.25
 4 b≥7 j, 

-1
 L = 20.3 fb∫
 = 8 TeVs

KS: 0.321 

 p-value: 0.922 2χ

Multi-jet background

MJTRF

 systematic variations:MJTRF

(j,hMV1)
R∆|,Minη,|

T
p

R ∆>,MV1 (j,hMV1)R∆,<
T

p

R∆,MV1 (j,j)R∆,Min 
T

p

R∆,MV1 (j,hMV1)R∆,Min 
T

p

R∆|,MV1 η,|(j,hMV1)R∆,Min 
T

p

BDT
1− 0.5− 0 0.5 1

R
a
ti
o

0.4
0.6
0.8

1
1.2
1.4
1.6

(d)

Figure 6.33: Comparison of the modeling for the BDT output between the different
sets of TRFMJ parameterisations and expected multijet background, defined as data
minus MC background contribution, for the regions (6j, 3b) (a), (6j, ≥ 4b) (b), (7j,
3b) (c), (7j, ≥ 4b) (d). Also shown the results of the Kolmogorov-Smirnov and χ2

tests for the nominal TRFMJ for each distribution.



146 CHAPTER 6. FULLY HADRONIC TTH (H → BB)
A

rb
it
a
ry

 u
n
it
s

0

0.05

0.1

0.15

0.2

0.25

0.3  8 j, 3 b≥

-1
 L = 20.3 fb∫
 = 8 TeVs

KS: 0.849 

 p-value: 0.177 2χ

Multi-jet background

MJTRF

 systematic variations:MJTRF

(j,hMV1)
R∆|,Minη,|

T
p

R ∆>,MV1 (j,hMV1)R∆,<
T

p

R∆,MV1 (j,j)R∆,Min 
T

p

R∆,MV1 (j,hMV1)R∆,Min 
T

p

R∆|,MV1 η,|(j,hMV1)R∆,Min 
T

p

BDT
1− 0.5− 0 0.5 1

R
a
ti
o

0.4
0.6
0.8

1
1.2
1.4
1.6

(a)

A
rb

it
a
ry

 u
n
it
s

0

0.05

0.1

0.15

0.2

0.25

0.3  4 b≥ 8 j, ≥

-1
 L = 20.3 fb∫
 = 8 TeVs

KS: 0.281 

 p-value: 0.486 2χ

Multi-jet background

MJTRF

 systematic variations:MJTRF

(j,hMV1)
R∆|,Minη,|

T
p

R ∆>,MV1 (j,hMV1)R∆,<
T

p

R∆,MV1 (j,j)R∆,Min 
T

p

R∆,MV1 (j,hMV1)R∆,Min 
T

p

R∆|,MV1 η,|(j,hMV1)R∆,Min 
T

p

BDT
1− 0.5− 0 0.5 1

R
a
ti
o

0

0.5

1

1.5

2

(b)

Figure 6.34: Comparison of the modeling for the BDT between the different sets of
TRFMJ parameterisations and expected multijet background, defined as data minus
MC background contribution, for the regions (≥ 8j, 3b) (a), (≥ 8j, ≥ 4b) (b). Also
shown the results of the Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ

for each distribution.
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(6j, 3b) (6j, ≥ 4b) (7j, 3b)
pT ,|η|,Min∆R(j,hMV1) 2.05 2.40 1.53
pT ,|η|,

〈

∆R(j,hMV1)

〉

1.65 2.57 1.49
pT ,
〈

∆R(j,hMV1)

〉

,MV1 ∆R 2.55 3.28 1.93
pT ,Min∆R(j,j) ,MV1 ∆R 4.66 4.46 3.46
pT ,Min∆R(j,hMV1),MV1 ∆R 2.94 4.62 1.89
pT ,|η|,Min ∆R(j,hMV1),MV1 ∆R 2.51 3.30 1.91

(7j, ≥ 4b) (8j, 3b) (8j, ≥ 4b)
pT ,|η|,Min∆R(j,hMV1) 3.45 1.60 3.60
pT ,|η|,

〈

∆R(j,hMV1)

〉

3.52 1.34 3.73
pT ,
〈

∆R(j,hMV1)

〉

,MV1 ∆R 3.99 1.56 3.80
pT ,Min∆R(j,j) ,MV1 ∆R 5.49 3.00 5.48
pT ,Min∆R(j,hMV1),MV1 ∆R 5.10 1.78 4.39
pT ,|η|,Min ∆R(j,hMV1),MV1 ∆R 3.93 1.55 3.81

Table 6.14: χ2 over number of degrees of freedom in the different event categories
obtained using different sets of variables to describe εMJ. The smaller value in each
region is shown in bold.
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6.9 Systematic uncertainties

Several sources of systematic uncertainties, that can affect the normalization of
signal and background and/or the shape of their corresponding final discriminant
distributions, are considered. Individual sources of systematic uncertainty are con-
sidered uncorrelated among them and correlated across analysis regions. Table 6.15
presents a summary of the systematic uncertainties considered in the analysis indi-
cating whether they are taken to be normalization-only (“N”), shape-only (“S”), or
to affect both shape and normalization (“SN”).

6.9.1 Luminosity

The luminosity estimate has an uncertainty of 2.8% [120] in
√
s = 8 TeV analyses.

This systematic uncertainty is applied to all MC simulation processes.

6.9.2 Physics Objects

In this section uncertainties in the reconstruction of jets, and b-, c-, and light flavour-
tagging are considered.

Trigger efficiency

After applying data/MC Scale Factor, described in Section 4.2, to the single jet
trigger efficiency, the residual difference between the efficiency in ttH events and
on Pythia8 di-jet MC events is taken as systematic uncertainty. The effect on the
shape in ttH events is shown in Figure 4.14.

Jet Reconstruction Efficiency

The jet reconstruction efficiency is found to be about 0.2% lower in the simulation
than in data for jets below 30 GeV and it is consistent with data for higher jet pT .
To evaluate systematic uncertainty due to this small inefficiency, 0.2% of the jets
with pT below 30 GeV are removed randomly and all jet-related kinematic variables
are recomputed. The event selection is repeated using the modified selected jet list.
Given the small uncertainty on the jet reconstruction efficiency measured in this
analysis, this systematic uncertainty is neglected.

Jet Vertex Fraction Efficiency

The per-jet efficiency associated to the jet vertex fraction requirement is measured in
Z(→ ℓ+ℓ−)+1-jet events in data and simulation, selecting separately events enriched
in hard-scatter jets and events enriched in jets from other proton interactions in the
same bunch crossing (pileup). The corresponding uncertainty is evaluated in the
analysis by changing the nominal JVF cut value by 0.03 up and down and repeating
the analysis using the modified cut value.
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Systematic uncertainty Type Components
Luminosity N 1

Physics Objects
Jet energy scale SN 22
Jet vertex fraction SN 1
Jet trigger SN 1
Jet energy resolution SN 1
Jet reconstruction efficiency SN 1
b-tagging efficiency SN 6
c-tagging efficiency SN 4
Light jet-tagging efficiency SN 12
Background Model
tt̄ cross section N 1
tt̄ modeling: pT reweighting SN 9
tt̄ modeling: parton shower SN 3
tt̄+heavy-flavour: normalization N 2
tt̄+cc̄: HF reweighting SN 2
tt̄+cc̄: generator SN 4
tt̄+bb̄: NLO Shape SN 8
tt̄V cross section N 1
Single top cross section N 1
Multijet normalization N 6
Multijet TRFMJ parametrization S 6
Multijet HT correction S 1
Multijet ST correction S 1
Signal Model
tt̄H modeling SN 2
tt̄H hadronization SN 1
tt̄H Parton Shower SN 1

Table 6.15: List of systematic uncertainties considered. “N” means that the uncer-
tainty is taken as normalization-only for all processes and channels affected, whereas
“S” denotes systematics that are considered shape-only in all processes and chan-
nels. “SN” means that the uncertainty is taken as both shape and normalization.
Some of the systematic uncertainties are split into several different components for
a more accurate treatment (number given in column “Components”).
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Jet Energy Scale

The jet energy scale (JES) and its uncertainty have been derived combining infor-
mation from test-beam data, LHC collision data and simulation [88]. The jet energy
scale uncertainty is split into 22 uncorrelated sources which can have different jet
pT and η dependencies and are treated independently in this analysis.

Jet Energy Resolution

The jet energy resolution has been measured separately for data and simulation using
two in-situ techniques [88]. A systematic uncertainty is defined as the quadratic
difference between the jet energy resolutions for data and simulation. To estimate
the corresponding systematic uncertainty in the analysis, the energy of jets in the
simulation is smeared by this difference, and the changes in the normalization and
shape of the final discriminant are compared to the default prediction.

In order to propagate the uncertainty in the pT resolution, for each jet in the
simulation, a Gaussian distributed random number r is used with mean 0 and sigma
equal to the difference in quadrature between the fractional pT resolution, measured
as a function of jet’s pT and rapidity, and the nominal one. The jet 4-momentum
is then scaled by a factor 1 + r. Resulting uncertainty on the normalization and
shape of the final discriminant is one-sided, since jets in the simulation cannot be
under-smeared. This uncertainty is then symmetrised.

Heavy- and Light-Flavour Tagging

The effects of uncertainties in efficiencies for the heavy flavour identification of jets
by the b-tagging algorithm have been evaluated. These efficiencies are measured
from data and depend on the jet flavour. Efficiencies for b and c quarks in the
simulation have to be corrected by pT -dependent factors [91]. The scale factors and
their uncertainties are applied to each jet in the simulation depending on its flavour
and pT . In the case of light-flavour jets, the corrections also depend on jet η.

A total of six independent sources of uncertainty affecting the b-tagging efficiency
and four affecting the c-tagging efficiency are considered. Each of these uncertainties
correspond to a resulting eigenvector after diagonalising the matrix containing the
information of total uncertainty per pT bin and the bin-to-bin correlations. Twelve
uncertainties are considered for the light jets tagging which depend on jet pT and η
region. These systematic uncertainties are taken as uncorrelated between b, c jets,
and light flavour jets.

A per-jet weighting procedure is applied to simulated events to propagate the
calibration of b-tagging and the related uncertainties.

An additional uncertainty is assigned to b-tagging efficiency for jets with pT >
300 GeV. This uncertainty is related to the fact that b-tagging efficiency map used
in the TRFMC method, see Section 6.4.6, are defined up to jet pT = 300 GeV and
the value of the last bin is used for jets with pT above this limit.
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6.9.3 Uncertainties on the Multijet background

The systematic uncertainties considered for the multijet background involves only
uncertainties on the TRFMJ shape, indeed since the statistical uncertainties on the
normalization from the TRFMJ prediction, do not give reason of the spread between
prediction and observation in the analysis’ regions (Table 6.13), one can use the lower
part of the BDT, dominated by multijet contribution, to normalize this background
to a statistical precision of at most 5% as it is described, in Section 6.10. For
the shape uncertainties two kinds of systematics are considered: one “a priori”
derived from the choice of parametrization used for this analysis, and another kind
“a posteriori” derived from shape unclosure in the validation region.

Multijet background systematics from the choice of parametrization

As presented in Section 6.8, six different sets of variables have been studied to
describe the εMJ used in the multijet modeling. The nominal set has been selected
through a χ2 minimisation using all the observable inputs of the BDT. Each of the
εMJ is used as input in the TRFMJ method to estimate the multijet background.
The difference between all different distributions and the nominal one is taken as
systematic uncertainty.

In addition, the dependency on the choice of b-tagged jets excluded from the
εMJ evaluation has also been tested. As previously discussed, the sample where
the TRFMJ method is applied contains exactly 2 b-tagged jets. Probability εMJ is
evaluated in a sample with at least 2 b-tagged jets where the two with highest MV1
weight are excluded. This reflects the fact that the two jets excluded when applying
TRFMJ are the only two b-tagged jets in the event, a fortiori the ones with the
highest MV1 weight. In order to have an assessment of the systematics coming from
this assumption, different εMJ probabilities are derived modifying the choice of jets
to be excluded, in particular 2 b-tagged jets are excluded randomly, or, by inverting
the logic, the ones with lowest MV1 value are excluded. This two resulting εMJ are
shown in Figure 6.35. The result obtained by using these modified εMJ is assigned
as systematic uncertainty.

Figures 6.38 and 6.38 show the comparison of the shape of the multijet back-
ground prediction obtained with the different εMJ considered. Figures 6.36 and 6.36
show the total systematic uncertainty induced on the BDT. Plots are made for the
different jet multiplicities and for both 3 b tags and ≥ 4 b-tagged jets categories.

Multijet background systematics from mismodelling found in the valida-
tion region for ST and HT

As shown in Section 6.5.3, Figure 6.12, the validation region shows residual mismod-
elling even after the envelop of different TRFMJ are considered. Among the different
mismodelling two classes are considered for systematics studies:

• HT is not currently used in the BDT, but some variables which are highly
correlated with it are, i.e. HT 5 and (ET1 + ET2)/

∑

(jets ET). While this
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. In the top (bottom) plot εMJ is built by removing randomly (the
lowest MV1) two jets from the list of b-tagged jets in the event.
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Figure 6.36: Shape systematic variations induced by the systematic εMJ probabilities
on the BDT. Regions (6j, 3b) (a), (6j, ≥ 4b) (b), (7j, 3b) (b) and (7j, ≥ 4b) (c) are
shown. Black points represent the expected multijet background, defined as the data
minus the MC contribution, while red markers represents the prediction using the
TRFMJ method. The blue area represents the total systematic uncertainty related
the choice of εMJ description variables and b-tagged jets excluded in εMJ evaluation.
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Figure 6.37: Shape systematic variations induced by the systematic εMJ probabilities
on the BDT. Regions (≥ 8j, 3b) (a), and (≥ 8j, ≥ 4b) (b) are shown. Black points
represent the expected multijet background, defined as the data minus the MC
contribution, while red markers represents the prediction using the TRFMJ method.
The blue area represents the total systematic uncertainty related the choice of εMJ

description variables and b-tagged jets excluded in εMJ evaluation.
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Figure 6.38: Comparison of BDT shape systematic variations between the differ-
ent εMJ and expected multijet background, defined as data minus MC background
contribution. Regions (6j, 3b) (a), (6j, ≥ 4b) (b), (7j, 3b) (b) and (7j, ≥ 4b) (c)
are shown. Also shown the results of the Kolmogorov-Smirnov and χ2 tests for the
nominal TRFMJ for each distribution.
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Figure 6.39: Comparison of BDT shape systematic variations between the different
εMJ and expected multijet background, defined as data minus MC background con-
tribution. Regions (≥ 8j, 3b) (a), and (≥ 8j, ≥ 4b) (b) are shown. Also shown the
results of the Kolmogorov-Smirnov and χ2 tests for the nominal TRFMJ for each
distribution.
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variable is well reproduced in the 3 b-tag region, it seems that a systematic
tilt is present in the ≥ 4 b-tagged jets region, as shown in Figures 6.12, 6.28,
6.30 and 6.32.

• ST , the object based missing energy, ranks very high in several signal regions
(see Table 6.9). This variable shows a same mismodelling behaviour in all
different jet and b-jet multiplicities in the TRFMJ extraction region. This is
also confirmed when the same quantities are looked at in the signal regions,
see Section 6.8, Figures 6.27, 6.28 and 6.29, 6.30, 6.31 and 6.32.

To estimate the impact of such mismodelling, reweights are derived in the TRFMJ

evaluation region, defined in Section 6.5.1 and applied in the signal region for both
HT and ST .

For HT the reweight is applied (and derived) only in the inclusive 4 b-tagged jet
regions. The ratio between data and prediction is fitted with a linear function in
the TRFMJ evaluation region, and then applied as a reweight in the signal region.
Figure 6.40(a) shows the region (≥ 4j, ≥ 4b) of the TRFMJ evaluation region,
where the reweight is extracted. Figure 6.40(b) shows the ratio points and the
fitted function, of the form y = x × p1 + p0. The values obtained form the fit
are: p0 = 1.48 ± 0.17 and p1 = (−5.9 ± 1.6) × 10−4. Figures 6.41 show the effects
of the reweighting on HT itself for the signal region. In the ratio plot, the blue
markers correspond to the ratio between the reweighted distribution and the nominal
one, while the red markers correspond to the ratio of multijet background and the
predicted nominal one. The fact that the blue and the red markers overlap means
that the mismodelling is completely recovered.

For ST , the reweight is based on the actual mismodelling as seen in the TRFMJ

evaluation region since the mismodelling itself does not seem to follow a particular
functional form. In Figures 6.42 and 6.43 the reweighted ST is shown. To make sure
that the two reweighting processes are uncorrelated, the ST correction is applied to
HT as can be seen in Figures 6.44 and 6.45, and vice versa in Figure 6.46. In this
case the blue markers in the ratio plot are flat. This means that no distortion of the
original shape is seen after reweight.

The effect on the BDT output is shown in Figures 6.47, 6.48 and 6.49. Both the
indicators, KS and χ2 test, indicates a better agreement of the reweighted prediction
with data. The difference in shape is so small that the unweighted distribution is
kept as nominal and the difference between the nominal and the reweighted BDT is
taken as a systematic. The magnitude of systeamtic uncertainty is the 100% of the
reweight. All the multijet shape NP are listed in Table 6.16.
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Figure 6.40: (a) Comparison of shapes for HT in events obtained with direct b-
tagging (black points) and prediction with TRFMJ method. Bottom panel shows
the ratio of the direct b-tag over the TRFMJ prediction (red squares). (b) Ratio
of the direct b-tag over the TRFMJ prediction (black circles) and fit of a linear
function of the form y = x× p1 + p0, where best-fit values are p0 = 1.48 ± 0.17 and
p1 = (−5.9± 1.6)× 10−4 (red line). Both plots refer to the category (≥ 4j, ≥ 4b) of
the TRFMJ evaluation region.
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Figure 6.41: Multijet shape systematic variations on HT induced by the reweight
on HT . Regions (6j, ≥ 4b) (a), (7j, ≥ 4b) (b) and (≥ 8j, ≥ 4b) (c) are shown.
In the upper part of the plots the black markers represent the expected multijet
background, defined as the data minus the MC contribution, while red markers
represent the prediction using the TRFMJ method, blue markers are the reweighted
prediction together with the variation on the two parameters used in the fit to
evaluate the HT reweight. In the ratio plots, the blue, cyan and purple markers
correspond to the ratio between the reweighted distribution and the nominal one,
while the red markers correspond to the ratio of the expected multijet background
and the predicted nominal one.
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Figure 6.42: Multijet shape systematic variations on ST induced by the reweight on
ST . Regions (6j, 3b) (a), (7j, 3b) (b) and (≥ 8j, 3b) (c) are shown. In the upper part
of the plots the black markers represent the expected multijet background, defined
as the data minus the MC contribution, while red markers represents the prediction
using the TRFMJ method, blue markers are the reweighted prediction. In the ratio
plots, the blue markers correspond to the ratio between the reweighted distribution
and the nominal one, while the red markers correspond to the ratio of the expected
multijet background and the predicted nominal one.
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Figure 6.43: Multijet shape systematic variations on ST induced by the reweight
on ST . Regions (6j, ≥ 4b) (a), (7j, ≥ 4b) (b) and (≥ 8j, ≥ 4b) (c) are shown.
In the upper part of the plots the black markers represent the expected multijet
background, defined as the data minus the MC contribution, while red markers
represents the prediction using the TRFMJ method, blue markers are the reweighted
prediction. In the ratio plots, the blue markers correspond to the ratio between the
reweighted distribution and the nominal one, while the red markers correspond to
the ratio of the expected multijet background and the predicted nominal one.
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Figure 6.44: Multijet shape systematic variations on HT induced by the reweight on
ST . Regions (6j, 3b) (a), (7j, 3b) (b) and (≥ 8j, 3b) (c) are shown. In the upper part
of the plots the black markers represent the expected multijet background, defined
as the data minus the MC contribution, while red markers represents the prediction
using the TRFMJ method, blue markers are the reweighted prediction. In the ratio
plots, the blue markers correspond to the ratio between the reweighted distribution
and the nominal one, while the red markers correspond to the ratio of the expected
multijet background and the predicted nominal one.
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Figure 6.45: Multijet shape systematic variations on HT induced by the reweight
on ST . Regions (6j, ≥ 4b) (a), (7j, ≥ 4b) (b) and (≥ 8j, ≥ 4b) (c) are shown.
In the upper part of the plots the black markers represent the expected multijet
background, defined as the data minus the MC contribution, while red markers
represents the prediction using the TRFMJ method, blue markers are the reweighted
prediction. In the ratio plots, the blue markers correspond to the ratio between the
reweighted distribution and the nominal one, while the red markers correspond to
the ratio of the expected multijet background and the predicted nominal one.
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Figure 6.46: Multijet shape systematic variations on ST induced by the reweight
on HT . Regions (6j, ≥ 4b) (a), (7j, ≥ 4b) (b) and (≥ 8j, ≥ 4b) (c) are shown.
In the upper part of the plots the black markers represent the expected multijet
background, defined as the data minus the MC contribution, while red markers
represents the prediction using the TRFMJ method, blue markers are the reweighted
prediction together with the variation on the two parameters used in the fit to
evaluate the HT reweight. In the ratio plots, the blue, cyan and purple markers
correspond to the ratio between the reweighted distribution and the nominal one,
while the red markers correspond to the ratio of the supposed QCD and the predicted
nominal one.
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Figure 6.47: Multijet shape systematic variations on the BDT output induced by
the reweight on HT . Regions (6j, ≥ 4b) (a), (7j, ≥ 4b) (b) and (≥ 8j, ≥ 4b) (c)
are shown. In the upper part of the plots the black markers represent the expected
multijet background, defined as the data minus the MC contribution, while red
markers represents the prediction using the TRFMJ method, blue markers are the
reweighted prediction together with the variation on the two parameters used in the
fit to evaluate the HT reweight In the ratio plots, the blue, cyan and purple markers
correspond to the ratio between the reweighted distribution and the nominal one,
while the red markers correspond to the ratio of the expected multijet background
and the predicted nominal one.
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Figure 6.48: Multijet shape systematic variations BDT output induced by the
reweight on ST . Regions (6j, 3b) (a), (7j, 3b) (b) and (≥ 8j, 3b) (c) are shown.
In the upper part of the plots the black markers represent the expected multijet
background, defined as the data minus the MC contribution, while red markers
represents the prediction using the TRFMJ method, blue markers are the reweighted
prediction. In the ratio plots, the blue markers correspond to the ratio between the
reweighted distribution and the nominal one, while the red markers correspond to
the ratio of the expected multijet background and the predicted nominal one.
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Figure 6.49: Multijet shape systematic variations BDT output induced by the
reweight on ST . Regions (6j, ≥ 4b) (a), (7j, ≥ 4b) (b) and (≥ 8j, ≥ 4b) (c) are shown.
In the upper part of the plots the black markers represent the expected multijet
background, defined as the data minus the MC contribution, while red markers
represents the prediction using the TRFMJ method, blue markers are the reweighted
prediction. In the ratio plots, the blue markers correspond to the ratio between the
reweighted distribution and the nominal one, while the red markers correspond to
the ratio of the expected multijet background and the predicted nominal one.
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Nuisance parameter Set of variables

Multijet set 1 pT , MV1 ∆R, Min∆R(j,hMV1)

Multijet set 2 pT , MV1 ∆R, Min∆R(j,j)

Multijet set 3 pT , |η|, Min∆R(j,hMV1)

Multijet set 4 pT , |η|, MV1 ∆R, Min∆R(j,hMV1)

Multijet set 5 pT , MV1 ∆R,
〈

∆R(j,hMV1)

〉

Multijet Lowest MV1 Nominal set removing the two lowest MV1 jets from computation
Multijet Random MV1 Nominal set removing randomly two MV1 jets from computation
Multijet HT RW Nominal set with HT reweighting
Multijet ST RW Nominal set with St reweighting

Table 6.16: Description of the multijet shape nuisance parameters. The five first
lines correspond to variations of the nominal set of variables describing TRFMJ. The
two following present variations of the computation of εMJ based on the selection of
the 2 b-tagged jets to remove. The two last lines include the impact of the residual
mismodelling on HT and St.
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6.9.4 Electroweak backgrounds Modeling

Uncertainty of ±7% is assumed for the theoretical cross sections of the single top
production [141, 142]. This corresponds to the theoretical uncertainty on t- and
Wt-channel production.

ttV systematics

An uncertainty of ±30% is assumed for the theoretical cross sections of the tt̄V [144,
145] backgrounds. Studies have been performed at the truth level to test the mod-
eling of this background modifying the parameters of the Madgraph+Pythia6

generator related to ISR, FSR, QCD emission scale, renormalization and factoriza-
tion scale. The biggest effect is given by the variation of the QCD emission scale
with shape differences of the order of 10%. To account for this systematic effect ttV
samples are reweighted to match the distributions with QCD emission scale varied
up and down. The size of this systematic uncertainty is sufficiently big to cover the
effect of the variation of all the parameters, therefore it is the only one considered.

6.9.5 tt +jets Background Modeling

A number of systematic uncertainties affecting the modeling of tt̄+jets are considered
in this analysis. In particular, systematics due to the uncertainty on the theoretical
cross section, related to the choice of the parton shower and hadronization model
as well as several uncertainties arising from the reweighting procedure applied to
correct tt MC model are taken into account. Additional uncertainties are assigned
to account for the limited knowledge of the tt̄+heavy-flavour jets production.

Theoretical cross section

Uncertainties of +6.5%/-6% are assumed for the inclusive tt̄ production cross section,
including components from PDF and αS uncertainties. These were calculated using
the PDF4LHC prescription [155] with the MSTW2008 68% CL NNLO [105, 106],
CT10 NNLO [130, 156] and NNPDF2.3 5f FFN [157] PDF sets, added in quadrature
to the scale uncertainty.

Top quark pT and tt system pT reweighting

To reach an agreement between data and tt MC model a reweighting procedure
based on the difference between top quark pT and tt pT distributions measured in
data and in the simulation is applied to tt MC events. Nine largest uncertainties
associated with the experimental measurement [116] of top quark and tt pT are
applied changing the size of the correction. This represents approximately 95%
of the total experimental uncertainty. Each source is represented by a separate
nuisance parameter in the fit thus making 9 nuisance parameters in total.

Given that the measurement is performed for the inclusive tt sample and the
size of the uncertainties to be applied to the tt + cc component is not known, two
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additional uncertainties are assigned to tt+cc events corresponding to the tt pT and
top quark pT corrections being turned off.

Parton shower

An uncertainty due to the choice of the parton shower and hadronization model
is derived by comparing events produced by Powheg interfaced with Pythia or
Herwig. Effects on the shapes are compared, symmetrised and applied to the
shapes predicted by the default model after correcting both samples to match top
quark pT and tt pT distributions in data. Given that the change of the parton shower
model leads to two separate effects - a change of the number of jets distribution and
a change of the heavy flavor content - parton shower uncertainty is represented by
two parameters, one acting on tt +light and another on tt +HF contribution which
are treated as uncorrelated in the fit. These uncertainties have a significant impact
on the fitted signal strength, as can be seen in Figure 6.58.

tt̄+jets Heavy-Flavour Content

Comparison of the SherpaOL and POWHEG + PYTHIA simulations show a difference
in the cross section of the tt + bb process of 50%. Hence a systematic of 50%
is applied to the tt + bb background normalization. Moreover, since there are no
NLO predictions of tt + cc process, the same value of 50% uncertainty is applied
to the tt + cc normalization. These two uncertainties are considered uncorrelated.
Uncertainty on tt + bb normalization is the dominant systematic of ttH (H → bb)
fully hadronic analysis.

Three scale uncertainties are evaluated for the tt + bb background. Functional
form of the renormalization scale is changed to µR = (mtmbb)

1/2, Functional form
of the factorization µf and resummation µQ scales are changed to µF = µQ =
∏

i=t,t̄,b,b̄E
1/4
T,i . Also variation of the renormalization scale µR by a factor of two up

and down are evaluated. Shower recoil model uncertainty and two uncertainties due
to the PDF choice in the SherpaOL NLO calculation are also evaluated. The effect
of these uncertainties on the tt + bb categories defined in Section 6.4.3 is presented
in Figure 6.50. Additional uncertainties are applied to take into account multi-
parton interaction and final-state radiation tt + bb production, not included in the
SherpaOL NLO calculation.

Systematic uncertainty in tt+cc contribution due to the choice of the MC gener-
ator are estimated comparing simulations in Madgraph + Pythia with POWHEG

+ PYTHIA, since the former has the tt+cc process in the matrix element calculation.
In addition also variations of factorization and renormalization scales, matching
threshold and c-quark mass are taken into account. These uncertainties have quite
small impact on the fit result.

6.9.6 Signal Modeling

Uncertainties related to the ttH modeling are described in this Section.
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Figure 6.50: Estimation of the systematic uncertainties on the tt + bb background
across the different categories. (a) shows effects of scale variations and (b) shows
effects of PDF choice and shower recoil model of SherpaOL [11].

Factorization, renormalization and functional form scale

The impact of the choice of factorization and renormalization scale on ttH signal
kinematics is estimated via dedicated NLO Powhel samples. These events are
simulated with variation of a factor of two up and down in the default scale. The
nominal Powhel ttH is reweighted with respect to truth level variables to reproduce
the observed variations. Effect of the change of the functional form of the scale is
evaluated similarly.

PDF

The PDF uncertainty on the ttH signal is evaluated following the recommendation
of the PDF4LHC [155]. It takes into account the differences between three PDF sets
- CT10 NLO [130], MSTW2008 68% CL NLO [105, 106] and NNPDF 2.3 NLO [157].
The final PDF uncertainty is an envelope of a) intra-PDF uncertainty, which eval-
uates the changes due to the variation of different PDF parameters within a single
PDF error set and b) inter-PDF uncertainty, which evaluates differences between
different PDF sets. The uncertainty is evaluated by reweighting the signal MC to
the different PDF sets and evaluating the change in acceptance as a function of
the BDT output and applying the PDF4LHC prescription to combine the different
variations.
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Parton shower

The uncertainty due to the choice of parton shower model is evaluated by comparing
Powhel samples showered by Pythia8 and Herwig. For the latter corrections
have been introduced to match the Higgs branching fractions in Herwig to the
NLO calculations from Ref. [104] used to generate PowHel+Pythia8 sample.

Generator comparison

An additional ttH sample is generated using Madgraph5 aMC@NLO [158] and
showered with Herwig++[159, 160] to be compared with the nominal Powhel

+ Pythia8 sample. Differences are observed in the distributions of the tt, ttH
and Higgs boson kinematics. The largest difference observed is between the pT

distributions of the Higgs bosons. Differences are recovered after reweighting of
this observable, therefore this reweight is used as estimation for this systematic
uncertainty.

6.10 Results

As discussed in Section 6.6 six independent event categories are considered to con-
strain backgrounds and search for signal simultaneously.

Hypothesis testing is performed using a modified frequentist method as imple-
mented in RooStats [161] and based on a profile likelihood which takes into ac-
count the systematic uncertainties as Nuisance Parameters (NP) which are fitted
to the data. This procedure allows to take into account the impact of systematic
uncertainties on the search sensitivity to be minimized, by taking advantage of the
high-statistics background-dominated control channels included in the likelihood fit.
The process of including these nuisance parameters in this likelihood fit is referred
to as profiling. The distributions of the final discriminants from each of the channels
considered are combined in the statistical analysis to test for the presence of a signal
for a hypothesized Higgs boson mass of MH = 125 GeV.

To obtain the final result a simultaneous fit of all nuisance parameters is per-
formed to the data using the histograms of the final variable considered in each of
the six analysis regions of the all hadronic channel. Fits are performed under the
signal-plus-background and background-only hypotheses.

The analysis is prepared using a blinding procedure in order to determine that
the nuisance parameters are consistently describing the uncertainties in all the re-
gions. The blinded regions are defined as those, for each analysis region, with an
expected signal over background higher than 2%, as described in Section 6.7. In
a first step, referred as “blinded” analysis, the checks are done by excluding these
regions. This allows to use sufficient amount of data to test the description of the
systematic uncertainties. In this step also the multijet background predictions with
the TRFMJ method have been validated. After this step, if everything is behaving
in the expected way, the analysis is unblinded, allowing to use the complete datatset
and present the results. The unblinded result is presented in the following.
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6.10.1 Expected performance of the fit

Expected performance of the fit has been studied using so-called Asimov dataset
approach [162]; this procedure replaces the ensemble testing performed with Monte
Carlo pseudo-experiments with a single “representative” dataset which returns the
true value for each estimated parameter. The Asimov dataset allows to study the
constraints on the nuisance parameters that could be obtained with the expected
data distributions and statistical uncertainties. Any difference in constraints of a
given nuisance parameter between the result of the Asimov dataset fit and the data
helps to diagnose unexpected over-constraints from data in the fit.

The result of the fit to the Asimov dataset under the signal plus background
hypothesis is shown in Figure 6.51. Both nuisance parameters and multi-jet back-
ground normalization scale factors (SF QCD xxx) are reported on Figure 6.52. As
expected nuisance parameters corresponding to systematic uncertainties are all cen-
tered on zero and the normalization scale factors are all centered around one. The
majority of the parameters (especially the ones related to the detector performance)
are not constrained with respect to their prior uncertainties. The constrains on the
parameters related to the shape of multi-jet background can be expected given that
this process represents by far the largest contribution in each analysis region and
the considered variations have been defined in a conservative way. The normaliza-
tion of the multi-jet background in each region can be known to a few percent level
as a result of the good separation achieved by the BDT discriminants. Finally, a
minor constraint of the tt+ bb background is also expected given its relatively large
contribution to the analysis regions with more than 7 jets.

The correlation plot of the fitted nuisance parameters and normalization scale
factors, under the signal plus background hypothesis is found in Figure 6.53. Only
nuisance parameters with at least one correlation higher than 25% are shown in the
plot.

For what concerns the analysis sensitivity, the leading source of systematics
uncertainties are the ones which show a high level of correlation with the signal
strength. These are the uncertainties on the normalization of the tt+bb background
as well as its shape and the uncertainty on the multijet process normalization. This
is also confirmed by the ranking plot on Figure 6.54; In this plot the post-fit effect
on µ is calculated by fixing the corresponding NP at θ̂ ± σθ, where θ̂ is the fitted
value of the nuisance parameter and σθ is its post-fit uncertainty, and performing
the fit again. The difference between the default and the modified µ, ∆µ, represents
the effect on µ of this particular systematic uncertainty. The parameters with the
largest impact are the normalization of the multi-jet background followed by the
uncertainty on the tt+ bb process.

In the presence of a signal compatible with the one predicted by the SM, the
expected uncertainty on the signal strength extraction in units of σ/σSM is 2.79
in case of all sources of systematics are considered, and 0.92 in case only the data
statistical uncertainty and the template statistics are taken into account. This
corresponds to an expected signal significance of 0.37, in case of a SM signal. Upper
limits on the signal production cross section are reported in Table 6.17.
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Figure 6.51: Fitted nuisance parameters and normalization scale factors to Asimov data
set under the signal plus background hypothesis (assuming MH = 125 GeV). Figure on the
left shows detector-related uncertainties while the one on the right displays uncertainties
related to simulated background modeling and normalization.
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Figure 6.52: Fitted nuisance parameters and normalization scale factors to Asimov
data set under the signal plus background hypothesis (assuming MH = 125 GeV). (a)
Shows uncertainties related to multijet background while (b) displays multijet background
normalization scale factors (SF QCD xxx).
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Figure 6.53: Correlation of nuisance parameters under the signal plus background hy-
pothesis in full fit to the Asimov data set. Only nuisance parameters with at least one
correlation above 25% are plotted.

Channel Stat. Only All Systematics
All hadronic 1.73 5.42

Table 6.17: Expected (median, for the background-only hypothesis) 95% CL upper
limits on σ(tt̄H) relative to the SM prediction, σ/σSM .

6.10.2 Fit to data

The regions of the analysis considered in the fit are (6j, 3b), (7j, 3b), (≥8j, 3b).
(6j, ≥4b), (7j, ≥4b), (≥8j, ≥4b). The region (≥8j, ≥4b) is the most sensitive one.
The fit is performed with the signal plus background hypothesis using the full BDT
discriminant in each region.

Figure 6.55 and Figure 6.56 show the result of the fit to data. The behaviour of
the nuisance parameters is consistent with the one observed in the Asimov dataset,
showed in Section 6.10.1. The correlation plot of the fitted nuisance parameters
and normalization scale factors on unblinded data is presented in Figure 6.57. Only
nuisance parameters with at least one correlation higher than 25% are shown in
the plot. Figure 6.58 shows the ranking of the parameters with the largest impact
on the extracted signal strength. The post-fit effect on µ is calculated by fixing
the corresponding nuisance parameter at θ̂ ± σθ, where θ̂ is the fitted value of the
nuisance parameter and σθ is its post-fit uncertainty, and performing the fit again.
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Figure 6.54: Best fit values of the nuisance parameters with the largest impact
on the signal strength µ in the Asimov dataset. Black points are drown according
to the bottom axis and represent the deviation of the fitted nuisance parameters θ̂
from the pre-fit value θ0 in units of the pre-fit standard deviation ∆θ. Error bars
represent the post-fit uncertainty σθ. i.e. if data are constraining the uncertainties,
the bars are smaller than 1, otherwise these are close to 1. Yellow and dashed blue
bands represent the pre- and post-fit impact on µ of the nuisance parameter. Bands
are drown according to the top axis.
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The difference between the default and the modified µ, ∆µ, represents the effect on
µ of this particular systematic uncertainty. The systematics with the largest impact
are uncertainty on the tt+ bb process followed by the normalizations of the multi-jet
background. Two of the multijet background shape uncertainties are ranked fourth
and fifth and their pulls are slightly positive. This ranking is expected as the multijet
background is the main background of this analysis. The small constraint of these
systematics is expected since these are defined in a conservative way. Other leading
uncertainties include b-tagging and some components of the JES uncertainty.

0
θ-θ

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

LUMI

JER
JES_Det1

JES_Det2
JES_Det3
JES_EtaModel

JES_EtaStat
JES_FlavB

JES_FlavComp
JES_FlavResp

JES_Mixed2
JES_Model1

JES_Model2
JES_Model3

JES_Model4
JES_Mu
JES_NPV

JES_PilePt
JES_PileRho

JES_Stat1
JES_Stat3

JVF
Trigger

BTAG_BREAK0
BTAG_BREAK1

BTAG_BREAK2
BTAG_BREAK3

BTAG_BREAK4
BTAG_BREAK5
CTAG_BREAK0

CTAG_BREAK1
CTAG_BREAK2

CTAG_BREAK3
LTAG_BREAK10

LTAG_BREAK11
LTAG_BREAK2

LTAG_BREAK3
LTAG_BREAK4

LTAG_BREAK5
LTAG_BREAK6
LTAG_BREAK7

LTAG_BREAK8
LTAG_BREAK9

(a)
0

θ-θ
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

singleTop_DS

singleTop_XS

+V_XStt

+light Parton Showertt

_Rw_BTagEfftt

_Rw_Fragmentationtt

_Rw_IFSRtt

_Rw_JERtt

_Rw_JES_Closebytt

_Rw_JES_Det1tt

_Rw_JES_EtaCalibtt

_Rw_JES_FlavBtt

_Rw_MCgentt

 MG_Q2c+ctt

 MG_matchc+ctt

 MG_mbc+ctt

 MG_mcc+ctt

 MG_powc+ctt

 Parton Showerc+ctt

 normc+ctt

PtRWt tc+ctt

 topPtRWc+ctt

 CSSKINb+btt

 FSRb+btt

 MPIb+btt

 MSTWb+btt

 NNPDFb+btt

 Parton Showerb+btt

 Q_CMMPSb+btt

 RMbbb+btt

 normb+btt

 scaleb+btt

_XStt

(b)

Figure 6.55: Fitted nuisance parameters and normalization scale factors for the fit
to data under the signal plus background hypothesis (assuming mH = 125GeV). (a)
Shows detector-related uncertainties while (b) displays uncertainties related to background
modeling and normalization.

Figure 6.59 shows a comparison of data and prediction in the final discriminant
for each of the regions considered, before the fit to data. Figure 6.60 shows similar
distributions after the Monte Carlo predictions have been modified taking into ac-
count the result of the fit to data. As it could be seen the fit significantly improves
the agreement especially in regions with 4 b-tags, mainly thank to the adjustment of
the multi-jet normalization SF. The uncertainty band is significantly reduced mainly
as a result of the correlation among the nuisance parameters built by the fit. The
comparison of pre- and post-fit distributions for some of the observables entering



6.10. RESULTS 179

0
θ-θ

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

QCD_Strw

QCD_SinglJES_TriggTRF

QCD_RandomMV1

QCD_PtMV1DRMinDR

QCD_PtMV1DREtaDR

QCD_PtMV1DRDR

QCD_MV1DRTRF

QCD_LowerMV1

QCD_HTrw

QCD_5j55TRF

ttH_PDF

ttH_PartonShower

ttH_Scale_Dyn

ttH_Scale_Var

ttH_XS_pdf

ttH_XS_scale

(a)

Scale Factor
0.8 0.9 1 1.1 1.2 1.3 1.4

SF_QCD_6jets3btags

SF_QCD_6jets4btags

SF_QCD_7jets3btags

SF_QCD_7jets4btags

SF_QCD_8jets3btags

SF_QCD_8jets4btags

(b)

Figure 6.56: Fitted nuisance parameters and normalization scale factors for the fit to
data under the signal plus background hypothesis (assuming mH = 125GeV). (a) Shows
uncertainties related to multijet background while (b) displays multijet background nor-
malization scale factors. uncertainties related to background modeling and normalization
(SF QCD xxx).
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Figure 6.57: Correlation of nuisance parameters in full fit to the unblinded data set. Only
nuisance parameters with at least one correlation above 25% are plotted.

the BDTs is presented in Figures 6.61, 6.62, 6.63, 6.64, 6.65 and 6.66 for the regions
(6j, 3b), (6j, ≥ 4b), (7j, 3b), (7j, ≥ 4b), (8j, 3b), (8j, ≥ 4b) respectively.
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Figure 6.58: Best fit values of the nuisance parameters with the largest impact
on the signal strength µ in the Asimov dataset. Points are drown according to the
bottom axis and represent the deviation of the fitted nuisance parameters θ̂ from the
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the post-fit uncertainty σθ. i.e. if data are constraining the uncertainties, the bars
are smaller than one, otherwise these are close to one. Red points show the multi-jet
background normalization parameters, these are freely floating in the fit and have a
core-fit value of one. Yellow and dashed blue bands represent the pre- and post-fit
impact on µ of the nuisance parameter. Bands are drown according to the top axis.
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Figure 6.59: Comparison between data and predictions for the final discriminant
in the analysis regions before performing the fit to data. The uncertainty band
contains the full statistical and systematical uncertainties. The signal contribution
is not included in the stack plot. Left (resp. right) plots concern the regions with
exactly 3 (resp. ≥ 4) b-tagged jets.
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Figure 6.60: Comparison between data and predictions for the final discriminant in
the analysis regions; signal and background predictions have been corrected with the
result of the fit to data. The uncertainty band contains statistical and systematical
uncertainties and takes into account the correlations among the nuisance parameters
induced by the fit. Signal contribution is included in the stack plot. Left (resp. right)
plots concern the regions with exactly 3 (resp. ≥ 4) b-tagged jets.



184 CHAPTER 6. FULLY HADRONIC TTH (H → BB)

mass
Centrality

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

D
a
ta

 /
 P

re
d

0.5

0.75

1

1.25

1.5

E
v
e

n
ts

 /
 0

.0
5

500

1000

1500

2000

2500

3000

3500

AllHad    6 j,    3 b

-1
 L dt = 20.3 fb∫
 = 8 TeVs

pre-fit, Multijet SF= 0.98

Data 2012 Ht t×100 

Single top b+btt

+Vtt c+ctt

Multijet +lighttt

 Total unc.
KS prob.: 0.06

mass
Centrality

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

D
a
ta

 /
 P

re
d

0.5

0.75

1

1.25

1.5
E

v
e

n
ts

 /
 0

.0
5

500

1000

1500

2000

2500

3000

3500

AllHad    6 j,    3 b

-1
 L dt = 20.3 fb∫
 = 8 TeVs

post-fit

Data 2012 Htt

Single top b+btt

+Vtt c+ctt

Multijet +lighttt

 Total unc.
KS prob.: 0.56

 [GeV]
T

S
0 20 40 60 80 100 120 140 160 180 200

D
a
ta

 /
 P

re
d

0.5

0.75

1

1.25

1.5

E
v
e

n
ts

 /
 1

0
 G

e
V

1000

2000

3000

4000

5000

6000

AllHad    6 j,    3 b

-1
 L dt = 20.3 fb∫
 = 8 TeVs

pre-fit, Multijet SF= 0.98

Data 2012 Ht t×100 

Single top b+btt

+Vtt c+ctt

Multijet +lighttt

 Total unc.
KS prob.: 0.00

 [GeV]
T

S
0 20 40 60 80 100 120 140 160 180 200

D
a
ta

 /
 P

re
d

0.5

0.75

1

1.25

1.5

E
v
e

n
ts

 /
 1

0
 G

e
V

1000

2000

3000

4000

5000

6000

AllHad    6 j,    3 b

-1
 L dt = 20.3 fb∫
 = 8 TeVs

post-fit

Data 2012 Htt

Single top b+btt

+Vtt c+ctt

Multijet +lighttt

 Total unc.
KS prob.: 0.00

Figure 6.61: Comparison between data and predictions for the Centrality mass
(top) and for the object missing energy ST (bottom) in the (6j, 3b) region; Left:
background predictions before performing the fit to data. The uncertainty band
contains the full statistical and systematical uncertainties. The signal contribution
is not included in the stack plot. Right: signal and background predictions corrected
with the result of the fit to data. The uncertainty band contains statistical and sys-
tematical uncertainties and takes into account the correlations among the nuisance
parameters induced by the fit. Signal contribution is included in the stack plot.
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Figure 6.62: Comparison between data and predictions for the Centrality mass (top)
and for the LLR (bottom) in the (6j, ≥ 4b) region; Left: background predictions
before performing the fit to data. The uncertainty band contains the full statistical
and systematical uncertainties. The signal contribution is not included in the stack
plot. Right: signal and background predictions corrected with the result of the fit to
data. The uncertainty band contains statistical and systematical uncertainties and
takes into account the correlations among the nuisance parameters induced by the
fit. Signal contribution is included in the stack plot.
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Table 6.18 summarizes the expected and observed limits and Table 6.19 shows the
observed µ̂ value. Observed signal strength for the mH = 125 GeV is µ̂ = 1.56±2.55.
This corresponds to an observed signal significance of 0.59.

Channel observed -2 s.d. -1 s.d. expected +1 s.d. +2 s.d.
All hadronic 6.45 2.91 3.90 5.42 7.55 10.12

Table 6.18: Observed and expected (median, for the background-only hypothesis)
95% CL upper limits on σ(tt̄H) relative to the SM prediction, σ/σSM assuming
mH = 125 GeV, obtained from the all hadronic ttH (H → bb) channel.

Channel µ̂ error
All hadronic 1.56 2.55

Table 6.19: Observed signal strength and its uncertainty assuming mH = 125 GeV
in the all hadronic ttH (H → bb) channel.

Figure 6.67 shows a summary of the 95% CL upper limits of σ(ttH) relative to
the SM prediction and of the observed signal strength. The expected significance
of the combination of semi- and di-leptonic ttH (H → bb) analyses passes from
1.0 σ to 1.1 σ with the addition of the fully hadronic channel. Tables 6.20 and 6.21
show the event yield pre- and post-fit respectively for all the regions considered.
Figure 6.68 summaries post-fit event yields as function of log10(S/B) for all bins of
the distributions used in the fit. The value of log10(S/B) is calculated according to
the post-fit yields for both signal (µ = 1.6) and background. The total number of
background and signal events is displayed in bins of log10(S/B). A signal strength
6.4 times larger than predicted by the SM, which is excluded at 95% CL by this
analysis, is also shown. The aim of this plots is to show the overall good agreement
between background modelization and observed data and visualize the regions where
the signal is supposed to accumulate.
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Figure 6.63: Comparison between data and predictions for the Centrality mass
(top) and for the object missing energy ST (bottom) in the (7j, 3b) region; Left:
background predictions before performing the fit to data. The uncertainty band
contains the full statistical and systematical uncertainties. The signal contribution
is not included in the stack plot. Right: signal and background predictions corrected
with the result of the fit to data. The uncertainty band contains statistical and sys-
tematical uncertainties and takes into account the correlations among the nuisance
parameters induced by the fit. Signal contribution is included in the stack plot.
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Figure 6.64: Comparison between data and predictions for the Centrality mass
(top) and for the (ET1 +ET2)/

∑

(jets ET) (bottom) in the (7j, ≥ 4b) region; Left:
background predictions before performing the fit to data. The uncertainty band
contains the full statistical and systematical uncertainties. The signal contribution
is not included in the stack plot. Right: signal and background predictions corrected
with the result of the fit to data. The uncertainty band contains statistical and sys-
tematical uncertainties and takes into account the correlations among the nuisance
parameters induced by the fit. Signal contribution is included in the stack plot.
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Figure 6.65: Comparison between data and predictions for the LLR (top) and for
the mtop, 1 (bottom) in the (≥ 8j, 3b) region; Left: background predictions before
performing the fit to data. The uncertainty band contains the full statistical and
systematical uncertainties. The signal contribution is not included in the stack plot.
Right: signal and background predictions corrected with the result of the fit to data.
The uncertainty band contains statistical and systematical uncertainties and takes
into account the correlations among the nuisance parameters induced by the fit.
Signal contribution is included in the stack plot.
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Figure 6.66: Comparison between data and predictions for the LLR (top) and for
the object missing energy ST (bottom) in the (≥ 8j, ≥ 4b) region; Left: background
predictions before performing the fit to data. The uncertainty band contains the full
statistical and systematical uncertainties. The signal contribution is not included
in the stack plot. Right: signal and background predictions corrected with the
result of the fit to data. The uncertainty band contains statistical and systematical
uncertainties and takes into account the correlations among the nuisance parameters
induced by the fit. Signal contribution is included in the stack plot.
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(6j, 3b) (6j, ≥4b) (7j, 3b) (7j, ≥4b) (8j, 3b) (8j, ≥4b)
Multijet 16400 ± 130 1100 ± 33 12500 ± 12 1100 ± 33 10600 ± 100 1300 ± 36
single top 170 ± 63 6.0 ± 3.7 140 ± 55 8.3 ± 4.6 110 ± 50 11 ± 5.9
tt̄ + V 14 ± 6.3 1.8 ± 1.5 22 ± 9.0 3.5 ± 2.3 40 ± 15 8.0 ± 4.2
tt̄ + bb̄ 330 ± 180 44 ± 26 490 ± 270 87 ± 51 760 ± 450 190 ± 110
tt̄ + cc̄ 280 ± 170 17 ± 12 390 ± 240 21± 15 560 ± 350 48 ± 33
tt̄ + light 1500 ± 400 48 ± 18 1370 ± 400 45 ± 18 1200 ± 500 40 ± 23
tt̄H (125) 13 ± 4.5 3.3 ± 2.1 21 ± 6.2 7.0 ± 3.2 42 ± 11 16 ± 6.1
Total bkg. 18700 ± 500 1200 ± 50 14960 ± 580 1300 ± 65 13380 ± 77 1650 ± 130
Data 18508 1545 14741 1402 13131 1587

Table 6.20: Pre-fit event yields for signal, backgrounds and data in each of the
analysis regions. The quoted uncertainties are the sum in quadrature of the sta-
tistical and systematic uncertainties on the yields for all samples but the multijet
background. As multijet normalization has no pre-fit value, only statistical uncer-
tainty is quoted. As numbers were rounded, the sum of all contributions may not
equal the total value.

(6j, 3b) (6j, ≥4b) (7j, 3b) (7j, ≥4b) (8j, 3b) (8j, ≥4b)
Multijet 16000 ± 320 1400 ± 66 12000 ± 350 1230 ± 78 10000 ± 490 1300 ± 100
single top 180 ± 59 6.7 ± 3.6 153 ± 12 9.4 ± 4.4 120 ± 47 12 ± 5.7
tt̄ + V 15 ± 6.2 1.9 ± 1.5 23 ± 8.9 3.6 ± 2.1 43 ± 15 8.7 ± 4.2
tt̄ + bb̄ 230 ± 120 31 ± 17 340 ± 190 63 ± 34 560 ± 320 140 ± 75
tt̄ + cc̄ 350 ± 170 22 ± 11 490 ± 240 28 ± 15 740 ± 360 66 ± 32
tt̄ + light 1750 ± 270 55 ± 13 1650 ± 340 54 ± 19 1500 ± 450 54 ± 21
tt̄H (125) 21 ± 6.1 5.5 ± 2.7 35 ± 8.6 11 ± 4.4 71 ± 15 27 ± 8.4
Total bkg. 18500 ± 310 1540 ± 61 14700 ± 300 1400 ± 69 13100 ± 340 1590 ± 72
Data 18508 1545 14741 1402 13131 1587

Table 6.21: Post-fit event yields for signal, backgrounds and data in each of the
analysis regions. The quoted uncertainties are the sum in quadrature of the statis-
tical and systematic uncertainties on the yields. As numbers were rounded, the sum
of all contributions may not equal the total value.
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Figure 6.67: Top: summary of 95% CL upper limits on σ(tt̄H) relative to the SM
prediction, for the ttH (H → bb) channels. The observed limits (solid lines) are
compared to the expected (median) limits under the background-only hypothesis
(black dashed lines) and under the signal-plus-background hypothesis assuming the
SM prediction for σ(tt̄H) (light dashed lines). Bands correspond to the ±1σ and ±2σ
ranges around the expected limits under the background-only hypothesis. Bottom:
summary of the signal strength measurement for all ttH (H → bb) channels. Values
for semi- and di-leptonic channels are from [11]. Higgs boson mass of 125 GeV is
assumed.
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Figure 6.68: Event yields as function of decimal logarithm of signal to background
ratio: log(S/B). All the regions entering the analysis are considered. Background
and signal yields shown are obtained from the fit to data. ttH is shown as red area.
The yield for the 95% CL excluded cross section is also shown.
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6.11 Prospects for Run 2 of LHC

The LHC Run 2 data taking period has started in spring 2015 with increased center
of mass energy of 13 TeV. The ttH total cross section (σttH) calculated at NLO
in QCD assuming a SM Higgs boson with mass MH = 125 GeV increases from
σttH = 0.1290 pb +3.9%

−9.3% (QCDScale) ± 8.1%(PDF + αs) at
√
s = 8 TeV [30] to

σttH = 0.5085 pb +5.7%
−9.3% (QCDScale) ± 8.8%(PDF + αs) at

√
s = 13 TeV [163]

which corresponds to a factor of ∼ 4 while the inclusive tt cross section scales only
by a factor of 3.3. Another benefit for all Run 2 analyses comes from the increase
in instantaneous luminosity which has as a result that ATLAS is expected to collect
∼ 200 fb−1 by the end of Run 2.

An important improvement is also expected from the upgrade of the trigger in
ATLAS. In Run 2 it is possible for LVL1 multi-jet triggers item to make decisions
based on cuts on ET as well as η of the online objects. In particular a LVL1 trigger
item requiring three jets with ET > 25 GeV and |η| < 2.3 is already implemented
in the Run 2 and is collecting data with a sustainable rate. This allows to have less
tight pT requirement in the analysis event selection, passing from requiring at least
five jets with pT > 55 GeV (and any other jets with pT > 25 GeV) to at least three
jets with pT > 60 GeV (and any other jets with pT > 25 GeV). With this analysis
requirements the gain in signal efficiency is of the order of 90%. The analysis can
take advantage also from the amelioration brought to online b-tagging. This has
now light- and c-jet rejection close to the one of offline algorithms, see Figure 6.69,
allowing a more sustainable trigger rate than a standard jet or multi-jet triggers.
Notice that contrary to fully hadronic state, all lepton based signature decrease their
trigger efficiency due to the tighter requirements on lepton triggers in Run 2.

For Run 2 a new b-tagging algorithm has been implemented [164]. This uses
similar multivariate techniques to the one used in Run 1, described in Section 3.2.
It benefits from the improved performance of the tracking algorithms and of the
upgrade of the ID with the insertion of the Insertable B-Layer (IBL) [16], between
the new beam pipe with a smaller radius and the previously existing pixel detector,
described in Section 2.2.3. It is expected to have a major impact on the b-tagging
performance due to the significantly improved tracks’ impact parameter resolution.
The b-tagging efficiency is improved by ∼10% for the same light and c-quark rejection
obtained with MV1. Since ttH (H → bb) contains four b-jets in the final state,
passing from a 60% to a 70% operating point corresponds to an increase of signal
efficiency of the order of 90% without loss of signal purity.

Several improvements can also be done on the analysis level. It would be possible
to introduce a BDT to discriminate tt + bb from ttH. As tt + bb is the dominant
irreducible background for ttH (H → bb), this will help to reduce the impact of
the systematic uncertainty related to the tt + bb cross section uncertainty, which
is the dominant uncertainty of the analysis as can be seen in Figure 6.58. It will
also be possible to study boosted regimes where the decay products the top-quark
or Higgs boson are combined in a single jet. In these case rejection of multijet
background against events with a tt pair can be improved using discriminants like



6.11. PROSPECTS FOR RUN 2 OF LHC 195

b-jet efficiency [%]

40 50 60 70 80 90 100

L
ig

h
t 
je

t 
re

je
c
ti
o
n

1

10

2
10

3
10

4
10

ATLAS Preliminary
-
 simulationtt

   s = 13 TeV

 > 55 GeV, |
T

Jet p | < 2.5η

(offline algorithms)

MV2c20

(online algorithms)

IP3D+SV1

points (IP3D+SV1)

2012 operating

b-jet efficiency [%]

40 50 60 70 80 90 100

c
-j
e
t 
re

je
c
ti
o
n

1

10

2
10

ATLAS Preliminary
-
 simulationtt

   s = 13 TeV

 > 55 GeV, |
T

Jet p | < 2.5η

(offline algorithms)

MV2c20

(online algorithms)

IP3D+SV1

Figure 6.69: The expected online performance in terms of light-jet rejection (left)
and c-jet rejection (right) of the MV2c20 tagger, ATLAS b-tagging algorithm for
Run 2, (solid black line) is shown together with the expected performance of the
IP3D+SV1 tagger in Run 2 (dashed purple line). For the light-jet rejection the
performance of the IP3D+SV1 tagger that was achieved during Run 1 (red stars) is
also shown. The tuning is performed on tt simulation with

√
s = 13 TeV. Jets used

are required to have pT > 55 GeV and |η| < 2.5. The points illustrating the Run 1
performance were derived using tt simulation with

√
s = 8 TeV [100].
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top-taggers [165] or general jet substructure observables [166].
Improvements in the multijet background description can be obtained with a

refined definition of the TRFMJ extraction region. Figure 6.70 shows values of εMJ

obtained requiring additional selections on jet and b-tagged jets multiplicity in the
TRFMJ extraction region, defined in Section 6.5.1. It can be noticed a dependency
on the jet and b-tagged jet multiplicity which is not exploited in the current analysis.
This difference in behaviour can be linked to the mismodelling observed in the HT

and St variables and will be scrutinized further in the next generations of fully
hadronic analyses.
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Conclusion

The discovery of a new particle in 2012 by the ATLAS and CMS collaborations
at the LHC has been a historical moment in the history of particle physics. This
particle is likely to be identified as the Brout-Englert-Higgs boson, which is the last
particle predicted but not yet observed by the SM of particle physics. This is a
great success in particle physics and by no means the last challenge for the SM.
Indeed, the SM is not able to account for a series of observations that could lead to
the discovery of new interactions and new particles. To assess the scale where the
physics Beyond the SM lies, one of the paths follows the precise measurement of
the properties of the recently discovered particle. In particular, the strength of its
interaction with the top quark can be directly constrained at the LHC measuring
the associated production of a Higgs boson with a top-antitop quark pair (ttH).

To be able to have the best possible measure of the ttH cross section, it is
necessary to analyze the largest amount of data. Several measures have been made
exploiting different Higgs boson decays. The biggest branching ratio is in bb quark
pairs (H → bb), ATLAS and CMS have performed this search looking for topologies
where one or both top quark decays in a leptonic final states. The search in the
fully hadronic final state has never been performed up to now. This doctoral thesis
describes the first attempt ever performed of this search.

In this thesis great detail has been given to the description of the TRFMJ method,
the data-driven technique that allows to estimate the overwhelming multijet back-
ground. The TRFMJ method is based on the probability for a multijet event to be
b-tagged, εMJ, which is evaluated in a dedicated data sample selected with a com-
bination of high ET single jet triggers (145 GeV ≤ ET ≤ 360 GeV) and multi-jet
trigger (ET : 3 × 55 GeV). The method allows to determine the normalization of
the multijet background with an accuracy of 5% in the εMJ evaluation region and in
a Pythia8 di-jet MC sample. The TRFMJ method allows to describe observables
depending on properties of b-tagged jets. Systematic uncertainties on the method
have been assessed using five different sets of variables to describe the b-tagging ef-
ficiency εMJ. Two additional systematic uncertainties have been evaluated changing
the criterion used for the evaluation of εMJ. Finally, two reweightings have been
evaluated to take into account a residual mismodelling in HT and St and were used
as systematic uncertainties.

A per-jet efficiency has been evaluated for a multi-jet trigger, and it has been
proven that with this type of parametrization it is possible to describe the trigger
behaviour using only offline jets information. Scale Factors (SF) have been evaluated
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to allow to include events outside the trigger fully efficient region to increase the
signal efficiency.

A BDT is used to discriminate the ttH signal against the background and its
distribution is fitted to the data. The result obtained, for a Higgs Boson mass
of 125 GeV, is the measurement of a 95% CL observed upper limit of 6.5 times
the SM cross section, while the expected limit is 5.4. A ttH signal strength of
1.6 ± 2.6 times the SM value is obtained. This result takes into account theoretical
systematics uncertainties, systematic uncertainties on the physics objects used and
dedicated systematic uncertainties on the trigger SF and the TRFMJ method. The
great impact of the lack of knowledge on the irreducible background tt + bb for
this measurement indicates the necessity of its better understanding to be able to
perform a ttH (H → bb) measurement.

The result presented in this work demonstrated that this analysis is within reach
for LHC experiments and that it could give a non negligible contribution in a future
combination with other ttH searches, where the dependency from tt+bb uncertainties
are mitigated. In addition, the development of methods to estimate the multijet
background is of interest for future searches of new physics in fully hadronic channels.

A description of the prospects for Run 2 of LHC has also been given. The analysis
will benefit from the update of the detector, with better performing trigger and b-
tagging algorithms with respect to Run 1. This can reflect in an increase of signal
yield of a factor ∼ 2. Moreover, increased luminosity can allow for more precise
description of the multijet background refining the TRFMJ method and reducing
the systematic uncertainties related to it.

My work started with the trigger studies described in this thesis, and has con-
tinued in the ttH (H → bb) fully hadronic analysis. I took care of the preparation
of the data and MC samples used, and developed the code for the trigger efficiency
and SF evaluation and for the application of the latter in the analysis. I contributed
to the update of the code for the skimming and slimming of the data and MC sam-
ples. I implemented the Tag Rate Function method for MC simulation (TRFMC)
in the analysis code and performed its validation using Powheg tt and PowHel

ttH samples. Great amount of work has been devoted to the Tag Rate Function
method for estimation of multijet background (TRFMJ). I contributed to its design
and development from the beginning to its implementation in the analysis code.
I performed all the validation studies using two independent data samples and a
Pythia8 di-jet MC sample prepared by me. I have performed the evaluation of the
systematic uncertainties for the TRFMJ method. I also contributed to the imple-
mentation of the majority of the observables used in the BDTs in the analysis code
and to the running of the analysis chain from the D3PDs to the inputs for the final
fit.
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