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Abstract

An approach combining numerical simulations and experimental techniques is developed to

model complex microcracking in heterogeneous cementitious materials. The proposed numerical

model allowed us to predict accurately in 3D the initiation and the propagation of microcracks at

the scale of the actual microstructure of a real sample subjected to compression. Its predictions

have been validated by a direct comparison with the actual crack network characterized by 3D

imaging techniques. In a �rst part, the numerical simulation tools are developed and tested.

More speci�cally, the phase-�eld method is applied to microcracking simulations in highly het-

erogeneous microstructures and its advantages for such simulations are discussed. Then, the

technique is extended to account for interfacial cracking, possibly occurring at inclusion/matrix

interfaces. In a second part, the experimental methods used and developed in this work are

described. The procedures to obtain the evolution of the 3D crack network within the samples

by means of X-rays computed microtomography and in-situ mechanical testing are presented.

Then, we focus on the developed image processing tools based on digital volume correlation to

extract with good accuracy the cracks from the grey level images. In a third part, we compare

the predictions of the numerical model with experimental results obtained, �rst, with a model

material made of expanded polystyrene beads embedded in a plaster matrix, and second, to a

more complex lightweight concrete. More precisely, we use the experimental data to identify

by inverse approaches the local microstructural parameters, and use the experimental displace-

ments measured by digital volume correlation to de�ne boundary conditions to be applied on

sub-domains within the sample for the simulations. The obtained direct comparisons of 3D

microcrack networks and their evolutions demonstrate the very good predictive capability of the

numerical model.
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Résumé

Une approche combinant simulation numérique et expérimentation est développée pour mod-

éliser la micro�ssuration complexe dans des matériaux hétérogènes cimentaires. Le modèle

numérique proposé a permis de prévoir précisément en 3D l'initiation et la propagation des

micro�ssures à l'échelle de la microstructure réelle d'un échantillon soumis à un chargement de

compression. Ses prévisions ont été validées par une comparaison directe avec le réseau de �ssures

réel caractérisé par des techniques d'imagerie 3D. Dans une première partie, nous développons

et testons les outils de simulation numérique. Plus précisément, la méthode de champ de phase

est appliquée pour simuler la micro�ssuration dans des milieux fortement hétérogènes et ses

avantages pour ce type de modélisation sont discutés. Ensuite, une extension de cette méth-

ode est proposée pour tenir compte d'un endommagement interfacial, notamment aux interfaces

inclusion/matrice. Dans une deuxième partie, les méthodes expérimentales utilisées et dévelop-

pées au cours de cette thèse sont décrites. Les procédures utilisées pour obtenir l'évolution du

réseau de �ssures 3D dans les échantillons à l'aide de microtomographie aux rayons X et d'essais

mécaniques in-situ sont présentées. Ensuite, les outils de traitement d'image utilisant la cor-

rélation d'images volumiques, pour extraire les �ssures des images en niveaux de gris avec une

bonne précision, sont détaillés. Dans une troisième partie, les prévisions du modèle numérique

sons comparées avec les données expérimentales d'un matériau modèle en billes de polystyrène

expansé intégrées dans une matrice de plâtre dans un premier temps, et, dans un second temps,

d'un béton léger plus complexe. Plus précisément, nous utilisons les données expérimentales

pour identi�er les paramètres microscopiques inconnus par une approche inverse, et utilisons les

déplacements expérimentaux déterminés par corrélation d'images volumiques pour dé�nir des

conditions limites à appliquer sur les bords de sous-domaines dans l'échantillon pour les simula-

tions. Les comparaisons directes de réseaux de micro�ssures 3D et de leur évolution montrent

une très bonne capacité prédictive du modèle numérique.
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Introduction
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1.1 Background and motivations

Modeling the fracture process in civil engineering materials and structures until complete failure

is of formidable interest. Even though engineering-oriented rules are available to design concrete

structures, predicting the formation of cracking and design the components to avoid failure

or damage requires advanced methodologies based on numerical simulations. However, such

procedures are far to be integrated, due to many di�culties inherent to the modeling and

simulation of crack propagation, to the complex nature of cementitious materials, and to the

need to develop experimental procedures to identify the related models.

It has been shown that many macroscopic brittle damage phenomena originate from micro-

cracking of the underlying microstructure, leading to a multi-scale problem. An example of

cracking problem in a civil engineering structure at three di�erent scales is illustrated in Fig. 1.1,

where typical crack networks are shown to range from the microscopic scale of the granular

structure of concrete to the macroscopic one of a building. It has been generally accepted
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Figure 1.1: Damage phenomena in civil engineering material

that many macroscopic damage phenomena originate from micro-cracking of the underlying

microstructure.

Materials like cement, concrete or plaster are quasi-brittle, and in contrast to metallic ma-

terials, characterized by very complex microstructures regarding the morphologies, the multiple

scales involved, the di�erent fracture processes (matrix cracking, inclusion-matrix decohesion...),

the highly stochastic distribution and size of constituents, and possible evolutions due to hydric,

thermal and chemical e�ects.

The use of experimental techniques such as X-ray microtomography [72, 189] setups has

been democratized in the recent years and realistic models of microstructures obtained from 3D

imaging techniques can now be routinely generated for many materials at various scales. They

have allowed to construct realistic microstructural models of materials like concrete, biological

tissues (cortical bones), or composites, among many others. Developing damage models for these

highly heterogeneous materials, taking into account the real microstructure o�ers new avenues

to predict more accurately fracture processes in related structures. These models are nowadays

used in numerical simulations to evaluate linear mechanical and other physical properties of

complex materials like bones [191, 56], concrete [232, 175], coke blend [211], �lled elastomers

[10], among many others.

Unfortunately, because of the possible occurrence of multiple arbitrary branching cracks

in such materials, several obstacles remain to develop reliable simulation methods of fracture

nucleation and propagation in highly complex heterogeneous materials.

To summarize, the following obstacles remain to develop predictive, micromechanically-based

models of fracture propagation in civil engineering materials:

• Develop robust and e�cient numerical methods for crack propagation in complex hetero-
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geneous brittle materials.

• Develop accurate experimental imaging techniques to follow crack propagation in complex

3D samples to provide reference solutions for the models.

• Develop combined experimental-numerical procedures to analyze and model the fracture

process in cementitious materials, using the numerical simulations to identify by inverse

approaches parameters of the developed models and to validate them.

The purpose of the present PhD work will be to provide contributions to the above-mentioned

challenges.

In this introduction, we will �rst review available numerical methods for crack propagation

modelling in brittle materials. Then, we will review the experimental systems available to

characterize damage in such materials at di�erent scales. Finally, an outline of the thesis work

will be described.

1.2 Literature review on numerical crack propagation simulation

methods for brittle materials

The theoretical methods to predict brittle fractures, like the ones based on the classical Gri�th

theory [83, 77, 84, 85], have been useful to develop criteria for crack propagation in simple

con�gurations and have shown good predictive capacities with respect to experimental tests in

these cases. However, such approaches have the drawback to fail in describing crack initiation

or more complex propagation modes like branching. Furthermore, the sharp representation of

cracks requires the identi�cation of a crack growth law, which is a complex task in the general

case. On the other hand, many numerical simulation methods for crack propagation have been

developed in the recent decades, but each faces well-known issues and drawbacks, as presented

in the following.

1.2.1 Damage models: smeared cracks representation

One way for describing brittle fracture is to assume a homogenized representation of the damage

due to an underlying di�use propagation of microcracks. In such approaches, damage models

with softening [99, 173] are employed. These damage models su�er from strong drawbacks

when implemented in numerical solving methods such as the �nite element method, like mesh

dependency and lack of convergence of the fracture energy as the element size goes to zero

[167, 22]. This has been shown to yield from a loss of ellipticity of the associated mechanical

problem [210, 117, 36]. To circumvent these issues, regularization schemes must be applied, such

as nonlocal damage models [168, 23] and higher-order deformation gradient schemes [165, 125].

Non-local damage models have been proposed in [168]. The key idea of this approach is to

introduce an internal length into the constitutive law that may be related to the characteristic
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size of the material (i.e. aggregate size). In addition to this added length, the approach creates a

non-locality by means of a convolution product of the strain tensor. This regularization remedies

the issues of well-posedeness of softening behavior in �nite element implementations [100] and

related mesh issues. In non-local damage model, the stress-strain relationship is expressed by:

σ = (1− d)C : ε (1.1)

where, σ and ε are the Cauchy stress and strain tensors, respectively and C is elastic tensor.

The damage variable takes a value from 0 (undamage material) to 1 (fully damaged material).

The evolution of d is a function of a non-local estimation of the equivalent strain εeq, and is

de�ned in [168] by:

εeq(x) =

∫
Ω φ(x− s)εeq(s)ds∫

Ω φ(x− s)ds
(1.2)

where φ(x− s) is kernel function, depending on an internal length lc:

φ(x− s) = exp

(
−
(

2 ‖ x− s ‖
lc

)2
)
. (1.3)

However, such models have the following drawbacks: (a) an incorrect prediction of damage

initiation; (b) di�usion of damaged zones after complete failure of the structure; (c) spurious

nonlocal interactions across macroscopic cracks; (d) a de�ciency to describe fragmentation. A

more in-depth review of such di�culties is described in [169].

Gradient-damage models [43, 164] introduce higher-order strain gradient in the constitutive

model to regularize the problem of softening in damage FEM problems and remove the mesh

issues. However, an important problem for their practical application is the proper experimental

determination of the model parameters, which must be computed by inverse analyses.

These models can be used in tandem with �nite element deletion techniques, also called

"kill-elements" methods (see e.g. [107]), or "elements erosion" [101, 24, 71].

Recently, an alternative of such techniques to brittle materials has been introduced in [161]

and called "eigenerosion" method. This technique is mainly based on the eigenfracture approach

in [194], and converges to Gri�th fracture theory as the mesh size converges. However, this

method still su�ers from mesh sensitivity and still needs to be developed for dynamic fracture.

1.2.2 Direct tracking of the crack front

1.2.2.1 Remeshing methods and related techniques

Sharp description of cracks, and direct tracking of the crack front using the classical theory of

brittle fracture, requires very complex remeshing algorithms [96], which are hardly tractable for

complex 3D morphologies, or multiple crack fronts. The problem can be alleviated by means of

recent local/global meshes superposition [105], or bridging domain/Arlequin methods [68]. To
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Figure 1.2: Illustration of XFEM discretization for describing sharp cracks.

overcome these di�culties, enriched FEM discretizations or embedded discontinuity techniques

have been introduced in the last decades.

1.2.2.2 X-FEM

The eXtended Finite Element Method (XFEM) [208, 149, 150, 63] is a particular case of the

Partition of Unity Method (PUM) [135] where the �nite element discretization is enriched with

additional nodal degrees of freedom, which carry local discontinuous functions, able to describe

cracks within elements. Then, cracks can be described accurately in regular or non-conforming

meshes, removing the need for continuous remeshing as the crack propagates. In XFEM, the

approximation of the displacement �eld u(x) is expressed with the presence of nc cracks and mt

crack tips in the form:

u(x) =
∑
I∈S

NI(x)uI +

nc∑
N=1

∑
I∈Sc

NI(x)ψ
(N)
I a

(N)
I

+

mt∑
M=1

∑
I∈St

NI(x)

NK∑
K=1

φ
(M)
KI b

(M)
KI (1.4)

where S is the set of nodes in whole mesh, St is the set of nodes of elements containing the crack

tip, and Sc is the set of nodes whose support is intersected by the crack. The functions ψ(N)
I

and φ(M)
KI are enrichment functions for crack N and crack tip M , respectively, and aI , bKI are

additional degrees of freedom. Such enriched approximation is illustrated in Fig. 1.2.

However, this technique has shown di�culties to describe crack nucleation and requires level-

set function construction to describe the crack, which can be cumbersome when multiple cracks

interact. Applications and developments of XFEM for 3D fracture problems can be found e.g.

in [150, 82, 216, 94] and in [93] in a multiscale framework. Works involving multiple cracks

propagation using XFEM are rare [234, 44]. Some examples of crack branching using XFEM

require ad-hoc techniques (see e.g. [203, 25]) and lead to cumbersome algorithms.
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1.2.3 Cohesive elements and cohesive layers

Because of its versatility, cohesive zone modeling (CZM) [229, 50, 233] is one of the primary

method to handle discrete crack propagation in diverse types of materials. This concept was

introduced by Barenblatt [20] and Dugdale [70] to address the stress singularity at a crack tip. In

these models, all nonlinearities take place in a cohesive zone ahead of the main crack tip, which

is associated with the physical fracture process zone of the material. The cohesive laws have

been embedded into �nite element analysis in Needleman [153] and Tvergaard and Hutchinson

[214] or have been modeled by cohesive �nite elements like in Camacho and Ortiz [50], Xu and

Needleman [229], and Ortiz and Pandol� [159], or in a dynamic context by Zhou and Molinari

in [233]. An overview of cohesive elements techniques can be found in Chandra et al [54].

1.2.4 Thick level-set

A new method, called Thick Level-Set method (TLS) [151, 27, 53] has been recently introduced

to tackle the issue of crack initiation in numerical crack simulations, in which a level-set function

is employed to separate the undamaged zone from the damaged one, and where the crack is a

consequence of the damage front motion, allowing crack initiation. The damage variable and its

evolution are functions of the level-set function. In contrast to crack models, the width of the

damage band is here a parameter which is independent from the mesh. This damage models is

able to describe complex crack morphologies like branching.

1.2.5 Phase �eld method

Recently, a new approach for the description of crack propagation has been developed. Start-

ing from the pioneering work of Francfort and Marigo [75], di�culties arising in the classical

fracture framework can be overcome by a variational-based energy minimization framework for

brittle fracture (see also [39, 166, 38, 48, 16]). An important ingredient of the method relies on a

regularized description of the discontinuities related to the crack front: the surface of the crack

is replaced by a smooth function, using a Mumford-Shah functional [152], the original functional

being substituted by an Ambrosio-Tortorelli approximation [13, 14]. It has been shown that

the solution of the associated variational problem converges to the solution of the sharp crack

description implying discontinuities, in the Γ− convergence sense [129, 41, 42]. The approxima-

tion then regularizes a sharp crack surface topology in the solid by a scalar auxiliary variable,

interpreted as a phase �eld describing broken and unbroken parts of the solid. Such a method

has the quality that it does not require any prescription of the shape geometry and allows crack

nucleation and branching, providing a very robust framework for crack propagation simulation.

It has been adapted to quasi-static fracture problems in [38, 37], dynamic crack propagation

[40, 92], and in a multiphysic context in [142, 6]. Remarkably, the regularized model may be

regarded as a damage model of the gradient type [121, 125, 26, 165, 76] with critical di�erences

in the choice of the free energy and dissipation function. Recently, the problem of cohesive
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fracture has been reformulated in the context of phase �eld [217].

The phase �eld method has been used successfully for describing 2D and 3D quasi-static

fracture [142, 138, 143, 110, 109], dynamic crack propagation [40, 32, 31, 193], cracks in media

undergoing �nite strains [140], brittle fracture under multiphysics environment [137, 141] and

applied to cohesive fracture [218, 220].

In this work, we have choosen this numerical technique because of its various advantages

over other above mentioned methods:

1. Its ability to describe arbitrary crack front in 2D and 3D, without sensitivity to the mesh.

2. The possibility to easily handle crack initiation.

3. Its simplicity in implementation.

4. Its robustness for handling softening, due to the its damage gradient nature.

5. Its consistency with Gri�th theory in the Γ− convergence sense.

We have used the computational framework as proposed by Miehe et al. [142] and have

developed some extensions and original applications.

1.3 Review of some experimental methodologies for damage char-

acterization in materials and structures

Damage characterization methods can be classi�ed into destructive and non-destructive testing

(NDT). Non-destructive methods are more e�cient and usefull, so this section will mostly focus

on them. Their advantage is their ability to follow damage evolution during a mechanical loading.

1.3.1 Damage characterization methods at macroscopic structure or sample

scale

Several methods have been developed to study the cracking of a structure at macroscopic or sam-

ple scale. These include Acoustic Emission (AE), ultrasonic methods, vibration-based methods

and thermography. In this subsection, we will present their principle and several applications

on damage characterization.

1.3.1.1 Acoustic emission (AE)

AE refers to the generation of transient elastic waves produced by a sudden redistribution of

stress in a material [225]. This changing stress �eld can be attributed to growth in structural

damage. In practice, this technique relies on the use of one or several piezoelectric sensors which

are placed against the sample, and a electronic systems that records the electronic pulses that

are induced in these sensors by the transient waves. Pulses (or so-called acoustic events) can
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be characterized by various quantities such as energy, length, number of peaks, etc A detailed

analysis of these features for a given material might allow to identify the type of damage that

induced the event. Prosser et al. [171] used AE to detect damage in crossly graphite/epoxy

composite test specimens. Wevers [225] noted that AE provided good capabilities to identify

�ber breakage, delaminations, matrix cracking, and debonds in a loaded composite as compared

to other conventional nondestructive evaluation techniques.

Acoustic emission can provide local information on damage mechanisms such as reinforce-

ment cracking but the precise identi�cation of the damage for which a signal is detected often

requires destructive observations. The AE technique has been successfully applied to damage

detection in various materials such as metals, alloys, concrete, polymers and other composite

materials. Localization of damage is possible by the use of several sensors, and the accurate

analysis of the temporal shifts of the events recorded on these sensors. In the most advanced

setups, spatial accuracy can be of the order of one millimeter in centimetric samples. In the work

of Fortin et al [73, 74], this method has been used to localize the compaction bands (a mode of

damage) in sandstone. The author noted that the elastic wave velocities are very sensitive to

the presence of cracks, and can be used to detect formation of new cracks. Recently, AE has

been applied to detect the initiation of compaction bands in the work of Stanchits et al [199].

However, an accurate characterization of damage phenomena in heterogeneous material at micro

scale is hardly possible with such technique because of its low spatial resolution.

1.3.1.2 Ultrasonic Methods

Ultrasonic testing is based on high energy acoustic waves generated using a pulser receiver and

transducer in frequency ranges typically between 1 and 50 MHz (contrary to X-ray testing that

uses electromagnetic waves). The analysis of transmitted and/or re�ected waves allows to detect

in the bulk of the materials, various sources of mechanical heterogeneity, among which cracks

or porosities. The ultrasonic transducer can be operated in contact or non-contact mode and

in either pulse echo or through-transmission modes. The advantage of this arrangement is that

any potential �aw location is interrogated from a variety of angles, maximizing the probability

that it can be detected.

This method has been used to identify �aw existence and to determine their geometric

dimensions, and characterize material properties [108, 181]. It is also applied to detect defects

in many materials, for example in welds [86] and concrete [9]. A relative follow-up of damage can

be performed but it is at present di�cult to have a quantitative assessment of the damage from

ultrasonic indications. A recent work [104] shows a �rst investigation of quantitative evaluation

of distributed damage in concrete. However, for a real structure with complex geometry, this

method is quasi inapplicable, because the recorded signals become too complex for speci�c echoes

to be readily identi�ed, especially small echoes typical of those scattered from damage.



1.3. Review of some experimental methodologies for damage characterization in
materials and structures 9

1.3.1.3 Vibration-based methods

This method is based on changes in the dynamic behavior. More speci�cally, it relates changes

in modal parameters such as natural frequency, mode shape, and damping to the mass, sti�-

ness, and damping parameters associated with a structure. Mechanical damage (e.g., cracks,

delamination, and loose bolts) can change sti�ness and/or damping. Therefore, measurement

of their dynamic characteristics (that is the natural frequencies and damping of a structure) is

a technique for damage detection.

Vibration-based methods was found to be more e�ective than ultrasonic attenuation or

radiographic transmission methods. Many works in literature have applied this technique to

study structures and materials, e.g. in the form of resin-bound shear cracks [8]. Cawley and

Adams [52] located defects in composite structures (macroscopic scale) using changes in natural

frequencies through a detailed sensitivity analysis study. Yao [231] reviewed the techniques used

at that time for studying structural damage and reliability assessment.

1.3.1.4 Thermography

Thermal methods de�ne another family of techniques used to detect damage. Thermography [95]

is based on the detection and measurement of the infrared range of the electromagnetic spectrum

emitted from objects. Thanks to the di�erent thermal properties of structural components and

defects, they have mainly di�erent speci�c heat constants, thermal di�usivity, and thermal

conductivity. This di�erence is ampli�ed when the components are hotter. Thermal wave

propagation methods such as lock-in thermography [188] and pulsed thermography [128] have

been used to detect delaminations, corrosion, surface cracks, and voids. Combined approaches

such as vibrothermography where thermal wave propagation is used in conjunction with elastic

wave propagation, has been used to e�ectively detect microcracks [136]. When compared with

other classical NDT techniques such as ultrasonic or X-Rays, the thermal method is more safe.

It can work non intrusive, non contact and in a fast manner (from a fraction of a second to a few

minutes depending in the con�guration). However, this technique allows only the detection of

relatively shallow subsurface defects (a few millimeters in depth). It is also limited in terms of

spacial resolution and is not adapted for a detection of damage at a microstructural scale, even

though some recent investigations into this direction have shown some potential of thermography

for the thermoemecanical analysis of metals at grain scale [29].

1.3.2 Damage characterization methods at microstructural scale

Several methods have been used to study the microcracking of a materials. These mainly

include three broad approaches: (a) Impregnation techniques,and post-mortem surface or bulk

observations; (b) methods based on optical observation and/or scanning electron microscopy to

detect the damage phenomena at the surface of samples; (c) X-ray computed tomography to

characterize the damage in the bulk of the materials.
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1.3.2.1 Impregnation techniques

Impregnation techniques are among oldest techniques used to study damage at microstructural

scale in materials like concrete. In this method, samples are impregnated with a �uorescent

dye or epoxy resin to facilitate detection and identi�cation of cracks, which are expected to �ll

the whole open portal space and replace water that might be present. After polymerization of

the resin, samples are cut and/or polished for a surface observation with optical methods or

electron microscopy. The dye provides a contrast in the images which permits the detection

and identi�cation of cracks, and eventually a quantitative analysis of the crack network with

appropriate image analysis tools. In order to reduce di�culty in viewing cracks in dense mi-

crostructures, a �uorescent dye was used by [106]. However, pre drying of the specimen in an

electric oven before impregnation, which could alter the specimen condition, remained a major

inhibition to this process. Methods developed by [81, 201] overcome drying of the specimen by

using counter di�usion method for the replacement of pore water by a dye-impregnated organic

solution. However, this process could increase the duration of the test. Nevertheless, Bisschop

et al [28] and other studies have indicated that the impregnation of the whole sample and then

cutting thin samples from fully impregnated samples would introduce less microcracks. Speci-

men preparation techniques involve cutting, drying, lapping, grinding, and polishing. Improper

handling of these operations results in induction of additional microcracks. Impregnation of

sample with Wood metal has also been proposed in [155] to characterize cracks at a small scale

in an SEM. This technique however raises similar questions about the perturbation of the crack

network by the impregnation process or the sample preparation.

1.3.2.2 Optical Microscopy and Scanning Electron Microscopy

Digital images from a sample surface can be recorded at various scales by a macroscopic optical

camera, an optical microscope or a scanning electron microscope. These images can be analyzed

for detection of microcracks and quanti�ed to determine the density of cracks and other features

of the crack network. The microstructural observations are mainly based on both last methods,

their principles and several applications to study microcracking will be presented bellow.

Optical microscope (OM)

Optical microscopy (OM) is one of the favored techniques for observation of damage at

microstructural scale [205]. With this instrument, the image is recorded either in grey level

or in full color mode. Because of the inherent limitations of its physical principles, the spatial

resolution of optical microscopy is limited to a few tens of micrometers making it a more suitable

technique for observing features with typical sizes of several micrometers, within regions of

interest with millimetric sizes, or larger.

Optical microscopy can be used for ex-situ or post-mortem analyses (see next section for

a more detailed explanation of these concepts), in particular after impregnation as explained

in previous section. In this context, specimens prepared by thin−sectioning and �uorescent
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microscopy techniques can be viewed under the optical microscope with the use of re�ected

ultraviolet lights. The image acquisition was performed in [106] by placing a Tri−CCD camera

linked to a personal computer acquisition system; in the obtained color images, the �uorescent

dye exhibits a color very di�erent from the surrounding cement based materials, so that the

crack extraction by image processing could be performed very e�ciently.

A more e�cient use of optical microscopy for the analysis of the evolution at microstructural

scale of a network of cracks under mechanical loading conditions consists in combining it with

in-situ testing devices. Various con�gurations can be used to combine mechanical testing and

optical observation, including the use of small speci�cally designed tensile stages that �t on the

sample holder of a standard microscope, or conversely, the use of a custom optical microscope

that �ts on a standard tensile test machine.

Optical microscopy methods have thus been chosen for many applications due to their reason-

ably high spatial resolution, high sensitivity, fast imaging capability, compatibility with various

sample environments (including control of temperature or humidity) and their non-contacting

nature. It has for instance been used recently for the investigation of hydromechanical be-

haviour of clayey rocks in [35], or the study of a porous carbonate, Estaillades limestone, in

[62]. In these studies, crack initiation and propagation could be detected at the surface of the

samples. The recourse to image processing tools like digital image correlation (described later

in this manuscript) often facilitates the detection of such phenomena.

However, optical microscopy techniques have a shallow depth of �eld and limited resolution

capacity, so that a highly smooth and polished surface is required to produce a sharp focused

image with this technique. These limitations are overcome with scanning electron microscopy.

Scanning Electron Microscopy (SEM)

Scanning electron microscopy (SEM) is one type of electron microscopy which images a

sample by scanning it with a beam of electrons in a raster scan pattern. This technique is

based on the interaction between the incident electrons and the atoms at and near the sample's

surface [174], producing various signals that can be used to obtain information about the sur-

face topography and composition. Many types of signals generated by these interactions can

be recorded to produce images: back-scattered electrons, secondary electrons, X-rays,... The

two most used signals in SEM are secondary electrons (resulting from inelastic electron-sample

collisions) and back-scattered electrons (elastic interaction of incident beam electrons with sam-

ple). The secondary electrons mode image contains typically the topography information of

the sample surface, and back-scattered electrons image can provide an information about the

distribution of di�erent chemical elements in the sample. Images of SEM can be obtained with

very high special resolution, with a pixel size that can be of the order of 1 nm in recent high

end SEMs equiped with a Field Emission electron Gun. The advantage of the SEM is its great

depth of �eld in comparison of the light microscope. Observations can be made over a much

wider range of magni�cations including those above the range of light microscopes.

SEMs have a variety of applications in a number of scienti�c and industry-related �elds,
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especially where characterizations of materials is bene�cial. Again, damage mechanisms can

be characterized by SEM imaging either within a post-mortem or an ex-situ protocol, or in

combination with in-situ mechanical testing. In the latter case, speci�cally designed micro-

testing devices that �t into the chamber of the SEM are required. It is noted that, unless recent

so-called "environmental" SEM techniques are used, only materials that are not sensitive to the

secondary vacuum conditions of the SEM chamber can be analyzed this way. Diamond et al [147]

used the SEM to observe the growth of surface cracks in mortar during loading, or to analyze

the fracture mechanism of concrete in [154]. This technique is also applied to study damage in

various materials as in geomaterial [222] or in composites like SiC/SiC [55]. Recently, Das et al

[61] used SEM to investigate the in�uence of elongated metallic iron particulate reinforcements

on the propagation of cracks in cementitious mortars.

However, two strong disadvantages of both OM and SEM investigations are that only surface

damage is documented and that special sample preparation procedures are required, which might

have an in�uence on the mechanical response of the material.

Image Processing Techniques

As already noticed, we can use SEM and OM coupled with various characterization test-

ing protocols as post-mortem, in-situ,... (as described in next subsection) to observe damage

evolution. An important step after image acquisition by OM/SEM is the processing of the

microstructural image to obtain a qualitative/quantitative analysis of the sample. Many tech-

niques have been developed in literature to this aim. Darwin et al [60] researched quanti�cation

of microcracks of cement mortar samples by the backscatter electron technique of the scanning

electron microscope. The identi�cation of cracks was based on local changes in grey level. A line

scan was taken perpendicular to the images for the identi�cation of potential cracks. Soroushian

et al [197] used segmentation of images from grey level to binary images by using the thresh-

olding approach for viewing microcracks in concrete samples. Roli [178] and Hatada et al.[87]

considered the direction of cracks as a feature in a local window and then attempted to detect

cracks on granite slabs and drains. Fujita et al. [78] proposed two preprocessing methods us-

ing a subtraction method and a Hessian matrix. Since the used local window was �xed, these

methods cannot be �exibly applied to di�erent widths. Among these techniques, digital image

correlation (DIC) is one of the most e�cient and versatile tool. This procedure is based on the

comparison of images acquired at di�erent stages of a mechanical test and provides qualitative

and quantitative descriptions of local responses. The principles of this technique will be pre-

sented in Chapter 4. DIC could be used instead of, or in addition to the prevailing methods

to detect defects, by observing the singularity due to the change in the strain distribution, or a

step jump in the displacement �eld across the cracks. Many works in literature have applied this

technique to study fracture mechanics [133, 5, 176, 183, 215, 62], crack growth [131, 170]. This

technique allows local information to be obtained on the mechanical behaviour of materials, not

only at the macroscopic scale but also the microscopic one, e.g. on micromechanisms such as

strain localisation, damage localisation, crack initiation and propagation [180].
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However the main limitation of these observations and measurements is that they are relative

to the outer faces of the specimen and could be a poor approximation of what occurs in the

bulk of the sample, unless additional analyses are performed to con�rm the accuracy of surface

measurements with respect to 3D behavior.

1.3.3 X-ray computed tomography and in-situ testing

X-ray computed tomography (XR-CT) is a nondestructive characterization technique which pro-

vides images of the bulk of the materials. The principles of this technique will be presented in

Chapter 4. The bene�ts of 3D maps to characterize internal structures led to a rapid adaptation

of this technique to many �elds including materials science, in particular for the study of dam-

age phenomena. Moreover, X-ray tomography is particularly e�ective to get 3D quantitative

information concerning each step of the damage.

Because X-ray tomography is a non-destructive technique, many scans of the same sample

can be made under di�erent conditions. As a consequence, a wide variety of mechanical tests

have been coupled with X-ray tomography characterization [202]. Indeed several procedures can

be considered to investigation the evolutions of a material under mechanical load.

Post-mortem characterization: This procedure consists in performing the same test on many

specimens and stopping these test at di�erent stages to follow evolution of the material. Samples

are then imaged after unloading and, if necessary, speci�c preliminary preparation (such as

impregnation, cutting or polishing). Evolution of damage can be assessed by a comparison, in

terms of statistical quantities, of the observed damage in the set of samples. This procedure

assumes that the material does not change from one specimen to another.

Ex-situ characterization: A unique specimen is tested up to a given level of deformation. It

is thereafter unloaded and imaged. It is then mounted again on the testing device, loaded up to

a next deformation level, unmounted and imaged again. This procedure can be repeated several

times. This procedure assumes that the unloading process and interruption of the deformation

do not in�uence the test. The test can be performed on only one sample. This provides a strong

advantage of this procedure compared with the post-mortem procedure. However, as sample are

observed in their unloaded stage, cracks might be closed and hard to detect.

In-situ characterization: This procedure is similar to ex-situ, but the sample is here loaded

in a device, which is placed on the X-ray beam. Therefore, during scanning, the state of sample

is kept constant (deformation is stopped and maintained constant). The detail of this procedure

will be presented in Chapter 4.

The combination of XR-CT with the above testing procedure has been applied to study

damage phenomena in many works. Bu�ère et al [47] used X-ray synchrotron phase contrast

microtomogrphy to characterize damage in metal matrix composites material. The work of

Babout et al [18] has introduced the detection of damage initiation in metallic materials. This

technique was used to examine damage in civil engineering materials (mortar, concrete, cement

paste)[111, 113, 126, 163], that were observed under mechanical loading. These work aimed at
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establishing a the quantitative relationships between internal damage of sample and external load

on specimen. Especially in the study [114], by coupling load-deformation response with crack

surface areas determined from an analysis of the tomographic image, several fracture parameters

could be identi�ed, e.g fracture toughness. In the application for polymer composites, XR-CT

has been used to study 3D woven composites [67, 127], to assess the damage in composite

laminates arising from drilled holes [212] and to examine micro-damage mechanisms in uni-

directional laminates [228, 192].

Crack evolutions under fatigue loading conditions, including closure phenomena, have also

been studied by XRCT combined with in-situ fatigue testing. Stock et al [200] investigate how

the topology of the fracture surface of AlLi alloy determines the onset and extent of closure

during unloading from the maximum load. A number of crack closure studies have followed

for various material, e.g. cast iron [122, 123], Ti-SiC [226]. The application of this technique

to study crack growth rate has been introduced in the work of Bu�ere et al [46, 45], Authors

looked at the morphology of cracks and correlated this to the crack growth rate of longer cracks

as a function of fatigue cycling. XR-CT is also capable to quantify separately the nucleation

of new cavities [115], their growth and �nally their coalescence [116]. This technique has also

renewed the interest of the experimental study of ductile damage during tensile deformation at

room and high temperature in engineering materials.

XR-CT is particularly interesting when most of the damage development occurs within

the bulk of the studied material (e.g., nucleation, growth and coalescence of damage in 3D

experiments). Many techniques have been developed in literature to characterize quantitatively

damage. Among these techniques, Digital Image Correlation (or Digital Volume Correlation

in 3D) is more and more used. By measuring the displacement �eld, this technique is used to

evaluate crack crack closure and crack propagation [122]. It can also be used to extract fracture

parameters e.g. stress intensity factors [185], energy release rates [130]... Damage mechanisms

and their quanti�cation have been reported for particulate composites by resorting to DVC

analyses [89, 91].

To date, the study of cracking phenomena in concrete at micro scale in 3D is still under

development. In this work, XR-CT imaging combined with compression tests will be used

to characterize damage on EPS concrete (or plaster) sample. The obtained CT images are

analyzed by image processing based on DVC to localize micro cracks within microstructure and

to investigate their evolution.

1.4 Outline of the thesis

The outline of this thesis is as follows.

In a �rst part, we develop numerical simulation tools based on the phase �eld method to

model microcracking in voxel-based models of complex microstructures.

In Chapter 2, the phase �eld method is introduced and described in details. Then, a shifted
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algorithm is proposed to decrease computational times. The numerical method is then validated

on several benchmarks and applied for the �rst time to our knowledge to XR-CT image-based

models of real cementitious materials, characterized by highly complex microstructures, some

obtained in this work through our XR-CT system. We show the capability of the phase �eld

method to be applied to such complex microstructural models and its advantages in voxel-based

models simulations of crack propagation.

In Chapter 3, we propose an extension of the phase �eld method for handling interfacial

damage, and appropriate algorithms to describe interfacial decohesion in voxel-based models of

microstructures. More speci�cally, the formulation that we propose does not imply additional

variables for describing the displacement jump at the interfaces and permits the use of the phase

�eld as an internal variable for describing the irreversible damage of interfaces. Benchmarks for

validation and applications to microcracking in complex microstructures are proposed.

In a second part, we describe the experimental imaging and testing procedures used to

provide the experimental data and construct the initial models for the numerical simulations.

In Chapter 4, a procedure to manufacture sample of plaster containing EPS beads is de-

scribed. The objective is to obtain a benchmark specimen, which can be used to validate the

numerical tool developed in part I. The new set-up for compression test and sample preparation

with several enhancement are introduced to optimize condition for a true uni axial compression

test. They will be used to perform the in-situ test combined with XR-CT. We present also the

procedures to determine elastic properties of plaster using compression tests monitored with a

digital image correlation (DIC) method. The results of this chapter will be analyzed in Chapter 5

and Chapter 8.

In Chapter 5, we propose a novel approach for the detection of cracks in the CT images of an

expanded polystyrene (EPS) light-weight concrete sample under compressive loading. The crack

network and its evolution through the heterogeneous microstructure can be characterized by an

adapted "DVC-assisted image subtraction" techniques, with the capacity to detect very tiny

cracks, decohesion in the porous region and provide a good reference to compare the crack evo-

lution at di�erent loading steps. The new method can be a generic and promising experimental

tool to detect the crack initiation and propagation in any heterogeneous material.

In a third part, we develop procedures combining the simulations and the experiments for

constructing the initial numerical models from the experimental XR-CT images, for describing

the boundary conditions to be applied on sub-volumes within simulations from 3D image cor-

relation, for inverse identi�cation of material parameters of the model, and for validation of the

numerical simulations.

In Chapter 6, we study by numerical simulation the in�uence of experimental conditions

defects (lack of parallelism, roughness on the faces of the sample...) to correct the experimental

conditions and obtain crack morphologies within the samples that can be compared with the

simulations. Then, a method using 3D image correlation is described to provide experimental

kinematic boundary conditions to be applied on sub-volumes of sample to address cases where
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the whole sample cannot be meshed with microstructural details.

In Chapter 7, we validate the phase �eld method by comparing the simulation results of

simple 2D tests on plaster samples, where experimental data are available from previous works

[179]. We provide direct qualitative and quantitative predictions of crack initiation levels and

crack propagation (length) which show the very good accuracy of the method to describe cracking

in brittle materials.

Finally, we provide in Chapter 8 direct comparisons between numerical simulations and

experimental results of 3D crack propagation in heterogeneous brittle cementitious materials.

First, plaster samples with embedded EPS beads are considered. The experimental XR-CT

images are �rst used to construct the initial models, and then the recorded 3D crack evolution

obtained from the in-situ test within the XR-CT is compared with the obtained numerical

simulations. Then we provide similar comparisons in much more complex cases of lightweight

concrete, where 3 phases are involved. There, a sub-volume is studied using the above-mentioned

techniques to again provide direct comparisons of 3D crack propagation between experiments

and numerical simulations using phase �eld.

Finally, some conclusions and perspectives are drawn.
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The main content of this chapter has been adapted from our published paper [157].

2.1 Introduction

The numerical simulation of crack propagation in highly heterogeneous materials is a very chal-

lenging problem. Recently, the use of experimental techniques such as X-ray microtomography

[72] has allowed to construct realistic microstructural models of material like concrete, biological

tissues (cortical bones), or composites, among many others. Developing damage models for these

highly heterogeneous materials taking into account the real microstructure o�ers new avenues

to predict more accurately fracture processes in related structures and is of formidable interest

in engineering.

The challenges and di�culties of microcracking in highly complex materials, as well as a

review of available numerical techniques for crack propagation simulation, have been reviewed

in Chapter 1. Furthermore, the advantages of the phase �eld method over other techniques has

been discussed.

In this chapter, crack propagation in highly heterogeneous microstructures, such as seg-

mented X-ray CT images of real material, which are used as direct input of the simulations, is

investigated by means of the phase �eld method, which here follows the algorithmic framework

proposed by Miehe et al. [138, 143]. To increase the computational e�ciency of the method, a

modi�ed shifted algorithm has been introduced, to compute the strain tensor split which leads

to a very simple and fast algorithm. The advantages of such an approach are demonstrated for

crack nucleation and propagation in voxel based models. Several applications to 2D and 3D

images of porous cement-based materials are provided.

The overview of this chapter is as follows. In sections 2.2 and 2.3, the main idea and

thermodynamic foundations of the phase �eld method such as presented in Miehe et al. [138, 143]

are reviewed. In section 2.4, the computational and algorithmic framework based on �nite

elements is presented. A shifted strain tensor split algorithm is introduced to simplify the

treatment of damage, assumed to be only induced by the tensile strain, to provide an e�cient

algorithm. Finally, numerical examples are presented in section 2.7.
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2.2 Regularized representation of free discontinuities

Let Ω ⊂ RD an open domain describing a cracked solid, with D the space dimension and ∂Ω its

boundary. Let Γ a curve of dimension D−1 within Ω (see Fig. 3.7). In a regularized framework,

the crack geometry is approximated by a smeared representation de�ned by a scalar parameter

d(x), x ∈ Ω, taking a unit value on Γ and vanishing away from it. It can be shown (see e.g.

[138]) that such a function can be determined by solving the following boundary value problem

on Ω: 
d− l24d = 0 in Ω,

d(x) = 1 on Γ,

∇d(x) · n = 0 on ∂Ω,

(2.1)

(a) (b)

Figure 2.1: Regularized representation of a crack: one dimensional case: (a) sharp crack model,

taking unitary value of d(x) at x = xΓ = L/2 (crack); (b) regularized representation through

phase �eld.
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Figure 2.2: Regularized representation of a crack: two-dimensional case: (a) sharp crack model;

(b) regularized representation through phase �eld.

where ∆(.) is the Laplacian, l is a regularization parameter describing the actual width of

the smeared crack, and n the outward normal to ∂Ω. A one-dimensional illustration of this
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concept is depicted for di�erent widths l in Fig. 2.1. In two and three dimensions, the solution

of (2.1) produces a smooth representation of the crack morphology (see Fig. 3.7(b)). It can be

shown that (2.1) is the Euler-Lagrange equation associated with the variational problem:

d(x) = Arg

{
inf
d∈Sd

Γl(d)

}
, (2.2)

with Sd = {d|d(x) = 1 on Γ ∀x ∈ Γ} and where

Γl(d) =

∫
Ω
γ(d,∇d)dΩ (2.3)

represents the total crack length. In (2.3), γ(d,∇d) denotes the crack density function per unit

volume, de�ned by:

γ(d,∇d) =
1

2l
d2 +

l

2
∇d · ∇d. (2.4)

The Γ− limit [41] of the principle (2.5) gives:

lim
l→0

{
Inf
d∈Sd

Γl(d)

}
= |Γ| . (2.5)

The variation of Γl is de�ned as:

δΓl =
∂Γl
∂d
· δd

∫
Ω

(
∂γ

∂d
δd+

∂γ

∂∇d
∇δd

)
dΩ (2.6)

Then, by using the integration by parts, we obtain:

δΓl =

∫
Ω

(
∂γ

∂d
−∇ ∂γ

∂∇d

)
δddΩ +

∫
S

n · [[∇dδd]]Γ dS (2.7)

suppose that d is continuous, so δd is continuous. Therefore, the variation of Γl include a volume

distribution and another of surface distribution:

∂Γl
∂d

=
∂γ

∂d
−∇ ∂γ

∂∇d
+ n · [[∇d]]Γ δS (2.8)

We denote the density of volume distribution:

Yc(d) =
d

l
− l∆d. (2.9)

2.3 Review of the Phase �eld method

2.3.1 Regularized variational framework

The variational approach to fracture mechanics provided by Francfort and Marigo [75] introduces

the following energy functional for cracked body:

E(u,Γ) = Eu(u,Γ) + Es(Γ) =

∫
Ω\Γ

Wu(ε(u))dΩ + gcHd−1(Γ) (2.10)
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where Wu is the strain energy density function, ε = 1
2

(
∇u +∇uT

)
, u is the displacement �eld,

gc is the fracture toughness, and Hd−1 is the Hausdor� surface measure giving the crack length

(d = 2) or surface (d = 3). The term Eu(u,Γ) represents the elastic energy stored in the

cracked body, and Es(Γ) is the energy required to create the crack according to the Gri�th

criterion. Then, the state variables are the displacement �eld u and the geometry of the crack

Γ. In a regularized framework (phase �eld method), fracture energy is regularized by the crack

density function γ(d,∇d) and the strain energy is replaced by energy of damageable material

Wu(ε(u), d), the above functional is substituted by the functional:

E(u, d) =

∫
Ω
Wu(ε(u), d)dΩ + gc

∫
Ω
γ(d)dΩ, (2.11)

where γ(d) is de�ned by (2.4). The total energy is then rewritten as E =
∫

ΩWdΩ in which

W = Wu(ε(u), d) + gcγ(d) (2.12)

2.3.2 Basics of thermodynamics and evolution of phase �eld

Assuming isothermal process, the Clausius-Duhem inequality states that:

φ = σ : ε̇− Ẇ ≥ 0 (2.13)

where σ is the Cauchy stress and φ is the dissipation. We can re-write (2.13) as:

σ : ε̇− ∂W

∂ε
: ε̇− ∂W

∂d
ḋ =

(
σ − ∂W

∂ε

)
: ε̇− ∂W

∂d
ḋ ≥ 0. (2.14)

It follows that if no damage occurs, i.e. for ḋ = 0, then φ = 0 and

σ =
∂W

∂ε
=
∂Wu

∂ε
(2.15)

A reduced form of the Clausius-Duhem inequality can be re-written as:

− ∂W

∂d
ḋ ≥ 0 (2.16)

The damage parameter d is an increasing function, i.e ḋ ≥ 0, the E.q.(2.16) become:

F = −∂W
∂d

= −gc
(
d

l
− l∆d

)
− ∂Wu

d
= Y − gcYc(d) ≤ 0 (2.17)

where Y = −∂W
∂d , and Yc is de�ned in E.q. (3.22). F is here the thermodynamic force

associated with d

With the conditions on the discontinuous surfaces for d 6= 1:

[[d]]Γ = 0, n · [[∇d]]Γ = 0 (2.18)

and on the boundary ∂Ω
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n · ∇d = 0 (2.19)

Dissipation due to crack propagation is regularized by gcΓl, while the total dissipation due

to damage is de�ned by:

Dm = −
∫

Ω
−∂Wu

∂d
ḋ ≥ 0 (2.20)

This de�nition corresponds to quality of the dissipation rest on an equilibrium trajectory,

when ḋ ≥ 0:

∂E

∂d
ḋ =

d

dt
Γ +

∂Wu

∂d
ḋ = 0 (2.21)

which corresponds to the classical expression of the dissipation:

Dm = −
∫

Ω

∂W

∂d
ḋdΩ =

d

dt
Γl (2.22)

The integration of a local normality law based on Y is now de�ned by:

F (Y, d) = Y − gcYc(d) ≤ 0, ḋ ≥ 0, F ḋ = 0 (2.23)

For ḋ > 0, F = 0 which gives:

F = −∂Wu (u, d)

∂d
− gcYc(d) = 0. (2.24)

2.3.3 Unilateral contact formulations

In what follows, we review several models for handling unilateral contact in cracks, to prevent

interpenetration in compression mode.

2.3.3.1 Modi�ed deviatoric fractures model

This model has been proposed for the �rst time in the work of Ramtani et al. [172], and applied

to predict the behaviour of rocks up to failure in the work of Comi [57]. This model has been

used in the regularized framework for brittle fracture of Amor et al. [16]. The main idea is to

decompose the trace of the strain tensor into positive and negative parts:

tr ε = 〈tr(ε)〉+ + 〈tr(ε)〉− (2.25)

where the operator 〈x〉+ = (x+ |x|) /2 and 〈x〉− = (x− |x|) /2. Then, it is assumed that damage

is created by expansion or shear. The strain energy density function then reads:

Wu (u, d) = {g(d) + k}
(
λ+ 2µ

2n
〈tr(ε)〉2+ + µεdev : εdev

)
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+
λ+ 2µ

2n
〈tr(ε)〉2− + µεsph : εsph. (2.26)

where n = 2 for 2D case, and n = 3 for 3D case.

However, in general this model is not able to avoid material interpenetration in proximity of

the crack when combined compression and shear loading are involved.

2.3.3.2 Tensile fractures

Use of computing the eigenvalues of the elastic strain tensor to separate compressive and tensile

parts of the strain has been introduced, e.g. in [162]. The application of this assumption to

concrete material is discussed in the work of Contrafatto et al [58]. Following the work of Miehe

[139], we have adopted this model in this thesis work. In that case, the strain density energy

function is given by:

Wu (u, d) = Ψ+ (ε(u)) {g(d) + k}+ Ψ− (ε(u)) . (2.27)

The strain �eld is then decomposed into extensive and compressive modes as

ε = ε+ + ε− (2.28)

and

Ψ+(ε) =
λ

2

(
〈Tr(ε)〉+

)2
+ µTr

{(
ε+
)2}

, (2.29)

Ψ−(ε) =
λ

2

(
〈Tr(ε)〉−

)2
+ µTr

{(
ε−
)2}

, (2.30)

where

ε+ =
D∑
i=1

〈
εi
〉

+
ni ⊗ ni, ε− =

D∑
i=1

〈
εi
〉
− ni ⊗ ni. (2.31)

where εi and ni are the eigenvalues and eigenvectors of ε, i.e. satisfying εni = εini.

2.3.4 Thermodynamics and phase �eld equations

In what follows we derive the equation governing the evolution of the phase �eld d(x), here used

as a damage variable.

The degradation function g(d) in (2.27) is assumed to have the simple form:

g(d) = (1− d)2. (2.32)

The function g(d) has been chosen such that g′(1) = 0 to guarantee that the strain energy

density function takes a �nite value as the domain is locally cracked (see e.g. [41]) and g(0) = 1

to guarantee that the material is initially undamaged, g(1) = 0 is limit for fully damaged. The

quadratic function is chosen here g(d) = (1−d)2, that is the simplest case to ensure the existence
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of a solution regular in the sense of Carfagni. Alternatively the quartic function, and the cubic

function are introduced in the work of Karma et al [103], Borden [30]. The small parameter

k << 1 is introduced to maintain the well-posedness of the system for partially broken parts of

the domain. It follows that if ḋ > 0 then the thermodynamic force F associated to ḋ is given

by:

F = 2(1− d)Ψ+ − gcYc(d). (2.33)

As 2(1− d)Ψ+ ≥ 0, then

Yc(d) ≥ 0, if ḋ ≥ 0. (2.34)

Expressing the variation of crack length:

d

dt
Γl =

∫
Ω
Yc(d)ḋdΩ, (2.35)

we can check that due to (2.34)

Γ̇l ≥ 0, (2.36)

satisfying non-reversible evolution of cracks.

In addition, to handle loading and unloading histories, Miehe et al. [138] introduced the

strain history functional:

H(x, t) = max
τ∈[0,t]

{
Ψ+ (x, τ)

}
(2.37)

which is substituted to Ψ+ in (3.21). It yields the following phase �eld problem to be solved to

evaluate the �eld d(x, t) at time t, using (3.22):


2(1− d)H− gc

l

{
d− l2∆d

}
= 0 in Ω,

d(x) = 1 on Γ,

∇d(x) · n = 0 on ∂Ω.

(2.38)

A viscous regularization was proposed in [138]. However, in the present work we have not

used it.

2.4 Finite element discretization and simpli�ed algorithm

In this section we derive the weak forms associated to mechanical and phase �eld problems and

their Finite Element discretizations.
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2.4.1 Phase �eld problem

2.4.1.1 Weak form

Starting from (2.38)1, multiplying by a test function δd and integrating over Ω, we obtain:∫
Ω

{
2(1− d)Hδd− gc

l

(
d− l2∆d

)
δd
}
dΩ = 0. (2.39)

Using the property:

(∆d) δd = ∇ · (∇dδd)−∇d · ∇(δd) (2.40)

and the divergence theorem, Eq. (2.39) is rewritten as:∫
Ω

{
2(1− d)H− gc d

l

}
δd−

∫
Ω
gcl∇d · ∇(δd) dΩ

+

∫
∂Ω
gcl∇d · nδd dΓ = 0 (2.41)

Using (2.383), we �nally obtain:∫
Ω

{(
2H+

gc
l

)
dδd+ gcl∇d · ∇(δd)

}
dΩ =

∫
Ω

2HδddΩ. (2.42)

In the present work, the computations are performed in quasi-static conditions. Then, the

time steps introduced in the following actually refer to load increments. Introducing a time

stepping, the problem to be solved at time tn+1 is expressed by seeking d(x) ∈ Sd, such that:∫
Ω

{(
2Hn +

gc
l

)
dn+1δd+ gcl∇dn+1 · ∇(δd)

}
dΩ =

∫
Ω

2HnδddΩ.

∀δd(x) ∈ H1
0 (Ω). (2.43)

where Hn = H(un) is computed from the previous time step by:{
Hn+1(x) = Ψ+

n+1(x) if Ψ+
n+1(x) > Ψ+

n (x),

Hn+1(x) = Ψ+
n (x) if Ψ+

n+1(x) ≤ Ψ+
n (x).

(2.44)

Note that Eq. (2.44) is the algorithmic counterpart of Eq. (2.37).

2.4.1.2 FEM discretization of phase �eld problem

In this work, 2D and 3D problems are considered. For 2D problems, a mesh of linear 3-node

triangles has been employed, while for 3D problems regular meshes with 8-node trilinear elements

have been used. For the sake of clarity, only 2D FEM discretization is detailed. The phase �eld

and phase �eld gradient are approximated in one element by

d(x) = Nd(x)di and ∇d(x) = Bd(x)di, (2.45)
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where di are the nodal values of dn+1.

The same discretization is employed for the variations:

δd(x) = Nd(x)δdi and ∇δd(x) = Bd(x)δdi (2.46)

where Nd(x) and Bd(x) are vectors and matrices of shape functions and of shape functions

derivatives for scalar �elds, respectively. Introducing the above FEM discretization in (2.4.1.1)

results into a linear system of equations:

Kdd = Fd (2.47)

where d is the vector containing all nodal phase �eld variables,

Kd =

∫
Ω
{(gc
l

+ 2Hn)NT
dNd + gclB

T
dBd}dΩ (2.48)

and

Fd =

∫
Ω

2NT
dHndΩ. (2.49)

In (2.48), Hn is evaluated at the Gauss points by (2.44).

2.4.2 Displacement problem

2.4.2.1 Weak form

The weak form associated with the displacement problem is found by solving the variational

problem:

u(x) = Arg

{
inf

u∈Su

(
E(u, d)−W ext

)}
(2.50)

where Su =
{
u|u(x) = ū on ∂Ωu, u ∈ H1(Ω)

}
and W ext =

∫
Ω f · udΩ +

∫
∂ΩF

F · udΓ with f

and F body forces and prescribed traction over the boundary ∂ΩF . We obtain the classical weak

form for u(x) ∈ Su:

∫
Ω
σ : ε(δu)dΩ =

∫
Ω

f · δudΩ +

∫
∂ΩF

F · δudΓ ∀δu ∈ H1
0 (Ω), (2.51)

where σ = ∂Wu
∂ε is given using (2.27) and (2.32), by:

σ =
(
(1− d)2 + k

) {
λ 〈Trε〉+ 1 + 2µε+

}
+ λ 〈Trε〉− 1 + 2µε−. (2.52)
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Figure 2.3: 1D problem to analyze the analytical solution: Geometry and boundary condition

2.5 Analytical solution of the one dimensional problem

In this section, we provide analytical solution for the phase �eld problem in one dimensional

domain Ω = R1 containing a crack in its middle section is considered, as depicted in Fig. 2.11.

The material is assumed elastic and brittle, with Young's modulus E.

To arrive at the dimensionless formulation, we �rst setting the space variable x as well as

the regularization length l are scaled by the macroscopic dimension L of the considered body,

according to:

x =
x

L
, l =

l

L
(2.53)

the macroscopic dimension L is de�ned as:

L =
gc
chE

(2.54)

where the non-dimensional constant ch is used to control the scaling of the problem (ch is

usually chosen such that the size of the elements in the mesh have an area equal to one yields

good results [32]). The material parameter is chosen E = 1/ch and gc = 1. The displacement

and the strain is here de�ned by

u =
u

L
and ε =

du

dx
. (2.55)

The boundary problem is de�ned by:
dσ
dx = 0

σ = (g(d) + k)Eε with u(±1) = ±u0

2(1− d)Ψ+ − gc

l

(
l
2 d2d

dx2 − d
)

= 0 with
dd

dx
(±1) = 0.

(2.56)

In the case of monotonic traction load, Ψ+ = Ψ = Eε2/2 and from (2.56)3 we have:

(1− d)ε2 +
gc

l

(
l
2 ∂2d

∂x2 − d
)

= 0. (2.57)

2.5.1 Solution of initial state

At initial state the load is zero, so σ = 0, ε = 0 . We assume the parameter k to be equal to

zero, . Then, the problem (2.57) is reduced to:
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l
2 d2d
∂x2
− d = 0

dd

dx
(±1) = 0

d(x = 0) = 1.

(2.58)

The solution of this problem is given by

d(±x) = cosh

(
x

l

)
± coth

(
1

l

)
sinh

(
x

l

)
. (2.59)

When l→ 0 then

d→ e−|x|/l. (2.60)

The solution (2.60) only depends on x and on the regularization parameter l. When l → 0,

the discrete solution is recovered, i.e. d(x = 0) = 1.

2.5.2 Monotonic tensile loading

The problem (2.57) is considered under monotonic tensile loading. We assume here that l� 1.

We consider only the positive part, the kinematic relation is de�ned by the following:
ε =

∂u

∂x∫ 1
0 εdx = u0

u(1) = u0

u(0) = 0.

(2.61)

The stress σ = (g(d) + k)Eε being constant, hence:

u0 =
σ

E

∫ 1

0

1

g(d) + k
dx. (2.62)

Using the solution of d in (2.60), we have:∫ 1

0

1

g(d) + k
dx =

∫ 1

0

1

1− 2exp(−x
l
) + exp(−2x

l
) + k

dx. (2.63)

De�ning

G(x, k, l) =
l

1 + k

[
ln

(
(1 + k)exp

(
2x

l

)
− 2exp

(
x

l

)
+ 1

)

+
2√
k

arctan

(1 + k)exp
(

x
l
− 1
)

√
k

 , (2.64)

∫ 1

0

1

g(d) + k
dx = G(x = 1, k, l)−G(x = 0, k, l), (2.65)
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the stress is provided by the expression:

σ = E
u0

G(x, k, l)
. (2.66)

Eq. (2.66) shows that the stress depends on the coe�cient k and on the regularization length

l.

2.5.2.1 FEM discretization of displacement problem and shifted strain split algo-

rithm

To avoid the nonlinearity related to the decomposition of the strain �eld (2.28)-(2.31) at time

tn+1, we introduce two shifted strain tensor split algorithms. Theses algorithms have been

originally proposed in this PhD thesis and have been published in [157].

Split algorithm 1 : ε+
n+1 ' P+

n : εn+1, ε−n+1 ' P−n : εn+1, (2.67)

where P±n = ∂ε±n
∂εn

can be expressed thanks to the algorithm presented in Miehe and Lambrecht

[139]. This algorithm seems to have been used in [138], although not explicitly described. Such

a simpli�cation might induce small time steps to maintain a good accuracy of the solution. To

overcome this drawback, we propose a second algorithm, described as follows.

Split algorithm 2 : ε+
n+1 ' P̃+

n+1 : εn+1, ε−n+1 ' P̃−n+1 : εn+1, (2.68)
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Figure 2.4: Evolution of the projection tensor between two time step tn and tn+1.

where

P̃+
n+1 ' P+

n + ∆tn
∂P+

n
∂t

P̃−n+1 = I− P̃+
n+1;

(2.69)
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with ∆tn = tn+1 − tn, and ∂P+
n

∂t '
P+
n−P+

n−1

∆tn−1
. We then allow time steps to be adapted, as when

cracks begin nucleating and propagating, smaller time steps might be required. Furthermore,

in the broken zone (d ' 1), the decomposition (2.31) might lead unphysical values of ε±. To

alleviate this issue, we introduce a weight function β(d) such that β(d = 0) = 0, β(d = 1) = 0,

e.g. β(d) = (1− d)2:

P+
n+1 ' P+

n + β(dn)∆tn
∂P+

n

∂t
. (2.70)

This ensures that for β(d = 0) behavior is linear and the projector tensor is well de�ned. For

d = 1, the property β(d = 1) = 0 leads to compute the projector tensor as the projector from

the previous load increment.

In addition, we propose the following approximations:

〈Trεn+1〉+ ' R
+ (εn)Trεn+1, 〈Trεn+1〉− ' R

− (εn)Trεn+1, (2.71)

with

R+ (εn) =
1

2
(sign (Trεn) + 1) , R− (εn) =

1

2
(sign (−Trεn) + 1) . (2.72)

A FEM discretization and the vector form for second order tensors in 2D are introduced,

namely: [ε] = {ε11; ε22; 2ε12}T , [σ] = {σ11;σ22;σ12}T , [1] = {1; 1; 0}T , as well as the FEM

approximations u = Nui, δu = Nδui, [ε(u)] = Bui, [ε(δu)] = Bui; ui denoting nodal displace-

ments at time tn+1. Setting R± (εn) ≡ R±n and P± (εn) ≡ P±n , where P± are the matrix forms

associated with the fourth-order tensors P±, then the stress can be expressed at time tn+1 by:

[σn+1] =
(

(1− dn+1)2 + k
){

λR+
n ([εn+1] · [1]) [1] + 2µP+

n [εn+1]
}

+ λR−n ([εn+1] · [1]) [1] + 2µP−n [εn+1] . (2.73)

Introducing the above FEM discretization and approximations (2.68)-(2.72) in (2.51), the

linear system of equations is obtained:

{K1(dn+1,un) + K2(un)}un+1 = Fn+1 (2.74)

with

K1(dn+1) =

∫
Ω

BT
{(

(1− dn+1)2 + k
) (
λR+

n [1]T [1] + 2µP+
n

)}
BdΩ, (2.75)

K2 =

∫
Ω

BT
{
λR−n [1]T [1] + 2µP−n

}
BdΩ, (2.76)

Fn+1 =

∫
Ω

NT fdΩ +

∫
∂ΩF

NTFn+1dΓ. (2.77)
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We can note that such algorithms then do not require Newton linearization for the displace-

ment problem, as in each algorithm, the computation of P± is performed at the previous time

step. However, as pointed in [132], such staggered algorithm cannot handle snap-back-type in-

stabilities. If such phenomena occur, a monolythic solving procedure with arc-length control

may be required. We have assumed in this work that we do not encounter such phenomena.

2.5.3 Overall algorithm

The overall algorithm, involving the previously mentioned shifted strain decomposition algorithm

(split algorithm 2), is described as follows.

Initialization. Initialize the displacement �eld u0(x), the phase �eld d0(x), and the

strain-history functional H0 = 0.

WHILE tn+1 ≤ T , given un, dn and Hn,

1. Compute P̃+(εn), P̃−(εn), R+(εn) and R−(εn) by (2.70)-(2.72).

2. Compute the strain history functional Hn+1 by (2.44).

3. Compute dn+1(x) by solving the linear phase �eld problem (3.62).

4. Compute un+1(x) by solving the linear displacement problem problem (2.74).

5. (.)n ← (.)n+1 and go to (1).

All numerical examples studied in this thesis work have been implemented in a house-made

code with Matlab. We have extensively optimized the code and parallelized many portions to

allow the study of large examples in reasonable time. In addition, an iterative Biconjugate

gradient stabilized solver [186] was used to solve the largest systems [59].

2.6 Discussion on the in�uence of input parameters in the phase

�eld numerical simulations

In this section, we discuss the in�uence of the numerical parameters on the simulation results

using the phase �eld method. More speci�cally, we study: the in�uence of (a) the mesh size, (b)

the loading increments size, (c) the regularization parameter l in (2.38). For this purpose, we

consider a benchmark problem with features similar to that of the experimental tests studied

in Chapter 7. The benchmark described in Fig. 2.5 consists into a drilled sample subjected to

compression. Compression tests are often preferred to tensile ones in civil engineering because

of their better stability during crack propagation (see e.g. [190, 227]). More details about the

real corresponding experimental test are provided in the following. The geometry of the sample

and boundary conditions are depicted in Fig. 2.5. The material parameters have been chosen as

E = 12 GPa, ν = 0.3 and gc = 1.4 N/m from the experimental values provided in [180]. Plane

strain conditions are assumed. A part of this section has been submitted in [158].
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Uy = U
_

Figure 2.5: Benchmark problem for analyzing the in�uence of numerical parameters on the

simulation results: geometry and boundary conditions.

2.6.1 In�uence of the mesh size

In a �rst test, we investigate the convergence of the mechanical response with respect to mesh

re�nement. In all examples of this work, linear elements have been used, i.e. triangles in 2D and

tetrahedra in 3D. Here, the regularization parameter is �xed to l = 0.1 mm. We discuss in the

following how to choose this parameter. It has been shown in [138] that given l, the criterion

h ≤ l/2 (2.78)

must be ful�lled. Monotonic compressive displacement increments of U = −1 × 10−4 mm

have been prescribed for 250 load increments. Then we have performed several simulations using

re�ned meshes, where the characteristic size of the elements varies between h = 0.01 mm and

h = 0.1 mm. Let us de�ne the overall critical axial stress σ∗ as the ratio of the y-component

of the resultant force prescribed at the top of the sample to the area of its upper face, when

damage reaches the value d = 1 for the �rst load increment at some node in the mesh (i.e.

stress associated to the onset of the �rst crack). We study in Fig. 2.6 the convergence of this

quantity with respect to mesh size. A clear convergence is observed, with results becoming mesh

independent when condition (2.78) is ful�lled. This con�rms results of [138].

2.6.2 In�uence of the load increment

Next, we analyze the in�uence of the load increment ∆U in the numerical simulation on the

mechanical response. We have used several load increments from ∆U = 1.5 × 10−3 mm to

∆U = 3 × 10−5 mm. Results are presented in Fig. 2.7. In Fig. 2.7(b), we study the evolution

of σ∗ with respect to ∆U and can appreciate the related convergence: the evolution of σ∗ is

below 2% when the increment goes from 5.10−5 to 3.10−5. This con�rms the stability of the

easy-to-implement staggered algorithm as soon as su�ciently small loading steps are used. Too
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Figure 2.6: Convergence of the solution with respect to mesh size.

large steps tend to delay the initiation of damage and thus harden the overall response of the

structure.
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Figure 2.7: Convergence of the solution with respect to the displacement increments in the

numerical simulation: (a) Load - displacement curve; (b) σ∗ for various displacement increments.

2.6.3 Choice of the regularization parameter l

In this section, following Amor et al. [16], we show that the regularization parameter l in (2.38)

depends on material parameters. To illustrate this point, we consider a bar under uniaxial

traction as depicted in Fig. 2.8. We assume that the Poisson ratio is zero. In this con�guration

and in the absence of initial defects, the damage distribution is assumed to be homogeneous, i.e.

∇d(x) = 0.

From section 2.3.2, we have:

F = 2(1− d)Ψ+ − gcYc = 0. (2.79)

For a uniform damage parameter as in the considered 1D problem, Yc reduces to Yc = d/l.
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s

s

Figure 2.8: 1D problem for the analysis of the phase method in an initially homogeneous situa-

tion.

For uniaxial tension, and assuming k ' 0 we can write from (2.82):

σ = g(d)Eε, Ψ+ =
1

2
Eε2. (2.80)

with g(d) = (1− d)2. Then using (2.79), we obtain the relation:

(1− d)Eε2 − gc
l
d = 0. (2.81)

The strain and stress can then be expressed by:

ε(d, l) =

√
gcd

lE(1− d)
, (2.82)

σ(d, l) =
√
d(1− d)3

√
Egc
l
. (2.83)

The maximum value of the stress with respect to d is given by:

σc = Arg

{
sup

d=[0 1]
σ(d, l)

}
(2.84)

which is reached for d = 1/4, corresponding to the critical value of the stress σc:

σc =
9

16

√
Egc
3l

(2.85)

and of the strain:

εc =

√
gc

3lE
(2.86)

These obtained formulations are similar with the result in the work of Amor et al [17]. From

these expressions, it is clear that the critical stress will increase as l decreases. In the limit
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of l tending to zero, i.e., when the phase-�eld formulation coincides with the discrete fracture

formulation, the crack nucleation stress becomes in�nite. This observation is consistent with

the predictions of Gri�th's theory, which only allows for crack nucleation at stress singularities.

Eq. (2.86) gives a relationship between l and the material parameters, namely the Young modu-

lus, E, the gri�th critical surface energy, gc, and σc, which now refers now to the critical stress

leading to rupture in a uniaxial uniform tension test:

l =
27Egc
256σ2

c

. (2.87)

Note that this relation only holds for uniaxial traction without damage gradient and only

provides an estimation for l but clearly shows that l can be linked to material parameters. From

the values of gc and σc identi�ed experimentally in [180] for a plaster material, i.e. E = 12 GPa,

σc = 3.9 MPa and gc = 1.4 N/m we obtain l ' 0.1 mm.

In the next test, we show numerically that the mechanical response does not converge with

respect to the parameter l. An unstructured mesh with minimal element size hmin = 0.01 mm

is employed around the hole where the cracks should initiate, and with maximal element size

hmax = 1 mm away from the hole, such that mesh size ensures numerical convergence of the

computations for all values of l considered hereafter. The displacement increment is chosen as

∆U = 10−4 mm. In Fig. 2.9(a), the evolution of the solution with respect to the regularization

parameter l is plotted for di�erent values of l ranging from 0.025 mm to 0.5 mm. In Fig. 2.9(b),

the stress required to onset the �rst crack σ∗ is plotted versus l. While the force-displacement

curve in Fig. 2.9(a) seems to converge when l decreases (indeed towards a purely elastic response),

it is obvious that this is not the case for the value of σ∗. This test illustrates the fact that the

regularization parameter l must be identi�ed as a material parameter, i.e. each value of l will

lead to a di�erent response of the structure.
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Figure 2.9: Evolution of the solution with respect to the regularization parameter l: (a) Load

- displacement curve; (b) σ∗ versus l
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2.7 Numerical examples

2.7.1 One-dimension solution

In this �rst example, we compare the analytical solution obtained in section 2.5 with a FEM nu-

merical solution. The material parameters are chosen as E = 2 GPa, ν = 0, gc = 10−4 kN/mm,

the regularization length is taken l = 0.05 mm. The length of the bar is L = 2 mm. Then we

obtain l = 0.025, E = 1 GPa. Results are provided in Fig. 2.10, showing a good agreement

between the numerical solution and the analytical solution.
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Figure 2.10: 1D problem: Comparison the stress response of analytical and numerical solution

2.7.2 Validation of the shifted tensor split algorithm: curved crack propaga-

tion in 2D

The main purpose of this �rst example is to validate the algorithm introduced in section 2.5.2.1.

For this purpose, we consider the problem of curved crack propagation introduced in [138]. A

square domain whose side length is L = 1mm contains an initial crack, as depicted in Fig. 2.11.

The lower end (y = 0) of the domain is blocked along x- and y-directions. On the upper end

(y = L), the displacement along y is �xed to zero, while the uniform x−displacement U is

increased with time. Due to this shear loading, a curved crack initiates and propagates.

The initial cracked domain is meshed according to the initial geometry described in Fig. 2.11(a).

The mesh is re�ned in the expected crack propagation zone, as shown in Fig. 2.11(b) and in-

volves 74124 elements. The typical size of an element in the crack propagation zone is about

hmin ≈ 6.10−4 mm and hmax = 0.02 mm in the rest of the domain.

Plane stress is assumed. The solid is supposed to be homogeneous isotropic solid (typical

of a metal) with properties λ = 121.15 GPa and µ = 80.77 GPa. The fracture toughness is

gc = 2700 N/m [138]. Two displacement increments U = 10−5 mm and U = 2.10−5 mm have

been tested, and have been prescribed for 1500 load increments. The length scale parameter is

chosen as l = 0.0075 mm. The evolution of the crack during the simulation is shown in Fig. 2.12.
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Figure 2.11: Shear crack propagation problem: (a) geometry and boundary conditions; (b) FEM

mesh.

Figure 2.12: Phase �eld d(x) distribution during crack evolution for the shear crack propagation

problem for U = 10.10−3 mm and U = 13.10−3 mm.

To demonstrate the advantage of the proposed algorithm, we have compared the solutions

provided by the two schemes de�ned in section 2.5.2.1 with the solution provided in [138], which

involves viscous regularization. Then, we have computed the load-displacement curve for the

two load increments mentioned above. The results are presented in Figs. 2.13. We can note

in Fig. 2.13(a) that when small load increments are used, both algorithms provide accurate

solutions with respect to the reference solution of [138]. However, when larger load increments

are used, we can see that the algorithm 2 maintains a more accurate solution than algorithm 1.

In Fig. 2.13(b), we have studied the convergence of the maximum load before failure with

respect to the load increment. We can note that the convergence is increased with algorithm 2,
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allowing larger load increments for computational saving.
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Figure 2.13: (a) Comparison of force-displacement curve for two split algorithms; (b) convergence

of the maximum load before failure with respect to the load increment for both algorithms.

Next, we investigate the convergence of the maximum load before failure with respect to

the mesh size. In that case, a regular mesh has been employed on the geometry described in

Fig. 2.11(a). The algorithm 2 has been used. The parameter l = 0.01 mm and the load increment

is U = 10−5 mm. The results are provided in Fig. 2.14, demonstrating the convergence.
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Figure 2.14: Convergence analysis of the maximum load before failure with respect to the mesh

size.

Finally, we investigate the capability of the split algorithm to handle auto-contact in a

fatigue crack propagation. For this purpose, the same initial domain as described in Fig. 2.11(a)

is used, but traction conditions are prescribed, i.e. y− displacements are prescribed while

x−displacements are free. Here again, the algorithm 2 has been used. The evolution of the

prescribed displacements is depicted in Fig. 2.15(a). In �gure 2.15(b), the ε22 strain component

in one element located just near the crack tip is plotted with respect to the resultant force on the

upper end of the domain. We can note that the split algorithm is able to predict the progressive

damage of the material in the case of cyclic loading.
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Figure 2.15: (a) Prescribed loading for the cyclic traction test; (b) ε22 strain component in one

element near the crack tip with respect to the load.

2.7.3 Traction test of a microtomography image-based mortar sample in 2D

The purpose of the next series of test is to demonstrate the potential of the phase �eld method

to handle highly complex microstructures such as those arising from microtomography images

of real materials. The di�erent examples have then been selected as tough and challenging

problems for crack propagation.

In this example, we consider a model of mortar made of cement paste and sand particles.

The geometry of the microstructure has been obtained by segmentation of a microtomography

image. The data were kindly provided by Assistant Professor Sylvain Meille and Dr. Ing.

Jerome Adrien, MATEIS laboratory- UMR CNRS, INSA Lyon, University of Lyon, France.

The geometry of the inclusions in the model is described in Fig. 2.16(a).

The domain contains an initial crack of length a = 0.1L, L = 1 mm, which is here de�ned

by prescribing nodal values of the phase �eld d(x) = 1 for the nodes on the crack. On the

lower end (y = 0), the y−displacements are blocked, while the x−displacements are free. The

node (x = 0), (y = 0) is blocked. On the upper end, the x−displacements are free, while the

y−displacements are prescribed, with an increasing value of U during the simulation. Plane

strain is assumed.

Three models are considered, each of them were obtained by segmenting the original image

rescaled to three di�erent resolutions. In each case, the voxel data are transferred into a regular

grid of square domains associated with voxels, each divided into 2 3-nodes elements. The models

contains 125 × 150, 250 × 300 and 500 × 600 elements, respectively. Fig. 2.16(a) shows the

discretization associated with the last case. In this �gure, white and black colors refer to matrix

and inclusions, respectively. The material is a mortar composed of a cement paste (matrix) and

sand (inclusions). The chosen material parameters of each phase are: Ei = 30 GPa, νi = 0.3

(inclusions) and Em = 10 GPa, νm = 0.2 (matrix). The fracture toughness is gc = 250 N/m.
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(a) (b)

Figure 2.16: Traction test of a microtomography image-based mortar sample in 2D: (a) geometry

of the phases; (b) geometry of the domain and boundary conditions.

These numerical values have been chosen as the experimental ones described in [144], [97]. In all

the examples of the present work, we have used the same gc for all materials when two phases

are involved in the microstructure. The computation is performed with monotonic displacement

increments of U = 10−4 mm during the �rst 65 load increments and U = 5.10−6 mm during the

last 500 increments corresponding to the softening part of the curve. The length scale parameter

is chosen as l = 0.016 mm. The crack evolution for the di�erent discretizations associated with

di�erent segmentations cases is depicted in Fig. 2.17.

We can note that the crack path is not much sensitive to the mesh re�nement, despite of

the highly heterogeneous nature of the microstructure and the large number of inclusions, with

complex geometries and a wide span of sizes. A comparison of the load/displacement curves for

the three cases is depicted in Fig. 2.18. A convergence of the di�erent responses is observed for

the di�erent re�ned models. We can conclude that the phase �eld method is a promising tool

for crack propagation in highly heterogeneous materials models obtained from microtomography

images, mostly thanks to the weak dependency on the mesh re�nement.

2.7.4 Shear test of a microtomography image-based mortar sample in 2D

In this example, we consider another slice taken from the same 3D microtomography image than

in the previous example. The dimensions of the sample are the same as previously. However,

the load here consists into shear conditions, as described in Fig. 2.19 (b). The geometry of the

phases is described in Fig. 2.19(a). On the lower end (y = 0), the y−displacements and the
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Figure 2.17: Traction test of a 2D microstructure de�ned by micro tomography image, crack

propagation for lower end displacement U = 0.008 mm (left) and U = 0.00845 mm (right).

From up to down: 125× 150, 250× 300 and 500× 600 elements discretizations.

x−displacements are blocked. On the upper end, the y-displacements are blocked, while the x-

displacements are prescribed, with an increasing value U during the simulation. The parameter

l = 0.016 mm.

Here again, the same three resolutions as in the previous example are considered. The

material parameters are the same as in the previous example. The crack evolution for the

di�erent segmentation cases is depicted in Fig. 2.20.

Due to the shear load, we can note that the crack path deviates from the original orientation

of the crack, as in the example of Fig. 2.12. In this case, the microstructure has been chosen
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Figure 2.18: Load-de�ection curve for the three segmentation of microtomography image-based

models of mortar samples.

(a) (b)

Figure 2.19: Shear test of a microtomography image-based mortar sample in 2D: (a) geometry

of the phases; (b) geometry of the domain and boundary conditions

such that one inclusion is in the path of the crack, to evidence the capability of the technique

to propagate cracks in highly heterogeneous microstructures. No strong di�erence is noticed for

the crack path with the di�erent resolutions. The comparison of the load/displacement curves

for the three cases is depicted in Fig. 2.21. The load curve is found to converge to the value

of the �nest resolution. The step-like look of the curve is due to the fact that the crack passes

through some inclusions during the loading.
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Figure 2.20: Shear test of a 2D microstructure, crack propagation for lower end displacement

U = 0.0175 mm (left) and U = 0.0235 (right). From up to down: 125 × 150, 250 × 300 and

500× 600 elements discretizations.

2.7.5 Compression test of a microstructure with uniformly distributed pores

In this next example, a microstructure made of plaster containing periodically distributed holes

is considered. This example has been studied numerically and experimentally in [179, 209]. The

domain, containing 23 holes with diameter d = 0.2 mm, as depicted in Fig. 2.22, is subjected to

compression. The dimension of the sample is L = 1 mm (see �gure 2.22).

The domain is meshed with elements whose characteristic size is h ≈ 6.10−3 mm, involving

299893 triangular elements. The properties of the matrix are E = 12 GPa, ν = 0.3 and gc = 1.4
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Figure 2.21: Shear test of a microtomography image-based mortar sample in 2D: load de�ection

curves for the three resolutions.

Y

X

2L

3L

U

Figure 2.22: Compression test of a plate with regular distribution of holes: geometry of the

domain and boundary conditions.

N/m. Monotonic compressive displacement increments of U = −1.5.10−4 mm is prescribed for

the �rst 100 load increments and U = −3.10−5 mm in last 700 load increments. The length

scale parameter is chosen as l = 0.012 mm. In Fig. 2.23, the evolution of the crack patterns with

the a MFPA2D simulation conducted in [209] are compared. The method captures the vertical

crack propagation observed in the experiments performed in [179, 180] and in the simulations

performed in [209]. The corresponding load curve is provided in Fig. 2.24. This example il-

lustrates the capability of the method to nucleate cracks from undamaged microstructure, with
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correct prediction of the crack path following the nucleation.

Figure 2.23: Compression test of a plate with regular distribution of holes: crack morphology

�eld d(x) at prescribed displacements: (a) U = 22.10−3 mm; (b) U = 26.10−3 mm; (c) and

(d) U = 33.10−3 mm. The crack distribution depicted in (d) has been obtained by MFPA2D

simulation [209].

2.7.6 Compression test of a 3-phase microstructure without pre-existing

cracks

In this example, a microtomography-based microstructure of a three-phases porous cementitious

material is under consideration. The studied material is an EPS lightweight concrete [146], made

from quartz sand and EPS beads embedded in a cement matrix. A microtomography image was

recorded in about 45 min using an XR-CT laboratory scanner available at Laboratoire Navier,

with a voxel size of 15 µm. The grey level image was segmented in order to separate the three

phases of the microstructure. The dimension of the sample is L = 1 mm (see �gure 2.25)(b). As
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Figure 2.24: Compression test of a plate with regular distribution of holes: load-de�ection curve.

depicted in the same �gure, the white, grey and black phases correspond to matrix, inclusions

and pores, respectively.

(a) (b)

Figure 2.25: Compression test of a microtomography image-based model of porous cement based

material: (a) microstructure: the white, grey and black phases correspond to matrix, inclusions

and pores, respectively; (b) geometry of the domain and boundary conditions.

On the lower end, the y−displacements are blocked while the x−displacements are free.

On the upper end, the x−displacements are free, while the y-displacements are prescribed at

value of U which increases during the simulation. Plane strain is assumed. The model consists

of 550 × 550 pixels, each associated with a material property of matrix, inclusion or holes,
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according to the data obtained from the microtomography image segmentation. The voxel

data are transferred into a regular grid of square domains associated with voxels, each divided

into 2 3-nodes elements. The material parameters of inclusions and matrix are, respectively:

Ei = 30 GPa, νi = 0.3, and Em = 10 GPa, νm = 0.2. The pores are meshed and have elastic

properties Ep = 10−10 GPa, νp = 10−10. The fracture toughness is gc = 250 N/m, and assumed

to be identical for the di�erent phases. This assumption is made for all further examples. The

simulation is performed with monotonic displacement increments of U = −10−4 mm during

the �rst 110 load increments and U = −10−6 mm during the last 240 load increments which

correspond to the propagation of the micro cracks. The length scale parameter is chosen as l =

7.5.10−3 mm. In this example, the domain does not contain pre-existing cracks, and the cracks

�rst nucleate and then propagate with increase of the compressive load. The crack distribution

evolution for di�erent load increments is depicted in Fig. 2.26. The load-displacement curve is

provided in Fig. 2.27. We can observe that several cracks are nucleated from the pores and can

propagate either in the matrix or in the inclusions, with complex paths. When the microcracks

start nucleating, the materials strength quickly drops. This examples shows the potential of the

method for describing microcracking, involving nucleation and complex crack patterns in real

microstructures.

Figure 2.26: Compression test of a microtomography image-based model of cementitious ma-

terial: crack propagation for (a) U = 20.5 × 10−3 mm, (b) U = 23.5 × 10−3 mm, (c)

U = 24× 10−3 mm and (d) U = 25× 10−3 mm.
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Figure 2.27: Compression problem: stress-de�ection curve.

2.7.7 Traction test of a 3D microtomography image-based microstructure

In this last example, we consider the same microtomography-based image model as in sec-

tion 2.7.6. However, we here use a fully 3D model. The geometry of inclusions in the model is

described in Fig. 2.28(a). The dimension of the sample is L = 1 mm.

(a) (b)

Figure 2.28: Traction test of a microtomography image-based concrete sample in 3D: (a) geom-

etry of the phases; (b) geometry of the domain and boundary conditions.

The domain contains an initial crack of size 0.35× 0.3× 0.01 mm3 which is here de�ned by

prescribing nodal values of the phase �eld d(x) = 1 for the nodes on the crack. On the lower end

(z = 0), the z−displacements are blocked, while the x−displacements and y−displacements are

free. The node (x = 0), (y = 0), (z = 0) is blocked. On the upper end, the x−displacements and

y−displacements are free, while the z−displacements are prescribed, with an increasing value of

U during the simulation.
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The model is directly obtained from segmentation of the original image. The voxel data are

transferred into a regular grid of 8-node elements. The model contains 300 × 300 × 200 = 18

million elements. Fig. 2.28(a) shows the discretization. In this �gure, white and blue colors

refer to cement paste matrix and sand inclusions, respectively. We have here replaced the pores

in the previous image by sand inclusions using the same geometry. The material parameters of

each phase are: Ei = 30 GPa, νi = 0.3, Em = 10 GPa, νm = 0.2. The fracture toughness is

gc = 50 N/m for both materials. The computation is performed with monotonic displacement

increments of U = 10−4 mm during the 105 load increments and U = 10−5 mm during the last

90 load increments corresponding to the softening part of the curve. The length scale parameter

is chosen as l = 7.5.10−2 mm. The crack evolution is depicted in Fig. 2.29 and the stress-

de�ection curve is depicted in Fig. 2.30. Here, we demonstrate the capability of the method to

describe 3D, multiple cracks propagation and interaction in image-based microstructure, up to

the failure of the sample.

(a) (b)

(c) (d)

Figure 2.29: Traction test of a 3D microstructure de�ned from microtomography image, crack

propagation for lower end displacement (a) : U = 0 mm , (b) : U = 11 × 10−3 mm, (c) :

U = 11.2× 10−3 mm and (d) : U = 11.3× 10−3 mm.
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Figure 2.30: Tension test of a 3D microstructure de�ned from microtomography image: stress-

de�ection curve.
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2.7.8 Traction test of a real 3 phase microtomography image-based mi-

crostructure in 3D

In this last example, we show the capability of the phase �eld method to handle very large,

complex and realistic models of microstructures in 3D. A 3-phase microstructure model of ce-

mentitious material obtained from XR-CT is considered. Here, we �rst obtain the geometry

from the segmentation of a sub-volume of a full 294 × 327 × 399 voxels image of the sample,

which is depicted in Fig. 2.31(c). Each voxel is 15 × 15 × 15 µm3. The detailed procedure to

obtain the image is detailed in Chapter 6. The geometry of the phases is depicted in Fig. 2.31.

x

y

z

U

a b

c

Figure 2.31: Traction test of a microtomography image-based concrete sample in 3D: (a) Ge-

ometry of the sub-volume extracted from the sample and boundary conditions (b) geometry of

the phases and mesh; (c) Original sample.

Direct mapping of voxels to regular elements can lead to very large FEM meshes. One

possibility to reduce the FEM mesh is to use the initial segmented geometry to construct a

mesh of unstructured tetrahedral elements conformed to the interfaces. This can be achieved

by available softwares. Through a collaboration with F. Bilteryst and E. Steib at LEMTA

Laboratory, Saint-Die, France, the AVIZO software has been employed and a mesh of 6914199

elements has been constructed. The dimensions of the subvolume are a = 4.41 mm, b = 4.91 mm,

and c = 5.992 mm. The material parameters are the same as in the previous example 2.7.6.

The regularization length is taken as l = 0.05 mm (this value satis�es the condition l/he =

0.05/0.015 > 2 ). The computation is performed with monotonic displacement increments of

U = 5 × 10−5 mm during the 200 time steps. The crack front at U = 0.008 mm is depicted in

Fig. 2.32.

We test also second example, with size 5.24 × 5.99.02 mm3. The mesh is about 17 millions

elements. The material parameters is taken the same as previous example, in the simulation,

monotonic compressive displacement increments U = 5× 10−5 mm have been prescribed while

dmax < 0.9, then decreased to U = 2× 10−5 mm. The crack front at U = 0.01 mm is depicted

in Fig. 2.33.

For the sake of clarity, we plot the crack path within several planes. The results are depicted

in Fig. 2.34

This example demonstrates well the robustness of the method and its capability to handle:
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Figure 2.32: Traction test of a microtomography image-based concrete sample in 3D. The black,

grey and red colors refer to the pores, the sand and the crack, respectively. The white color refers

to the matrix (mortar); (a) Pores and cracks; (b) inclusions and crack; (c) Pores, inclusions and

cracks.

(a) (b) (c)

Figure 2.33: Second traction test: (a) Pores and cracks; (b) inclusions and crack; (c) Pores,

inclusions and cracks.

(a) initiation of complex, 3D, multiple cracks; (b) interaction of multiple crack fronts; (c) soften-

ing associated to damage. No remeshing was necessary here and the simulation was not stopped

by any convergence issue, as in the proposed framework we only solve linear problems at each

load increment. We remind that these large examples, involving up to 18 million of elements, has

been run on a Matlab code and in a workstation with only 8 cores. Then, we believe that much

larger models could be investigated on compiled codes run on high performances machines. We

observe that the crack initiates from the boundaries of the pores, and then propagates into the

matrix, surrounding the inclusions. The corresponding load - displacement curve is depicted in

Fig. 2.35, the red circle corresponding to the �gure 2.32.
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Figure 2.34: Second test: illustration of crack paths in several planes of investigation
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Figure 2.35: Stress-diplacement curve for the 3D microstructure problem in tension.
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2.7.9 Computational times

Finally, a summary of the computational times for the di�erent examples is reported in Table 2.1.

For all cases, a workstation with 8 cores, 144 Go Ram and 3.47 GHz processor was used. The

present code has been implemented in Matlab r.

Problem Nb. elements Nb. time steps CPU time for Total simulation

(increments) one time step (s) time (h)

2D shear crack 74418 1200 10 3.34

2D tensile crack

125× 150 38052 350 4 0.4

2D tensile crack

250× 300 151102 350 18 1.75

2D tensile crack

500× 600 602202 350 80 7.78

2D shear crack

125× 150 38052 600 4.5 0.75

2D shear crack

250× 300 151102 600 19 3.17

2D shear crack

500× 600 602202 600 82 13.67

3 phases 607202 410 93 10.6

23 holes 303930 800 53 11.78

3D two phases 18.106 195 4131 224

3D three phases 17.106 400 3761 417

Table 2.1: Computational times for the di�erent examples
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2.8 Conclusion

In this chapter, we have reviewed the phase �eld method and the computational framework

proposed in Miehe et al. [138] and investigated the capabilities of the phase �eld method for

simulating crack propagation in microstructural models of brittle materials like concrete obtain

from direct imaging of their microstructure by microtomography. We have introduced the fol-

lowing contributions: (a) �rst, we have introduced a new shifted algorithm for the treatment

of unilateral contact, to avoid the nonlinearities associated to the polar decomposition of the

strain tensor to handle damage due to the traction part only. As a result, only linear problems

have to be solved at each loading step, and larger load increments could be used to reduce

the computational times. Secondly (b), we have applied the phase �eld method for the �rst

time to our knowledge to realistic models of microstructures directly obtained from segmented

(voxel-based) images obtained from microtomography. We have conducted both 2D and 3D

applications on cement-based microstructure models to obtain both microstructural crack net-

works morphologies and strength prediction. In particular, we have conducted a very large 3D

example involving 18 M elements. Finally (c) we have conducted an analysis of the in�uence

of the numerical parameters of the phase �eld method with respect to the obtained solution.

More speci�cally, we have shown, following the work of Amor et al. [16], that the regularization

length is related to material parameters. In Chapter 7, we will provide experimental evidences

of this important result.
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The main content of this chapter is adapted from our submitted paper in [156].

3.1 Introduction

Experimental results show that in highly heterogeneous materials like concrete, cracks can ini-

tiate at the interfaces due to decohesion, and propagate within the matrix, or reversely (see

Fig. 3.1). For example, it has been suggested that the strength of concrete is largely attributed

to the properties of mortar-aggregate interfaces [80, 118]. Interfacial cracking has a physically

di�erent origin from matrix cracking and involves and can involve a speci�c behavior. In this

chapter, we develop a phase �eld framework for modelling cracking of the matrix in a microstruc-

ture as well as possible interfacial cracking, occuring between the matrix and the inclusions.

Figure 3.1: Matrix and interfacial cracking in an EPS lightwight concrete specimen loaded in

compression, experimentally observed by microtomography.

The interaction of an interphase and matrix crack has been studied in ceramic matrix com-

posites [51]. Damage by �ber cracking or decohesion in metallic composites reinforced by brittle

�bers has been studied in [213].

Many numerical methods have been developed to investigate interface damage, including

thin interphases with graded properties [223], or cohesive zone models, which has been reviewed

in Chapter 1.
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Simulating interfacial damage and its interaction with matrix cracking in voxel-based models

of complex microstructures of real materials is highly challenging. Indeed, in voxel models

consisting of regular meshes, the interfaces are not explicitly described and normal vectors are

not de�ned. Furthermore, due to the highly heterogeneous nature of real microstructures like

concrete, a very complex network of cracks can nucleate, propagate and interact, either from the

interfaces and then through the solid phases, or the opposite. Simulating such complex networks

of cracks is a well-known issue for meshing algorithms and remeshing techniques are not suited

to regular meshes based on voxels, where maintaining the same mesh during the simulation is

favorable for robustness and parallel computing purpose.

Apart from cohesive elements, the eXtended Finite Element Method (XFEM) [149, 204]

can alleviate the issue of describing arbitrary cracks in regular meshes by using an enriched

FEM discretization scheme with additional nodal variables for describing displacement jump

over arbitrary surfaces not matching the mesh. However, this technique has shown di�culties to

describe crack nucleation and requires level-set function construction to describe the crack, which

can be cumbersome when multiple cracks interact. We also mention a related method, called

Thick Level-Set method (TLS) [27, 53] in which a level-set function is employed to separate the

undamaged zone from the damaged one, and where the crack is a consequence of the damage

front motion, allowing crack initiation.

In Chapter 2, the Phase Field Method has been presented and has proved to be very well

suited to the simulation of microcracking in complex voxel-based models of concrete microstruc-

tures. The technique has been recently adapted to cohesive cracks in [218].

In this chapter, we investigate several models to take into account interfacial damage within

the phase �eld method. First, a simple technique using a volumic damageable interphase is stud-

ied. Then, we propose a new phase �eld formulation modelling interfaces as smeared surfaces.

The introduced methodology shares some features with the one proposed by Verhoosel and de

Borst [218] but di�ers by the following points. First, we introduce a new energetic formulation

mixing bulk damageable energy and cohesive surface energy such that the interfaces do not

initially involve discontinuities and thus no damage in the phase �eld sense. In this formulation,

the phase �eld describes the bulk crack surface density, as well as the interface crack density,

allowing interaction between both crack types in a simple manner. Second, we have investigated

two models, one involving internal variables to describe interfacial damage within cohesive trac-

tion law, and the other without internal variable. We show that in our formulation, the phase

�eld is su�cient to model crack opening and re-closure without internal variables for interfaces.

Third, to describe the di�use displacement jump at the interface, we use a level-set method

without additional variables, unlike in [218]. A special algorithm dedicated to the construction

of the level-set functions in voxel-based models of complex microstructures is introduced. The

features of the proposed method are summarized as follows:

• The technique allows simulating interfacial cracking in voxel-based regular FEM models

of real microstructures, and their interaction with matrix cracks.
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• No additional variables are needed to describe the jump at the interface.

• The solution is convergent with respect to the mesh and the crack path is mesh-independent.

• There is no dependence to the mesh structure.

• The phase �eld describes both the crack density in the matrix and the interface crack

density; it can be used as an internal variable to model irreversible damage of the interface.

The content of this chapter is as follows. First, we study in section 3.2 a simple model

for interfacial cracking using thick damageable interphases. Then, the proposed method using

smeared interfaces is developed in sections 3.3.1 and 3.3.2, where a level-set method is employed

to describe the interfaces. A method for the construction of the level-set functions in complex,

voxel-based microstructures is proposed in section 3.5. The FEM discretization of the method

is developed in section 3.6. Finally, several numerical example involving both interfacial and

matrix microcracking in realistic models of microstructures are presented in section 3.7.

3.2 Interphase model

In this section, we investigate a simple model for interfacial damage using a damageable layer

of �nite thickness with its own mechanical properties (see Fig. 3.2). The classical phase �eld

framework of Chapter 2 is used.

(a) (b)

Figure 3.2: The white color and grey color correspond to the matrix phase and inclusion phase,

respectively; (a) microstructure without interphase; (b) microstructure with interphase.

In order to apply this technique to voxel-based models obtained from XR-CT, we de�ne the

interphase as a 1 pixel (voxel in 3D)-thick interphase. The associated elements have their own

mechanical properties and can damage through the phase �eld method. To analyze the solutions

obtained by such technique, an example is studied in the following. A 2D microstructure obtained

from a microtomography image of a real cementitious material is considered (see Fig. 3.3 (a)).

In this �gure, the white, grey and black colors refer to matrix (cement paste), inclusions (sand)

and pores (EPS beads, or air), respectively.
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Figure 3.3: Interfacial damage simulation in cement-based material: (a) geometry of the mi-

crostructure obtained from segemented microtomography image; (b) domain geometry and load-

ing conditions; (c) zoom on the interphase: the black voxels correspond to interphase voxels.

The boundary conditions are described in Fig. 3.2(b). The image resolution is 350 × 300

pixels. the interphase is depicted in Fig. 3.3(c). The material properties of the matrix, inclusion

or pores, are mapped on a regular grid of square domains associated with �nite elements. The

material parameters of inclusions and matrix are, respectively: Ei = 60 Gpa, νi = 0.3, Em =

18 Gpa, and νm = 0.2. We have chosen very compliant properties for the pores, Ep = 10−6 Gpa,

νp = 10−6. We study 4 cases:

1. No interphase is considered and the toughness is the same for the matrix and the inclusions,

gc = 59.3 N/m. We refer to this model by �No interphase, homogenenous gc".

2. No interphase is considered and the toughness is here di�erent in the matric and the

inclusions, gmc = 59.3 N/m for matrix and gincc = 200 N/m for inclusion. We refer to this

model by �No interphase, heterogeneous gc".

3. An interphase is considered and the toughness is here di�erent in the matric and the

inclusions, gmc = 59.3 N/m for matrix and gincc = 200 N/m for inclusion. the properties of

the interfaces are taken as Einter = Ei × fi, ginterc = gmc × fi, fi = 0.2. We refer to this

model by �Interphase, fi = 0.2".

4. An interphase is considered and the toughness is here di�erent in the matric and the

inclusions, gmc = 59.3 N/m for matrix and gincc = 200 N/m for inclusion. the properties

of the interfaces are taken as Einter = Ei × fi, ginterc = gmc × fi, fi = 2. We refer to this

model by �Interphase, fi = 2".

These simulation are performed with monotonic displacement increments U = 3.10−5 mm

for the �rst time steps. When dmax > 0.5 we reduce them to U = 3.10−6 mm for accuracy
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purpose. The regularization parameter is chosen as l = 5 µm. The crack network in the domain

for each model is depiceted in Figs. 3.4 and 3.5.
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Figure 3.4: Comparison of cracks networks obtained by 4 models. The cracks are depicted in

black.

The cracks nucleate in the pores and then propagate roughly horizontally. The stress-

displacement curve for the 4 models is depicted in Fig. 3.6. Results are quite similar for the

three �rst models, the crack do not propagate through the interfaces. The model of interphase

with fi = 2 leads to crack propagation through the interface, even though the interphase prop-

erties are higher in this case than the matrix. This shows that even usable, such model leads to

parameters related to the interfaces which do not have a physical meaning. Another issue comes

from the de�nition of the arti�cial thickness of the interphase. For this reason, we investigate

in the next sections interfacial damage models based on a smeared description of interfaces.

3.3 Di�use approximation of discontinuous �elds

For the purpose of the next sections, we introduce here the notion of smeared, or di�use approx-

imations for discontinuous �elds, which will be used in the sequel.
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Figure 3.5: Comparison of cracks networks obtained by 4 models: fully broken state.
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Figure 3.6: Comparison of the 4 models of interphase damage models: load-de�ection curve.

3.3.1 Smeared approximation of cracks and interfaces

Let Ω ∈ Rd be an open domain describing a solid with external boundary ∂Ω. The solid is

heterogeneous, and contains internal interfaces between the phases, collectively denoted by ΓI .
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Figure 3.7: Regularized representation of a crack and smeared crack: (a) a body containing an

interface and a crack possibly passing through the interface; (b) smeared representation of the

interface; (c) smeared representation of the crack.

During the loading, cracks may propagate in the solid phases and can pass through the interfaces

as depicted in Fig. 3.7(a). The crack surfaces are collectively denoted by Γ. In the present work,

we adopt the regularized framework proposed in [49, 152, 12] for replacing cracks and interfaces

surfaces by regularized approximation functions. Cracks are associated with an evoluting phase

�eld d(x, t) (see Fig. 3.7(c)), while interfaces between phases are associated with a �xed scalar

�eld β(x) (see Fig. 3.7(b)). The de�nition of phase �eld d(x, t) was been presented in Chapter 2.

The interfaces are here described in the same manner. The �eld β(x) satis�es:
β(x)− l2β(x)4β(x) = 0 in Ω,

β(x) = 1 on ΓI ,

∇β(x) · n = 0 on ∂Ω,

(3.1)

where lβ is the regularization parameter describing the width of the regularized interfaces. Sim-

ilarly, (3.1) is the Euler-Lagrange equation associated with the variational problem:

β(x) = Arg

{
inf
β∈Sβ

Γβ(β)

}
, (3.2)

where Sβ =
{
β|β(x) = 1 ∀x ∈ ΓI

}
and Γβ(β) =

∫
Ω γβ(β)dΩ, where Γβ represents the total

interface length and γβ is de�ned by

γβ(β) =
1

2lβ
β(x)2 +

lβ
2
∇β(x) · ∇β(x). (3.3)
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For lβ → 0 the above variational principle leads to the exact description of the sharp interface

ΓI . In the following, we will choose identical regularization lengths for cracks and interfaces, i.e.

lβ = l and that β(x) does not change throughout the simulation (the interfaces do not evolve).

3.3.2 Smeared displacement jump approximation

In the present work, the displacement jump [[u(x)]] created by interface decohesion is approxi-

mated as a smooth transition, and de�ned as follows. Let ΓI be the interface. We de�ne ΓI as

the zero level-set of a function φ(x), such that:
φ(x) > 0 for x ∈ Ωi

φ(x) < 0 for x ∈ Ω/Ωi

φ(x) = 0 for x ∈ ΓI

(3.4)

where Ωi denotes the set of inclusions, and Ω/Ωi the matrix1. Let h be a small scalar parameter,

x ∈ ΓI and nI the normal vector to ΓI at the point x. If the function φ(x) is known, the normal

vector to ΓI is found through:

nI(x) =
∇φ(x)

‖∇φ(x)‖
. (3.5)

Using a Taylor expansion at �rst order of the assumed smoothed regularized displacement

�elds u(x), we can express (see Fig. 3.8):

u

(
x +

h

2
nI
)
' u(x) +

h

2
∇u(x)nI , (3.6)

u

(
x− h

2
nI
)
' u(x)− h

2
∇u(x)nI . (3.7)

Then in a regularized context, the displacement jump is not only de�ned on the interface

but over all the domain, and its expression at any point x ∈ Ω is given by:

Figure 3.8: Approximation of the displacement jump across the interface.

1Note that even though presented here for bi-material interfaces, P interfaces could be considered if P couples

of nodes with di�erent materials are involved. In that case, the P interfaces would each have their own geometrical

de�nition through P �elds βi(x), i = 1, ..., P and P coe�cients gic, i = 1, ..., P .
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[[u(x)]] ' w(x) = u

(
x +

h

2
nI
)
− u

(
x− h

2
nI
)

= h∇u(x)
∇φ(x)

‖∇φ(x)‖
. (3.8)

where w(x) denotes the smoothed displacement jump approximation.

A detailed description for the numerical computation of φ(x) for an arbitrary morphology

of microstructure described by a regular grid of voxels is provided in section 3.5.

3.4 Phase �eld incorporating bulk brittle fracture and cohesive

interfaces

3.4.1 Energy functional

Let us consider a two-phase solid as described in section 3.3.1. The solid contains both cracks

and interfaces, implying strong displacement discontinuities. In a standard framework of sharp

discontinuity description, the total energy is given by:

E =

∫
Ω
Wu (ε(u)) dΩ +

∫
Γ
gcdΓ +

∫
ΓI

ΨI([[u]] ,α)dΓ. (3.9)

In (3.9), dS is a density of crack surface, gc the toughness, ΨI is a strain density function

depending on the displacement jump across the interface ΓI and α is a history parameter. If a

regularized description for strong discontinuities related to both cracks and interfaces is adopted

(substituting [[u]] by w(x)), then propose to split the in�nitesimal strain tensor into a part

related to the bulk and a part induced by the smoothed jump at the interfaces, denoted by εe

and ε̃, respectively:

ε = εe + ε̃. (3.10)

This decomposition is proposed here such that ε̃ → 0 away from the interfaces, i.e. when

β(x)→ 0. Then, we propose to replace the above functional by the following one:

E =

∫
Ω
W e
u (εe(u, β), d) dΩ +

∫
Ω

[1− β(x)]gcγd(d)dΩ,

+

∫
Ω

ΨI(w,α)γβ(β)dΩ. (3.11)

where γd and γβ have been de�ned in section (3.3.1).

The factor [1−β(x)] is introduced so as to verify that for β(x)→ 0 (away from the interface)

which includes γβ → 0 and εe → ε. As a consequence of these de�nitions, we recover the

regularized energy functional for brittle fracture without interfaces [79, 49]:
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E =

∫
Ω
Wu (ε(u), d)dΩ +

∫
Ω
gcγd(d)dΩ. (3.12)

In (3.11), we identify

W = W e
u (εe(u, β), d) + [1− β(x)]gcγd(d) + ΨI(w,α)γβ(β) (3.13)

as the free energy. Using the variational principle for minimizing E with respect to displacements,

i.e.

u(x) = Arg

{
inf

u∈Su

(
E(u, d, β, α)−W ext

)}
(3.14)

where Su =
{
u|u(x) = ū on ∂Ωu, u ∈ H1(Ω)

}
and W ext =

∫
Ω f · udΩ +

∫
∂ΩF

F · udΓ with f

and F being body forces and prescribed traction over the boundary ∂ΩF , we obtain the weak

form for u(x) ∈ Su: ∫
Ω

∂W e
u

∂εe
: εe(δu)dΩ +

∫
Ω

∂ΨI(w,α)

∂w
· δwγβ(β)dΩ,

=

∫
Ω

f · δudΩ +

∫
∂ΩF

F · δudΓ = δW ext (3.15)

In the absence of body forces (f = 0), invoking the local balance of stress and global balance

of power (i.e.
∫

Ω σ
e : εedΩ = δW ext ) and using the divergence theorem we can re-write (3.15)

as: ∫
Ω
σe : εe(δu)dΩ + t(w,α) · δwγβ(β)dΩ−

∫
Ω
σe : ∇sδudΩ = 0 (3.16)

where σe = ∂We
∂εe is the Cauchy stress and t(w,α) = ∂ΨI(w,α)

∂w is the traction vector acting on

the interface oriented by nI and associated with the displacement jump at the interface, as a

consequence of the assumptions on the elastic behaviour of the bulk material and the partitioning

of the local strain near the interface. In (3.16), δw is obtained using (3.8) as:

δw(x) = h∇δu(x)
∇φ(x)

‖∇φ(x)‖
. (3.17)

Using σen = t, Eq. (3.16) can be further re-written as:∫
Ω
σe : {εe(δu) + n⊗ δwγβ(β)−∇sδu} dΩ = 0 (3.18)

which is satis�ed for an admissible strain �eld in the form:

εe = ∇su− n⊗s wγβ, (3.19)

where (∇su)ij = 1
2 (ui,j + uj,i) and (n⊗s w)ij = 1

2 (niwj + winj). From (3.10) we identify ε̃ as:

ε̃ = n⊗s wγβ. (3.20)
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3.4.2 Phase �eld problem

The reduced Clausius-Duhem inequality relative to the evolution of the damage parameter d

has been de�ned in (2.16). According to the local normality law (2.23), it yields that for ḋ > 0,

F = 0 which gives (see more details in Chapter 2):

F = −∂W
∂d

= −
{
∂W e

u

∂d
+ [1− β]gcYc(d)

}
= 0, (3.21)

where:

Yc(d) =
d

ld
− ld∆d. (3.22)

We assumed an isotropic elastic behavior of he phases in both the initial and damaged state,

with initial Lamés's coe�cients λ and µ. To take into account unilateral contact, damage is

assumed to modify the sole tensile part of the elastic energy, which is de�ned as

W e
u = Ψ+

e (εe) {g(d) + k}+ Ψ−e (εe) (3.23)

where

εe = εe+ + εe− (3.24)

and

Ψ±e (ε) =
λ

2

(
〈Tr(εe)〉±

)2
+ µTr

{(
εe±
)2}

. (3.25)

These two contributions to the strain energy are then de�ned as:

εe± =
D∑
i=1

〈
εi
〉
± ni ⊗ ni, (3.26)

and εi and ni are the eigenvalues and eigenvectors of εe, i.e. satisfying εeni = εini. In (3.25) -

(3.26), 〈x〉± = (x± |x|) /2. The degradation function g(d) is assumed to have the simple form

g(d) = (1 − d)2. The small parameter k << 1 is introduced to maintain the well-posedness of

the system for partially broken parts of the domain while perturbating the strain energy in non

damaged parts to a negligible level. It follows that when ḋ > 0 then:

− 2(1− d)Ψ+
e + [1− β]gcYc(d) = 0. (3.27)

It is worth noting that as 2(1−d)Ψ+
e ≥ 0, then Yc(d) ≥ 0, yielding Γ̇d ≥ 0. To handle loading

and unloading history, we follow Miehe et al. [49] and introduce the strain history function

H(x, t) = max
τ∈[0,t]

{
Ψ+
e (x, τ)

}
(3.28)

which is substituted to Ψ+
e in (3.28). It yields the following phase �eld problem to be solved to

evaluate the �eld d(x, t) at time t, using (3.22):
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2(1− d)H− (1− β)gcld

{
d− l2d∆d

}
= 0 in Ω,

d(x) = 1 on Γ,

∇d(x) · n = 0 on ∂Ω.

(3.29)

The associated weak form is obtained as:∫
Ω

{(
2H+ [1− β]

gc
ld

)
dδd+ [1− β]gcld∇d · ∇(δd)

}
dΩ =

∫
Ω

2HδddΩ. (3.30)

3.4.3 Displacement problem

3.4.3.1 Governing equations

The weak form associated with the displacement problem has been de�ned in (3.15), with the

above described strain energy, the Cauchy stress now reads:

σe =
∂Ψ+

e

∂εe
{g(d) + k}+

∂Ψ−e
∂εe

=
(
(1− d)2 + k

) {
λ 〈Trεe〉+ 1 + 2µεe+

}
+ λ 〈Trεe〉− 1 + 2µεe−. (3.31)

In the applications of the following work, we have used the numerical value k = 10−8.

3.4.3.2 Cohesive model

Regarding the constitutive relation of the interface, two models are investigated in the present

paper. The general form in 2D is given by

t(w,α) = [tn, tt]T (3.32)

where tn and tt denote normal and tangential parts of the traction vector t across the interface

ΓI oriented by its normal nI . In a �rst model (called M1), a nonlinear elastic cohesive model

without dependence on history is used [66, 218]:

tn = gIc
wn

δn
exp(−wn

δn
)exp(−

(
wt
)2

(δt)2
), (3.33)

where wn = w · nI and wt = w ·mI, mI being a tangent vector to ΓI , gIc is the toughness

associated with the interface, and

tt = 2gIc
wt

δt
(1 +

wn

δn
)exp(−wn

δn
)exp(−

(
wt
)2

(δt)2
). (3.34)

The relation between δn, the toughness gIc (which corresponds to the total area under the

traction-opening curve) and the fracture strength tu is given by δn = gIc/(tue), e = exp(1) (see

Fig. 3.9).
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Figure 3.9: Cohesive model for the interfaces.

Another possible model, denoted by (M2), introduces a history parameter to describe the

irreversible damage in the interface (see Fig. 3.9). In that case, the expression of the traction at

the interface is given e.g. for the normal traction by

tn(w,α) =

{
Eqs. (3.33) if wn(x, t) ≥ αn(t)

Knwn if wn(x, t) < αn(t)
(3.35)

with:

αn(x, t) = max
τ∈[0,t]

{wn(x, τ)} , (3.36)

and

Kn =
tn(α(x, t))

αn(x, t)
. (3.37)

Similarly,

tt(w,α) =

{
Eqs. (3.34) if wt(x, t) ≥ αt(t)

Ktwt if wt(x, t) < αt(t)
(3.38)

with:

αt(x, t) = max
τ∈[0,t]

{
wt(x, τ)

}
, (3.39)

and

Kt =
tt(αt(x, t))

αt(x, t)
. (3.40)

Note that in the model M1, no internal variable is involved. In the model M2, we introduce

only one internal variable αn for the normal traction component in the cohesive model for the

sake of simplicity, the tangential part of the traction was assumed to be zero.
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3.4.4 Linearization of the displacement problem

We note that for a �xed value of d, the mechanical problem (3.15) is nonlinear, because of the

decomposition (3.24) which requires computing the eigenvalues of εe and the nonlinear interfacial

law (3.33)-(3.34). In what follows, we introduce a linearization procedure to solve the problem

by the Newton method.

From (3.15) and (3.31) can we rewrite the balance equation as

R =

∫
Ω
σe : εe(δu)dΩ +

∫
Ω
γβ(x)t(w, α) · δwdΩ

−
∫

Ω
f · δudΩ−

∫
∂ΩF

F · δudΓ = 0. (3.41)

where εe(δu) = ∇s(δu) − n ⊗s δwγβ . In a standard Newton method, the displacements are

updated for each loading increment by solving the tangent problem:

D∆uR(uk, d) = −R(uk, d) = 0, (3.42)

where uk is the displacement solution known from the previous iteration. The displacement

corrections are obtained as

uk+1 = uk + ∆u. (3.43)

In (3.42),

D∆uR(uk) =

∫
Ω

∂σe

∂εe
: εe(∆ε) : εe(δε) +

∫
Ω

∂t(w)

∂w
: ∆w : δwdΩ

with

∆w(x) = h∇∆u(x)
∇φ(x)

‖∇φ(x)‖
(3.44)

and

∂σe

∂εe
= C(u, d)

= ((1− d)2 + k)
{
λR+[1]T [1] + 2µP+

}
+
{
λR−[1]T [1] + 2µP−

}
(3.45)

where the operators R± and P± have been de�ned in [157], and λ , µ are the material parameters.

For the model M1, we obtain:

∂t(w)

∂w
= KI =

[
Dnn Dnt

Dtn Dtt

]
(3.46)

with

Dnn =
∂tn

∂wn
, Dnt =

∂tn

∂wt
, Dtn =

∂tt

∂wn
, Dtt =

∂tt

∂wt
. (3.47)
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The expressions of Dnn, Dnt, Dtn and Dtt are provided in Appendix A.2. For the model M2,

we obtain:

∂t(w,α)

∂w
=

{
(3.47) if w(x, t) ≥ α(t)

K1 if w(x, t) < α(t),
(3.48)

where K has been de�ned in (3.37).

3.5 A simple method for constructing the level-set function for

arbitrary shaped inclusions in regular meshes

A major di�culty when dealing with complex morphologies provided by voxel-based models (i.e.

where each voxel is associated with a square element in 2D and to a cubic element in 3D) is

to construct the level-set function φ(x). For example, Hamilton-Jacobi methods and upwind

schemes [160] are very complex to implement and can fail for non-convex inclusions. To overcome

these limitations, we propose in this thesis work a simple technique for constructing the level-set

function for arbitrary shaped inclusions in regular meshes as provided in voxel-based models2.

Let Ωi a domain associated with inclusions such that Ωi ⊂ Ω. We �rst solve the following

problem:

Figure 3.10: (a) Schematic of the geometrical interfaces separating an inclusion Ωi and the

matrix; (b) interface nodes.


∆φ0(x) + f(x) = 0 in Ω

φ0(x) = 0 in Γ̃,

∇φ0(x) · n = 0 on ∂Ω,

(3.49)

2Note that we use abusively the term voxel, even though in 2D the term pixel would be more appropriate.



3.5. A simple method for constructing the level-set function for arbitrary shaped
inclusions in regular meshes 75

where Γ̃ is the interface composed by the set of nodes de�ned as follows (blue curve in Fig. 3.10(b)).

We detect the nodes which are at the corners of voxels on the interface by a simple algorithm (see

Fig. 3.10): �rst, indices are assigned to each element, to indicate its belonging to the di�erent

phases. Second, for each node, we loop over the elements connected to the node. If at least

two indices are di�erent, then the node is de�ned as an interface node. In Fig. 3.11 we depict

an inclusion de�ned in a voxel grid. In Fig. 3.11 (a), the nodes belonging to the interface are

depicted in black. The source function f(x) is de�ned as

f(x) = χ(x)f1 + (1− χ(x))f2, (3.50)

χ(x) is a characteristic function such that χ(x) = 1 in Ωi and zero elsewhere, and f1 and f2

are scalar parameters. The problem (3.49) is solved by �nite elements. In the present test, we

have used the following parameters f1 = 5 and f2 = −5. In Fig. 3.11(b), we show the obtained

zero level of φ0(x). We note that the obtained interface is not smooth, which can induce high

local values of the gradient of φ(x) and numerical errors when evaluating the normal nI and

the displacement jump [[u(x)]] ' w(x). We then propose the following correction step: for the

nodes of the interface, we solve a second problem de�ned by:

Figure 3.11: Construction of the level-set function for an arbitrary geometry of inclusion: (a)

nodes of the interface; (b) zero-level set obtained from the �rst step of the proposed algorithm;

(c) zero-level set obtained from the second step of the proposed algorithm; (d) corresponding

level-set function.

{
∆φ(x) + f(x) = 0 in Ω

φ(x) = φ0(x) in Ω/Γ̃,
(3.51)

In practice, all nodes but the interface nodes are set with the values obtained in the problem

(3.49). The only unknowns are the nodal values of the interface nodes. Then this step only

requires to solve a small linear problem. In Fig. 3.11(c), we show the zero level of the obtained

level-set function φ(x), which presents a nice smooth boundary. Note that the choice of the ratio

f1/f2 relies on the microstructural morphology, and more speci�cally on the number of voxels

between two inclusions.
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3.6 Discretization and numerical implementation

3.6.1 FEM discretization of displacement problem

A 2D plane strain FEM discretization is described in the following, even though extension

to 3D is straightforward. The vector form of second-order tensors are introduced as [ε] ={
ε11; ε22;

√
2ε12

}T
, [σ] =

{
σ11;σ22;

√
2σ12

}T
, as well as the FEM approximations u = Nue,

δu = Nδue, and ∆u = N∆ue where ue, δue and ∆ue are nodal displacement components in

one element, nodal trial function components and nodal incremental displacement components,

respectively. Furthermore, we have:

[ε] (∆u) = Bu∆ue, [ε] (δu) = Buδu
e (3.52)

where Bu is a matrix of shape function derivatives. From (3.8) the di�use jump approximation

vector w and its incremental counterparts can be discretized as:

w = hNB̃uu
e, ∆w = hNB̃u∆ue, δw = hNB̃uδu

e, (3.53)

where

N =

[
n1 n2 0 0

0 0 n1 n2

]
, (3.54)

and n1 and n2 are the x− and y− components of the normal vector nI computed from (3.5),

and based on the level-set function φ constructed as described in the previous section, and B̃u

is a matrix of shape functions derivatives such that
∂u1
∂x1
∂u1
∂x2
∂u2
∂x1
∂u2
∂x2

 = B̃uu
e. (3.55)

We de�ne the vector associated with ε̃ by:

[ε̃] =


ε̃11

ε̃22√
2ε̃12

 = γβ(x)


w1n1

w2n2

1√
2

(w1n2 + w2n1)

 . (3.56)

Then we have:

[ε̃(∆u)] = hγβ(x)MB̃u∆ue (3.57)

where

M =


n2

1 n1n2 0 0

0 0 n1n2 n2
2

1√
2
n1n2

1√
2
n2

2

1√
2
n2

1

1√
2
n1n2

 . (3.58)
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After discretization, the linear system (3.42) reduces to the set of linear algebraic equations:

Ktan∆ũ = −R(ũk) (3.59)

where ũ is a column vector containing the nodal values of u and

Ktan =

∫
Ω

[
BT
u − hγβ(x)B̃T

uMT
]

C(x)
[
Bu − hγβ(x)MB̃u

]
dΩ

+

∫
Ω
h2γβ(x)B̃T

uNTKINB̃udΩ, (3.60)

and

R =

∫
Ω

[
BT
u − hγβ(x)B̃T

uMT
]

C(x)
[
Bu − hγβ(x)MB̃u

]
(ue)k dΩ

+

∫
Ω
hγβ(x)B̃T

uNT t(wk)dΩ +

∫
Ω

fNTdΩ +

∫
ΩF

FNTdΓ. (3.61)

In Eq. (3.60), C is the matrix form corresponding to the fourth-order tensor C in Eq. (3.45).

3.6.2 FEM discretization of the phase �eld problem

As we employ a staggered procedure, we solve alternatively the phase �eld problem and then

the mechanical problem. Given displacements from the mechanical problem, the phase �eld

problem is linear. Introducing the phase �eld discretization provided in section 3.4.2 to the

above equations leads to the discrete system:

Kdd̃ = Fd (3.62)

where d̃ is a column vector containing the nodal values of d and

Kd =

∫
Ω

{(gc
l

(1− β) + 2H
)

NT
dNd + (1− β)gclB

T
dBd

}
dΩ (3.63)

and

Fd =

∫
Ω

2NT
dH(un)dΩ. (3.64)

3.6.3 Overall algorithm

The overall algorithm is described in the following.

• Initialization

1.1 Initialize the displacement �eld u0(x), the phase �eld d0(x), and the strain-history

functional H0 = 0.
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1.2 Compute the level-set function φ(x) by means of the algorithm described in section 3.5.

1.3 Compute the phase �eld β(x) by solving (3.1).

• FOR all loading increment (pseudo time tn+1):

Given un, dn and Hn(x):

2.1 Compute the strain history functional Hn+1(x) by (3.28).

2.2 Compute dn+1(x) by solving the linear phase �eld problem (3.62).

2.3 Compute un+1(x):

Initialize uk = un (displacement of time tn)

WHILE ‖ ∆uk+1 ‖> ε, ε << 1:

2.3.1 Compute ∆uek+1 from (3.59).

2.3.2 Update uk+1 = uk + ∆uek+1.

2.3.3 (.)n ← (.)n+1 and go to 2.3.1.

END

END

3.7 Numerical examples

For all of the following numerical examples, a regular mesh of bilinear 4-node elements and plane

strain assumption has been used. We assume a simpli�ed cohesive model for the interface by

taking into account the normal traction only, t(w) · nI = tn. Then, the cohesive law can be

rewritten as:

tn = gIc (
wn

δn
)exp(−wn

δn
). (3.65)

3.7.1 Discontinuous benchmark

In this �rst example, we analyze the accuracy of the di�use displacement jump approximation

introduced in section 3.3.2. For this purpose, a benchmark with analytical solution is studied.

A bi-material square domain including a cohesive zone is depicted in Fig. 3.12. The length of

the square domain is L = 1 mm.

We consider small strains, and zero Poisson's coe�cient ν = 0 in both parts of the domain.

For both (left and right) parts, isotropic elastic behavior is assumed, with Young's coe�cients

E1 = 100 Mpa and E2 = 200 Mpa for the respective domains. With the boundary conditions

described in Fig. 3.12 the problem is unidimensional with a solution independent on the y-

component (the displacements are prescribed along the x−direction only, the displacement along

y are free). We use here a linear cohesive law to consider the �rst step of interface opening:
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Figure 3.12: Discontinuous benchmark, geometry and boundary conditions.

tn =
gIc

(δn)2
× [[u1]] . (3.66)

The analytical solution for this problem can be simply obtained by considering the displace-

ment boundary conditions and the continuity condition at the interface, and is provided in

Appendix A.1.

First, we evaluate the error of the displacement jump approximation introduced in Eq. (3.8).

A 500 × 500 mesh was chosen, and the jump approximation parameter h in Eq. (3.8) varies

between 0.25 ≤ he/h ≤ 10. We de�ne the relative jump error with respect to the analytical

solution as:

ERR1 =

√∫
Γ ([[uh(x)]]− [[uex(x)]]) · ([[uh(x)]]− [[uex(x)]]) dΓ∫

Γ ([[uex(x)]]) dΓ
. (3.67)

with
[[

uh(x)
]]

= w(x) is given by Eq. (3.8). We consider here undamaged bulk materials

(d(x) = 0) everywhere. Numerical parameters of the constitutive relation of the interface are:

tu = 1 MPa and gIc = 0.1 N/mm. Results are depicted in Fig. 3.13. We note minimal error for

the ratio he/h = 1.

Next, we analyze more speci�cally the in�uence of the regularization parameter l. A 1000×
1000 mesh with an element size he was chosen to ensure that l/he ≥ 1, and the approximation

jump in (3.8) parameter is chosen h = he for all tested values of lβ . The regularization parameter

l takes values between 0.002 and 0.02. We remind that in this test, the phase-�eld is set to zero

d(x) = 0 and the discontinuity only occurs from the cohesive laws at the interface. Comparisons

of the displacement solution for several values of l is provided in Fig. 3.14.

We de�ne the relative regularization error by:
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Figure 3.13: Displacement jump error: in�uence of the parameter h in Eq. (3.8) with respect

to the mesh size he.

Figure 3.14: Discontinuous benchmark problem: comparison between the analytical solution

and the approximated one for two values of the regularization parameter l.

ERR2 =

∥∥uh(x)− uex(x)
∥∥
L2

‖uex(x)‖L2

=

√∫
Ω (uh(x)− uex(x)) · (uh(x)− uex(x)) dΩ∫

Ω (uex(x)) · (uex(x)) dΩ
. (3.68)

The global L2 error norm of the regularized solutio for the benchmark problem is plotted in

Fig. 3.15.

Finally, we consider the error of mesh. The error is here computed by the following:

ERR3 =

∥∥uhe(x)− uex(x)
∥∥
L2

‖uex(x)‖L2

=

√∫
Ω (uhe(x)− uex(x)) · (uhe(x)− uex(x)) dΩ∫

Ω (uex(x)) · (uex(x)) dΩ
. (3.69)

The obtained results, with respect to the element mesh size he is described in Fig. 3.16
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Figure 3.15: L2 error norm for the discontinuous benchmark problem.
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Figure 3.16: L2 error norm for the mesh in�uence.

3.7.2 Crack propagation under cyclic loading

In this next example, we investigate the capability of the present method for handling cracking

under cyclic loading. A square domain of length L = 1 mm is considered. The domain contains

a cohesive interface, whose geometry is depicted in Fig. 3.17.

The material is described by the model described in section 3.4.1 with parameters E =

100 MPa and ν = 0, fracture strength and toughness tu = 10 MPa and gc = gIc = 0.1 N/mm,

respectively. Note that from now on, we will assume that tn = 0. In addition, small strain an

local isotropic behavior of the phases is assumed. The regularization parameter l is chosen as

l = 0.02 mm. Plane-strain condition is assumed. The two models M1 and M2 have been used for

comparison. A cyclic displacement U whose evolution is described in Fig. 3.18(a) is prescribed

on a portion of the upper end, as depicted in Fig. 3.17. The displacements are prescribed

along the y−direction while the displacement along x are free. The evolution of the computed

displacement jump along y in the element A near the crack tip is depicted in Fig. 3.18(b) for

both models M1 and M2.

The normal traction force in the element located near the crack tip is depicted in Fig. 3.19(a)

versus displacement jump and (b) versus the prescribed vertical displacement. We can note
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Figure 3.17: Geometry of the sample for the fatigue crack test: geometry and boundary condi-

tions.
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Figure 3.18: Cyclic loading test: (a) evolution of the load; (b) Computed displacement jump

along y.

that simplest model M1 is able to capture the interfacial damage, even without using internal

variables. The response is very similar to the response obtained by model M2.

3.7.3 Crack propagation in symmetric three-point bending test

The purpose of this example is to validate the solution provided by our new formulation. We

consider the three-point bending problem studied e.g. in [224] and described Fig. 3.20. The

dimensions of the beam are L = 10 mm, and H = 3 mm. The load consists into a prescribed

displacement at the center of the beam on the top edge. The node at (x = 0), (y = 0) is �xed,

while the node at (x = L) , (y = 0) the y-displacement is �xed and the x-displacement is free.

For this case, an initial cohesive interface has been inserted as described in Fig. 3.20, to validate

the cohesive model only. Materials on either sides of the interface are identical.
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Figure 3.19: Cyclic loading test: (a) cohesive traction with respect to the displacement jump

within the interface; (b) cohesive traction within the interface with respect to the prescribed

displacement.
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Figure 3.20: Symmetric three-point bending test problem: Geometry and boundary conditions.

A regular mesh of 60 × 200 quadrilateral elements is employed. The material parameters

are chosen as follows: E = 100 MPa, ν = 0.0, the fracture strength is tu = 1.0 MPa, and the

toughness is gc = gIc = 0.1 N/mm. The computation is performed with monotonic displacement

increments of U = 5.10−3 mm for 120 load increments. The displacements are prescribed along

the y−direction while the displacement along x are free. The regularization parameter l is chosen

as l = 0.15 mm. Plane strain condition is assumed. The damage evolution (phase �eld d(x)) for

the di�erent values of the load is depicted in �gure 3.21. In contrast to the approach developed

in [64] where interfaces are initially damaged in the phase �eld sense, here the phase �eld can

be used to follow the interfacial damage directly.

To validate the results, we compare in Fig. 3.22 the curve obtained with the present method

to the solution provided in [224]. We can note a good agreement between both simulations which

validates the present method for the damage of interfaces.

3.7.4 Delamination peel test

In this next test, another validation is performed through the so-called peeling test, described

in Fig. 3.23: two cantilever elastic beams are connected over 90% of their length by means of an
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(a) (b)

(c) (d)

Figure 3.21: Symmetric three-point bending test problem: Damage evolution for: U = 0 mm;

U = 0.2 mm; U = 0.25 mm and U = 0.35 mm
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Figure 3.22: Force-displacement curve for the crack propagation problem with symmetric three-

point bending test problem: comparison between the present approach and the results obtained

in [224]

adhesive layer. The structure is 10 mm in length and 0.5 mm in height (see Fig. 3.23).

Figure 3.23: Delamination peel test problem: geometry and boundary conditions

The points located at the top and bottom right ends of the structure are subjected to a

prescribed vertical displacement U . The bulk material is modeled as linear elastic and isotropic
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with Young's modulus E = 1000 MPa and Poisson's ratio ν = 0.3. The fracture strength and

fracture energy are taken as tu = 1 MPa and gc = gIc = 0.1 N/mm, respectively. The length

scale parameter l is chosen l = 0.05 mm. Plane strain conditions are assumed. In Fig. 3.24,

the evolution of the interfacial damage is depicted. In the present framework, this damage

coincides with the phase �eld distribution, which is initially zero in the interface, in contrast to

the approach proposed in [218].

Figure 3.24: Delamination peel test problem: phase �eld evolution d(x) for: u = 0 mm, u =

0.4 mm and u = 1 mm

To validate the results, we compare in Fig. 3.25 the obtained response with the solution in

[218] for both models M1 and M2. We can note that both models provide a very good agreement

with the reference solution.

3.7.5 Traction test of a microstructure with circular inclusion

In this example, we test the in�uence of the mesh on the predicted crack path, when an interfacial

crack interact with a bulk crack. The problem geometry is depicted in Fig. 3.26. A square domain

of length L = 1 mm contains a centered circular inclusion of diameter D = 0.3L.

The boundary conditions are as follows: on the lower end (y = 0), the y− displacements are

�xed, while the x−displacements are free and the node (x = 0, y = 0) is �xed. On the upper
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Figure 3.25: Force-displacement curve for the peel-test problem: comparison between the present

approach and the results obtained in [218].

(a) (b)

Figure 3.26: Traction test of a microstructure containing a single inclusion with damageable

interface: (a) geometry of the phases; (b) unstructured mesh of triangles.

end, the x−displacements are free, while the y−displacements are prescribed to an increasing

uniform value of U during the simulation. Plane strain is assumed.

The material parameters of each phase are taken as: Ei = 52 GPa, νi = 0.3, Em = 10.4 GPa,

νm = 0.3, where the indices i and m correspond to the matrix and inclusion, respectively. These

parameters are those of a mortar composed of a cement paste (matrix) and sand (inclusions) [97].

The toughness is gc = gIc = 1× 10−4 kN/mm and tu = 10−2 GPa. Computations are performed

with monotonic displacement increments of U = 5.10−5 mm during 260 load increments for

interfacial model, and 320 load increments for the classical phase �eld method.

To investigate the e�ects of the mesh on the crack path and load response, 4 di�erent

meshes have been used for comparison: 3 regular meshes wit 4-node elements on regular grids of
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200×200, 300×300 and 400×400 element, and a mesh of 30488 elements with hmaxe = 0.03 mm

and hmine = 0.003 mm. The obtained crack paths are depicted in Fig. 3.27 for the regular

mesh of 200 × 200 elements and the unstructured mesh, which have roughly the same number

of elements. The comparison has been made for the same load: U = 0.01175 mm. We can note

a similar crack path for both meshes. Finally, the response for the 4 meshes are compared in

Fig. 3.28, which shows the convergence of the solution with mesh re�nement. Note that the

unstructured mesh solution corresponds to the element size of the 200×200 regular mesh. Here,

we have chosen h = he. We can see from Fig. 3.28 that as the mesh is being re�ned, the solution

converges also with respect to the value of h.

(a) (b)

Figure 3.27: (a) Crack path obtained for a regular mesh. (b) Crack path obtained for an

unstructured mesh. The load is U = 0.0107 mm.
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Figure 3.28: Comparison of solutions obtained with di�erent meshes for the single inclusion

problem with damageable interface.

Next, we investigate the in�uence of the parameter lβ in (3.1). We chose the following values:

ld/lβ = 1/3, ld/lβ = 1 and ld/lβ = 2 for l = 0.01 mm. Results are presented in Figs. 3.29 and

3.30 for the same load U = 0.0107 mm, showing that a modi�cation of lβ has a strong in�uence

on the crack path and on the overall response. This suggests that like ld, this parameter should

be identi�ed through experimental data. However, as the purpose of this work is to demonstrate
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the capabilities of the numerical scheme, we will assume in the following that ld = lβ = l.

(a) (b) (c)

Figure 3.29: Crack paths obtained with di�erent length parameter lβ for the same load U =

0.013 mm: (a) ld/lβ = 2; (b) ld/lβ = 1; (c) ld/lβ = 1/3, ld = 0.01 mm.
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Figure 3.30: Comparison of solutions obtained with di�erent length parameters lβ .

3.7.6 Traction test of a microstructure with non convex inclusion

In this next test, we evaluate the capability of the method to describe interfacial damage in

a microstructure containing an inclusion with complex, non-convex geometry. In addition, the

initial data of local properties are provided on a regular grid of voxels. We then test the procedure

described in section 3.5 to construct the level-set function used to evaluate the normal vector

to the interface and construct the smeared discontinuous �eld [[u(x)]]. The geometry of the

microstructure is described in Fig. 3.31(a). A non-convex inclusion composed of the union of

two discs is embedded into a square domain of length L = 1 mm. This non convex geometry has

been chosen to test the capability of the level-set construction method described in section 3.5

for this di�cult case. The obtained level-set is plotted in Fig. 3.31(b) and its zero iso-contour,

corresponding to the interface geometry, is depicted in Fig. 3.31(c). The geometrical parameters

are: A = 0.43L, D = 0.2L. A small dissymmetry is introduced through the parameter ε = 0.01L.

The boundary conditions are as follows: on the lower end (y = 0), the y− displacements are

�xed, while the x−displacements are free and the node (x = 0, y = 0) is �xed. On the upper
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(a) (b) (c)

Figure 3.31: Traction test of a complex microstructure in 2D: (a) geometry of the phases; (b)

and (c) level-set function

end, the x−displacements are free, while the y−displacements are prescribed to an increasing

uniform value of U during the simulation. Plane strain is assumed.

The material parameters of each phase are taken as: Ei = 52 GPa, νi = 0.3, Em = 10.4 GPa,

νm = 0.3, where the indices i and m correspond to the matrix and inclusion, respectively. These

parameters are those of a mortar composed of a cement paste (matrix) and sand (inclusions) [97].

The toughness is gc = gIc = 1× 10−4 kN/mm and tu = 10−2 GPa. Computations are performed

with monotonic displacement increments of U = 5.10−5 mm during 260 load increments for

interfacial model, and 320 load increments for the classical phase �eld method. A regular mesh

of 400 × 400 elements is used. The regularization parameter l is chosen as l = 0.005 mm.

We perform two simulations: one with the whole formulation, able to take into account both

interfacial damage and matrix damage, and another which only takes into account damage of

the bulk (basic phase �eld method). Damage evolution for each model is depicted in �gure 3.32.

In this example and in all following ones, the domain does not contain pre-existing cracks,

and the cracks �rst nucleate and then propagate as the load is increased. We can note that in

the case of the classical phase �eld method (damage only occurring in the phases), two cracks

initiate on the top and at the bottom of the inclusion, where stress concentration occurs, and

then propagate. In the case where interfacial damage is included, the damage clearly initiates

in the interface and then propagates into the matrix. We note that in this case, only one

crack propagates. The general dissymmetry is induced by the perturbation parameter ε (see

Fig. 3.31(a)) and due to the way the mesh cuts the exact disc and the assignment of material

properties to the elements. The load-displacement curves are plotted for each case in Fig. 3.33.

We can note that both models M1 and M2 provide similar behaviors. The slight local

minimum observed for the model with interfacial damage might be due to local relaxation

associated to the damage near the interface. We can conclude that in the present framework,

the use of additional internal variables (as in the M2 model) is unnecessary.
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(a) (b) ( c)

(d) (e) (f)

Figure 3.32: Tensile test of a heterogeneous sample with complex inclusion: crack propagation.

The phase �eld d(x) is plotted. Figures (a), (b) and (c) depict the cracks initiation and propaga-

tion by using the classical phase �eld method and correspond to U = 0.014 mm, U = 0.015 mm,

and U = 0.016 mm, respectively. Figs. (d), (e) and (f) depict crack propagation and initiation

for the model including both phases and interfacial damage and correspond to U = 0.008 mm,

U = 0.01 mm, and U = 0.012 mm, respectively.

0 0.005 0.01 0.015 0.02
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

Displacement [mm]

Lo
ad

 [k
N

]

 

 

Interfacial model M1
Interfacial model M2
Phase−Field model

Figure 3.33: Traction test of a complex microstructure: load-displacement curve.
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3.7.7 Microcracking in a microstructure containing randomly distributed in-

clusions

A microstructure containing 9 randomly distributed circular inclusions is considered, as depicted

in Fig. 3.34 (a)-(b).

Figure 3.34: Traction test of a microstructure containing randomly distributed inclusions: (a)

geometry of the phases; (b) geometry of the domain and boundary conditions; (c) level-set

function; (d) zero isocontour of the associated level-set

The microstructure is modeled as a square domain whose length is L = 1 mm. The radius

of the inclusions is computed such that the volume fraction f is equal to 0.07. The elasticity

parameters of each phase are the same as in the previous example: Ei = 52 GPa, νi = 0.3,

Em = 10.4 GPa, νm = 0.3. The interfaces can be damaged through the model proposed in

section 3.4.3.2, with again tu = 10−2 GPa. The toughness of both phases is taken as gc =

2.7 × 10−4 kN/mm and gIc = gc. The boundary conditions are as follows: on the lower end

(y = 0, the y-displacements are �xed, while the x-displacements are free. The node at (x = 0),

(y = 0) is �xed. On the upper end, the x-displacements are free, while the y-displacements

are prescribed, with a uniform increasing value of U during the simulation. Lateral boundaries
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are free. Plane strain is assumed. The computation is performed with monotonic displacement

increments of U = 5×10−5 mm during 200 increments. A regular mesh of 300×300 quadrilateral

elements is used. The regularization parameter is chosen as l = 0.0075 mm.

The microcracking distribution (damage variable d(x)) is depicted in Fig. 3.35 for several

realizations of microstructures at a stage close to the peak stress.

Figure 3.35: Microcrocracking evolution for 15 realizations of microstructures in traction.

In the di�erent �gures of Fig. 3.35, we can note that in each case, the cracks initiate at the

interface between the matrix and the inclusions, and then propagate into the matrix. For most

cases, a crack path is created between the inclusions passing through the interfaces and then

leading to the rupture of the specimen. This example illustrates well the capability and robust-

ness of the technique to handle: (a) interaction between many cracks and (b) crack propagation

from interfaces to the bulk. We note that the same regular mesh was used for each simulation,
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by only changing the level-set construction through the procedure described in section 3.5.

The corresponding force-displacement curves are depicted in �gure 3.36 for the set of 15

realizations. We note a relatively large dispersion of the individual results, with possibly non

monotonous evolutions of the force/displacement curves. This shows on the one hand the strong

sensitivity of the overall quasi-brittle response to the local morphology of microstructure as

well as the capability of the proposed method to capture these e�ect. This variability is as

expected much larger in the damaged part of the force displacement curve than in its initial

linear part. On the other hand, the average of this individual responses, shown in red, exhibits

a much more regular shape, which might be considered as a �rst evaluation of the overall

softening response of a damaging composite containing much more inclusions. The convergence

of individual simulations with increasing window sizes, or of their statistical averages, towards

the e�ective behavior of such a composites remains a stringent open question. These preliminary

results suggest that the proposed numerical tools might provide an e�cient tool to make a big

step for its investigation. More precisely, the concept of "representative volume element" for a

quasi-brittle material might be clari�ed this way, following earlier ideas used for simpler linear

elastic behaviours (e.g. [102]).
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Figure 3.36: Traction test of a microstructure containing randomly distributed inclusions with

interfacial damage: load-de�ection curve for 15 realizations. The red curve denotes the average

response.

3.7.8 Compression test of a realistic microstructure extracted from micro-

tomography image of an EPS lightweight concrete

This last example illustrates the capability of the technique to solve problems of microcrack

propagation in voxel-based models obtained from microtomography of real materials with both

interfacial and bulk damage.

The considered 2D microstructure is a cross-section of a microtomography image of a real

cementitious material obtained with the XR-CT, the detail of this procedure is presented in

chapter 4. We use the real geometry by meshing the segmented image (see chapter 6). The
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grey level image was �ltered and thresholded to separate the three phases of the microstructure.

The results are presented in Fig. 3.37(a), where the white, grey and black phases correspond

to matrix (cement paste), inclusions (sand grains) and pores (EPS beads), respectively. The

obtained level-set for this complex geometry described in section 3.5 is shown in Fig. 3.37(c),

and its zero isovalue, corresponding to the interface between the matrix and the rigid inclusions,

is depicted in 3.37 (d). Note that the construction of a level-set function for such complex

geometry is not trivial and proves the robustness of the original algorithm proposed in this

work. Note that no level-set is used here to describe the matrix-pores interface, as it would

make no sense to propagate cracks along such interfaces.
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Figure 3.37: Compression test of a microtomography image-based model of EPS lightweight

concrete: (a) microstructure obtained from segmented image: the white, grey and black phases

correspond to matrix, inclusions and pores, respectively; (b) geometry of the domain and bound-

ary conditions; (c) level-set function and (d) zero isovalue of the constructed level-set.

The boundary conditions and geometry of the sample are described in Fig. 3.37(b) and

are similar to the previous examples. From the 1000 × 1000 pixels, a mesh of 1000 × 1000

quadrilateral elements is generated, where the material property of matrix, inclusion or holes,

are transferred into a regular grid of square domains associated with elements. The material



3.7. Numerical examples 95

parameters of inclusions and matrix are, respectively: Ei = 60 GPa, νi = 0.3, Em = 18 GPa,

and νm = 0.2. The pores are covered with elements of the regular mesh. We have chosen very

compliant properties for these elements, Ep = 10−6 GPa, νp = 0. The toughness gc = 59.3 N/m

is assumed to be identical for the di�erent phases and gIc = gc. Note that in this example we have

considered both normal and tangential components for the cohesive law, with tu = 3.4 MPa for

both components [182]. The simulation is performed with monotonic displacement increments

U = −6.10−4 mm during 250 load increments. The regularization parameter is chosen as

l = 30 µm. The microcracking evolution in the domain is presented in Fig. 3.38.

Figure 3.38: Compression test on a microtomography image-based model of EPS lightweight

concrete: microcracking evolution for: ua = 0.12 mm, ub = 0.15 mm, uc = 0.162 mm and

ud = 0.18 mm (see Fig. 3.39 for corresponding force-displacement curve).

We can observe several microcracks nucleation modes. In the vicinity of pores, cracks nucleate

vertically, which is consistent with some recent experimental observations of plaster materials
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containing holes subjected to compression [180]. Other cracks nucleate from interfaces between

inclusions and the matrix, and then propagate into the matrix. A few cracks propagate through

inclusions. In all cases, the crack paths are very complex and show the potential of the method to

describe microcracking with interfacial damage in very complex, heterogeneous microstructures

such as obtained by experimental imaging. The load-displacement curve is provided in Fig. 3.39.

When microcracks start nucleating, the material strength quickly drops. We can note that both

M1 and M2 models provide comparable solutions, which shows that the present framework can

be employed with the simplest cohesive model and without internal interface variables, at least

for monotonous loading conditions.
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Figure 3.39: Compression test of a microtomography image-based model of EPS lightweight

concrete: load-de�ection curve.

3.8 Conclusion

In this chapter, we have proposed di�erent methodologies to model the interfacial damage in

the context of the phase �eld method. First, a simple interphase model has been investigated.

Such model su�ers form an inherent drawback related to the de�nition of the thickness of the

interphase and the non physical interpretation of the parameters related to the interphase.

Secondly, a new phase �eld framework capable of describing interactions between bulk brittle

fracture and interfacial damage has been introduced. The method shares some features with the

method of Verhoosel and al. [218] but di�ers in the following points: (a) no additional variable

is used to described the displacement jump at the interface. Instead, a smeared approximation

of the jump based on a level-set method is introduced. An original and simple technique has

been introduced to construct the level-set function in voxel-based models, to allow applications

of the method to image-based models of microstructures. Further, our new formulation allows

describing opening and re-closure of cracks by using directly the phase �eld as an internal
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variable, which removes the need for internal variables related to cohesive interfaces. Then,

the sole and unique phase �eld is employed to describe both bulk brittle fracture and interface

cracking, and thus allows interaction between the two type of cracks. More speci�cally, we have

simulated crack nucleation from interfaces and their propagation into the bulk. The accuracy

of the method has been proved through several well-known benchmarks (peeling test, crack

propagation in 3-point bending of a beam). In addition, we have demonstrated the capability

of the method to simulate interactions between interfacial damage and bulk brittle fractures

for complex geometries arising from voxel-based model of microtomography images, which has

been done for the �rst time in this work to our knowledge. The method then constitutes a very

promising modeling and simulation tool for studying microcracking in a wide class of composite

materials where both interfacial damage and matrix crack propagation occur.
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4.1 Introduction

This chapter aims at describing the experimental procedures developed in order to observe 3D

cracking in heterogeneous brittle materials at micro scale. In fact, an experimental character-

ization of the evolutive damage is needed for a better understanding of the cracking and to

validate the numerical tools presented in Part I. The objective of this chapter is to present the

sample manufacturing and mechanical testing procedures speci�cally developed to observe the

propagation and the morphology of cracks in 3D. Additional tests have been conducted to eval-

uate elastic properties of the studied material. The results will be used to feed and validate the

numerical model developed in Part I.
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Various experimental methods have been proposed in the literature to study damage phe-

nomena in civil engineering materials. In this study, in-situ compression tests are performed

under X-ray Computed Tomography (XR-CT), a prevalent tool to observe and characterize mi-

crostructure and/or damage phenomena inside specimens. The potential of this technique has

been demonstrated in former studies for several materials. In particular, damage in cement

based material was successfully observed using in-situ loading and tomography [113, 221, 65].

Landis et al [112] measured the crack growth in a mortar specimen in compression from XR-CT

images. However, such experimental results are rare drirectly compared with numerical model-

ing, especially in three dimensions. A reason for that is probably that: it is hard to reproduce

perfect loading conditions used for numerical tests, as those launched to the fact into for numer-

ical models on a real experiment, or conversely, it is hard to reproduce on a numerical model the

details of a real experiment (imperfections of machine loading, imperfect boundary conditions or

of geometry of sample). Moreover, the local features of a crack network might be very sensitive

to such imperfections, especially for brittle materials, so that the exact reproduction of a real

network by numerical simulation might seem out of reach.

We are interested here in civil engineering materials, which often exhibit a brittle behaviour.

In order to observe cracks using tomography, their propagation within the chosen materials must

be slow and stable enough to make it possible to acquire several successive CT images (a few

hours each). Quasi-brittle materials can ensure these conditions since they do not exhibit the

problem of brutal rupture as brittle materials do (see Fig. 4.1(a)). Indeed, they show a damage

domain where crack propagation is stable, corresponding to a loss of linearity on the macroscopic

response curve as depicted in Fig. 4.1(b).

Figure 4.1: Comparison of behaviours of (a) a brittle and (b) a quasi-brittle material

The studied material should also be adapted to XR-CT and DVC : it must be transparent

to X-rays and show a natural contrast at a suitable scale to perform the DVC analysis. Indeed,

the quality of obtained images will strongly a�ect the crack detection. Finally, if the wanted

material does not exist in its �nal form, it will have to be manufactured in the laboratory.

The �rst material of interest, which satis�es a priori those requests, is expanded polystyrene

(EPS) light-weight concrete. Widely used in civil engineering construction, this material is

strongly heterogeneous and exhibits a quasi-brittle behavior under compressive loading as a
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consequence of the development of a complex microcrack network. This material is appropriate

to develop and validate speci�c experimental and modelling tools devoted to heterogeneous

microstructures.

However, as discussed in this chapter, a preliminary test on such EPS concrete material

brought out some experimental issues that were di�cult with such a material. Moreover, the

complex microstructure and crack network turned out to be too complex for a robust validation

of the numerical model in a �rst approach. Hence, a second material, made from EPS beads

embedded in a plaster matrix (EPS plaster), has been elaborated. A procedure has been de-

veloped to manufacture specimens with a controlled structure to get a stable crack propagation

through a much simpler microstructure. In fact, particular attention should be paid to over-

come boundary e�ects on crack initiation. We will present here the method to manufacture

the specimens together with the in-situ compression test procedure. Finally, in order to model

the crack propagation through the EPS plaster samples, elastic properties of plaster have been

determined using compression tests combined with digital image correlation (DIC) method.

4.2 Preliminary test on an EPS concrete sample

A preliminary test was performed on an EPS concrete sample using the tools available at Lab-

oratoire Navier. An in-situ compression device was used on the XR-CT laboratory scanner to

observe cracks in the sample under load. The details of these tools will be presented in this

section. This experiment con�rms the quasi-brittle nature of the material and the ability to

detect progressive cracking in this material. Nevertheless, it also highlighted issues relative to

sample and to experimental loading conditions.

4.2.1 EPS concrete sample

The expanded polystyrene (EPS) concrete is made from quartz sand and EPS beads embedded

in a cement matrix. This material is a multi-purpose material for construction, which o�ers

a range of technical, economical and environment-enhancing features. EPS concrete has some

distinguished advantages like higher strength to weight ratio, better tensile strain capacity with

respect to classical concrete, and superior heat and sound insulation characteristics due to in-

clusion of air voids in the lightweight aggregate. It is has been studied in many researches. For

example, the size e�ect of polystyrene aggregates on strength and moisture migration character-

istics of lightweight concrete was analyzed by [19] and on the compressive strength in [124]. The

fracture phenomena of this typical material at macro scale are mainly studied under compression

[145, 144]. The XR-CT technique has been applied to study such material in [198, 126]. The

obtained image were of good quality.

The complex microstructure of this material ensures a heterogeneous behaviour at micro

scale, making it an interesting candidate for comparisons with multiscale numerical simulations.

Moreover, the high porosity of this concrete is suitable for crack initiation at relatively low
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compressive loads and for stable crack propagation.

Several samples of EPS concrete were provided by Prof K.Miled (ENIT, Tunis) [144]. For the

preliminary test, a cylindrical specimen (11.6 mm in diameter and 18.2 mm long, see 4.2(a))

was machined using diamond core drilling and cutting from a cubic sample. A slice of a CT

image shows the microstructure in Fig. 4.2(b). The typical sizes of the components are about

1 mm for sand grains and 2 mm for EPS beads. Using a segmentation of the CT image of the

whole specimen, the volumes fractions have been estimated to 18% for porosity and 57% for

quartz sand. Finally, Fig. 4.2 shows that the local contrast of grey levels seems good in cement

matrix and at interfaces with sand grains, which is promising for DVC.

(a) (b) (c)

Figure 4.2: Geometry and composition of the EPS concrete specimen: (a) global view, (b) cross

section (XR-CT image), (c) local contrast

4.2.2 Tomography

X-ray Computed Tomography was �rst used in the medical �eld 40 years ago. Nowadays it

is widely developed for material science. This nondestructive technique is used for visualizing

interior features within solid objects, and for obtaining information on their 3D geometries and

properties. The XR-CT is based on X-ray radiography: an X-ray beam is sent on the sample

and the transmitted beam is recorded on a detector. The ratio of the number of transmitted

to incident photons, according to Beer-Lambert law, is related to the integral of the absorption

coe�cient of the material µ along the path that the photons follow through the sample:

I = I0 exp(−µx), (4.1)

where I0 and I are, respectively, the initial intensity of X-rays and the X-ray intensity

measured after passing the object, x is the path length of the X-rays through the object and µ

is the linear attenuation coe�cient. X-ray absorption is a function of the nature of the atoms

constitutive of the material and their number as well as the energy of the rays. Using the

detector which is generally a combination of a scintillator (i.e. a material that converts X-ray

energy to visible light) and a CCD sensor in modern tomographs, a series of radiographs (so-

called projections) is recorded corresponding to various angular positions of the sample in the
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beam. Those radios are used by a reconstruction software to obtain a three dimensional image,

which represents the heterogeneous distribution of µ. A schematic illustration of an XR-CT

experiment setup is depicted in Fig. 4.3.

Figure 4.3: Schematic illustration of the in-situ compression test in a XR-CT device

The CT images of this work were captured on the XR-CT laboratory scanner available at

Laboratoire Navier (Ultratom from RX-Solution) using a micro-focus source Hamamatsu L10801

(230 kV, 200 W, 5 µm) and a ��at-panel" imager Paxscan Varian 2520 V (1920x1560 pixels,

pixel size 127 µm). The hollow rotation stage is able to support heavy samples (up to 100 kg)

and was designed to receive in-situ experiments. A view of the in-situ experiments realized on

the laboratory tomograph is depicted in Fig. 4.4.

Figure 4.4: Global view of in-situ compression test combined with XR-CT at Laboratoire Navier

The XR-CT images are reconstructed by using the GPU-based reconstruction software Xact

developped by the RX solutions. Some �lters may be used to correct some artifacts as ring

artifacts.
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For the preliminary test on EPS concrete, tube voltage and current were respectively set

to 120 kV and 125 µA, and the voxel size to 15 µm. The CT images of the whole specimen

(800×800×1200 voxel3) was created from 1120 projections, resulting from a scan lasting about

80 minutes.

4.2.3 Description of in-situ compression test

We are interested in the evolution of the crack network under compressive loading. Several CT

images at several damage levels are required. In order to avoid crack closure after releasing the

load to scan the specimen after each loading step (as would be done in an "ex-situ" experiment),

a speci�c in-situ compression device has been used to hold the loading state during each scan.

The compression in-situ machine used for this study was developed by LMS (Ecole polytech-

nique). The device is mainly made of steel to ensure the mechanical strength. The transparency

to X-rays is provided by a polycarbonate tube around the specimen (see Fig. 4.5). The speci-

men is centered in the beam with alignment screws at the bottom of the machine. The loading

capacity of 10 kN is su�cient to load the EPS concrete specimen until rupture (up to 3.5 kN).

Very low displacement rates (down to 0.1 µm/s) can be applied to ensure a slow propagation of

cracks.

Figure 4.5: Description and installation of in-situ machine and acoustic emission

The load is applied to the specimen through ceramic tabs (made of Macor) with low X-ray

attenuation in order to limit imaging artifacts at its boundaries. As described in Fig. 4.6, silicon

mastic was added between the ceramic tabs and the specimen to compensate potential surface

irregularities and plastic sheets were added to limit friction. In order to detect crack initiation or
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propagation during loading, acoustic emission (AE) was acquired during loading using ab USB

AE Node system (Mistras). A miniature sensor (Micro80) was stuck at the upper end of the

machine (see Fig. 4.5). The sensor cable had to be unplugged during scanning to avoid collision

with the source.

Figure 4.6: Set-up of the EPS concrete sample for the in-situ compression test

A �rst image, called �reference image", has been acquired once the specimen had touched

the ceramic tabs (preload of a few Newtons). A second image, called �zoom image", has been

acquired after a slight magni�cation change obtained with a little move of the detector. This

image will be used to quantify the image correlation accuracy. Then, eleven successive loading

steps have been applied to the specimen up to 1.381 kN. The displacement rate was 0.002 mm/s,

except for the last 3 steps when it was decreased down to 0.0005 mm/s. Loading duration is a

few minutes. After each loading step, the displacement was kept constant until the next loading

and a CT image was acquired after a 10 min relaxation time. Finally, note that the specimen

was unloaded during nights (i.e. between steps 2-3; 6-7; 8-9) to avoid brutal rupture after a too

long loading at high stress.

4.2.4 Result and discussion

The macroscopic load - axial strain curve is plotted in Fig. 4.7. The global axial strain is here

computed from DVC data (two planes of correlation points, near the lower end and upper end

are chosen to compute strain). First cracks have been observed at the upper end of the sample

(see Fig. 4.8) at the eighth loading step, corresponding a load F = 1221 N (stress σ = 10.8 MPa)

and a strain ε = 0.06%. This step matches the loss of linearity of the macroscopic curve. Then

the cracks slowly propagate and have been observed in the next three images (steps 9 to 11).

The mechanical response and the slow crack propagation con�rm the expected quasi-brittle

behaviour of the material.
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Figure 4.7: Macroscopic load - axial strain response under compression test of EPS concrete

specimen

The initiation of cracking corresponds to a clear rise in AE counts as presented in Fig. 4.7.

The high jump between steps 8 ( 1.221 kN) and 9 ( 1.261 kN) is due to the major propagation

of the cracks. AE activity remained important during slight propagation and crack opening

until the last loading level. This shows the ability of acoustic emission recording to detect crack

initiation and propagation while loading the EPS concrete. Thus, the number of loading steps

in the elastic part may be reduced for next tests, and more scan time could be dedicated to

damage propagation analysis.

Figure 4.8: Crack localization and propagation observed in the EPS concrete sample under

compression: (a) global view; CT cross-section of cracked region at load (b) F = 1.261 kN and

(c) F = 1.381 kN

However, the crack localization is not satisfactory and reveals issues with boundary conditions
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of the sample : the cracks initialize in the upper boundary region before appearing in the most

porous region. This phenomenon may be due to stress concentration at the upper bearing surface

and indicates a possible parallelism defect. Friction e�ect could also worse this phenomenon.

Thus, the precautions taken were not su�cient to correct the defects of the sample. Detained

boundary conditions are eventually not known and will be impossible to reproduce exactly in

the numerical simulation. So procedures to prepare the sample need to be improved together

with the sample set-up in the in-situ testing device.

Several phenomena interfere and the microstructure heterogeneity make them harder to

understand and to correct. Moreover, the damage response of EPS concrete is complex to model

and several di�culties are raised to validate modeling:

• The complex behavior of three phases containing interfacial phenomena requires more

elaborate constitutive relations and too many parameters to be identi�ed for the numerical

validation.

• The interactions between the di�erent phases of concrete, i.e. coarse aggregate, interfacial

transition zone, and cement matrix are still open issues in both experiments and modeling.

• The geometry input for the numerical simulation requires a segmentation of the CT images

to de�ne the spatial distribution of the three constituents. Such a segmentation might not

be straightforward in a three-phase material with complex shaped inclusions and similar

gray levels of the phases, or even �uctuating gray levels (as in cement). Imperfect segmen-

tation might have a strong in�uence on the local response of the material and the paths

of the microcracks.

Therefore, a simpler material has been chosen to enhance the experimental protocol and

validate the numerical model. However, beyond the mechanical questions, this preliminary test

provided CT images of a heterogeneous cracked microstructure that turned out to be useful to

develop speci�c DVC-based tools to detect and extract damage as described in Chapter 5.

4.3 Improved experimental procedure

4.3.1 EPS plaster

In this section, we introduce the material chosen for addressing issues raised by the preliminary

test. The latter should satisfy the following conditions:

• It should be composed of two phases only: matrix and porosity, for an easier comparison

and validation to the numerical method.

• The geometry of the constituent should be simplest, to be easy to model in the numerical

simulation.
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• The localization of damage should be controllable, and not sensitive to non predictable

imperfections of the boundary conditions.

• The matrix phase should exhibit a su�cient local contrast for the application of DVC, at

least for overall strain measurements.

• The constitutive relation of the matrix phase should be simple, isotropic and homogeneous.

• Samples should be easy to manufacture with as perfect as possible geometries

A good candidate for these requirement is Plaster material. It is wide spread in civil engi-

neering. Its manufacturing is easy and fast. Signi�cant research activity on this material has

been reported in literature, especially on its mechanical properties and its damage mechanisms

[187, 134, 98]. In particular, thanks to a recent study by Romani et al [179, 180], there is some

knowledge on this material at laboratory Navier. Moreover, at our scale of analysis, plaster can

be considered as a homogeneous material.

Plaster exhibits a brittle behavior. In order to develop a stable crack network, and localize

it in a speci�c region of the sample, EPS beads have been added within the plaster matrix.

EPS sti�ness is very low (4-8 MPa) so they can be assimilated to air only. This material is thus

composed of two phases: the assumed homogeneous plaster matrix and porosity (EPS beads and

residual porosity), with a controllable spatial phase distribution through EPS beads number, size

and position. In addition, it is suitable for an easy data input in the numerical model. Indeed,

the segmentation of porosity is very easy and the beads are quasi-spherical, making possible the

generation of similar virtual microstructure (see Chapter 6).

Speci�c experimental procedures have been developed to manufacture small EPS plaster

samples adapted to the in-situ compression test. They will be presented thereafter, together

with the enhancement of the in-situ set-up.

4.3.2 Description of the improved set-up for in-situ compression testing

The result of the preliminary test has indicated that: the problem of friction, roughness and

non parallelism of the bearing surfaces need to be addressed speci�cally. Several enhancements

have been proposed to improve the conditions of the compression test.

(1) In-situ machine: Two Macor tabs are replaced by aluminum tabs. Special care is in

addition taken to center the specimen on these tabs.

(2) As the work of Romani [179], two PMMA plates are added on top and bottom of sample.

At the contact region (PMMA - sample) we also add silicon grease to reduce friction.

(3) As described in more details in Chapter 6, the transverse strain prescribed by the tabs

to the sample at its ends plays a central role on the initiation of damage. It depends on the

discrepancy of the Poisson's ratio / Young's modulus ratios of the materials in contact and on

the friction coe�cient. Three solutions have been tested to reduce this e�ect: (3a) the PMMA

plates are machined with the same cylindrical shape and same diameter as the sample, in order
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to avoid the punching e�et; (3b) the PMMA plates are carefully polished at their interface with

the sample (3c) aluminium plates with same shape and size and similarly polished have also

been used in place of the PMMA plates.

(4) Loading: Rate of prescribed displacement is reduced in damaged domain.

The detail of the new set-up for the in-situ compression test is described in Fig. 4.9

Figure 4.9: Description of the new set-up for in-situ compression test

4.3.3 Plaster samples preparation

4.3.3.1 Issues to be addressed

The obtained samples are used to observe the 3D crack phenomena at micro scale. Therefore

the specimen manufacturing process has to satisfy the following conditions:

• Reproducible behavior, so that the load levels at which damage occurs in the samples can

be reasonably well evaluated by preliminary ex-situ tests.

• Control of microstructure (position and volume fraction of EPS beads)

• Satisfactory conditions of uniaxial compression test (parallelism, friction,...)

• Small sample for a better resolution of CT images.

Note that because of the simple geometry of the almost spherical EPS beads and the homo-

geneity of the plaster matrix, this material is a priori a good candidate for comparisons with

the numerical model. However we want to manufacture samples with simple geometries and

limited numbers of beads, ideally placed far away from the ends of the sample where mechanical
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conditions are more di�cult to control. That's why a direct mixing of EPS beads into the plaster

paste is not the right way to manufacture this two-phase material, because such a procedure

does not allow to control the positions of the beads. Even the local volume fraction would be

hard to control because of aggregation and buoyancy e�ects.

That's why a more original manufacturing route has been preferred, based on the use of

medical syringes in which the plaster paste is sucked, together with individual EPS beads in

selected number and sizes. This protocol has also the advantage to limit the presence of other

porosities in the samples, and produces directly cylindrical samples with almost perfect lateral

surfaces. After unmolding, there is no need to machine the latter. Several syringe sizes can be

used to manufacture samples with di�erent sizes.

The �nal protocol is described in Fig.4.10. It involves four major preparation steps : mixing,

drying, cutting and polishing. The protocol is fully detailed in Appendix A.3. Speci�c issues of

each step and their impact on the sample are discussed below.

Figure 4.10: EPS plaster preparation process and corresponding time for about 10 specimens

4.3.3.2 Specimen molding in syringe

The used plaster (Prestia Pro�lia 35) is the same as in the work of Romani [179], where, its

mechanical properties (elastic moduli, fracture parameters) have been determined experimentally

and some damage phenomena on samples with a particular 2D shape (rectangular plate with

one or several regularly spaced cylindrial holes) have been studied. The plaster is �rst mixed

with water using the same mixing rate (water/plaster=0.33) as in the work of Romani [179].

Syringes are immediately �lled with plaster and the chosen number of EPS beads. Used tools
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and materials are detailed in Appendix A.3. The syringes are removed after about 24 hours

to facilitate the drying process. Moreover, it will be easier to cut the specimens without them

(better clamping). Since mechanical properties of plaster are very sensitive to hydration time

[179], the specimens are placed in an oven until complete drying.

In order to ensure a reproducible behaviour of the plaster matrix, this protocol must be

strictly performed in the same conditions that are:

• the time between mixing and drying (31h);

• the drying temperature in the oven (45◦C, to speed up drying without altering plaster

properties);

• the mass loss criterion to stop drying (the drying is stopped when the mass change is less

than 3/1000 after a 24h period)

4.3.3.3 Selection of region of interest

The behavior of the specimens and the cracks location are strongly in�uenced by the position

of the EPS beads. To avoid cracking near the boundaries and to ensure crack initiation near

EPS beads, they should ideally be placed at the center of the specimen (longitudinally). The

porosity volume fraction should also be high enough to ensure a su�cient stress concentration

in the beads region. In order to control the positions of the beads, the following precaution need

to be taken.

First, during the molding, EPS beads must be suck in a sequence taking into account the

fact they will go up by buoyancy as long as the plaster is not dry; during this time, and the

syringe must stay vertical so that beads don't migrate towards the lateral surfaces (see details

in Appendix A.3). Then, the actual position of the beads in the sample is detected within the

syringe from two radiographs recorded at two orthogonal angular positions. Finally, satisfactory

specimens are selected and cutting marks are positioned to center the EPS beads as orthogonal

as possible in the sample. The diameter of specimens being about 9 mm, the height is chosen

to be at least 18 mm (about 18-20 mm in practice).

An example of radiographs is depicted in Fig. 4.11. Here, the sample 02 and 03 are selected

and cutting marks are depicted in Fig. 4.11(b). The other ones shows cracks resulting from

drying near the EPS beads and has been discarded.

4.3.3.4 Enhancement of parallelism, �atness and friction conditions

The errors of the parallelism of end surfaces have been estimated with a comparator by measuring

level di�erences on a �at end of the specimen while the other end stays on a �at reference plane

(see Fig. 4.12). This quanti�cation of parallelism has been used to analyze e�ects of cutting and

polishing on parallelism. Note that both latter elaboration steps have been performed without

water to avoid uncontrolled changes in mechanical properties of plaster.
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Figure 4.11: Radiographs of three typical EPS plaster specimens before cutting, at two orthog-

onal positions: (a) 0◦; (b) 90◦

First, both ends of each specimens have been cut with a precision table-top cut-o� machine

(using a �125 mm cut-o� wheel). It has been noticed that the parallelism error is related to

the feed speed of the sample. Indeed, a low feed speed gives a low parallelism error, but it

requires more working time. An reasonable value V = 0.02 mm/s has been chosen after detailed

analyzes which are presented in Appendix A.4, is feed speed leads to parallelism errors between

20− 40 µm. A few specimen were tested for compression test right after cutting. It turned out

that, cracks still initiated at the boundaries. That's why a polishing step has then been added

to reduce parallelism errors and to decrease the roughness of bearing faces. In fact, as it will

be demonstrated in Chapter 6, friction at the contact area is the main reason of crack initiation

at the boundary. Hence, both ends of each specimen have been polished using an automatic

polisher (1200 and 2000 SiC grind paper) equipped with a speci�cally designed holder to ensure

accurate orthogonality of sample end surfaces and lateral surface. The detailed description of

this processing is also presented in Appendix A.4. After polishing, the parallelism errors have

been quanti�ed to be below 30 µm. Note that results are better for specimens already showing

a low parallelism error after cutting.

4.4 Summary of results of in-situ compression tests

Finally, one week is required to manufacture a group (dozen) EPS plaster specimens. In fact,

some samples were discarded during the ROI selection step. If the manufacturing process is

respected, each �nal sample satis�es the following conditions:

. The porosity is controlled through the number of beads and their position.

. The bearing surfaces are very smooth.

. The parallelism error is acceptable (about 10-20 µm).

. The �atness error is negligible.



4.4. Summary of results of in-situ compression tests 115

(a) (b)

Figure 4.12: Parallelism error quanti�cation: (a) main principle; (b) real measurement

. The elastic behavior is reproducible (see section 4.5).

In the end, six EPS plaster specimens were tested in-situ under XR-CT, whose settings are

reported in Table 4.1. The detail of the tomography parameters is reported in Table 4.1. Two

groups of settings were used, both leading to a 3 hours helical scan (two turns to scan the whole

specimen) with a 8.00µm voxel size. The second settings group, used for PlasterF1 and F3,

leads to slightly better images with a higher signal to noise ratio.

Name Current Voltage Frame rate Average num Voxel size Times

(µA) (kV) (proj./sec) (projections) (µm) (h)

PlasterE2/E5/E10/B2 67 120 2 8 8 3

PlasterF1/F3 67 120 3 12 8 3

ConcreteP2 79 130 3 12 10 3

Table 4.1: Summary of X-ray tomography settings

A summary for each in-situ test is given in Table 4.2 together with details about the spec-

imens (number of inserted EPS beads, dimensions). For specimens PlasterE10, PlasterE2 and

PlasterB2, the PMMA tabs were not polished. So cracks initiated from the bearing surfaces.

For specimens PlasterE5, PlasterF1 and PlasterF3, polished PMMA or aluminum plates were

used, solving the boundary condition issues presented above. However, in the sample PlasterE5,

the EPS beads were distributed along the whole sample. This specimen is slided out of scan

region during the loading so that obtained images were of poor quality. In short, two tests on

plaster specimen will be used for the comparison to numerical results and will be fully stud-

ied in Chapter 8. Both specimens PlasterF1 and PlasterF3 contain two EPS beads. Cracking

has respectively been observed for the last 13 and 4 steps before failure and it initiated near

EPS beads. No side e�ects have been observed. An example of CT image showing cracking in
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Name Beads Loading Cracked Fmax Tabs Valid

number steps steps (kN) results

PlasterE10 3 4 2 2.65 PMMA No

PlasterE2 3 10 6 2.7 PMMA No

PlasterB2 Multi 6 4 2.4 PMMA No

PlasterE5 5 4 3 2.9 polished PMMA No

PlasterF1 2 15 13 2.71 polished aluminum Yes

PlasterF3 2 20 4 2.65 polished PMMA Yes

ConcreteP2 Multi 12 6 1.939 polished aluminum Yes

Table 4.2: Summary of performed in-situ compression tests . "Load number" is the number

of loading steps, while "cracked steps" stands for the number of steps where cracks have been

observed.

PlasterF3 is presented in Fig. 4.13. The load-deformation curve is also presented in Fig. 4.14,

where the global axial strain is computed by DVC. Each color corresponds to a "loading phase"

(between two loading phases, the sample is unloaded). A non-linearity in the form of a reduction

of the slope of the force-strain curve within a loading phase, is observed at the end of the test,

which con�rms the quasi-brittle nature of this sample. Note that the sample has been taken out

of the of in-situ machine at step 14 (because in-situ machine breaks down). A new reference

image at almost zero load has been recorded after repositionning and served as reference for �fth

and sixth loading phases. This may explain the big gap between fourth and �fth loading phases

in the overall load-deformation curve.

This preparation protocol (cutting and polishing) has been also applied to another EPS

concrete sample (ConcreteP2). It is made of the same typical EPS concrete material as the

sample of the preliminary test. CT settings of the helical scan for one loading step are reported in

Table 4.1. 12 loading steps have been applied on this specimen, including 6 steps showing cracks

propagation (Table 4.2). Unlike the preliminary test, cracks did not initiate near boundaries

but in the most porous area. This test will be fully analyzed in Chapter 8.

4.5 Elastic properties measurement by DIC

The comparison with predictive numerical simulations (detail in Chapter 8) requires elastic

properties of plaster matrix. They are determined from homogeneous plaster specimens under

uniaxial compressive load. The specimens are similar to those used for in-situ testing except

that no EPS beads are included. The specimen deformation is measured using Digital Image

Correlation (DIC) and strain gauges. We present here the experimental procedure and obtained

results.
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Figure 4.13: CT-image of PlasterF3 at 2.885 kN showing cracks: (a) cross section, (b) longitu-

dinal section, (c) zoom on bead 1 and (d) zoom on bead 2.

4.5.1 Principle of DIC

DIC is a full-�eld measurement technique, based on the comparison of images acquired at dif-

ferent stages of a mechanical test and gives access to evaluation of the displacement �eld at the

surface of the sample. The DIC principles have been introduced in experimental solid mechanics

more than 20 years ago [207] and this techniques in currently used for many application. We

refer to references [206] [4] for a detailed description of this technique. The speci�c 2D-DIC

procedure used in this work is similar to the one used in reference [35]. The DIC analysis is

performed using the in-house software �CMV". The procedure is based on four main steps.

Firstly, a regular grid of points, so-called �correlation points", is generated. Each point is

associated with a correlation windows D centered on it. In this work, D is square with a uniform

size for all points (20 pixels). Some points located in regions with bad image contrast are picked

out. They will not be used in the procedure.

Secondly, the correlation procedure is performed. It consists in �nding the most similar

domain in the deformed image for each correlation window of the reference image. To do so,

the correlation coe�cient C measures the similarity of grey levels between correlation windows

in the reference image and in the deformed image. This coe�cient is optimized to �nd the best

position for correlation points in the deformed image. The transformation is supposed to the

simplest (order 0, i.e. pure translation) and a nearest neighbor interpolation of grey levels is
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Axial overall strain measured by DVC
×10-3
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Figure 4.14: Macroscopic load-deformation response of PlasterF3 under compressive loading:

the test was divided into six loading phases between which the specimen was unloaded for the

night.

used.

After this �rst evaluation for all correlation points, a sub-pixel optimization is run. The

correlation coe�cient is optimized one more time considering a transformation with a higher

order (a�ne transformation) and a more precise interpolation of grey levels (bi-linear or bi-cubic)

Finally, positions of correlation points are used to compute the local strain, which is de�ned

as the average of the transformation gradient on a domain (neighboring measurement points)

surrounding the considered point delimited by a set of neighbouring measurement points. This

domain can be chosen as the whole region of interest to computer the overall strain. The detail

of this method is described in [11]. This procedure is run for each image acquired during the

compression test.

4.5.2 Set-up of the macroscopic compression test with camera and strain

gauges

Homogeneous plaster specimens have been prepared following exactly the same procedure than

in-situ samples. The specimen diameter is still 9 mm, with a height between 18.5 and 19.5 mm.

The parallelism error is very small (20-30 µm), and bearing surfaces are very smooth. The

average density of the six produced samples is estimated to 1675 kg/m3 with a standard deviation

of 8.8 kg/mm3. This very low variability con�rms the similarity of the specimens. Because there

is no natural contrast at the surface of almost uniformly white plaster specimens, a random
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speckle pattern is added with black painting. The typical size of the obtained speckle is about

0.1 mm but there are also some dots.

Two strain gauges were glued on two opposite faces to complement and validate the DIC

measurement (see Fig.4.15(a)) 1. The compression test were performed of a INSTRON machine

with a 10 kN loading capacity. The set-up of the sample on the machine plates is similar to the

one described in section 4.3.2 for in-situ tests, using polished PMMA tabs. The contact between

the plates and the specimen is reached with a displacement rate of 0.005 mm/s. The latter is

then decreased to 0.001 mm/s during the loading.

(a) (b)

Figure 4.15: Experimental setup for measurement of Young's modulus: (a) sample with gauge;

(b) optical setup

The optical setup is based on a AVT camera Pike F−421B/C, with resolution 2048×2048 pix-
els, 15.2 mm sensor size, real pixels size of 7.4 µm. A macro lens (from Schneider Kreuznach)

with focal length 120 mm is used. An optical magni�cation of 0.6 is obtained with appropriate

extension tubes and the distance between camera and specimen is about 32 cm (see Fig. 4.15(b)).

This con�guration allows to capture the whole specimen and the PMMA plates. A long focal

length has been selected to reduce the impact of magni�cation variations due to the motion

along the optical axis of the specimen during the loading. Images are recorded in 8-bits mode.

After the capture of the reference image at the initial unloaded state, a �zoom image� is

acquired by moving the camera 1 mm away from the sample, ie in the direction orthogonal

to the observation plane. Similarly to in-situ tests, this image will be used to evaluate the

correlation DIC errors. Besides, it will be used to correct magni�cation variations. A series of

image of the sample during deformation are then captured during loading, with a frame rate of

4 images/s.

1Gauges (KFG-5-120-C1-11) are 5 mm long with a gauge factor of 2.09 ± 1.0%
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4.5.3 Main assumptions of elastic parameters determination

Our specimen has a cylindrical form. On its coordinate, the strain contains three components:

[εrr, εθθ, εzz]
T as depicted in Fig. 4.16(a). But the homogeneous plaster specimen can be consid-

ered as an isotropic homogeneous material. Moreover, in the case of perfect uniaxial compression,

components outside the diagonal of strain tensor are negligible, so we assume that: εrr = εθθ,

and we can use the surface cinematic measurement methods to determine its elastic parameters,

as provided by 2D-DIC. The deformation in the surface contains only two components: ε11 = εθθ

; ε22 = εzz, see Fig. 4.16(c)

Figure 4.16: Assumption of surface observation for cylindrical plaster sample and Poisson e�ect

Because the sample is cylindrical, the camera cannot be focused on the entire observed

surface. Here we focused on the central part of the surface, so DIC errors will be more pronounced

on the peripheral part. Moreover, additional errors may appear due to rotation, motion and

cracking during loading, especially at the edges of the sample. In order to minimize the e�ect of

these phenomena, global strain will be computed on the central part of the specimen only (see

Fig. 4.16 (c)).

4.5.4 Error assessment and correction of magni�cation variation

4.5.4.1 Sources of error

DIC measurements always include errors related to both imperfections of image acquisition and

DIC processing. We can summarize the typical error sources by the following (see [69, 33, 62, 4]):

(SE1) Image noise

(SE2) Geometric errors due to optical distorsions.

(SE3) DIC algorithm: (a) shape function mismatch errors and (b) systematic error

(SE4) Non-controlled out of plane rigid body motion
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First, errors due to the image noise (SE1) depend strongly on the characteristics of the sensor

of the camera. In the work [183], this error has also to be associated with the actual contrast in

the correlation domains. The study shows that DIC random error is more or less proportional to

the ratio between noise and available local contrast. In this work, an enhancement of the local

contrast by applying �ne speckle painting will allow to reduce this error to a low level which

will be quanti�ed by the analysis of the zoomed image. The increase of correlation window

size would decrease the random error at the price of a possible increase of shape function error

(SE3a).

Second, the source of error (SE2) in 2D-DIC investigations is related to geometric errors in

the reference or deformed images. The source this error might come from issues with instabilities

or distortions the imaging system. Nevertheless, in our case: (a) CCD sensors have a �xed and

well de�ned geometry; (b) the displacements are small, the optical distortions are similar in the

reference and deformed images and may cancel out in the strain computation. Thus error (SE2)

will be considered as negligible.

Third, deformation of plaster material is less than 0.4% (and about of [0.1-0.2%] to compute

elastic parameter). Because of this very low strain, errors due to the shape function mismatch

(SE3a) are very low too [33]. On the contrary, the systematic errors (SE3b) may remain im-

portant even at low strain. In fact, these errors are related to the available contrast, image

quality, noise, chosen image correlation algorithm and interpolation of gray levels in the corre-

lation domain, which is performed in order to get the displacement with sub-pixel accuracy. As

introduced in the work of Dautriat et al [62, 230], systematic errors can be evaluated by per-

forming the DIC analysis on the reference image and the zoomed image. They are determined as

the di�erence between the evaluated and theoretical displacements, associated with the global

camera motion. This procedure is used also to evaluate random errors due to image noise (SE1).

Finally, the source of error (SE4) can be the most important in this work. Because of non

perfect boundary conditions and of the overall compliance of the testing machine, the sample

might undergo some small overall rigid body motions (rotations and translations), in addition

to the deformation dues to the compression. The out-of-plane parts of these motions cannot

be precisely evaluated by a purely 2D-DIC method. Stereo-correlation techniques could have

been used but would be much more cumbersome to apply and might induce other di�culties

(e.g. calibration). The Poisson e�ect is also responsible for a slight out of plane motion of the

observed surface.

In summary, sources of error related to geometric distorsion (SE2) and shape function mis-

match (SE3a) are neglected. Image noise (SE1), systematic errors (SE3b) and errors related to

out of plane motion (SE4) will be analyzed in the following.

4.5.4.2 Assessment of errors due to out of plane motion

In fact, the Poisson e�ect and any global motion along optical axis are responsible for an out of

plane motion of the observed surface which induces a bias in the evaluation of the displacement
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�eld because the optical lens performs a central projection and not a parallel one. The resulting

error in the strain evaluation may be corrected using a simple approximation. Let εa = [εa11, ε
a
22]T

denote the apparent macroscopic deformation measured by DIC, while εv = [εv11, ε
v
22]T is the

macroscopic due to the magni�cation variation v (out of plane motion). The corrected defor-

mation ε is de�ned from apparent deformation εa and magni�cation variation deformation εv

as: {
εa11 = ε11 + εv11

εa22 = ε22 + εv22

(4.2)

Assuming the magni�cation variation is only due to Poisson e�ect, εv can be expressed:

εv11 = α.v (4.3)

where α is a variation coe�cient corresponding to the Poisson e�ect. With D standing for

the sample diameter, the displacement v is here determined by:

v = ε11.D (4.4)

Following Dautriat et al [62], the apparent strain induced by the out-of-plane motion can be

quanti�ed with the zoomed image obtained by moving the camera 1 mm away from the sample,

ie v = v0 = 1 mm. From (4.3) and the measured deformation εv=1mm
11 , α can be identi�ed with:

α =
εv11

v
=
εv=1mm

11

v0
(4.5)

So the horizontal deformation is determined by the following:

ε11 =
εa11

1 +D × ε
v=1mm
11

v0

(4.6)

The correction for vertical deformation can be expressed from equations (4.2), (4.3) and

(4.6):

ε22 = εa22 −
D × ε

v=1mm
11

v0

1 +D × ε
v=1mm
11

v0

× εa11 (4.7)

The strains de�ned in (4.6) and (4.7) will be used to determine E, ν. More precisely, above

expressions will be applied to in-plane principal strains ε11 and ε22 to de�ne E and ν. However,

in the speci�c case of our experiments, the camera was well aligned with the sample and the

testing machine, so that out-of-diagonal terms of the 2D strain tensor were negligible.

An alternative way to get rid of magni�cation variations due to out-of plane translation is to

focus on purely deviatoric strains. In the case of isotropic material, devitoric stress and strain

are linked by the shear modulus:
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σeq = 3µεeq (4.8)

where the equivalent stress σeq and the equivalent strain εeq are de�ned for the case of uni

axial compression:  σeq = σ22

εeq =
2

3

√
(ε11 − ε22)2

(4.9)

On other hand, from E.q. (4.6) and (4.7), equivalent strain can be also de�ned for apparent

strain:

εeq =
2

3

√
(εa11 − εa22)2 (4.10)

We note that µ does not depend on the change of magni�cation due to Poisson e�ect, It

will be computed from experimental data and compared to the evaluated Young's modulus and

Poisson Ratio.

Finally, as commented above, in the case of uni axial compression (with perfect conditions),

the strain component ε12 should be zero. However, the complex motions induced in the sample

by damage may induce a the non null value of this component. Therefore, we can use it as a

signal for the appearance of damage. Similarly, 2D-DIC gives acces to the in-plane rotation of

the sample. Its value might be an indicator of the intensity of the overall rigid body rotations,

including out of plane ones (which remain unknown).

4.5.5 Analysis of the results

In this subsection, we �rst present procedures to analyze the results of the specimen N◦ PlasH03.

Then they will be applied for all tested samples.

4.5.5.1 DIC Errors analysis

Firstly, we perform the DIC on the reference image and the zoom image. The central region

is chosen for result analysis. A view of the whole correlation mesh and its central region are

depicted in Fig. 4.17.

The in�uence of the correlation window size on the accuracy of DIC can be determined by

using the following analysis: we evaluate the standard deviation of the di�erence between the

calculated displacement and the displacement corresponding to the homogeneous transformation

equal to the mean global deformation gradient evaluated from a contour integration on the whole

area of interest. We note σ1, σ2 obtained standard deviations for the horizontal and vertical

components of the displacement. We plot these values as a function of the correlation window

size in Fig. 4.18. Correlation windows with 30 pixels on a side are chosen and lead to an accuracy

of displacement better than 0.04 pixels.
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Figure 4.17: Reference image of sample N◦ PlasH03: Correlation mesh and description of central

region
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Figure 4.18: In�uence of correlation windows size on DIC results

The following average apparent strain has been measured in the central region between the

reference and the zoomed image (camera displacement v = 1mm):
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εv=1mm =

[
0.001524 0.000031

0.000031 0.001464

]
The theoretical strain obtained from this observation must be given ε11 = ε22 and ε12 = 0,

so that the above result shows an error of the order of 6× 10−5 in the measurement of average

apparent strain.

Systematic error (SE3b) and random errors (SE1), as introduced in section 4.5.4.1, are also

computed. The systematic error is expressed as the average of the di�erence between the eval-

uated and theoretical displacements, associated with the global camera motion, as detailed in

[195, 230, 62]. On average over all measurements, this systematic error is zero. It is however cor-

related with the fractional part of the displacement expressed in pixels. This error may induced

spurious deformation bands in the strain maps. The results are depicted in Fig. 4.19. Random

errors turn out to be somewhat larger than systematic errors, especially along the horizontal

direction. Nevertheless, these errors are always reasonably small, with about 0.03 pixels for

random errors and 0.02 pixels for systematic errors.
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Figure 4.19: Systematic-error curves inferred from a magni�cation variation

The error of global strain measurement σ(εij) can be here estimated by the analysis of error

propagation see Allais et al [11]

σ(εij) =

√
2

Np

σi
Lj

(4.11)

where Np is the number of pairs of independent displacement measurements used for strain

measurement, and Lj is an equivalent gauge length along direction j. In this case, we have

σ1 = 0.03 pixels, σ2 = 0.015, L1 = 210 pixels (Np = 21), L2 = 630 pixels (Np = 7). we obtain:

σ(ε1) =

√
2

21
× 0.03

210
= 4.4× 10−5 (4.12)
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and

σ(ε2) =

√
2

7
× 0.015

630
= 1.27× 10−5 (4.13)

These values are good agreement with the errors analysis of average apparent strain. In both

cases, they are very small with respect to the expected elastic strain about 3− 4× 10−3.

We now consider the non−controlled errors due to out of plane rigid body motion (SE4).

Firstly, we plot the evolution of the equivalent stress according to equivalent strain in Fig. 4.20.

The shear modulus is thus estimated to µ = 5.66 GPa in the linear part of the curve. The �rst

non linear domain might be to out of plane rotation of sample at beginning of loading which are

non longer evolving once the sample is su�ciently loaded. The second may be due to another

rotation at the end of the loading due to damage of the specimen.
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Figure 4.20: Relation between equivalent strain - equivalent stress of DIC result

The three components of the measured apparent strain are plotted in Fig. 4.21 with respect

to the prescribed loading. At the moment when strain component ε12 deviates from zero, we

note also perturbations of the components ε11 and ε22. This perturbed domain is similar with

the last nonlinear domain in Fig. 4.20. As discussed in subsection 4.5.4.2, we note that the

non null ε12 component and nonlinear of shear modulus can be here due to the damage of the

specimen. So, in the next, to reduce this error, the material parameters will be determined from

data out of this domain.

The expressions de�ned in Eqs. (4.6) and (4.7) (section 4.5.4.2) are used to correct the

Poisson e�ect. The errors due to Poisson e�ect along both vertical and horizontal directions are

estimated through :

Corε11 =
| (ε11 − εa11) |
| εa11 |

and Corε22 =
| (ε22 − εa22) |
| εa22 |

(4.14)

Corε11 and Corε22 are plotted in Fig. 4.22, showing a constant correction for ε11 (1.353%)

consistently with its de�nition. A important fall in ε22 is observed at the beginning of the test.



4.5. Elastic properties measurement by DIC 127

Prescribed force [kN]
0 1 2 3 4

S
tr
a
in

×10-3

-1

0

1

2

3

4

5
ε11

ε22

ε12

Domain
pertubation

Figure 4.21: Deformation of sample with respect to the loading
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Figure 4.22: Corrected quantity for: (a) all loading; (b) linear domain to compute elastic pa-

rameters

This error stabilizes around 0.24%. It slightly increases just before rupture. Thus, the error due

to Poisson e�ect are low in the part of the curved used to estimated the elastic parameters. This

is mainly due to the distance between the camera and the sample (L = 32 cm, see Fig. 4.15)

which is su�cient to reduce this error (because the out of plane motion of the sample due to

Poisson e�ect is small with respect to this distance). To con�rm this result, we compare the

obtained strain before and after correction in Fig. 4.23.

Overall motions due to the machine compliance can however not be corrected this way. The

measurements of E and ν are sensitive to out of plane translations, while that of µ are not,

because µ is insensitive to magni�cation variations. µ might however be sensitive to out of plane

rotations.
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Figure 4.23: Comparison of strain before and after correction, with respect the loading

4.5.5.2 Results

The load-deformation curve for left gauge, right gauge and DIC after Poisson's e�ect correction in

central region are plotted in Fig. 4.24 for the specimen N◦ PlasH03. We note a small di�erence

between the three curves, showing that the DIC measurement is at least as reliable as the

measurements by strain gauges which exhibit also some discrepancies. The Young's modulus

is determined from the linear regression between the stress and ε22 (DIC) in the linear region

depicted in Fig. 4.24. We obtain E = 13.50 GPa compared with Ea = 13.51 GPa before

correction.
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Figure 4.24: The load - deformation curve obtained by DIC after correction

The Poisson's ratio is determined by linearizing the evolution of the corrected vertical and

horizontal deformations depicted in Fig. 4.25, leading to ν = 0.2. Note that this value is only

slightly in�uenced by the Poisson e�ect correction (νa = 0.21 before correction). We have also
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the link between elastic moduli of isotropic material.

µ =
E

2(1 + ν)
(4.15)

Relation in Eq. (4.15) can be used to compute shear modulus associated with the measured

E and ν, leading to µa = 5.57 GPa before correction and µc = 5.625 GPa after correction. We

compare these values with the one obtained from the linear regression between equivalent strain

and equivalent stress µ = 5.66 GPa. The value after correction is better, suggesting that the

magni�cation variation correction associated with the Poisson e�ect allows to correct some of

the out of plane motion.

Finally, the DIC measurement has been performed for all of six samples. The obtained

elastic parameters are listed in table 4.3, where EDIC is the Young's modulus computed from

DIC, EJ1,EJ2 are values obtained from right and left gauges, respectively. The behavior of

plaster is reproducible since variations of both Young's modulus and Poisson ratio are relatively

low (less than 10 %). The average values E = 13.6 GPa, ν = 0.2 are similar to those obtained

by Romani et al [180].

4.6 Conclusion

The two chosen materials for this study have been presented in this chapter: EPS concrete and

EPS plaster. A protocol to perform in-situ compression tests combined with XR-CT is proposed

to develop a stable crack network in the samples (at micro scale, and in 3D). In particular, this

involves speci�c precautions to avoid detrimental boundary e�ects highlighted with a preliminary

test on EPS concrete.

In order to validate the numerical model and develop the in-situ test procedure, speci�c
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Name EDIC(Gpa) EJ1 (Gpa) EJ2 (Gpa) ν

PlasH01 13.4 - - 0.19

PlasH02 14.9 - - 0.23

PlasH03 13.5 13.4 14.12 0.20

PlasH04 12.2 - - 0.19

PlasH05 12.5 13.1 12.8 0.19

PlasH06 14.8 14.2 13.5 0.22

Average 13.6 0.20

STD 1.125 0.018

Table 4.3: Sample and E,ν.

samples of EPS plaster have been manufactured. Various issues had to be addressed to obtain

usefull data for an e�cient comparison with numerical simulations, relative to: (1) manufacturing

of the EPS plaster material; (2) analysis and correction of the imperfections of the in situ

uniaxial compression test. Two �nal samples satisfy the requirements for controlled porosity,

simple geometry and parallelism or friction on bearing surfaces. Elastic properties of the plaster

matrix have been estimated by DIC, whose errors ave been evaluated and corrected if possible.

So the EPS plaster samples and tests may be considered as benchmarks for comparisons with

numerical results. An additional test has also been performed on a more complex EPS concrete

sample.

XR-CT images acquired during in-situ tests results will be analyzed as presented in Chap-

ter 5. The 3D characterization of cracks networks will be compared with prediction of numerical

simulation in Chapter 8.
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5.1 Introduction

The experimental validation of the numerical modeling requires a e�cient method to detect and

observe the cracks evolution at micro scale in a real sample. The images recorded during in-situ

compression tests described in Chapter 4 show cracks that progressively develop in both types

of samples (EPS plaster and EPS concrete). However a qualitative observation is not enough to

quantify their precise location and propagation. Because their gray level is very similar to that of

the porosity and because of the heterogeneity of the microstructure made of several components

with di�erent grey level s, and with �uctuating grey levels inside some component, the extraction

of cracks from CT images with simple thresholding routines is not straightforward. Moreover,

they may be hard to detect in their early stage of development, because of the low grey level
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evolution. Therefore, we present a method in this chapter to detect and extract cracks more

accurately. It is based on DVC techniques and image subtraction.

Based on the same principle as Digital Image Correlation techniques (DIC) presented in

Chapter 4, the Digital Volume Correlation (DVC) technique is the main tool to perform full-�eld

kinematic measurements in 3D from CT images and to observe small evolutions of microstruc-

tures. Many studies in the literature such as [21], [196], [34], [219], [184] have demonstrated the

performance of this technique for the study of the mechanical behavior of materials. The appli-

cation in the context of damage and fracture mechanics is introduced in the works [185], [90].

Another technique based on enriched local kinematics to describe displacement discontinuities is

proposed in [177], [91] to evaluate the propagation of a macroscopic crack. However, the study

of micro cracks location and propagation at microstructural scale in heterogeneous materials is

still an open issue and methods to do so are still in their early stage of development.

Methods based on the computation of so-called corelations residuals, as reveiwed by Bornert

et al [4], might be used to detect cracks, as they highlight evolutions of microstructures which

induce evolutions of grey levels which are not directly induced by their advection by a mechan-

ical transformations, as assumed by DVC algorithms. In our case, the local contrast is however

insu�cient to perform a DVC analysis uniformly over the whole sample, because gray levels in

EPS beads and sand grains are rather uniform. Local DVC routines can be run only over posi-

tions in cement matrix, and near interfaces. In addition, a non perfect gray level convection may

occur between reference and deformed images. Because of these reasons, the direct application

of the �correlation residuals" method is inapplicable.

In this work, we introduce a method called �DVC-assisted image subtraction" to detect the

cracks in the current situation of non uniformly distributed contrast and non perfect gray level

convection. The main idea of this method is based on the same principle as exposed in [4]. The

�image subtraction" method makes use of a local transformation which continuously extends

the discrete DVC evalutations of the displacement �eld. It is based on a �rst order �t of the

displacement �eld from at least 4 non-coplanar near neighbour positions successfully investigated

by DVC. The gray level is obtained by either trilinear or tricubic interpolation. An adapted mesh

with a selection of correlation points is also selected to use only the most reliable information of

DVC result.

The overview of this chapter is as follows: in section 5.2 background of DVC and the cor-

relation point selection is introduced. The principle of the image subtraction is proposed in

section 5.3. Finally, the discussion on the choice of parameters and several results will be pre-

sented in section 5.4.
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5.2 Digital Volume Correlation

5.2.1 Background

In the present work, the local approach to DVC presented in the work [34, 120] is used. Its

principle is the same as the DIC method presenting in Chapter 4. The method is based on

�nding the homologous positions of a set of material points (called correlation point) in two or

more images. To do so, we optimize a correlation coe�cient, that measures the similarity of

the gray level distribution in a small domain around the correlation points (called correlation

window) in a reference and a deformed con�guration. This distribution from the deformed

con�guration is converted to the reference by the material transformation according on the

principle grey level conservation [148]: the texture of the medium is assumed to be passively

adverted by the displacement �eld.

Let us consider a pair of three-dimensional gray-scale digital images, say f and g, concerning

the reference and deformed states of a loaded sample, respectively. These images have been

reconstructed by XR-CT. The estimation of the bulk displacements on the basis of the above

image pair represents a severely ill-posed inverse problem. By de�nition X is a position in

reference image, which is related with the respective position in the deformed image denoted x

by the mechanical transformation Φ(X):

x = Φ(X) = X + u(X) (5.1)

Unknown three-dimensional displacement �eld u(X) can be obtained as the optimal solution

of a variational problem. Relation between f and g is given by the formulation of the grey level

conservation principle.

g(Φ(X)) = f(x) in case of strict gray level conservation (5.2)

Or in the case of a relaxed conservation with possible brightness and contrast evolution:

g(Φ(X)) = a · f(x) + b+ g′ (5.3)

where: a, b are the coe�cients of overall contrast and brightness evolution, g′ is the noise,

present in both reference and deformed image.

The minimizing of C(Φ(X)) to determine Φ(X) for each position X is an ill-posed problem.

In fact, at each position, (or each voxel), we have only information related to grey level f and

g. They are scalar values, hence determination of transformation Φ (a vector) is impossible. To

address it, we use the approximation Φ0 of Φ on the region D (�correlation window") of a point

X0 (�correlation point"). The expression of approximated transformation can be described by

using the neighboring development of correlation point X0 and local variation of displacement

�eld u:
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Φ0(X) = X + u(X0) +
∂u

∂X
(X0)(X−X0) + ... (5.4)

The approximate transformation Φ0 is then de�ned by a limited set of scalars, the number

of which depends on the order of the approximation. The simplest one, used in the following, is

a pure translation characterized by only three components:

Φ0(X) = X + u(X0) (5.5)

Unknown mechanical transformation is here identi�ed by optimizing (minimizing) three com-

ponents (u, v, w) for each correlation window. This selection of local transformation is satisfac-

tory, when the transformation gradient is small and one uses small correlation windows. The

associated shape function mismatch errors might then be of the order of a few hundreds of a

voxel, and noticeably, lower than errors due to image noise.

The similarity in terms of grey level distribution on the window D and its transformed Φ(D)

can be measured by computing the correlation coe�cient C(Φ0). Various choices for C(Φ0)

are possible. In our case, we chosen the �zero centred normalised cross-correlation coe�cient"

formulation is chosen:

C(Φ0) = 1−

∫
D

[
f(u)− f

]
· [g(Φ0(u))− g] du√∫

D

[
f(u)− f

]2
du

√
·
∫
D

[g(Φ0(u))− g]2 du

(5.6)

where:

f =
1

|D|

∫
D
f(u)du g =

1

|D|

∫
D
g(Φ0(u))du (5.7)

It varies from 0 (perfect match) to a maximum of 2 (when �uctuations of f and g are

opposite), the value 1 corresponding to no match at all. This measure of similarity is insensitive

to a global contrast or brightness variation on the windows between both con�gurations (i.e a and

b can be arbitrary in equation (5.3)). Even if in principle XR-CT images are 3D representations of

local linear attenuation coe�cients, which can be de�ned on an absolute scale, such �uctuations

can in practice be observed because of instrument imperfections or various image manipulations.

Remark

This has little consequences in terms of accuracy, as noise levels in laboratory CT images

are signi�cantly larger than the dynamic range of 8 bits images. In order to increase the com-

putational e�ciency of the DVC routines, the optimization of the local translation components

is split into two steps. In the �rst one, sets of discrete translations (i.e. with components equal

to integer numbers of voxels) are systematically explored for the best correlation coe�cient.

This exploration can easily been parallelized on a multi-core computer. This is performed for

all positions of the DVC mesh. In a second step, subvoxel accuracy is search for, by making

use of a tri-linear grey level interpolation of grey levels to compute g(Phi(u)) and its gradients,
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and an appropriate iterative optimization algorithm. While this optimization is hard to paral-

lelize e�ciently, it is easy to distribute the independent optimization tasks for each correlation

point over several CPU-cores. In the general algorithm of the used CMV-3D software, the latter

optimization is however only performed for points at which the correlation coe�cient obtained

after the �rst step is below a user-selected threshold. In our particular situation, this selection

of reliable correlation points was somewhat more sophisticated as described in next section.

5.2.2 Correlation point selection

The local observation by using DVC requires a thin mesh of correlation point, and an appropriate

local contrast is also required to ensure the DVC routines can run. The tomography images of

EPS concrete contains three phases: cement paste (matrix), quartz sand, porosity (EPS-air).

Among them, the quartz sand and porosity exhibit less contrast (i.e low local �uctuations of

grey levels). DVC routines run only e�ciently within the cement paste and near the interface

between cement paste/quartz sand.

In this section we introduce a procedure to select the best correlation information, which

includes two processing: (1) construction of an adapted mesh; (2) de�nition of an optimized

correlation threshold. Now we present the details for each processing.

Firstly, we construct the adapted mesh, which can automatically detect the points in the

well contrasted region. The principle is based on 4 steps:

• Step 1: A �ne regular mesh is constructed over the whole sample with the standard tool

of the DVC code

• Step 2: Exclusion of points in pores

• Step 3: Inclusion of points in sand and at the interface cement paste/quartz sand

• Step 4: Intersection of the result of step 2 and step 3.

The exclusion/inclusion of correlation points is based on the separation of these points into

various phases. To do so, we compute the average grey level in a small surrounding window

and then use appropriate threshold to separate correlation points into two di�erent phases.

This procedure is applied to analyze the same mesh (constructed in step 1) on both segmented

images of pores (step 2) or sand grains (step 3). In order to exclude points on pores interfaces,

an erosion was applied to the binary image. Conversely, in order to keep the interface of sand

grains, we use the dilatation operator. The size of the balls associated with these operators is

here taken equal to the mesh size. In both cases, the points which the average grey level in the

surrounding window is above 0 are kept. An example of �nal mesh is depicted in Fig. 5.1 (c).

Only the correlation points in the region with good local contrast are selected to perform DVC.

Second process is based on the sorting of correlated points. It is applied after the subvoxel

optimization has been performed on all correlation points of the adapted mesh. A statistical
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(a) (b) (c)

Figure 5.1: Correlation point selection with inter-points distance 15 voxels : (a) mesh of quartz

sand segmentation; (b) mesh of porous segmentation; (c)�nal mesh

distribution of correlation coe�cient is constructed to select only the points showing the best

correlation. A typical result of DVC applied to EPS concrete material is depicted in Fig. 5.2
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Figure 5.2: DVC result for EPS concrete: distribution of correlation coe�cients

Fist peak of this histogram corresponds to correlation points near the interface between

cement matrix/quartz sand region; second peak corresponds to points in the cement matrix. By

computing the standard deviation σstd of the correlation coe�cients distribution, we propose

here a threshold to select well correlated points, i.e. those for which the calculated coe�cient

below than Cthreshold, with:

Cthreshold = CCement paste + σstd (5.8)

where CCement paste is the value of the correlation coe�cient associated with the peak of

cement paste. The result is depicted in Fig. 5.2. This criterion allows us to discard a second

time suspicious correlation points, for a strict selection of reliable DVC information.
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5.3 Image subtraction

5.3.1 General principle

On the context of cracks detection in the heterogeneous material at micro scale, a local obser-

vation is clearly required. Based on similar ideas as those reviewed by Bornert et al [4], the

image subtraction (denoted r(X)) is here introduced to detect the cracks evolution for brittle

heterogeneous material. Given the continuous transformation map Φ extended throughout the

whole sample, the gray level g(Φ(X)) in the deformed image, at the �nal position Φ(X) of any

voxel X with gray level f(X) in the reference image, is obtained by a tricubic (or trilinear)

interpolation of the deformed image. Thus, the deformed image is back convected in the same

frame as the reference image according to the estimated transformation. Finally, the di�erence

between reference and deformed images de�nes the �subtracted image"

r(X) = f(X)−
[
a.g (Φ(X)) + b

]
(5.9)

Note that this de�nition of the image subtraction allows for a possible variation in brightness

and contrast, by the recourse to a coe�cient of overall contrast a, and the coe�cient of brightness

evolution b, which are computed by the formulas:

a =

∫
R

(f(X)− f) · (g (Φ(X))− g)∫
R

(
g (Φ(X))− g

)2 (5.10)

and

b = f − ag, (5.11)

where f and g are the average of gray level f(X), g (Φ(X)) on some domain R, which will

be de�ned in the next section.

The image subtraction re�ects the local evolution of the material, not described by the �t of

the coarse evaluation of the transformation Φ. For a brittle material, it essentially gives access

to the cracks. Note that on areas with su�cient local contrast, where DVC routines are run

successfully, the subtracted image would coincide with standard so-called �correlation residuals"

[4] (assuming a ZNCC correlation coe�cient).

The subtracted image de�ned in (5.9) have gray levels about 0, some being positive / other

negative. For the sake of an easy vision, and avoid the problem of visualizing images with

negative grey levels, we add an o�set gray level to the subtracted image. The �nal value for the

case of unsigned 8 bit images is computed as:

r(X) =
1

2

{
f(X)−

[
a.g (Φ(X)) + b

]
+ 255

}
(5.12)
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5.3.2 Correction of gray level variation

The coe�cients a and b related to gray level variation de�ned in (5.10), (5.11) could be easily

computed for each considered point (or voxel) by the following: at a considered point, we could

compute a, b on a domain R equal to the correlation window or the size of the neighbouring used

to de�ne the interpolated local transformation (presentation later). However this procedure is

computationally too intensive. Hence we suppose that a and b are constant, and these values

are computed by taking the average of some regions.

a =
1

n

∑
i

ai =

∫
Ri

(f − f) · (g − g)dx

(g − g)2dx

 (5.13)

b =
1

n

∑
i

(
f i − aigi

)
(5.14)

where i = 1..n refers to the setof n taken zones..

An example of EPS concrete image is shown in Fig. 5.3(a) together with its gray level

histogram Fig. 5.3(b). We can see clearly the variation of gray level between reference image

and deformed image. Consider �rst the use of a single pair a, b for all phases and whole sample

to construct subtracted image in undamaged region. A typical result is depicted in Fig. 5.4(b),

the obtained image is not uniform, with grey levels in the porosity clearly di�erent from the rest.

This may be due to a somewhat nonlinear evolution of the brightness and the contrast over the

whole range of grey levels. To circumvent this problem, we de�ne two coe�cient pairs: as, bs for

both phases quartz sand and cement paste (called solid phase), ap, bp for porosity phase. They

will be determined by using E.q. (5.13), (5.14), with R chosen correspondingly with phase of

investigation (Rs and Rp ). The size of interest region R depends only the size of constituent

phases. We make here an analysis of this in�uence on the computation of as, ap only( assuming

that, if as, ap are convergent, bs and bp will be convergent as well). Note that this analysis is

performed in only one typical domain R.

Figure 5.3: Variation principle of gray level of EPS concrete: (a) Zone de�nition for computation

a and b; (b) gray level histogram
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Figure 5.4: Subtracted image using correction of grey level variation: (a) reference image; (b)

a, b homogeneous; (c) a, b heterogeneous

The result is depicted in Fig. 5.5. In the case of solid phase, the result of Rs < 200 and

Rs > 400 voxels is not converging. The reason is due to the non representativity of the window

R when Rs is very small. The �uctuations of a for large windows might be due to the fact

that such windows might encounter some pores or even the boundary of the sample (recall that

sample diameter is 800 voxels). The overall contrast coe�cient is stable when Rs is between:

200 − 400 voxels, which corresponds to a region of interest R containing about 3 to 4 quartz

inclusions in the cement paste matrix. The size of the EPS pores for this material is bellow

250 voxels. Thus, the size of Rp for ap,bp must be found within a range 0− 250 voxels. However

when Rp is very small, we have the same non representativity problem as with the solid phase.

The result in Fig. 5.5 illustrates that the reasonable size for the R domain in the pore phase

is about 150 − 250 voxels, close to size of the EPS beads (when Rp > 250, the region of

investigation will exceed the size of the porosity, so that the result �uctuates). Note that, using

two coe�cient pairs for each phases may be provided discontinuities of grey levels at interface

between porosity/solid in image subtraction. Nevertheless this discrepancy is very small, this

phenomenon will be illustrated in example bellow.
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Figure 5.5: In�uence of the size of domain R on the computation the contrast variation coe�-

cients



140
Chapter 5. 3D detection of damage evolution in porous brittle cement based

materials

The Rs, Rp chosen from the above analysis are applied to compute as, bs and ap, bp in several

regions spread over the whole sample. The obtained result is satisfactory as no discrepancy in

grey levels between the pores and the solid phases can no longer be observed in the subtracted

image of an undamaged zone, as shown in Fig. 5.4(c).

5.3.3 Local transformation approximation

As discussed in the previous section, the determination of the local transformation Φ(X) at

each voxel is an ill-posed problem. This work aims at constructing an approximation of the

local transformation by using a continuous �t of the transformation of neighbor correlation

points. After the correlation procedure, we know the position of well correlated correlation

points in both reference image and deformed image. At each voxel, the local transformation is

determined from the information of its neighboring correlation points.

Let X be the position of the voxel under consideration in the reference image (we consider

X to be the center of the voxel), X0 the position of the its nearest neighbor correlation point

with measured displacement u(X0). Using the development at order 1 of the displacement �eld

near point X0, from E.q (5.4) we get the following expression of the approximation of the

transformation Φ0:

Φ0(X) = X + u(X0) +
∂u

∂X
(X0)(X−X0) (5.15)

In three dimensions, this transformation is de�ned by 12 parameters, including 3 components

(u, v, w) and 9 components (
∂u

∂x
,
∂u

∂y
,
∂u

∂z
;
∂v

∂x
,
∂v

∂y
,
∂v

∂z
;
∂w

∂x
,
∂w

∂y
,
∂w

∂z
) of the displacement gradient.

We have also:

∂u

∂X
(X0) = F(X0)− I (5.16)

where I is identity tensor, and F is the deformation gradient. We need to provide an estimate

for the latter.

Assuming that we have determined by DVC the displacement of N neighbor correlation

points of considered point X, the approximate transformation ΦN used to determine its �nal

position x in the deformed image, is here de�ned by the formulation:

x = ΦN (X) = TN (X) + FN (X) ·X (5.17)

where FN is the best �tting uniform transformation gradient for the N neighbor correlation

points, and TN (X) = [uN vN wN ]T is the associated best �tting translation.

The vector TN and the gradient FN are determined by a classical least square �tting pro-

cedure, de�ned by :

FN = Argmin
N∑
i=1

‖ xi − (FNXi + TN ) ‖2 (5.18)
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The optimal choice of TN clearly is de�ned by the following:

TN (X) = 〈Φ (Xi)〉N − 〈FN ·Xi〉N (5.19)

where i = 1 : N , the operator < . >N is the average of N values, Xi is neighboring correlation

points of X in reference con�guration.

The second order tensor is then determined from the minimization of:

FN = Argmin
N∑
i=1

‖
(
xi − 〈xi〉N

)
− FN

(
Xi − 〈Xi〉N

)
‖2 (5.20)

where xi is the DVC-estimated position of Xi in deformed con�guration. The best �tting

gradient transformation FN is thus given by:

FN =
[ N∑
i=1

{(
xi − 〈xi〉N

)
⊗
(
Xi − 〈Xi〉N

)} ][ N∑
i=1

{(
Xi − 〈Xi〉N

)
⊗
(
Xi − 〈Xi〉N

)} ]−1

(5.21)

Expression (5.17) can be rewritten as:

x = X +
(
〈xi〉N − 〈Xi〉N

)
+
(
FN − I

)(
X− 〈Xi〉N

)
(5.22)

Second term of E.q. (5.22) is the average displacement of the N correlated points.

uN = 〈xi〉N − 〈Xi〉N (5.23)

Note that the position x in deformed con�guration of point X in reference con�guration can

be given by E.q. (5.22), which de�nes the best overall �t of the transformation of the N neighbor

points. It can also be given by equation (5.15) in which ∂u
∂X(X0) would be replaced by FN − I.

The second option provides a more local estimation of the displacement �eld but is much more

sensitive to the DVC errors on the displacement of the sole nearest neighbor correlation point.

The �rst option is less sensitive to correlation errors, which is averaged over N positions but

leads to a smoother �tted displacement �eld. The following results have been obtained with

expression (5.22).

The neighbor correlation points are selected according to a criterion of maximum distance

dTmax, i.e we select the correlation points, whose distance with the consideration point X is less

than dTmax. The neighbor transformation strongly depends on the maximum distance criterion.

This in�uence will be analyzed in section 5.4.2. Note that the construction of the set of N

neighbour points for each position X in the reference image is a computationally very expensive

task, if a basic algorithm which would test all correlation points in the DVC mesh is used. To

avoid this problem a somewhat more sophisticated procedure has been implemented, which takes

advantage of the regular shape of the DVC mesh and the regular numbering of the correlation

points within this mesh. It permits to restrict the distance test to points which are known to

be close to voxel X, so that reasonably short computational times are obtained.
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The computation of FN requires the inversion of the matrix M de�ned by:

M =
N∑
i=1

{(
Xi − 〈Xi〉N

)
⊗
(
Xi − 〈Xi〉N

)}
(5.24)

This matrix is is symmetric and positive because it is the sum of rank-one tensors of the

form Ai⊗Ai. However, it might not be positive if the vectors Ai do not generate the whole 3D

space. This is in particular the case when all neighbor correlation points are distributed in a same

plane. The out-of-plane components of the transformation gradients can then not be de�ned.

More generally, when points are close to be co-planar, these out of plane components will not

be accurately determined. To treat this problem, we use a criterion to check the singularity of

this matrix based on the analysis of its eigenvalues. We require that the ratio of the smallest

to the largest eigenvalue is not too small. And then a solution proposed when it is too small:

we increase the maximal distance dTmax to select more correlation points, then check again the

singularity criterion. If the problem is still not solved, we make use of the global transformation

for this position. The average displacement uN is however not sensitive to this singularity.

Therefore we can keep the �rst maximal distance to compute it. In such a situation, the number

of neighbor correlation points for the computation of uN and FN are di�erent. This procedure

is in particular used for the badly contrasted regions (e.g EPS beads, big sand grain,...) where

the neighbor point are far away from the considered voxel.

5.3.4 Gray level interpolation

The position x = ΦN (X) is not always an integer (see Fig. 5.6 ), thus an interpolation is

necessary to compute the gray level g(ΦN (X)) in the deformed image. Three interpolation

procedures have been considered:

• Nearest neighbor interpolation

• Trilinear interpolation

• Tricubic interpolation

The nearest neighbor interpolation is not e�cient, because this interpolation is very sensitive

to small error of the local transformation (of about a voxel). In a region with large variations

of contrast, e.g near the interface of porosity, this interpolation might generate an unacceptable

gray level too close to either the grey level of the pore or of the matrix, event if the error in the

displacement is small. An example is depicted in Fig. 5.6, where the gray level in the deformed

image is searched for at non integer position (x, y, z). Assuming or simplicity that z = k, its

gray level possibly takes value of voxel (1, 7, 8, 9) depending on the distance to these voxels. We

clearly see that the gray level of voxels (1, 7) are really di�erent. The obtained result would

unacceptably be sensitive to a small error in the transformation.
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Figure 5.6: Real position of ΦN (X) and entire voxel in deformed image

The trilinear interpolation can reduce this error and provides good results in perfect con-

ditions. However, the CT images of reference and deformed image are not exactly the same.

This phenomenon is demonstrated by considering an interface in an undamaged zone de�ned

in reference image as in Fig. 5.7 (a). It is observed that the blur in the interfacial region is

more than one voxel and is not identical in reference and deformed image. We have observed

that in such situation the trilinear interpolation is not enough. The subtracted image by using

trilinear interpolation is depicted in 5.7(b); it clearly shows a visible interface. To avoid this

problem, some �ltering of the images is required. We have tested the tricubic interpolation;

the subtracted image obtained with this interpolation is illustrated in 5.7(c), where no sign of

interface is captured. This result suggests that the tricubic interpolation can reduce the interface

phenomena, however it may be blurred the detected crack. Therefore, both interpolation modes

have been used for this study.

(a) (b) (c)

Figure 5.7: Illustration of the e�ect of interpolation method in an undamaged region : (a)

reference image; subtracted image obtained with (b) trilinear interpolation and (c) tricubic

interpolation
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5.4 Results and discussion

The method described above has been applied to the CT images acquired during the preliminary

test described in Chapter 4. We use an inter-point distance of 10 voxels for the correlation mesh,

and a correlation window of 20× 20× 20 voxel3. For the computation of the subtracted image,

the initial distance criterion is d = 50 voxels.

5.4.1 DVC error assessment

For the assessment of the errors of the DVC method, we perform the DVC on the reference

and zoomed images of EPS concrete sample used for the preliminary test described in Chapter 4

(tube voltage and current were respectively set to 120 kV and 125 µA; voxel size was 15 µm). The

CT images of the whole specimen (800× 800× 1200voxel3) was created from 1120 projections,

resulting from a scan of about 80 minutes) The voxel size of the reference image was 14.9227µm

and the voxel size of the zoomed image (which actually was a dezoomed image) was 14.993µm,

that provides a theoretical negative magni�cation variation:

Fxx − 1 = Fyy − 1 = Fzz − 1 = −0.00471. (5.25)

We will estimate here correlation errors associated with three polupations of DVC points:

(CE1) observation of all well correlated points in the whole sample (selected with a correlation

criterion threshold of 0.1); (CE2) observation of selected well correlated points according the

the procedure described in section 5.2.2, making used of an adapted mesh and the optimized

threshold of the correlation criterion; (CE3) consideration of points inside the quartz sand phase

with low image contrast.

First, in the case of (CE1), the transformation computed from all correlated points for whole

sample is:

F− I =


−0.004188 −0.000231 −0.000114

0.000267 −0.004321 −0.000040

0.000113 0.000042 −0.004562

 (5.26)

The maximal error on the components of the overall transformation is about 0.000522. The

local error in local displacement is statistically analyzed as a function of the fractional part of

theoretical displacement. The systematic (i.e. average of errors) and random (i.e. standard

deviation) errors are plotted as a function of the latter, as in [62]. The obtained result is

described in Fig. 5.8, with the maximal systematic error about 0.1 voxels and maximal random

error 0.38 voxels. The rather large random errors are induced by the presence of many point

with a poor local contrast.

Second, in the case of (CE2), the transformation is computed (by the best �t procedure

described earlier) from the selected well correlated point over whole sample is:



5.4. Results and discussion 145

Fractional displacement [Voxels]
0 0.2 0.4 0.6 0.8 1

E
rr

or
 [V

ox
el

s]

-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6
Sys X
Rand X
Sys Y
Rand Y
Sys Z
Rand Z

Figure 5.8: The systematic and random errors for all correlated points of whole sample

F− I =


−0.004580 −0.000226 −0.000114

0.000276 −0.004582 −0.000036

0.000104 0.000039 −0.004671

 (5.27)
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Figure 5.9: The systematic and random errors of selected well correlation points

The overall transformation estimated by DVC is now very closer to the prescribed magni�-

cation variation with an absolute accuracy better than 0.0002. We compute also the systematic

and random errors, the result is depicted in Fig. 5.9 now a much smaller random, and a some-

what reduced systematic error (maximal in systematic errors of about 0.07 voxels). We clearly

observe that the error associated with the selected correlation points (CE2) is noticeably lower

than the one obtained with all points (CE1). This phenomena may be due to the badly corre-

lated points in the quartz sand phase. To con�rm this conclusion, we compute the best �tting
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gradient of transformation for this phase in the central region of sample (CE3); the obtained

value is:

F− I =


−0.003971 −0.000190 −0.000249

0.000175 −0.004156 −0.000103

0.000093 0.000107 −0.004577

 (5.28)

The maximal error of F− I in this case is about 0.00074, the biggest of all three case. The

systematic and random errors are also computed and depicted in Fig. 5.10. This result shows

also larger error (maximum of about 0.4 voxels for random errors and 0.1 voxels for maximal

systematic errors) than with the selected correlation points (CE2).
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Figure 5.10: The systematic and random errors of quartz sand phase of EPS concrete

The summary of maximal errors for the overall transformation gradient Errormax(F − I) ,

the systematic error Errormax(Sys), and the random error Errormax(Rand) estimated from three

above cases is given in table 5.1. It con�rms the e�ciency of the proposed procedure to select

appropriated correlations points, which will be used for all subsequently presented results.

Name Errormax(F− I) Errormax(Sys) Errormax(Rand)

[voxels] [voxels]

Sand grain 0.00074 0.1 0.4

All Corel points 0.00052 0.1 0.38

Selected Corel points 0.0002 0.07 0.2

Table 5.1: Summary of error estimation for EPS concrete material

We now quantify the impact of the DVC error on displacement to the error on the components

of the local transformation gradient FN , by means of error propagation considerations [120]. As
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a �rst approximation, this error is

σ(Fij) =
2√
Nj

σ(ui)

Lj
(5.29)

where Nj is the number of independent displacement measurements used for strain measure-

ment, Lj is an equivalent gauge length along direction j, and σ(ui) is the standard deviation of

displacement along direction i. In our case, the local transformation is computed from neigh-

boring correlation points. We mostly make use of a maximal distance equal to four or �ve times

the inter-point distance of correlation mesh, hence we have about 216 correlated points (see

section 5.4.2). Thus we have here Nj = 216, Lj ≈ 50 voxels, from Fig. 5.9, σ(ux) = 0.15 voxels,

σ(uy) = 0.125 voxels, σ(uz) = 0.08 voxels, we obtain:

σ(Fxx) = 4× 10−4; σ(Fyy) = 2.2× 10−4; σ(Fzz) = 2.2× 10−4

These estimates of errors reasonably well reproduce the observed �uctuations for the overall

gradient, which validates the proposed analyses.

5.4.2 E�ect of neighbor distance for local transformation

The local transformation ΦN (X) used to subtract the images strongly depends on the maximal

distance de�ned in section 5.3.3. Small distance gives a more "local" transformation which may

re�ect more accurately local strain heterogeneities of discontinuities in the material, but the

obtained result is more sensitive to DIC errors. This errors will be decreased when we use a

larger distance, which however provides the less local observation, and requires more computation

time. Objective of this section is to look for an optimized distance, which is here considered in

di�erent regions: (1) the unbroken region in the solid phase (quartz sand and cement matrix),

called (ED01); (2) the interface EPS/solid phase, called (ED02); (3) the damaged region called

(ED03).

We consider a representative sub-volume for all three above cases, with size (450 × 450 ×
450 voxel3) containing one EPS bead and microcrack networks. A regular mesh is used, with a

correlation point spacing of 10× 10× 10 voxel3, and correlation windows of 20× 20× 20 voxel3.

The �nal correlation threshold is taken as C ≤ 0.07. The distance to have at least 4 neighboring

correlation points is respected (in the case of regular mesh) if

√
3

2
he ≤ dTmax (5.30)

where he is distance between correlation point (here 10 voxels).

We computed the subtracted image for the distances d = 20, 30, 50, and 80 voxels.

Firstly, the subtracted image for the problem (ED01) is analyzed. We consider a region

with no damage and no EPS bead (zone of low gray level variation), see Fig. 5.11. The standard

deviation of gray level, with respect to the maximal distance is plotted in Fig. 5.12. We see

that the standard deviation decreases when we increase the distance. This phenomenon is due
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Figure 5.11: Solid region to consider in�uence of maximal distance criterion

to two reasons: (1) the local transformation is less heterogeneous in the undamaged region, (2)

the correlation errors is reduced when we use a big distance. Hence, in this typical region the

subtracted image is better with the big distance.
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Figure 5.12: The standard deviation of gray level in the subtracted image in the solid phase and

near an EPS bead

Secondly, the problem (ED02) is analyzed. We consider the interfacial region of a large EPS

bead (diameter ' 200 voxels). This zone is still undamaged material, so the correct solution has

to give a uniform image. The detailed view is depicted in Fig. 5.13. The gray level pro�le on a

line crossing the interface (L=35 voxels, see Fig. 5.12 (a)) is depicted in Fig. 5.13. The overall

standard deviation is also plotted in Fig. 5.12. The same phenomenon as in the case (ED01)

is observed. The small distance generate a visible interface in the subtracted image. Beside the

reasons of problem (ED01), we note another reason for problem (ED02): the EPS bead is a

badly contrasted region, the number of well correlated windows is low. Hence, we have to use



5.4. Results and discussion 149

the big distance to obtain more correlation points.

Figure 5.13: Comparison of subtracted image in the interfacial region of EPS bead, with respect

to the distance
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Figure 5.14: E�ect of nearest neighbor distance on the subtracted image near an interface EPS

bead/matrix: grey level pro�le along a line crossing the interface

On the contrary, in the damage region (ED03), we observe another phenomenon. A region

containing a micro crack is considered (see Fig. 5.15 (a)). The gray level pro�le along a line

crossing the crack is plotted in Fig. 5.15 (b). We can see that the small distance provides a

sharper crack, with better de�ned contour. This is probably the e�ect of the more heterogeneous

response in this zone, i.e the transformation is here very heterogeneous. We conclude that a

small distance might be better in the damaged region.

The analyzed results of this section have demonstrated that: (1) the big distance is well

adapted in undamaged and badly contrasted (big EPS bead, big grain) regions. (2) the small

distance is better in a cracked zone. However, due to the di�culty to distinguish these cases

in the real application, we take a constant distance criterion: d = 50. This value gives a

subtracted image, which is less perturbed in the undamaged region and still sharp enough to

extract the crack contour. The distance increasing process is used in the badly contrasted zone

(see section 5.3.3).
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Figure 5.15: (a) CT image of a region containing a micro crack; (b) gray level pro�les of its

subtracted image for various nearest neighbor distances

5.4.3 Bene�ts of the procedure

The �rst advantage of the presented image subtraction method is the application for situations,

where DVC routines are not run successfully on large regions. In practice , in our case, the

CT images of EPS concrete material contains several badly contrast zones: big porosities (EPS

bead, big air), big sand grain. An example is depicted in Fig. 5.16. The cracks are well detected

in the bad local contrast situation.

(a) (b) (c)

Figure 5.16: Crack detection in the situation of bad local contrast

The second advantage of this method is the detection of very tiny cracks. Fig. 5.17 shows

an example, where the crack is almost not visible in the CT images Fig. 5.17(a), but in the

subtracted image Fig. 5.17(b), we can see clearly the micro cracks. Moreover it would have been

very hard to separate cracks from EPS beads in the deformed CT images. But with subtracted

image the propagation of the crack along the EPS bead/cement matrix interface is clearly visible.

The CT deformed images in Fig. 5.17 (a) shows strong ring artefacts, which is a unfavorable

situation to detect the cracks (because the DVC runs less e�ciently). Nevertheless, image
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(a) (b)

Figure 5.17: Detection of tiny micro crack and interfacial cracks around EPS beads, not visible

in gray level CT images: (a) CT deformed image; (b) subtracted image

subtraction method leads to an acceptable result in terms of crack detection. Of course the

artifact are still visible in the subtracted image, but they do not perturbate strongly the geometry

of the cracks. This is a third bene�t of this method, which still works on CT images with

artefacts.

The most important advantage is that we can perform a segmentation of the cracked areas in

the subtracted image. In this example, we perform a extraction cracks from the heterogeneous

structure by using the classical threshold criterion and the opening operator in the FiJi image

processing software [1]. The obtained 3D cracks network is depicted in Fig. 5.18 (b).

(a) (b)

Figure 5.18: The segmentation of cracked areas in the subtracted image: 3D view of the damaged

region

Because of the out-of-plane motion under loading, it is very hard to compare the same region

of reference and deformed image within 2D cross section of a CT volume. Hence we can not
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exactly visualize the cracks evolution within the CT images. As the subtracted image is con-

structed in the same frame as the reference image, we can easily observe the cracks propagation

for di�erent loading steps by comparing a chosen reference plan in subtracted image. This is

another favorable point of this method.

5.4.4 Crack detection, extraction and propagation

In this section, we present the results of the crack propagation analysis of the preliminary test

introduced in Chapter 4. During steps (1-7), the material is still undamaged. The cracks

have appeared from step 8. Thus, we use step 7 as the reference image to compute the image

subtractions.

Firstly, we compare the crack evolution at a chosen plane. The subtracted image is computed

and segmented, then the detected crack network is added to the segmented microstructure of

the reference image (step 7). Note that, in this example we use only the classical threshold

method and the �opening" �lter after segmentation within the Fiji software. The detail of the

crack propagation during the four loading steps is depicted in Fig. 5.19.

Figure 5.19: Segmentation of subtracted images of the EPS concrete specimen under 1.2 kN

(Step 8), 1.26 kN (Step 9), 1.28 kN (Step 10) and 1.36 kN (Step 11). The detected crack

network is superimposed on the segmented microstructure of the reference image (Step 7).
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Between step 8 and step 9 we have detected new cracks, as well as the propagation of old

cracks. The same phenomena are observed between step 9 and step 10. There is small evolution

between step 10 and step 11: the old cracks have slightly opened, and a few new cracks have

been created.

We consider also the evolution of cracks by using the 3D segmented image subtraction. A

sub-volume in the damage region is analyzed. Fig. 5.20 provides a 3D view of the detected

cracks in the four last deformation steps.

(a) (b)

(c) (d)

Figure 5.20: The 3D crack propagation in the upper part of the sample

5.5 Conclusion

The direct observation of damage in CT images is not straightforward, because very tiny cracks

are hardly visible, and even larger cracks may have similar grey levels as the surrounding ma-

terials. This is especially the case in multiphase materials and porous ones in particular. In

addition, it is hard to observe crack evolutions by a comparison between images taken in di�er-
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ent mechanical con�gurations, because one cannot distinguish within a 2D view an actual crack

growth from the apparent crack motion due to the rotation of the sample with respect to the

observation plane.

In this chapter, we have developed an image subtraction method. The main idea follows

the reviewed by Bornert et al [4]. Using Digital Volume Correlation and associated image

subtraction, the crack network and its evolution through the heterogeneous microstructure could

be characterized in a lightweight EPS-beads concrete.

When compared to previous methods, our procedure can be used on CT images with local

contrast not well adapted to DVC routines, e.g non uniformly distributed contrast and no perfect

gray level convection. The application of the method to images containing several artefacts has

always given satisfactory results.

Using the adapted mesh and the approximation of the local transformation, the proposed

method is well adapted for brittle heterogeneous material. The application to study the damage

phenomena in EPS concrete material has demonstrated its performance. We can detect the

very tiny cracks no directly visible in CT images. Thanks to the construction of the crack

network on the same frame as the reference image, we can easy compare the crack evolution

at di�erent loading states. The crack networks can also be extracted by segmentation of the

subtracted image; this bene�t has been illustrated on several typical examples in 2D and 3D.

The proposed method is a promising tool to detect the crack initiation and propagation in other

brittle heterogeneous material.

Further developments of this technique will aim at improving the description of the local

transformation, especially in highly cracked areas, for a better separation of cracks from other

features in the subtracted images. A quanti�cation of the damage will also be attempted in

terms for instance of surface of the cracks or opening, in view of comparisons with numerical

simulations.
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6.1 Introduction

The objective of this chapter is to model the experimental tests conducted during this thesis, i.e.

the in-situ compression of cylindrical samples made of EPS plaster or EPS lightweight concrete,

in order to perform numerical simulations using the tools developed in the previous chapters and

to compare the simulations results with the experimental ones. The setup has been described

in Chapter 4. A novelty of the present work is that we aim at comparing the experimentally

observed microcrack network generated at microscale during the in-situ compression test, to
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the corresponding network predicted by the numerical simulation based on the actual complex

microstructure of the sample obtained by microCT imaging. Unlike earlier studies, this com-

parison is not just performed in terms of global and statistical quantities, but also in terms of

local geometry and chronology of the evolution of the crack network.

This chapter is divided into three parts, related to the following questions: (i) how to model

the microstructural geometry from microtomography images and how to construct the Finite

Element mesh for the numerical simulation; (ii) how to model the e�ects of the imperfections of

the real experimental conditions in the simulations, and how to use these simulations to correct

these issues in the experiments; (iii) how to save computational time by performing numerical

simulations on sub-volumes extracted from the full microtomography image, and how to use the

Digital Volume Correlation (DVC) measurements to prescribe appropriate boundary conditions

on these sub-volumes.

6.2 Modeling the microstructural geometry from microtomogra-

phy images

In the present work, two materials, lightweight plaster and lightweight concrete, are investigated.

By �lightweight", we mean that the material contains very light inclusions or pores, here EPS

beads. The introduction of these beads into a homogeneous plaster specimen induces �rst

stress concentration when the sample is loaded and then cracks initiation. These two materials

have di�erent microstructures (see Fig. 6.1): the lightweight plaster is essentially made of two

phases: the plaster and the large EPS beads (pores). The pores are almost spherical, which will

render the modelling of the microstructure easier. On the other hand, the lightweight concrete

has 3 phases: the less-regularly shaped pores (EPS beads), the matrix (cement paste) and

the inclusions (sand grains with somewhat angular shapes), leading to a much more complex

geometry. Note that both samples exhibit also some small-scale heterogeneities within the

matrix, in the form of micropores or small more dense areas (which appear in white in Fig. 6.1).

These details are usefull for DVC but will not be taken into account in the numerical simulations.

In this section, we provide methodologies to convert the segmented images of the microstruc-

tures to geometrical models and �nite elements meshes for the simulation purposes.

6.2.1 Microstructures with spherical pores: lightweight plaster

In the case of lightweight plaster (see Fig. 6.1), the geometry of the microstructure is quite simple,

roughly constituted by a cylindrical domain containing spherical pores. Then, it is not necessary

to convert each voxel into a single element, which would lead to prohibitive computational costs.

Instead, we use the microtomography image to determine the positions of the centers of the

EPS beads (which are considered as pores) and their radii, and construct an idealized geometry

involving the cylinder and spheres, which is meshed with tetrahedra. This simpli�cation allows

performing simulations with much less elements than direct conversion of voxels to regular
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(a) (b)

Figure 6.1: Microtomography images of: (a) lightweight plaster; (b) lightweight concrete.

elements. Here, we neglect the smallest pores in the model (with diameters lower than 40 voxels).

The positions and diameters of the pores are determined by using the plugin 3D Objects Counter

of the FiJi image processing software. It is applied on the binary image resulting from a basic

thresholding of the full CT volumes. Because of the clearly di�erent grey levels of both phases

and of the sharp interfaces, the choice of the critical grey level used to separate phases is not

critical. An example of reconstructed idealized geometry for one sample is provided in Fig. 6.1(b).

In Fig. 6.3, two meshes using regular elements and conforming elements from idealized geometry

are compared. Using the conforming elements saves up to 6 times the number of elements in

the mesh.

(a) (b) (c)

Figure 6.2: Geometry of the EPS plaster material: (a) horizontal plane of CT images; (b)

idealized geometry; (c) vertical plane of CT images.
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(a) (b) (c)

Figure 6.3: (a) regular mesh with of about 24 millions elements constructed from the voxel

based model; (b) conforming mesh constructed from an idealized geometry of the sample (only

of about 4 millions elements); (c) view of a section crossing porosities

6.2.2 Complex microstructures: lightweight concrete

In the case of lightweight concrete (see Fig. 6.1(b)), it is not possible to model the geometry

with a collection of simple geometrical volumes (spheres, poyhedra...). In the present work, we

have used two procedures: (a) each voxel is converted to a cubic element and the properties

of each phase are mapped from voxels to the corresponding elements in a regular mesh; (b) a

specialized software is employed to construct a mesh with meshed interfaces from the segmented

voxel-based model.

6.2.2.1 Direct conversion of voxels to regular elements

The simplest solution to construct a mesh from an XR-CT image is to directly map each voxel

and its material properties to a regular mesh of �nite elements. The procedure consists in two

steps: (1) the CT image is segmented into labeled image,in which grey levels of pixels refer to the

phase to which they belong . For this purpose, several �lters and morphological operators can

be used (open, close, median, anisotropic di�usion,..., details can be found in [7]), we present

here a proposed procedure to segment the quartz sand phase in Fig. 6.4 with the illustration of

a typical section. The obtained result for a sub-volume is depicted in Fig. 6.5; (2) each voxel

data (or pixel in 2D) is transferred to a regular grid associated with a regular mesh, i.e. cubic

geometrical domains. Then, each domain can be associated to one or several cubic element, or

decomposed into tetrahedral elements (see the 2D schematic illustration in Fig 6.6).

The advantages of this strategy are: (a) its simplicity; (b) the possibility to use parallel

solving procedures related to regular meshes in the numerical simulations. Its drawbacks are:
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Figure 6.4: Procedures to segment quartz sand from CT images

(a) the size of the obtained meshes can be prohibitive when the number of voxels is too large;

(b) the discretization error is directly related to the image resolution. For example, is is not

possible to re�ne the mesh in some parts of the domain.
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Figure 6.5: Binary image of quartz sand segmented from CT images

Figure 6.6: Construction of regular mesh from segmented image
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6.2.2.2 Meshing softwares

Another possibility is to use a software to construct unstructured meshes where the interfaces

are explicitely meshed, from the voxel-based images. Today several softwares are capable to

perform this task (e.g. Cgal, Tetgen, Iso2mesh, AVIZO,...). In the present work, in the context

of a collaboration with LEMTA Lab. (F. Bilteryst, E. Steib), the Avizo r software has been

used to construct a mesh from our CT images (see Fig. 6.7). The software is able to construct

meshes from very complex geometries, but seems to lack of robustness for a too large number of

voxels. However, the advantage is that a lower number of element can be obtained as the mesh

is not regular, allowing the study of larger domains for the simulations. Examples of simulations

using such an unstructured mesh are presented in Chapter 2.

Figure 6.7: (a) Full CT image of a lighweight concrete; (b)-(c)-(d) views of the unstructured

mesh constructed from the CT image (AVIZO software, in coll. with LEMTA).
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6.3 Modeling spurious boundary cracking in experiments by the

numerical simulations

6.3.1 Problem of cracks initiation at bearing surfaces

At the beginning of our experimental investigations, many tests turned out to be useless and

had to be rejected because cracks initiate on the top and lower surfaces at an early stage to

the compression test, which lead to a premature and abrupt failure of the sample (see Fig. 6.8).

In these conditions, it was not possible to observe by microtomography the cracks nor their

evolution within the sample during the loading. To understand this phenomena and �x it, we

have used the numerical simulation, in which we have modi�ed the boundary conditions to

observe their impact on the crack initiation. Three types of defects have been investigated:

• The friction of PMMA tabs on the lower and upper faces of the sample.

• The lack of parallelism, roughness and �atness of the upper and lower faces.

• The in�uence of the transverse deformations prescribed by the Poisson e�ect of the PMMA

(or Aluminum) tabs (see Fig. 6.9).

Figure 6.8: Cracks initiating on the top and bottom faces of the specimen, leading to spurious

fracture modes.

6.3.2 Numerical model

The numerical model of the plaster structure is presented in the following. A 2D domain con-

taining several pores is considered, as depicted in Fig. 6.10. Note that, to enhance the sensitivity
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Figure 6.9: Setup of the compression in-situ test with PMMA plates

to boundary conditions, several small pores are distributed in the matrix phase, at least near

the ends of the sample. The dimensions are chosen as H = 20 mm, L = 10 mm. Loading in

compression in considered to model the experiment, even though we will provide more details

on these conditions in the following.

The material parameters are taken as E = 13.6 GPa, ν = 0.2 and gc = 1.5 N/m. The

regularization parameter is chosen as l = 0.1 mm. A regular mesh is considered with he =

0.03 mm such that the crack thickness is always covered by several elements in all the studied

cases. Monotonic compressive axial displacement increment of U = −5×10−3 mm are prescribed

for 250 time steps.

6.3.3 In�uence of friction

The PMMA is used to reduce the defects of roughness, parallelism and �atness of the upper

and lower faces, as the PMMA is much more compliant than the plaster. In this section, we

study the e�ects of the friction between PMMA and the plaster. First, we consider zero friction,

which is modeled by prescribing only the y−displacements on the upper and lower faces of the

specimen. The morphologies of cracks are depicted in �gure 6.11. We observe that in this ideal

reference case the cracks initiate from the pores in the center of the specimen, as expected.

Then, we model conditions of perfect sticking on the top and bottom faces and rigid tabs.

For this purpose, we block the x− displacements on the top and bottom faces, while the y−
displacements are set to zero on the bottom faces and prescribed on the upper faces.
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Figure 6.10: Numerical model used to study the in�uence of the boundary conditions on the

location of the �rst crack initiation: geometry and boundary conditions.

(a) (b) (c)

Figure 6.11: Crack propagation of the sample for perfect sliding conditions on the top and

bottom faces: Ua = 0.02mm, U b = 0.025mm, U c = 0.0295mm.

Note that in this test, we do not take into account the deformations induced by the presence of

the PMMA (it will be considered in the next section). The results of the simulation are depicted

in Fig 6.12 (b) and compared for the same load with perfect sliding conditions (Fig. 6.12 (a)).

Results show that the presence or absence of friction on the top and bottom faces does not

signi�cantly modify the crack paths. In Fig. 6.13, we plot the stress - displacement curve for

both cases:the di�erence is small. We conclude that the initiation of damage near the ends of

the samples cannot be explained by frictions e�ects, at least under the assumption of a rigid

behavior of the tabs.



6.3. Modeling spurious boundary cracking in experiments by the numerical
simulations 167

(a) (b)

Figure 6.12: Comparison of cracks for (a) perfect sliding conditions between PMMA plates and

plaster (b) perfect sticking conditions with rigid end tabs.
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Figure 6.13: Comparison of mechanical response in the cases of perfect sliding conditions between

PMMA and plaster and perfect sticking conditions with rigid tabs.

6.3.4 In�uence of non parallelism and roughness of the bearing surfaces

The defects of parallelism and roughness of the top and bottom surfaces (where the loading is

prescribed) is studied in the following for evaluating its in�uence on the formation of cracks

starting from these surfaces. For this purpose, the problem described in subsection 6.3.2 is

considered with perturbed boundary conditions to mimic experimental imperfections.

First, the di�erent loading cases depicted in Fig. 6.14 (a), (b), (c) are considered, where

non uniform displacement �elds are applied to mimic imperfect contact conditions, and called

"LackPb01", "LackPb02", "LackPb03", respectively. To avoid spurious singularities, an elastic

layer is added on top of the surface, so as the top surface is subjected to smoother force distri-
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Figure 6.14: Several cases studied for evaluating the in�uence of surface roughness on crack

propagation in the sample: cases (a), (b) and (c), called LackPb01, LackPb02, LackPb03,

respectively, are approached by the numerical loading conditions (d), (e), (f), where one or

several punctual forces are applied in a symmetric or non-symmetric way to the top of the

sample, through a complaint elastic layer intended to smooth out singularities.

butions. Properties of elastic layer are chosen to be much more compliant than sample material;

we take here Eelastic layer = 2 GPa (we recall that for the plaster matrix E = 13, 6 GPa). The

thickness of this layer is 3.0 mm. To avoid a Poisson e�ect which would prescribe spurious

transverse strains (see later), we choose its Poisson's ratio, such that the traversal deformation

of the heterogeneous sample and the elastic layer are identical, i.e. it is taken by:

νelastic layer =
Eelastic layer

E
× ν, (6.1)

where E, ν are the elastic properties of the matrix of the porous sample.

Results are presented in Figs. 6.15, 6.16 and 6.17, showing systematically the initiation of

cracks from the top and bottom surfaces, and indicating a strong in�uence of the imperfections
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of the geometry of the extreme surfaces of the sample on the location of crack initiation.

(a) (b) (c)

Figure 6.15: Damage maps in case LackPb01 for the prescribed loading levels: (a) F a =

0.042 kN; (b) F b = 0.052 kN; (c) F c = 0.055 kN

(a) (b) (c)

Figure 6.16: Damage maps in case LackPb02 for the prescribed loading levels: (a) F a =

0.0765 kN; (b) F b = 0.078 kN; (c) F c = 0.081 kN

Clearly, the above three loading cases show that imperfect boundary conditions might

strongly perturb the crack network with respect to an ideal situation. This illustrates the

fact that damage in brittle materials is a somewhat random process, because it is linked to

small experimental imperfections which are hard to control and to reproduce exactly in a nu-

merical simulation. In particular, there is no obvious way to quantitatively link the above three

theoretical imperfect loading cases to the actual situation, because the tiny details of the real

geometry of the sample and the testing machine are almost impossible to quantify in detail. This

might suggest, on the one hand, that a direct comparison between experimental observation and

numerical simulation of a crack network in such a material would be an unrealistic task.

One the other hand, this also highlights that such a comparison can only be possible if exper-
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(a) (b) (c)

Figure 6.17: Case LackPb03 problem for the prescribed loading: (a) F a = 0.064 kN; (b) F b =

0.068 kN; (c) F c = 0.07 kN

iments are run in such a way that the random non controlled features of the loading conditions

are set to a su�ciently small level. To do so, various improvement of the sample preparation

process and of the in-situ loading conditions have been proposed and tested. Essentially three

direction have been followed: improvement of the parallelism of the external faces of the sample,

polishing of the latter to reduce their roughness, and interposition of compliant PMMA tabs

between the sample and the machine to smooth out mechanical singularities. Practical details

of these procedures are given in Chapter 4 and Appendix A.4

6.3.5 In�uence of the Poisson ratio of the end plates

In this section, we explicitly model the real PMMA plates (see Fig. 6.9) in the numerical simula-

tion to investigate the their e�ect on the deformation of the sample deformation during the com-

pression. The PMMA is a polymer, which is more compliant than the plaster (EPMMA = 2 GPa

< Eplaster = 13.6 GPa). We consider the worst situation of prefect sticking conditions (perfect

interface) between PMMA and plaster. Compression boundary conditions are applied on top

and bottom of the PMMA plates.

The properties of PMMA are taken as EPMMA = 2 GPa, νPMMA = 0.4. The parameters of

plaster are taken the same as in the previous example. The prescribed incremental displacement

are U = −2×10−4 mm until dmax > 0.8, and then taken as U = −2×10−5 mm. The simulation

of crack propagation is depicted in Fig. 6.19. We clearly observe that the cracks initiate in that

case from the top and bottom surfaces.

We observe in the simulations that even with the presence of the PMMA tabs, cracks still

initiate from top and bottom. This can be explained by the fact that the transverse defor-

mation of PMMA is signi�cantly larger than that of plaster. For a same uniaxial load, this

transverse deformation is proportional to ν/E, which is much larger for PMMA that for plaster

(νplaster/Eplaster = 0.2/13, 6 < νPMMA/EPMMA = 0, 4/2) GPa. This incompatibility of trans-
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verse deformation, if it cannot be accommodated by interfacial sliding, induces a strong local

shear at the interface, which is balanced by a tensile transverse stress in the plaster sample.

This stress explains the premature initiation of cracks around micropores near the sample ends,

as observed in the simulations. Then, it seems that the Poisson e�ect, in tandem with a strong

friction is indeed a important reason that may explain the spurious cracking from the top of the

sample.

Figure 6.18: Model including the presence of deformable PMMA plates on top and bottom of

the specimen.

To verify this point, we change the elastic properties of the plate in the numerical simulation

to ν = 0.35 and E = 60 GPa (close to properties of aluminium), while keeping the perfect

interface conditions between the plate and the plaster. In that case, the Poisson e�ect di�erence

more limited, and more importantly, its e�ect in reversed: transverse deformation of the tabs is

lower that that of the plaster sample (0.35/60 < 0.2/13, 6), so that the strain incompatibilities

at the interface now generate compressive stresses in the sample, with moderate intensity, much

less prone to initiate damage. Results are presented in Fig. 6.20. Indeed, as expected, the cracks

do not initiate from the interface.

These last simulations allow us to conclude that the main physical e�ects responsible of

crack initiation from the faces of the sample, are the Poisson e�ect combined with roughness.

During compression, the roughness of the plaster does not allow sliding between PMMA and

plaster, and the di�erence of ν/E ratios induces a strong local shear, which yields to cracking

in this region when transverse strain is larger in the tabs than in plaster. This has guided us

for modifying the sample preparation to avoid this issue in the experiment: we have carefully
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(a) (b) (c)

Figure 6.19: Damage maps for compresion test with PMMA tabs for prescribed displacement:

(a) Ua = 0.03 mm; (b) U b = 0.04 mm; (c) U c = 0.05 mm

(a) (b) (c)

Figure 6.20: Damage maps of compression test with aluminum tabs: (a) Ua = 0.02 mm; (b)

U b = 0.03 mm; (c) U c = 0.036 mm

polished the contact surfaces of both the PMMA tabs and the plaster sample to reduce the

friction due to the roughness . A SiC grinding paper up to grade 4000 has been used. As
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a result, the Poisson e�ect has drastically decreased and we have been able to obtain crack

propagation initiating from the pores within the samples in the experiments. As another route

to reduce this e�ect, aluminum plates, which naturally have a lower Poisson e�ect di�erence

with the plaster, have also been tested. They have also be polished to reduce friction e�ects. It

should however be noted that aluminum is sti�er than plaster so that the �singularity smoothing

e�ect" of these tabs, as discussed in section 6.3.4, is almost inexistent. Some experiments with

aluminum tabs were however successful (see Chapter 4), which indicated that the improvement

sample preparation routines were su�cient to correct to geometric imperfections of the sample.

Note �nally that an ideal interface material should be at the same time compliant and with

limited transverse deformation under uniaxial load: a material with a low elastic modulus (of

the order of 1 GPa) and a Poisson ratio very close to zero would be required. We do not know

of such a material. Fortunately, successful experiments could be run without it.

6.4 Simulation on sub-volumes of the XR-CT image

In the present work, one of our main objectives is to directly compare the crack paths obtained

from the in-situ experimental testing at the microstructural level and the associated simulations.

One obstacle is the size of the 3D �nite element model (number of elements) when considering

the whole sample with all microstructural details. Using a regular mesh corresponding to voxels

(see section 6.2.2.1) induces a number of elements whose related �nite element system cannot

be solved by most of nowadays computers. For example, the XR-CT images obtained in this

thesis are typically of size 1125 × 1125 × 2500 voxel3, yielding ' 2.6 × 1010 cubic elements

in 3D. Even with a software allowing the construction of non-regular meshes from the XR-CT

segmented image (see section 6.2.2.2), the number of elements would remain prohibitive. In

this section, we de�ne a methodology to study sub-volumes of interest within the global XR-CT

image. The main idea is to extract a sub-volume in the image, e.g. in a region where the

cracks are expected to pass, and to prescribe Dirichlet boundary conditions on the boundary of

the associated domain corresponding to the experimental displacements. These displacements

can be obtained thanks to the in-situ testing and DVC. The simulation is performed on the

sub-domain with the corresponding experimental displacement conditions on the boundary of

the mesh. First, we evaluate the accuracy of such a procedure on a benchmark, then we de�ne

the procedure to prescribe at the boundary of the mesh of the sub-volume, the experimental

displacements obtained by DVC.

6.4.1 Evaluation of the procedure on a benchmark

To evaluate the accuracy of the procedure, we use a benchmark where we �rst simulate numeri-

cally the response of the structure with loading prescribed on its boundary to obtain the whole

displacement �eld at each loading step. The obtained displacement �eld is used as a surrogate

model for the experimental DVC measurements of the displacements. Then, a sub-volume is
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de�ned around a pore, where cracks are expected to initiate. The geometry of the studied struc-

ture and the sub-volume are depicted in Fig. 6.21. The sample is made of plaster, the material

parameters being the same as in section 6.3. The sample is subjected to compression. Com-

putations are performed with monotonic displacement increments of U = 5 × 10−4 cm during

130 load increments. A regular mesh of 100× 250 elements is used. The obtained crack path is

depicted in Fig. 6.22(a). Then, we prescribe the displacement �eld obtained by the simulation

on the boundary of the sub-volume. Dirichlet boundary conditions are prescribed because DVC

provides displacements only during the experiment.

Figure 6.21: Benchmark for the sub-volume procedure; (a) whole structure (25000 elements);

(b) sub-volume (9000 elements).

We now consider in Fig. 6.23, the x−displacement evolution of several points on the boundary

of the sub-volume. The location of these points are plotted in Fig. 6.21, denoted by points

P60, P80, P100 corresponding with nodes of mesh. We can note that strong nonlinearities occur

for large prescribed displacements see Fig. 6.23. They are due to the nonlinear development of

damage. This displacement �eld is applied at the boundary of the sub-volume simulation. The

crack path obtained is illustrated in Fig. 6.22(b). The crack paths are compared at the same

loading step U = 0.065 mm. We can note a very good agreement of the solution inside the

sub-volume and in the whole structure. In Fig. 6.24 the evolution of the norm of the damage

�eld is compared for both simulations, where the result of the whole structure is computed from

the same region as the sub-volume. Both curves show a good agreement.
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(a) (b)

Figure 6.22: Comparison of crack trajectory for u = 0.065 mm: (a) global problem; (b) sub-

volume problem
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Figure 6.23: x-displacement response of several points of investigation on sub-volume boundary

0 20 40 60 80 100 120 140
0

5

10

15

20

25

 Load number

N
or

m
 P

ha
se

 F
ie

ld

 

 

Subvolume
volume total

Figure 6.24: Comparison of crack amount in sub-volume problem



176
Chapter 6. Modeling in-situ compression of concrete or plaster samples in a

microtomograph

6.4.2 Using the experimental DVC measurements to prescribe the boundary

conditions on the sub-volume

In this section, we develop a methodology to extract the experimental displacements to be

prescribed on the sub-volume, these displacements being obtained by DVC of the di�erent XR-

CT images recorded during the in-situ test.

6.4.2.1 Systematic error correction

The �rst di�culty is the noise and errors inherent to the experimental data obtained by DVC,

which have to be �ltered or corrected before these data can be used as Dirichlet boundary

conditions in the �nite element simulation. Indeed, the obtained displacements include always

systematic errors (see Chapter 4, Chapter 5). This error may induce non physical gradients on

the displacement �eld, which may generate false local stress concentrations near the boundaries

of the sub-volume. DVC errors are known to contain a systematic part, correlated with the

fractional part of the real displacement �eld components, expressed in voxels in the reference

image axes. Fortunately, the procedure proposed in [62], extended to 3D images as explained

in Chapter 5, provides the systematic error curves along the three directions, associated with

the actual experimental conditions (i.e. available contrast, in sample, used imaging conditions,

and speci�c DVC parameters). This error is assumed to be the same for the preliminary test

(zoomed image) and for the in-situ test. An example of such systematic errors for specimen

PlasterF3 is depicted in Fig. 6.25, with a typical amplitude of the order of 0.1 voxels for our

experimental conditions.

Fractional part of displacement [Voxels]
0 0.2 0.4 0.6 0.8 1

S
yt

em
at

ic
 e

rr
or

s 
[V

ox
el

s]

-0.1

0

0.1
X direction
Y direction
Z direction

Figure 6.25: Systematic errors analysis for specimen PlasterF3

Using the systematic errors curve, we can construct the relation between measured and real

displacements (see Fig. 6.26). This relation is periodic along the 3 directions when considered as

a function of the real displacement components, with a period of 1 voxel. Within a period, it can

be approximated by a polynomial function. We present in Fig. 6.26 polynomial approximations

(order 5) for the three displacement components, which will be used to correct DVC results.

Data correspond again to sample PlasterF3.
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Figure 6.26: Relation between real and measured displacements

To illustrate the bene�t of this procedure, we consider a sub-volume, where the displace-

ments of a plane of investigation are corrected by using the above polynomial approximations.

The z−displacements before and after correction are depicted in Fig. 6.27. We note that the

systematic sub-voxels correction reduces the �uctuations of the displacement �eld. However

the obtained value still exhibit some local spurious singularities, that may induce erroneous of

damage phenomena. The detailed analysis of these problems will be considered in Chapter 9.
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Figure 6.27: Z displacement of a plane of investigation: (a) before correction; (b) after correction

6.4.2.2 De�nition of loading data

After apply the above correction procedure for each loading step, the obtained displacement

�elds are used to construct the full incremental displacement history to be prescribed at the

boundary of the sub-volume. To do so, we have to face another problem if we consider an

isolated point at the boundary, the displacement evolution is not smooth. To illustrate this

phenomenon, we plot the load - displacement curve of one correlation point during the test

in Fig. 6.28(a). This curve clearly shows a non smooth evolution of the displacement. These
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apparent �uctuations may have various sources. First remember that the sample has undergone

several loading-unloading stages, because the test lasted several days and the sample has been

partially unloaded during nights. These loading cycles may induce overall rigid body motions

of the sample. More generally, the overall behavior of the compression device might also induce

such motions at sample scale, because it is not perfectly rigid.

These rigid body motions would not induce any spurious stresses if the computation would

be performed in a �nite strain framework. However, they have an e�ect in the used small strain

framework. A procedure will in the future be developed to subtract these rigid body motions,

to be consistent with a small strain framework, but has not yet been developed. Another source

of possible �uctuations are DVC random errors which have been shown to be of the order of

0.1 voxel, which is close to the order of magnitude of some of the observed �uctuations in

Fig. 6.28(a). Some smoothing would be required to �lter these DVC errors.

For the sake of simplicity and as a �rst route to address these issues, and in order to remove

all possible sources of spurious local displacement �uctuations which could induce non physical

damage, we propose to �lter the DVC measurements at each point of the boundary of the

subvolume, by a quadratic �t, as illustrated in Fig. 6.28(b). This quadratic �t will also serve as

a temporal interpolation to de�ne displacements at numerical loading increments which do not

coincide with experimental load steps.
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Figure 6.28: (a) Displacement of one voxel with time obtained by DVC during the in situ test;

(b) quadratic polynomial �t.

Finally, the correlation points are usually not the same as the nodes used for boundary con-

ditions. Therefore, an interpolation is needed to compute displacements for each node at the

boundaries of the sub-volume. We use here the same principle as the construction of subtracted

image in Chapter 5. The local transformation ΦN computed from neighbor correlated points

is applied, i.e for each node at the boundaries we select the neighbor correlated points to com-

pute ΦN , which is used to determine its positions in deformed con�guration and then give the

displacement. Details of this procedure are illustrated in Fig. 6.29
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Figure 6.29: Extraction of FE boundary conditions from DVC data: interpolation procedure

6.4.2.3 Summary : overall data �ow for sub-volume simulations

The general work-�ow is summarized Fig. 6.30. After performing the mechanical test, the

reference image is segmented to de�ne the input geometry of the sub-volume on which we intend

to perform the numerical simulation. This geometry is meshed with an appropriate software,

with an appropriate mesh size. In parallel, DVC routines are applied to quantify displacement

�eld for all loading stages. We perform the correction and �ltering procedures on the obtained

results for all node of the DVC mesh which are close to the boundary of the sub-volume. Finally,

the displacements at the external nodes of the FE mesh are obtained, far all loading steps in

the numerical simulation, by interpolation of the �ltered DVC data.

Figure 6.30: General data �ow to perform sub-volume simulations based on actual geometry of

the microstructure and the �ltered local displacements measured by DVC.
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6.5 Conclusion

In this chapter, we have discussed how to model the experimental in-situ test in order to sim-

ulate it numerically and to compare in detail the predictions of the numerical model with the

experimental observations of damage.

First, we have described some techniques to construct the mesh of the initial microstructural

geometry from a XR-CT image. When the lightweight plaster material is considered, then the

heterogeneities mainly consist into spherical pores which can easily be modeled and meshed.

The position of their centers and their radii can directly be identi�ed on the XR-CT image.

When more complex geometries of microstructures are involved, like in lightweight concrete, the

geometry cannot be idealized. Then, the segmented voxel data must be directly used to construct

a mesh of elements. We have constructed both regular meshes and unstructured meshes using

available softwares from our experimental images.

Secondly, we have simulated the crack propagation in lightweight plaster samples and have

modeled the e�ects of imperfect loading conditions, like defects of parallelism or roughness at the

upper and lower faces of the sample, when loaded in the test machine. We have evidenced the

same phenomena in these case, i.e. that the crack initiate from the upper and lower surfaces when

these imperfections exist, in tandem with the friction. We have proposed to use polished PMMA

(or aluminum) plates on the upper and lower surface to remove these spurious e�ects. The

simulations and the experiments both agree in that case, and the cracks initiate from the large

pores rather that from the external surfaces. Indeed, when appropriate care is taken to perform

the experiments, damage initiation and evolution is controlled by the complex heterogeneous

strain and stress �eld generated by the central pores, whose geometry can be controlled and

quanti�ed, and no longer by non-controlled and barely-measurable boundary condition details.

As a consequence, we can reasonably expect to reproduce the damage history by the numerical

simulation, since the latter account for the actual sources of damage.

Finally, we have proposed a sub-domain technique to simulate the crack propagation during

the testing in sub-volumes to save computational times. In this methodology, the experimental

displacement of the boundaries of the sub-domain is extracted from the XR-CT using DVC. We

will use these techniques to directly compare the local crack paths within the microstructure

during the in-situ tests with numerical simulations in Chapters 8.
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The main content of this chapter has been adapted from our submitted paper [158].

7.1 Introduction

The phase �eld method presented in Chapter 2 is able to simulate brittle crack initiation and

propagation with low dependence to the mesh in a classical FEM framework. It allows handling

very complex, multiple crack fronts and branching in both 2D and 3D without ad hoc numerical

treatment. In Chapter 2, we have demonstrated the capability of the method to simulate crack

onset and propagation in complex image-based models, as such obtained by segmenting 3D

X-Ray computed tomography images of real materials like concrete.

However, the method requires choosing a regularization parameter related to the smeared

approximation of discontinuities. This parameter induces a characteristic length l in the model

which must be chosen by the user. In [17], Amor et al. have shown that a relationship can

be established between l and at least two other material parameters. This seems consistent

with a recent crack initiation criterion of Leguillon et al. [119] where two material parameters

need to be identi�ed for predicting crack onset. In Chapter 1, we have followed this line and

have shown that l may be interpreted as a material parameter and should be deduced from

experimental material parameters identi�cation when available. In this Chapter, we validate
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this by comparing simulations of crack initiation with experiments on drilled plaster samples,

where the material parameters, including l, have been identi�ed in other simple experimental

tests [180]. Experimental data provided in [180] have been used to provide reference solutions

associated with onset of cracks in plaster structures containing drilled holes in compression or

in three-point bending of a beam.

7.2 Experimental validation: three-point bending test

7.2.1 Pre-notched beam

In this test, we validate the phase �eld solution on an experimental 3-point bending test of a beam

containing an initial crack of length 15 mm. The geometry, dimensions, and boundary conditions

of the structure are depicted in Fig. 7.1. The material is dry plaster, composed of plaster powder

of the Siniat Company named Prestia Pro�lia 35r. The plaster sample preparation are details

in a previous work [180]. In the mentioned study, the materials parameters have been identi�ed

experimentally and are the same as in the previous example: E = 12 GPa, ν = 0.3, gc = 1.4 N/m

and σc = 3.9 MPa, which gives the value of l = 0.1 mm from Chapter 1. Note that here the

Poission ration is non zero and the problem is not one-dimensional, thus this expression only

provides an estimation for l. The z−component of displacements U is prescribed along a line in

the middle of the upper face, while the all components of displacements are blocked along two

lines on the lower face (see Fig. 7.1).
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Figure 7.1: 3D 3-point bending test: Geometry and boundary conditions.

Three-dimensional simulations have been conducted. A re�ned mesh was constructed using

tetrahedral elements, with hmax = 3 mm and hmin = 0.05 mm in the region of expected crack

path, to satisfy the condition hmin ≤ l/2. Monotonic compressive displacement increments of

∆U = −5 × 10−4 mm have been prescribed as long as d < 0.9 in all elements and ∆U =

−5× 10−5 mm as soon as d > 0.9 in one element. The crack propagation evolution is depicted

in Fig. 7.2 for two loading steps.

Fig. 7.3 provides the load-displacement curve obtained with the simulation. The critical load

Fr is de�ned as the maximum resultant load before softening due to crack propagation. We



7.2. Experimental validation: three-point bending test 183

Figure 7.2: 3-point bending test, crack evolution (damage variable d(x)) for two prescribed

displacements: (a) U = 0.15 mm and (b) U = 0.18 mm.

compare this critical load with the experimental values provided in [180] for several samples in

Fig. 7.4 and can note that we obtain a good agreement for the values of Fr with respect to

experiments.
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Figure 7.3: Load - displacement curve for the 3-point bending test: numerical model.

7.2.2 Un-notched beam

We investigate now the capability of the phase �eld method to provide a correct value of σc
for crack initiation in a structure di�erent from the one with which the critical stress σc was

identi�ed. For this purpose, we consider an uncracked beam under three-point bending, as
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Figure 7.4: Critical load for the 3-point bending problem: comparison between experiments

and numerical predictions.

depicted in Fig. 7.5.
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Figure 7.5: 2D 3-point bending test of non cracked beam: Geometry and boundary conditions.

The stress is evaluated during the simulation in an element located on the known path of the

crack. The tensile strength σc is then evaluated numerically as depicted in Fig. 7.6. All material

parameters are the same as in the previous example and is l again set to 0.1 mm. Monotonic

compressive displacement increments of ∆U = −2×10−3 mm have been used for 180 increments.

We obtain a good agreement between the value predicted numerically (σc = 4.01 MPa) and the

experimental value identi�ed from another experiment in [180] (σc = 3.9 MPa).

7.3 Experimental validation: compression of a drilled plaster

specimen containing a single cylindrical hole

In the following, we investigate crack initiation and propagation in a more involved test, and

compare the numerical prediction with experimental results provided in [180]. All material

parameters are the same as in the previous example, as well as the value of l. The objective is
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Figure 7.6: Tensile strength for the 3-point bending problem: stress - displacement curve of

the critical element

to evaluate if the numerical model is able to predict accurately the response of cracked structure

in other con�gurations that the ones used to identify the material parameters.

A drilled sample is considered, as depicted in Fig. 7.7. A thick plate contains one single

cylindrical hole with diameter D. Several sample with various hole diameters, ranging from

D = 3 to D = 6 mm, have been tested. The dimensions of the plate are 100 mm × 65 mm

× 40 mm. The material (plaster) is the same as in the previous example. The sample is

loaded in compression. In the experimental tests, the load is applied continuously at a speed of

0.2 mm/min. Consistently, the numerical calculations are run in the quasi static regime, as for

previous cases. PMMA plates were used on top and bottom face to reduce the lack of planarity,

parallelism and friction conditions [179] to avoid stress concentration.
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Figure 7.7: Plaster sample containing one cylindrical drilled hole: geometry and boundary

conditions for both experimental setup and simulation.
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Experimental image correlation data were provided in [180], together with force measurement

to detect the crack experimentally. A high-resolution camera (Baumer HXC20, progressive scan

sensor with 2048×1088 pixels), with a pixel size of 5.5 × 5.5 µm2, and equipped with a ZEISS

Makro-Planar 100 mm macro lens was used to continuously acquire images of the specimen

during loading at a frame rate of 20 Hz. As the detection of the crack onset is not possible with

naked eye, the recorded images were processes by 2D digital image correlation (DIC) techniques.

Cracks are detected by high levels of local 11−strain components, measured for a gage length

de�ned by the mesh of correlation points (20 pixels spacing), which are the signature of the

presence of displacement discontinuities between to points of the mesh.

2D technique of digital image correlation 2D-DIC was used. When the sample is subjected to

a compressive load, two opposite cracks initiate on top and bottom of the hole and grow from the

cavity, in a direction parallel to the load. In [180], the experimental results have been compared

to the semi-analytical model of Leguillon [119], which requires numerical FEM computations

to evaluate the stress intensity factors. In the mentioned work, 2D FE simulations with plane

strain assumptions were used. In view of the dimensions of the sample and owing to the fact the

measurements are performed at the surface of the sample, the plane strain assumption might

be discussed. For this purpose, we have performed 2D simulations with both plane strain and

plane stress assumption, as well as full 3D simulations. The boundary conditions model the

experimental ones on the sample, and are described in Fig. 7.7: on the lower surface (y = 0),

the y− displacements are �xed, the x− displacements are free. On the upper end, the y−
displacements are �xed, while the x− displacements are prescribed, with an increasing value U

during the simulation. Monotonic compressive displacement increments of U = −10−3 mm are

prescribed for �rst load increments and as soon as dmax > 0.9 at some integration in the domain,

we use U = −10−4. A �nite element mesh with varying element size (hmin = 0.05 mm around

the hole and hmax = 0.25 mm in the rest of domain) is used.
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Figure 7.8: Crack path evolution near the cylindrical hole (D = 5 mm); (a) and (b): Strain

maps obtained with digital image correlation for initial and loaded state [180], for 15.2 MPa and

14.1 MPa, respectively; (c) 2D simulation (plane strain); (d) 3D simulation (damage variable

d(x)).
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In Fig. 7.8, we show a comparison of the experimental digital image correlation technique

used to detect the crack evolution and the simulation, were the damage �eld, associated with

the crack, is depicted. This case corresponds to a diameter D = 5 mm. We can note that the

numerical solution based on the phase �eld method can capture the crack initiation on top and

bottom of the hole and the vertical path of the two cracks. In addition, the length of the crack

for the given load is accurately predicted (Figs. 7.8 (b) and (c)).
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Figure 7.9: Crack propagation at di�erent values of the applied stress around the cylindrical hole:

comparison between experiments (digital image correlation) and simulations (damage variable

d(x)).

In the simulations, the crack length is computed as the distance between the last point for

which d = 1 and the hole boundary, assuming a straight crack. The same procedure is employed

in 3D. In Figs. 7.9-7.10 we quantitatively compare the crack length evolution with respect to

the applied load computed at the point where the displacement is prescribed. Results for 2D

plane strain and plane stress, 3D simulations and experimental DIC results are compared in

Fig. 7.9. Fig. 7.10 shows that all three models provide a satisfying prediction for the critical

load corresponding to the onset of the crack. However, we can note that during propagation,

the experimental evolution deviates from 2D predictions. The 3D simulation is in that case in

better agreement with the experimental response for both top and bottom cracks.
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Figure 7.10: Evolution of the crack length with respect to the resultant stress on the upper

boundary, comparison between models and experimental data: (a) top crack; (b) bottom crack.

To analyze the in�uence of the diameter of the hole on the stress at the time cracks onset,

several samples with diameters varying between 3 and 6 mm have been prepared and tested.

Simulations have been performed here also in 2D and 3D. Results are provided in Fig. 7.11. They

show the good ability of the simulation model to accurately predict the evolution of critical load

σ∗ (onset of the crack) with hole diameters and related size e�ects.
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Figure 7.11: Stress associated with the cracks onset with respect to the cylindrical hole diameter:

comparison between experiments and numerical simulation.
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7.4 Microcracking in a plaster specimen containing a periodic

distribution of cylindrical holes

In this last example, we investigate the microcracking of two plaster specimens containing many

holes, whose con�gurations are depicted in Fig. 7.12. In both cases, the diameter of the holes

is D = 4 mm. Con�guration of Fig. 7.12(a) corresponds to a volume fraction of 12.2%, and in

Fig. 7.12 (b) to 13.5%. A FE adaptive mesh with characteristic size hmin = 0.05 mm has been

used around the holes, and larger elements whose size are hmax = 0.5 mm have been employed

away from holes. The whole mesh contains 905437 elements. All material parameters are the

same as previously, including the value of l.

(a) (b)

Figure 7.12: Plaster specimen containing a regular distribution of cylindrical holes: (a) surface

fraction 12.2 % and (b) surface fraction 13.5 % [179].

2D plane strain simulation was conducted. Monotonic compressive displacements increments

are prescribed on the top edge of the specimen, with ∆U = −10−3 mm in the �rst 1000 incre-

ments and ∆U = −5 × 10−5 mm in the last 1500 increments. The evolution of microcracking

within the specimen is depicted in Fig. 7.13. The simulation model captures well the vertical

propagation of the di�erent microcracks. The microcracks propagate faster near the left and

right boundaries than in the central region, probably because of the in�uence of the free bound-

ary conditions on the lateral surfaces. In addition, there is also a slight dissymmetry between

upper and lower parts of the sample (a), whose successive damage map are reproduced in �gure

18. This is linked to the absence of horizontal symmetry for this sample. For sample (b), the hole

distribution is symmetric between upper and lower parts, and the resulting simulated damage

map is also symmetric.

The microcracking pattern obtained from numerical simulation are qualitatively compared

with DIC in 7.14 for the 13.5% sample. In Fig. 7.14 the microcracking pattern for the case of

porous fraction 13.5% depicted and numerical simulations and digital correlation image obtained

in [179] are qualitatively compared. Globally speaking, the heterogeneity of the damage map

between central a lateral parts of the sample is nicely captured by the computation. In Fig. 7.15,
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(a) (b)

(c) (d)

Figure 7.13: Plaster specimen containing regular distribution of cylindrical holes: evolution of

the microcracking for di�erent compressive loads (damage variable d(x)): (a) U = 0.544 mm;

(b) U = 0.594 mm; (c) U = 0.64 mm; (d) U = 0.67 mm;

we compare with more details the microcracking morphology between the simulation and the

experiment provided in [179], [180], and note that it is qualitatively captured, both regarding

the vertical propagation of the di�erent cracks, and regarding the non uniform propagation of

the microcracks within the sample.

(a) (b)

Figure 7.14: Crack trajectory comparison between the present simulation (a) and the experiment

(b) provided in [179] (damage variable d(x)) for U = 0.614 mm.

To compare more quantitatively the predictions provided by the numerical simulation, we

analyze the e�ects of changing the con�guration (volume fraction and distribution) with respect

to the stress required to initiate the �rst cracks in the sample and to generate cracks around all

holes. Again, the corresponding experimental values have been provided in [179]. Comparisons
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Figure 7.15: Qualitative comparison of the microcracking propagation between the present sim-

ulation and the experiment provided in [179] (damage variable d(x)) for U = 0.64 mm.

are provided in Fig. 7.16. The numerical simulation method is here again in good agreement

with the experimental values.
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Figure 7.16: Stress corresponding to crack onset within the specimen: comparison between

experimental results and the numerical model for two porosities.

7.5 Conclusion

In this chapter, we have shown that the regularization parameter describing the width of the

smeared crack approximation is linked to material parameters, and thus requires experimental

measures to be identi�ed, and characterizes an internal length for the damage model. Then, from
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the knowledge of the elastic parameters, of the toughness and of the regularization parameter of

the phase �eld method, essentially identi�ed from experimental measurements of critical stress

in uniformly stressed samples, we have conducted several simulations, including crack initiation

and propagation in three-point bending beam and in drilled samples of plaster in compression.

Remarkably, the phase �eld model is able to predict quantitatively crack paths, crack prop-

agation morphologies, and mechanical response in good agreement with experimental results

for other geometrical con�gurations than the ones used to identify the material parameters.

Thus, this model provides a promising tool for prediction of strength in brittle heterogeneous or

lightweight materials for civil engineering.



Chapter 8

Experiment - Model comparison of

crack propagation in 3D specimens

Contents

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

8.2 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

8.2.1 Specimens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

8.2.2 Error estimation of DVC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

8.3 Estimation of crack detection accuracy by using subtracted image . . . 196

8.3.1 Main principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

8.3.2 Application to EPS plaster . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

8.3.3 Application to EPS concrete . . . . . . . . . . . . . . . . . . . . . . . . . . 200

8.4 Determination of fracture parameters by inverse analysis . . . . . . . . 202

8.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

8.4.2 Identi�cation of fracture parameters gc and l from in-situ compression test 203

8.5 Microcracking in lightweight plaster sample containing two EPS beads 206

8.5.1 Comparison at the level of the sample . . . . . . . . . . . . . . . . . . . . . 206

8.5.2 Local comparisons of microcracking in the plaster specimen . . . . . . . . . 211

8.6 Microcracking in lightweight plaster sample containing multiple pores 216

8.6.1 Experimental results and construction of the initial numerical model . . . . 216

8.6.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

8.7 Microcracking in lightweight concrete sample . . . . . . . . . . . . . . . 221

8.7.1 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

8.7.2 Comparisons between numerical simulations and experimental results . . . 225

8.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232

8.1 Introduction

The objective of this chapter is the 3D observation of cracking in EPS plaster and EPS concrete.

After the preparation of samples, we have performed in-situ compression tests combined with
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tomography on obtained specimens (see Chapter 4). The obtained images will be used to (1)

detect microcrack and (2) to generate input data for the numerical simulations.

Firstly, the image subtraction proposed in Chapter 5 will be used to detect crack evolution.

Noise sources of this method will be estimated, and then its accuracy to detect cracks will be

analyzed. Secondly, the compression tests are simulated using the phase �eld method introduced

in Chapter 2. The fracture parameters are here estimated by inverse analysis. The results will

be compared with those obtained from image processing.

Two typical comparisons will be considered: global observation and local observation. Global

observation is performed on simpli�ed geometries, while local observation is performed on the

real geometry of the structure. We will also present the application of the sub-volume method

(see Chapter 6) to simulate several regions of interest within EPS plater and EPS concrete

samples.

Both qualitative and quantitative comparisons will be performed. The results of this chapter

will con�rm: (1) the performance of the proposed image processing and experimental method

to provide reference data to be compared to numerical simulations; (2) the accuracy of the

model assumptions used to reproduce the phenomena captured in experiments; (3) the predictive

capability of the numerical model.

8.2 Experimental data

8.2.1 Specimens

In this chapter, we consider 3 specimens: one EPS concrete sample (ConcreteP2) and two EPS

plaster specimens (PlasterF1, PlasterF3). Detailed information about each sample is provided

in Table 8.1.

Specimen Height Diameter Mass Beads nb Porosity Parallelism error

(mm) (mm) (g) (%) (µm)

PlasterF1 18.20 9.0 2.5 2 5.3 20

PlasterF3 18.21 9.0 2.6 2 4.3 10

ConcreteP2 19.86 11.68 2.3 Multi 21.5 30

Table 8.1: Information about observed specimens

Identical DVC parameters have been used for both EPS plaster material samples. Thanks

to a better local contrast, a �ner mesh can be used for correlation points together with a lower

correlation threshold C for the concrete sample. Details on the chosen correlation parameters

are given in Table 8.2.

A parametric study following Chapter 5 has been conducted to de�ne the optimal value of

the neighbor distance dTmax; obtained result also reported in Table 8.2. In badly correlated

regions, this distance has been increased to 2dTmax.
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Specimen Inter-point D C dTmax Voxel size

[Voxels] [Voxels] [Voxels] [µm]

PlasterF1/F3 15 40 0.352 50 8.0

ConcreteP2 10 40 0.073 40 10.0

Table 8.2: DVC and subtracted image parameters: "Inter-point" is the step between points in

the regular correlation mesh, D is the size of the correlation window and dTmax is the distance

criterion to select neighbor correlated points

8.2.2 Error estimation of DVC

The principle presented in Chapter 4 and Chapter 5 is used to estimate the accuracy of DVC.

For each test, a zoom image has been acquired. DVC between reference and zoom images is

performed to analyze the errors of DVC routines. In this section, we will consider only the errors

of two specimens: Plaster F3 and ConcreteP2. Indeed, imaging and correlation conditions for

PlasterF1 are similar to PlasterF3, leading to similar errors.

The imposed magni�cation variation in the case of ConcreteP2 sample leads to a theoretical

transformation gradient: Fxx−1 = Fyy−1 = Fzz−1 = −0.00484. The best-�tting transformation

gradient obtained by DVC on the whole sample is:

F− 1 =


−0.004995 0.000145 0.000017

−0.000144 −0.005004 0.000031

−0.000065 0.000054 −0.004838


This demonstrates the good agreement with theoretical solution with a small error of max-

imum 1.64 × 10−4. In the case of PlasterF3 specimen, the theoretical transformation gradient

Fxx − 1 = Fyy − 1 = Fzz − 1 = −0.00454. The best-�tting transformation gradient obtained by

DVC on the whole sample is:

F− 1 =


−0.004364 0.000104 −0.000004

−0.000108 −0.004364 −0.000138

−0.000033 0.000023 −0.004551


The maximal gradient transformation error of EPS plaster sample is about 1.76×10−4. This

value is similar to the error observed on the concrete sample. We compare also the systematic

errors for both materials. The results are depicted in Fig. 8.1. The systematic error of EPS

plaster is always bigger than EPS concrete (especially along Z−direction). Larger errors for

plaster may be explained by its badder local contrast less suited to DVC interpolation routines.

The random errors are similarly evaluated for both samples; the obtained result are depicted

in Fig. 8.2. Errors are similar for both samples along all three directions, with a standard devia-

tion of about 0.05 voxel in most cases. This error increases to about 0.1 voxel for displacements

with integer values. This feature is know for DVC procedures (see e.g. Amiot et al [15]). An
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exception to this observation is the random error in plaster samples along the z direction, which

seems to be somewhat smaller, for a reason that is not clear at this stage.

However, one can retain that the errors (random and systematic) on local displacement

evaluated by DVC in our experimental conditions are of the order of 0.1 voxel or better. Error

propagation relations (see Chapter 5) show that these local errors are consistent with the errors

observed above for the overall transformation gradients.
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Figure 8.1: Comparison of DVC systematic errors for EPS concrete and EPS plaster specimen
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Figure 8.2: Comparison of DVC random errors for EPS concrete and EPS plaster specimen

8.3 Estimation of crack detection accuracy by using subtracted

image

8.3.1 Main principle

In this work, the detection of tiny cracks is very important to observe the phenomenon of crack

initiation. The objective of this section is to estimate the crack detection capability, i.e. the

smallest crack opening that can be detected by our method.

The size of the crack directly in�uences its grey level in CT images. In the case of a large

enough crack opening (greater than 1 voxel), the lowest grey level along a pro�le crossing the

crack should be identical to the grey level of porosity. On the contrary, when crack size is null,

its grey level will be identical to that of the solid phase (plaster matrix in case of EPS plaster,

or cement paste/quartz sand in EPS concrete). Let Dg be the di�erence between the grey level

of a crack and that of the solid phase, Dmax
g be the di�erence between the grey level of the crack
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and that of the porous phase, and e be the crack width. Assuming that the evolution of grey

level is linear according to crack width (crack opening), we have the relation:{
Dg = Dmax

g if e ≥ 1

Dg = eDmax
g if e < 1

(8.1)

This phenomenon is illustrated in Fig. 8.3. This idea is based on the physical process at the

origin of the grey level in X-Ray absorption CT images, which re�ects the average attenuation

coe�cient of the matter present in the volume corresponding to a voxel.

Figure 8.3: In�uence of crack size on grey level

The variation of grey level Dg in CT images leads also to a similar variation of the grey level

in the reference image. This evolution is obtained from the di�erence between the interpolated

grey level of the deformed image and that of the solid phase in subtracted image, Because the

grey level in an interpolated image is always less contrasted than that of a initial image, the

pro�le across a crack in the subtracted image will be less sharp: The Jg be the maximal grey

level drop in the subtracted image. We present an example for both de�nitions (Dg and Jg) in

the case of an EPS plaster sample. We consider the pro�le of grey levels on a line crossing a

crack in the CT image (Fig. 8.4(a)) and in the corresponding subtracted image (Fig. 8.4(b)).

The obtained results for Jg and Dg are depicted in Fig. 8.4(c).

Note that in perfect conditions with a large enough crack width (greater than 1 voxel), Jg

is equal to Dg. However, due to the interpolation processing during image subtraction, the

obtained Jg can be found within the range:

Dg

2
≤ Jg ≤ Dg (8.2)

This phenomenon is clearly illustrated in the above example. From Fig. 8.4(c), with Dg being

about 65, we obtain the singularity Jg of about 39 in the subtracted image. More generally,

E.q. (8.2) results from an analysis if the image interpolation procedure. If the voxel close to the
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(a) (b) (c)

Figure 8.4: De�nition of Dg and Jg : (a) CT image; (b) subtracted image; (c) grey level pro�le

along a line crossing the crack

crack in the reference con�guration is associated with an integer position in the deformed image,

then no interpolation is required, and we have Jg = Dg. If it is associated with a half integer

position, than its grey level will be the average between the crack grey level and the surrounding

grey level.

Thus, the crack detection accuracy is linked to the ability to detect such a grey level drop

Jg in the subtracted image. To easily detect a crack, Jg must be distinct from the noise of

the subtracted image. In other words, the grey level drop corresponding to the crack must be

greater than the standard deviation of the grey level of undamaged phase in the subtracted

image (called STD):

Jg > STD (8.3)

Note that, this noise STD here includes all sources of errors (DVC, CT images,...). From the

expressions (8.1), (8.2), (8.3) we can de�ne a detection range of minimal crack opening detection

emin by the following:

STD

Dmax
g

≤ emin ≤
2STD

Dmax
g

(8.4)

8.3.2 Application to EPS plaster

We �rstly estimate noise in the subtracted image of EPS plaster (specimen PlasterF3). To

do so, we consider the subtracted image in an undamaged region. A plane of deformed image

and corresponding subtracted image are depicted in Fig. 8.5(a)(b). We plot in Fig. 8.5(c) the

grey level pro�le of the subtracted image along a line of investigation. We recognize a periodic

variation with period of about 2-3 voxels, that may be due to inconsistency between reference

and deformed images (scanning, reconstruction e�ects and natural image noise)
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Figure 8.5: Non damaged region of EPS plaster: (a) CT images of deformed image; (b) corre-

sponding subtracted image; (c) grey level pro�le along a line of investigation

Noise of the subtracted image is evaluated by computing the standard deviation on a sub-

volume. The average grey level of the plaster phase in the subtracted is measured to be 127.25

and STD is 3.821. Moreover, in this case, the di�erence between grey level of porosity and that

of plaster matrix Dmax
g is evaluated to 70. Using the expression (8.4), the minimal crack opening

ePlaster
min that can be detected is in the range:

1

20
≤ ePlaster

min ≤ 1

10
(8.5)

To con�rm our estimation, we consider a damaged region in an EPS plaster sample. Fig. 8.6

depicts a slice of subtracted and deformed images, which contain here a crack.

(a) (b)

Figure 8.6: Chosen plane of EPS plaster sample containing a crack : (a) deformed image; (b)

subtracted image

The systematic error correction procedures (see Chapter 6) is applied to DVC displacements

around the crack. We plot the positions of correlation points in the plane of observation in

Fig. 8.7. Singular displacements are clearly measured in the damaged region. To locate the

crack, we plot the displacements along a line of investigation in Fig. 8.8(a). We capture Y− and

Z− displacement jumps around location 165 voxels. This result is in good agreement with the

location of the observed grey level drop in the subtracted image Fig. 8.8(b).
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Figure 8.7: 3D view of correlation points on the plane of observation at deformed state
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Figure 8.8: Observation along a line of investigation crossing a crack: (a) displacements; (b)

grey levels pro�le

We measured here a grey level drop Jg of about 16.25 in the subtracted image, so that the

crack opening can be estimated to be in the range:

0.232[voxels] =
Jg

Dmax
g

≤ e ≤ 2Jg

Dmax
g

= 0.464[voxels] (8.6)

This is in good agreement with the displacement jump (crack opening) measured in Fig. 8.8(a),

where [[uy]] = 0.28 voxels and [[uz]] = 0.49 voxels. Note that the displacement jump can have a

normal and an in-plane component, but crack opening re�ects only normal component, which

is here close to [[uy]] (the crack is almost normal to the Y− direction of the image).

8.3.3 Application to EPS concrete

The noise of the subtracted image of EPS concrete is estimated using the sample principle than

for EPS plaster in subsection 8.3.2. We consider an undamaged region depicted in Fig. 8.9. We

also observe a periodic variation with a period of about 2-3 voxels in Fig. 8.9(c) (because of

the inconsistency of local �uctuations induced by image reconstruction between reference and

deformed images and of natural image noise).
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Figure 8.9: Non damaged region of EPS concrete: (a) CT images of deformed image; (b)

corresponded image subtraction; (c) grey levels pro�le along a line of investigation

We obtain in this case an average grey level for the solid phase of 126.8, with STD estimated

to 2.532. This value is lower than that of EPS plaster, which con�rms again the better local

contrast for EPS concrete. Dmax
g is evaluated to 102 between quartz sand and porosity, and to

130 between cement paste and porosity. Thus, the minimal crack opening that can be detected

is then estimated to be in the range:

1

40
≤ e quartz sand

min ≤ 1

20

and

1

50
≤ ecement paste

min ≤ 1

25

We present a crack detected using subtracted image in Fig. 8.10(a). The grey level pro�le

along a line crossing the crack is plotted in Fig. 8.10(b). We observe that: (1) the grey level drop

for the crack in concrete is greater than that for the crack in EPS plaster; (2) the �uctuations

of grey levels around the crack are smaller. Hence, we conclude that the crack of EPS concrete

is better de�ned than that of EPS plaster for similar opening. Results for both samples are

compared in Table 8.3. It is noted that the smallest crack opening that can be detected is

comparable to the accuracy of the DVC measurements. An alternative method to detect cracks

could have been based on a detailed analysis of the discontinuities of the displacement �eld.

measured by DVC. It would however have been much more complex to implement, and will be

left for further investigations.

Material STD elimit [Voxels]

EPS plaster 3.821 1/10

EPS concrete 2.532 1/20

Table 8.3: Noise estimation of subtracted image, and smallest crack size elimit that can be

detected in the worst situation
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(a) (b)

Figure 8.10: Grey level pro�le along a line crossing a crack: (a) de�nition of line of investigation;

(b) grey level pro�le

8.4 Determination of fracture parameters by inverse analysis

8.4.1 Overview

In this section we present the basic principles of the inverse identi�cation procedure used to

determine the numerical values of some parameters of the constitutive relation of a material,

namely in our case the fracture toughness and the regularization parameter. The values obtained

in chapter 7 are relative the a similar plaster, prepared from the same powder but with a

di�erent elaboration protocol, so that fracture parameters in our samples might be di�erent

from those measured by Romani et al [180]. If these parameters are unknown, the idea is to

run several numerical simulations and to modify these parameters at each iteration until an

objective function, e.g. a distance measured between a given experimental response and the

numerical simulation, reaches an acceptable tolerance. This problem can be highly nonlinear

and involve non unique solutions. For this purpose, several minimization algorithms available

in the literature may be used, see e.g. [2] and [3]. The main issue in the present work is that

the numerical simulations run at each iteration involve very large models with several millions

of elements. To limit the number of FE problems to be solved with the phase �eld method, we

have chosen the Newton-Raphson method for solving the nonlinear problem associated with the

cost function minimization when identifying the parameters, due to its e�ciency. The drawback

is that a good initial estimation must be made for the parameters to be identi�ed, e.g. by using

values of similar parameters found in the literature or of preliminary studies, e.g. the 2D analysis

performed on a similar material in chapter 7.

Let (x1, x2, ..., xN ) be the input parameters and f(x1, x2, ..., xN ) a given cost function, to

be minimized with respect to these parameters (see Fig. 8.11). In the following, we present the

algorithm for solving such a problem, when the output function f(x0, x1, ..., xN ) is derived from

the numerical result of a FEM solver.
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Figure 8.11: Description of inverse problem to identify material parameters

8.4.2 Identi�cation of fracture parameters gc and l from in-situ compression

test

We recall that the elastic parameters of the matrix phase (plaster) have been measured ex-

perimentally with compression tests (see section 4.5). To perform the numerical simulation

of the lightweight plaster compression, the material parameters gc (toughness) and l (regular-

ization length) need to be speci�ed. In this section, we use an inverse approach based on a

Newton-Raphson algorithm (see Appendix A.5) to identify these two material parameters from

the experimental data of specimen PlasterF3. For the sake of simplicity, the identi�cation is

restricted to a comparison between experimental and simulated global stress-strain curve. More

elaborated procedures taking also into account local measurements available from the experi-

ments, in the line of e.g. Heripre et al [88], are left for further investigations. We can note from

Fig. 8.12 that the experimental curve is discontinuous, because of the experimental conditions

described in Chapter 4. To obtain a continuous curve and construct an error function, the

experimental curve is replaced by a cubic polynomial �t.

Figure 8.12: Experimental load - strain curve for the compression of the lightweight plaster

sample PlasterF3 and cubic polynomial �t.

The details of the numerical model used for the simulation are described in Chapter 6 and
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section 8.6. The numerical �nite element model used during each iteration of the inverse pro-

cedure involves 4 million elements. The elastic material parameters are taken from Chapter 4:

E = 13.6 GPa, ν = 0.2. Monotonic compressive displacement increments of U = −3× 10−4 mm

are prescribed for 240 increments. We initialize the values of gc and l from the experimental

values identi�ed in [179]: g0
c = 1.4 N/m and l0 = 0.1 mm.

The cost function is here de�ned as:

f(gkc , l
k) =

N∑
i

| σexpεi − σ
num
εi (gkc , l

k) |, (8.7)

where N is the number of loading increments (N = 240), σexpεi is the the cubic �t of the

experimental stress, σnumεi is the numerical stress obtained for given fracture toughness gkc and

length scan lk at iterations k. Both stresses are taken at the same strain value εi, which is here

de�ned as the overall strain at the ith increment of the numerical simulation. This de�nition

can be illustrated in Fig. 8.13

Figure 8.13: De�nition of σexpεi and σnumεi to compute cost function

Note that at each iteration of the procedure, the whole loading of the sample is simulated to

obtain the whole curve. Each iteration takes about 52 h on a 40 processors workstation running

at 2.7 - 3.2 GHz on our Matlab code.

The evolution of the residual is depicted in Fig. 8.14, where the convergence can be observed.

The procedure stops after 8 iterations, for a tolerance f(gkc , l
k) = 0.05 GPa (or 50 MPa), which

corresponds to a distance of about 50/240 ≈ 0.2 MPa for each incremental step in the stress-

strain curve. Recall that as the numerical derivatives and second-order derivatives of the residual

are obtained by perturbation (see Appendix A.5), each iteration involves in total �ve 3D phase

�eld computations (but independent) for the whole loading. The total procedure took 416 h to

be achieved. For this error criterion, we obtained the values gc ≈ 1.80 N/m and l ≈ 0.0250 mm.

The evolution of the parameters with the iterations of the inverse analysis is depicted in Fig. 8.15.

We note that our material compared with one in the work of Romani [179] is dryer (drying time
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is much longer), which indues that its strength is larger. This explains that the obtained gc

(1.8 N/m) is larger than the one measured in the previous study of Romani et al [180] of about

(1.4 N/m). The increased strength may also induce a larger critical stress σc, which is associated

with a smaller internal length l, according to the analysis presented in Chapter 2. Indeed l was

found to be 0.1 in [179] and is now identi�ed to be four times smaller.

The same inverse procedure has been applied to sample PlasterF1, for which we obtain

gc = 1.76 N/m and l = 0.0254 mm. These value are very close to those obtained with sample

PlasterF3, which provides some credit to our identi�cation methodology. We have used l =

0.025 mm and gc = 1.8 N/m to perform the simulations.
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Figure 8.14: Residual error f(l, gc) for the inverse problem validation test, with respect to the

iteration number
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8.5 Microcracking in lightweight plaster sample containing two

EPS beads

In this section, we directly compare the cracks network produced in a lightweight plaster sample

in compression and detected in microtomography images during an in-situ test with a direct

numerical simulation using the phase �eld method. Two types of comparisons will be inves-

tigated. In the �rst one, the whole sample is considered, where only beads are considered as

heterogeneities, the small pores being ignored. In the second one, a sub-volume will be used in

the sample to consider a higher level of detail in the microstructure, including micro-pores.

8.5.1 Comparison at the level of the sample

8.5.1.1 Experimental results and construction of the initial numerical model

Details about the specimen plasterF3 and its preparation have been presented in Chapter 4 and

section 8.2.1. During the experimental in-situ test, we have prescribed and processed 19 suc-

cessive compression loading steps. In Fig. 8.16, the experimental force/strain curve is depicted,

where 6 loading phases can be distinguished.
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Figure 8.16: Experimental load-strain response curve for the lightweight plaster sample Plas-

terF3, divided in 6 loading phases.

We recall that, at step 14, the sample has been taken out of in-situ machine, and has been

installed again. Another reference image at zero force has been acquired before loading steps 15-

19. The �rst visible cracks appear at step 16 for a force F = 2.76 kN (see Chapter 4).

Details about the construction of the initial geometrical model have been provided in Chap-

ter 6. In this test, we only take into account the beads, not the micro porosity and small

pores. The obtained geometry for the considered test is depicted in Fig. 8.17. The mesh is com-
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posed of unstructured tetrahedral elements, with minimal and maximal sizes hmin = 0.0125 mm,

hmax = 0.35 mm and contains about 12 millions elements.

Following the experimental procedure described in Chapter 4, two polished PMMA plates

were used to remove spurious crack initiation from the top and bottom faces of the sample. In

the simulation, uni-axial compression is prescribed (see Fig. 8.17): on the lower surface, the

z-displacements are blocked, while on the upper surface, the z-displacements are prescribed.

The x and y-displacements are free on these two surfaces.

(a) (b)

Figure 8.17: Ideal model used as input of numerical simulation of PlasterF3 sample: (a) geometry

and boundary conditions; (b) detailed view of the mesh.

The material parameters, the toughness gc and regularization parameter l have been deter-

mined by the inverse identi�cation procedure described in section 8.4 leading to: gc = 1.8 N/m,

and l = 0.025 mm. The elastic parameters have been given in Chapter 4 for the plaster ma-

terial: E = 13.6 GPa, ν = 0.2. In the simulation, monotonic compressive displacement in-

crements U = −5 × 10−4 mm have been prescribed as long as dmax < 0.9, then decreased to

U = −5× 10−5 mm.

8.5.1.2 Results and discussion

The extraction of very tiny crack is not straightforward, especially in the early stage of crack

initiation. Moreover, the subtracted images do not include the microstructure of sample. So,

if we cannot extract the cracks, we will not see the in�uence of microtructure on crack tra-

jectory. To avoid this problem, we propose to consider the �transformed image", obtained by

back-convecting the deformed image in the same frame as the reference image according to the
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estimated local transformation. The construction of this transformed image is exactly the same

as for the subtracted image, but without the subtraction step.This transformed image can be

used almost as the subtracted image for the crack detection and the analysis of their evolution,

by a comparison of the transformed images at various loading stages. Since the grey level is

almost uniform in the plaster matrix, subtraction is less usefull than for concrete. In addition,

porosities (including EPS beads and micropores) are visible, so that crack propagation can be

related to microstructure. Such an analysis of the crack network evolution would be much more

di�cult in the deformed (not backconvected) images, because of the change of point of view.

The transformed image was used here for comparison with numerical simulation. The three-

dimensional crack paths is observed in the experiment and predicted by the computation are

compared at the last step of the loading (F=2.885 kN), and observed in two regions near the

two EPS beads, called "Bead 1" and "Bead 2" (see Fig. 8.18(a)).

First, we compare the trace of the 3D crack network in a plane located at the height H =

7.28 mm from the bottom of the specimen, and cutting Bead 1. We observe in the experiment,

a crack initiating from the bead and propagating towards the external boundary, as shown

in Fig. 8.18(b). The same crack morphology is clearly observed in the numerical simulation,

as shown in Fig. 8.18(c). We remind here that in the numerical simulation, we start from

an unnotched specimen and did not make any assumption on where the cracks initiate and

propagate. To make a quantitative comparison, we have compared the angle between the crack

and the X axis of the image in the plane of observation de�ned in Fig. 8.18(b) and (c) for

both the experiment and the numerical simulation. The obtained values are 26.11◦ for the

experiment, and 23.41◦ for the numerical simulation, showing a very good agreement between

the experiment and the simulation. However, the location of crack initiation for both observation

is slightly di�erent: in the numerical simulation the crack follows the closest path from bead to

boundary of the sample. In the experiment, it is slightly shifted. The reason for that is probably

that the real patched was deviated by the presence of some micropores, which can be seen in

Fig. 8.18(b), which are not reproduced in the simpli�ed ideal geometry of the numerical model.

Secondly, we compare the trace of the 3D crack network in a plane located at the height

H = 9.73 mm from the bottom of the specimen, and located between the two beads (see

Fig. 8.19(a)). The experimental crack path is compared to the simulated one Figs. 8.19(b)

and 8.19(c), showing that the numerical simulation is able to capture the morphology of the

crack in a satisfactory way in this complex con�guration, even though some di�erences are

noticed. Note that in this case, we did not take into account the small pores in the numerical

simulation.

A similar comparison has been performed in a plane located at a height H = 10.53 mm (see

Fig. 8.20(a)), which crosses the second bead. Here again, the morphology of the crack network

is correctly captured. Several geometrical features are quantitatively compared in Figs. 8.20(b)

and 8.20(c) and a rather good similarity is observed, in terms of both length and orientation of

the cracks.
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(a) (b) (c)

Figure 8.18: Crack path comparison in a region bellow Bead 1: (a) position; (b) experimental

result; (c) simulation result.

(a) (b) (c)

Figure 8.19: Crack path comparison in a region above Bead 1: (a) position; (b) experimental

result; (c) simulation result.



210
Chapter 8. Experiment - Model comparison of crack propagation in 3D

specimens

(a) (b) (c)

Figure 8.20: Crack path comparison in a bellow region of Bead 2: (a) position; (b) experimental

result; (c) simulation result.

The last plane of investigation is located at the height H = 13.70 mm (see Fig. 8.21(a)), on a

plane cutting the top of Bead 2. This zone is interesting because in compression, we can observe

three crack surfaces roughly developing with an angle of 120◦ from a point located on the top

of the spherical void (bead), as shown in Fig. 8.21(b). Remarkably, the simulation captures the

same morphology of the crack network, see Fig. 8.21(c), without any assumption on the location

of the initiation of the cracks neither on their orientation.

These results, showing a direct comparison between the formation of a 3D complex crack

network in an experiment and in a numerical simulation, are to our knowledge the �rst of their

kind and prove the high level of predictability of the phase �eld method to simulate complex

crack propagation in complex heterogeneous materials. We emphasize also on the fact that these

computations rely on simple isotropic elastic and fracture models, depending on a very limited

number of parameters (4), which can easily be identi�ed on standard tests (even though, in the

present case, the fracture parameters were adjusted to �t the overall response of the sample).

In addition, these results show also that crack propagation, even in brittle materials for

which often some unpredictable randomness is assumed, is essentially deterministic and can be

assessed as soon as the main sources of the cracking phenomenon is taken into account in the

numerical model. In the present case, the main source seems to be the heterogeneity of the

elastic stress and strain �eld induced by the particular geometry of the large beads within the

sample. The additional randomness induced by smaller pores seems to have only a second order

in�uence. This will be con�rmed in next section.
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(a) (b) (c)

Figure 8.21: Crack path comparison in a plane just above Bead 2: (a) position; (b) experimental

result; (c) simulation result.

8.5.2 Local comparisons of microcracking in the plaster specimen

In this section, we compare the microcracking propagation in the sample at a smaller scale,

taking into account much �ner details in the microstructure like pores which have a diameter

much smaller than the EPS beads. As mentioned previously, meshing the whole sample from the

microtomography image with small-scale microstructural details is not tractable for nowadays

simulation capabilities. Therefore, we use the technique of sub-volume simulation described in

Chapter 6: we model only a sub-volume encompassing some detail of interest in the sample, and

prescribe experimental kinematic boundary conditions at the border of this sub-volume.

8.5.2.1 De�nition of the numerical model

A sub-volume of dimensions 350× 350× 30 voxel3 (or 2.8× 2.8× 0.24 mm3) is taken below the

Bead 2 (see Fig. 8.22). To ensure the detection of very tiny crack, we keep the resolution of the

initial image for the input geometry for the simulation (i.e. a voxel is transferred into an 8-node

elements). All elements in pores are removed in order to reduce the computational costs.

Boundary conditions obtained from DVC data are prescribed all around the boundary of the

sub-volume for the simulation, as described in Chapter 6. However, we noted that some local

spurious singularities can be generated over the boundary due to some noise in the DVC data,

leading to unphysical damage located near the boundary (see an illustration in Fig. 8.23). A

�rst attempt to correct this issue was to run a median �lter over the data obtained from DVC.

However, as shown in Fig. 8.24, the obtained results were not satisfactory, showing completely

di�erent crack paths between simulation and experiment. This issue might come from the

�ltering process, which excessively smooths out the displacement discontinuities on the boundary

of the sub-volume, which do actually exist when the crack crosses the boundary of the sample

in the experiment.
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(a) (b) (c)

Figure 8.22: Sub-volume considered for comparisons of microcracking propagation in the

lightweight plaster sample: (a) location in the sample; (b) associated CT image; (c) 3D cor-

relation points on the surface used to de�ne the boundary conditions.

Figure 8.23: Spurious damage on the boundary of the domain used for the simulation due to

noise in the DVC data obtained from the experiments.

To face this issue, we have tested another solution which consisted in removing the bad

correlation points by using the same procedure as described in Chapter 4. After this treatment,

some singularities still remain, but in limited number and have been removed manually. We

show the location of the 3D correlation points on the surface of the sub-volume used to de�ne

the boundary conditions in Fig. 8.22(c). Then, by using the interpolation procedures (from local

transformation ΦN ) introduced in Chapter 6, we compute the prescribed displacements for each

node of the mesh belonging to the boundary of the sub-volume.

8.5.2.2 Comparisons of crack growth within the sub-volume in the lightweight

plaster specimen

We compare the evolution of microcracks in the sub-volume for the three loading steps 15, 17

and 19. Results for step 15 (load F = 2.65 kN) are depicted in Fig. 8.25. The black and red
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(a) (b)

Figure 8.24: Di�erences in crack morphology observed when smooth �ltered DVC data are

prescribed to the boundary of the sub-volume: (a) cracks detected from experiment; (b) crack

obtained by numerical simulation.

colors refer to existing pores and generated cracks, respectively. We note that the crack on the

right side of the EPS bead is well captured for both experiment and simulation, but the crack

on the left is not observed in the experiment. This might be due to the image treatment which

does not allow detecting very short cracks in the early stage of initiation.

However, for steps 17 and 19, we can detect the left crack also in the experiment, con�rming

this assumption, as seen in Figs. 8.26 and 8.27. A good agreement is obtained between the

experiment and simulation.

(a) (b)

Figure 8.25: 3D crack path in the sub-volume of lightweight plaster for loading step 15: (a)

crack extracted from experiment; (b) numerical simulation.

In order to perform quantitative comparisons, we have chosen a plane (see Fig. 8.28) passing

through the sub-volume and have compared the length of one crack for several loadings. Results

are compared in Fig. 8.29. We observe remarkably similar crack lengths for all three loading

steps. One should again keep in mind that in the simulation there is no a priori assumption



214
Chapter 8. Experiment - Model comparison of crack propagation in 3D

specimens

(a) (b)

Figure 8.26: 3D crack path in the sub-volume of lightweight plaster for loading step 17: (a)

crack extracted from experiment; (b) numerical simulation.

(a) (b)

Figure 8.27: 3D crack path in the sub-volume of lightweight plaster for loading step 19: (a)

crack extracted from experiment; (b) numerical simulation.

about the initiation location and path of the crack and that all material parameters have been

identi�ed by an inverse approach.
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(a) (b)

Figure 8.28: De�nition of plane of investigation: (a) location in sub-volume; (b) CT images of

loading step 17

Figure 8.29: Comparison between experiment and simulation in terms of crack length for several

loading steps, for a particular crack inside the sub-volume of the lightweight plaster sample.
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8.6 Microcracking in lightweight plaster sample containing mul-

tiple pores

In this section, we present comparisons of 3D crack propagation between experiments and sim-

ulations for a sample containing multiple pores. These pores consists in 2 EPS beads, a large

bubble of air, and several smaller bubbles of air, as depicted in Fig. 8.31.

8.6.1 Experimental results and construction of the initial numerical model

In this case, we have prescribed 14 loading steps, where 12 steps are associated with crack

propagation. The experimental load-deformation curve is plotted in Fig. 8.30. Each color

corresponds to a loading phases. Note that in this test 3 loading phases have been prescribed.
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Figure 8.30: Experimental compression response of the lighweight plaster specimen containing

several pores (specimen PlasterF1).

The �rst crack has been detected at F = 1.62 kN, while for the previous sample (PlasterF3),

the �rst cracks initiated at F = 2.76 kN. This can be easily understood from the larger porosity

of the second specimen. Furthermore, the large pores and beads are located near the boundary,

inducing weaker zones. Here, small pores with diameters larger than 40 voxels are kept in

the numerical model of the whole sample. An unstructured and adaptive mesh of 11 million

tetrahedra has been constructed, with minimum and maximum element sizes hmin = 0.0125 mm

and hmax = 0.35 mm. The detailed geometry, mesh and boundary conditions are depicted

in Fig. 8.31. The material parameters are the same as in the previous example. Monotonic

compressive loading steps U = −3× 10−4 mm are prescribed as long as dmax < 0.9 and then set

to U = −3× 10−5 mm.
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(a) (b)

Figure 8.31: (a) Geometry of the numerical model used for the simulation for the sample Plas-

terF1 containing several pores (units are in mm); (b) corresponding mesh.

8.6.2 Results and discussion

The subtracted and transformed experimental images have been used for comparisons with

the predictions of the simulations performed with the phase �eld method on the initial model

described above. Details of the procedure to construct the model from images have been provided

in section 8.2.1.

First, a plane parallel to the section of the sample located above Bead 2 has been chosen,

as depicted in Fig. 8.32(a). The plane cuts the EPS bead together with two small pores. The

evolution of the 3D crack network is compared between experiment and simulation for steps 3,

6 and 10 in Fig. 8.32(b),(c)and (d).

Experiment and simulation results agree qualitatively well, as con�rmed by the zoom image

provided in Fig. 8.33. Nevertheless, we observe here a di�erence in the crack length, that will

be explained below by considering the longitudinal plane.

Next, the crack network is studied in a vertical plane for loading steps 3, 6 and 10. Results of

the simulation are provided in Fig. 8.34(a), (b), (c). We can observe mainly two vertical cracks

initiating from Bead 2. Experimental results are provided in Figs. 8.34 (d), (e), (f), showing

that we observe a similar cracking pattern in this more complex example. However, the crack

length is here not validated: : its propagation is much shorter in the simulation than in reality.

A possible explanation might be linked to the ideal Dirichlet boundary conditions which might

not re�ect the actual ones in the experiment. Indeed, vertical displacements are prescribed

uniformly on the upper an lower ends of the sample. A crack propagating towards these ends

will thus not be allowed to develop a displacement discontinuity with a vertical component when
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Figure 8.32: Crack path evolution in a region above Bead 2: (a) Position of the plane chosen

for the comparisons; upper images (in color): numerical simulations; lower images: experiments;

(b) loading step 3; (c) loading step 6; (d) loading step 10.

(a) (b)

Figure 8.33: Detailed comparison between experimental crack path (a) and simulation (b) for

step 10.

it gets close to the ends. Conversely, the propagation towards the ends of a crack presenting

such a discontinuity will be di�cult. To face such a limitation of the numerical simulation,

one should use less strict displacement boundary conditions; a solution might be to include in

the model the softer PMMA tabs, together with unilateral jump conditions at the tabs/sample

interface. Such more complex computations are left for further investigations.

The rupture of the sample occurs on the top half part. The cracks nucleate and propagate
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Figure 8.34: Comparisons in a vertical plane. upper images (in color): numerical simulation;

lower images (grey levels): experiments. (a), (d); loading step 3; (b), (e): loading step 6; (c),

(f): loading step 10.

mainly in a region near Bead 2 and the biggest bubble of air. Views of the simulated and of the

experimental crack are provided in Fig. 8.35. Again a very nice consistency between model and

experiment is observed. Not only, the model is able to predict apparitions and propagation of

cracks; it is also able to predict which areas will not be damaged.

For the last two comparisons, we chose �rst a horizontal plane passing below Bead 2 and

above an air bubble, at height H = 11.9 mm (see Fig. 8.36(a)), and secondly a plane passing

through Bead 2, at height H = 14.15 mm (see Fig. 8.37(a)). Comparisons between experimental

and numerical results are depicted in Fig. 8.36(b)-(c) and Fig. 8.37(b)-(c) for both respective

cases.

In the second case, we have compared quantitatively the angle of the crack. We have found a

value of 112.71◦ for the experiments, and 114.21◦ for the simulation. The accurate superposition

of computed damage maps on transformed experimental CT images highlights the similarity of

the crack path.
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Figure 8.35: View of the damage zone in the lightweight plaster sample PlasterF1

(a) (b) (c)

Figure 8.36: Crack path in a region below Bead 2: (a) position of the observation plane; (b)

Experimental cracks; (c) Simulated cracks.

(a) (b) (c)

Figure 8.37: Crack path in a region above Bead 2: (a) position of the observation plane; (b)

Experimental cracks; (c) Simulated cracks.
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8.7 Microcracking in lightweight concrete sample

In this section, we will compare the microcracking network propagation obtained from the ex-

periments and the numerical simulations in the case of a lightweight concrete sample. This case

is much more complex that for lightweight plaster, because the microstructural details are much

more complex forbid to mesh the whole microtomography image of the sample. In addition, the

material is composed of 3 phases with complex shapes.

8.7.1 Experiments

8.7.1.1 Experimental in-situ test on the lightweight concrete sample

In this test, we have used polished aluminum plates instead of PMMA plates, because of the

lower Poisson's e�ect of aluminum. In addition, since νaluminum/Ealuminum < νconcrete/Econcrete,

we hope to minimize the spurious e�ects discussed in Chapter 6.
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Figure 8.38: Load-strain curve obtained from in-situ compression test of specimen ConcreteP2

The details of the experimental in-situ loading procedure have been provided in Chapter 4

and section 8.2.1. The initial sample presents a few micro cracks caused by the drilling and

the cutting processes. The whole test has been preformed in only one loading phase (without

intermediate unloading). The load−strain curve is plotted in Fig. 8.38, where the longitudinal

strain is computed from DVC of CT images. In EPS plaster samples for which no AE (acoustic

emission) signals could be recorded, we have continuously recorded acoustic activity in the

concrete sample. In the second EPS concrete sample, we observe always a clear rise in AE counts

at the initiation of cracking as presented in Fig. 8.38, that con�rms the ability of acoustic emission

recording to detect crack initiation in concrete. We compare in Fig. 8.39 the macroscopic

mechanical response of the sample with optimized boundary conditions (polished surface and

inserted Aluminum plate) to the response of concrete sample of the preliminary test described

in chapter 4. When optimized conditions are used, the strength is higher as expected.
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Figure 8.39: Comparison of load deformation curve for both EPS concrete samples: before

optimization (preliminary test) and after optimization (ConcreteP2) of experimental loading

conditions and sample preparation procedures

8.7.1.2 Experimental observation of the micro cracks in the lightweight concrete

sample

The pore volume fraction can be estimated from thresholding CT images. In Fig. 8.40, we have

plotted this porosity in the sample as a function of the z-coordinate (height), the origin being

the bottom face. We have observed that most of cracks initiate from the regions where the

porosity is maximum (indicated by arrows in Fig. 8.40). No cracks where found on the top and

bottom faces. Fig. 8.41(a) shows a CT image vertical cut of the sample. In Figs. 8.41(b) and

(c), the cut corresponding to planes indicated in red and green in Fig. 8.41(a) are presented.

Some microcracks are indicated.
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Figure 8.40: Evolution of pore volume fraction in the lightweight concrete sample (ConcreteP2)

along the vertical direction of the sample.
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(a) (b) (c)

Figure 8.41: CT image of the sample under loading: (a) longitudinal view; (b) and (c): traversal

views

We used CT, transformed and subtracted images to detect cracks under loading. The details

of these procedures have been described in Chapter 4 and section 8.2.1. An example of crack

detection by using the subtracted image technique is depicted in Fig. 8.42, showing that an

additional treatment is really required to capture cracks in some cases where they are not visible

in initial CT images.

(a) (b)

Figure 8.42: Detection of non visible cracks by using subtracted image for loading step 12: (a)

CT images; (b) corresponding subtracted image.

The crack propagation in this material is di�erent from that in the lightweight plaster. Here,

cracks initiate from the pores but also from the interfaces. The interfaces also constitute weak

zones where the cracks propagate. An example is illustrated in Fig. 8.43, and it is in qualitative
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agreement with numerical simulations performed using the method described in Chapter 3 on 2D

microstructures. However, because of a lack of time, the interfacial phase �eld method described

in Chapter 3 has not yet been implemented in 3D. Thus, in the next series of comparisons, the

numerical simulation results have been obtained using the standard phase �eld method described

in Chapter 2.

(a) (b) (c)

Figure 8.43: Cracks propagation in the lightweight concrete sample for di�erent loads: (a)

loading step 8; (b) loading step 9; (c) loading step 12

An example of cracks initiating from the pores is presented in Fig. 8.44.

(a) (b)

Figure 8.44: Cracks initiating from pores in the lightweight concrete sample in two di�erent

traversal planes.
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8.7.2 Comparisons between numerical simulations and experimental results

8.7.2.1 Initial numerical model

As mentioned previously, meshing the whole 3D segmented CT-image for the simulation would

lead to hundreds of millions to billions of elements which is not tractable. Then, we adopt here

once more the sub-volume technique described in section 8.5.2.

Compared to the lightweight plaster, the lightweight concrete sample presents additional

di�culties: (a) it contains 3 phases, the pores, the quartz sand and the cement matrix; (b)

it shows more badly correlated regions than EPS plaster, as in quartz sand or porosity. DVC

has only been performed in cement paste and near interfaces. Considering that, three groups,

corresponding to quartz sand, cement matrix and porosity, have been distinguished among

correlation points to de�ne boundary conditions for the sub-volume method. We present an

example in Fig. 8.45, where red color and green color are correlation points of quartz sand and

cement matrix respectively. Then, for the construction of the boundary condition at FEM nodes

in-between DVC points, the neighbor correlation points used for the interpolation are required

to belong to the same phase: prescribed displacements at FE nodes in cement result from DVC

points in cement only (green in Fig. 8.45) and those in sand grains depend on red interfacial

DVC points only. Nodes in pores are removed from the mesh.

Figure 8.45: Correlation phase separation in EPS concrete material

In the following, two sub-volumes are considered for a detailed comparison between the ex-

perimentally observed crack propagation and its numerical prediction by the phase-�eld method.
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8.7.2.2 Comparison of crack propagation between experiments and numerical sim-

ulation in lightweight concrete: sub-volume 1.

We �rst consider a sub-volume of size 480 × 480 × 72 voxel3 (or 4.8 × 4.8 × 0.72 mm3), where

cracks have been observed in the experiments. A regular mesh is used, where each 8-node

corresponds to a voxel in the segemented image, its material properties being projected on the

mesh. Note that a median �lter and then a watershed operator were used to extract the sand

phase (inclusions). The resolution was reduced to 300 × 300 × 45 to limit the computational

costs. In addition, we removed all elements within the pores. The resulting mesh contains 3.6

million elements.

The material parameters of inclusions and matrix have been extracted from literature and

are respectively set to: Ei = 60 GPa, νi = 0.3, Em = 18 GPa, νm = 0.2. The toughness gc =

59.3 N/m is assumed to be identical for the di�erent phases (following the work of [182]). The

characteristic length is chosen as l = 30µm. The evolving boundary conditions obtained from

DVC are applied on the boundary of the sub-volume during 300 steps. The crack propagation

will be compared for several loading steps. For the sake of clarity, we do not show the matrix

phase (cement paste).

(a) (b)

Figure 8.46: Geometry of the sub-volume 1: (a) location in sample; (b) CT images of the

sub-volume

The results are presented in Fig. 8.47 and Fig. 8.48 for three loading step 9, step 10 and

step 11. At loading step 9, we observe that the numerical crack (on the right) has a similar path

than the experimental one (on the left), but seems to propagate slower. This might be due to

the choice of material parameters, which have been set with a less sophisticated methodology

than for plaster samples. For the loading step 10 and step 11, the numerical and experimental

crack morphologies are remarkably similar: even the crack length are comparable. The main

discrepancies concern the crack path near the interface. This can be explained by the fact that

in the experiment, we can clearly observe that interfacial damage occurs, which is not taken into

account in the simulation.
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Figure 8.47: Comparison between experimental crack obtained from microtomography and from

phase �eld method of the lightweight concrete sample in sub-volume 1 for several loads, view 1

(Left: experiment; right: numerical simulation.)



228
Chapter 8. Experiment - Model comparison of crack propagation in 3D

specimens
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F = 1.862 kN

X Y

Z

Figure 8.48: Comparison between experimental crack obtained from microtomography and from

phase �eld method of the lightweight concrete sample in sub-volume 1 for several loads, view 2

(Left: experiment; right: numerical simulation.)
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8.7.2.3 Comparison of crack propagation between experiments and numerical sim-

ulation in lightweight concrete: sub-volume 2

A second sub-volume is studied, of size 360 × 360 × 96 voxel3 (or 3.6 × 3.6 × 0.96 mm3). Its

resolution is reduced to 240 × 240 × 64 voxel3. The obtained mesh is composed of 3.7 million

of regular 8-node elements. We compare the crack propagation for experiment and numerical

simulation for the loading steps 9, 10 and 12.

(a) (b)

Figure 8.49: Geometry of the sub-volume 2: (a) location in the sample; (b) CT images of the

sub-volume

The crack path for both simulation and experiment are compared for three loads in Fig. 8.50

and Fig. 8.51. At loading step 9 (F = 1.8 kN) we obtain here a very good agreement regarding

crack morphology and crack length. In this case, we believe that the agreement is better than in

the �rst sub-volume because there is less interfacial cracking in the experiment. To con�rm the

good accuracy of the numerical model, we also compare the 3D crack morphology for steps 10

(F = 1.862 kN) and 12 (F = 1.937 kN). Here again, the accuracy of the numerical model is

demonstrated. The crack length of both results are also in good agreement.



230
Chapter 8. Experiment - Model comparison of crack propagation in 3D

specimens
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Z

F = 1.862 kN

Figure 8.50: Comparison between experimental crack obtained from microtomography and from

phase �eld method of the lightweight concrete sample in sub-volume 2 for several loads, view 1.

(Left: experiment; right: numerical simulation.)
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Figure 8.51: Comparison between experimental crack obtained from microtomography and from

phase �eld method of the lightweight concrete sample in sub-volume 2 for several loads, view 2.

(Left: experiment; right: numerical simulation.)
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8.8 Conclusion

In this chapter, we have performed direct comparisons of 3D crack propagation within highly

heterogeneous plaster and concrete samples between experiments and numerical simulations, at

both sample and microstructure scales, for the �rst time, to our knowledge. The crack evolution

has been followed by means of an in-situ testing machine inside a CT-scan and appropriate

image processing. The numerical simulations have been performed on models reproducing in

a very realistic way the microstructure of the material, by using the segmented CT-images of

the initial samples. First, we have performed comparisons over complete samples including a

few heterogeneities (pores). Then, to include �ne microstructural details, we have performed

comparisons in sub-volumes within the samples. The numerical simulations have been performed

with the phase �eld method. No assumption has been made on the location of crack initiation and

paths. The initial geometries have been obtained by the CT-scans of the undamaged samples.

The main conclusions of this chapter are summarized as follows.

• The image processing techniques described in Chapter 5 have been successfully applied

to provide the reference solution for the numerical simulations. Complex microcracking

networks have been detected in complex microstructures such that in porous plaster or

concrete embedding EPS beads.

• The accuracy analysis of DVC-assisted image subtraction has demonstrated the capability

to detect very tiny cracks, of about 1/10 voxels for EPS plaster and 1/20 for EPS concrete.

• Comparisons of 3D cracks propagations have shown a very good agreement regarding the

obtained 3D crack morphologies and lengths of propagated microcracks. This has been

con�rmed by many tests and quantitative measures of crack features (orientation, length)

in the di�erent materials and di�erent samples.

• To obtain the numerical crack paths in the numerical material models, very large phase �eld

simulations involving millions of elements have been performed for highly heterogeneous

microstructures. The largest simulation model involved 12 millions elements.

• The sub-volume procedure technique developed in this work, i.e. using the displacement

�eld obtained from the experimental 3D DVC has been successfully applied to realistic

models of materials, allowing to simulate crack propagation in complex materials and to

directly compare the obtained results with the simulation. Such simulations could not be

possible by considering the whole sample and are the �rst of their kind to our knowledge.
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Conclusions and perspectives

9.1 General conclusions

In the present thesis work, we have provided contributions to the modeling of microcracking in

cementitious materials, and have proposed both numerical tools for simulation and experimen-

tal procedures to study 3D crack propagation in highly heterogeneous materials like lightweight

concrete or lightweight plaster samples. In addition, we have combined both approaches to iden-

tify the microstructural damage parameters and provide the �rst validations to our knowledge

of 3D crack propagation fronts in highly heterogeneous materials, by directly comparing in-situ

CT-scans of compressed samples and full simulations using phase �eld method based on the real

imaging of the samples used in the experiment. The contributions developed in this thesis are

summarized as follows.

First, an original application of the phase �eld method to highly heterogeneous materials

whose geometry is provided by XR-CT scans has been proposed. Extensive 2D and 3D simula-

tions have been performed, involving up to 18 million of elements in a speci�c code developed

during this PhD at MSME Lab. To improve the e�ciency of the phase �eld method for such

problem, a shifted algorithm has been introduced to transfer the nonlinear problem induced by

the positive-negative split of the strain tensor to previous iterations in a staggered scheme.

A second contribution to the developed numerical tools is an extension of the phase �eld

method to interfacial cracking to model decohesion between inclusions and matrix in concrete.

The proposed formulation di�ers from the one proposed by Verhoosel and de Borst [218], as no

internal variable is required to model the displacement jump, and as the phase �eld variable

can be used directly as a history parameter to model the irreversible damage of interfaces. In

addition, an original framework has been proposed so as the method can be applied to voxel-

based models of microstructure, by the use of level-set functions.

Experimental procedures to perform in-situ compression tests of lightweight concrete and

plaster samples have been described and carried out at Navier Lab. More speci�cally, we have

developed a protocol to obtain stable crack networks during the in-situ test, by appropriate

preparation of the ends of samples and enhancement of the compression setup and protocol.

Samples with controlled porosity using EPS beads have been manufactured and tested. The

elastic properties of the plaster matrix have been estimated by Digital Image Correlation (DIC),

whose errors have been evaluated and corrected whenever possible.

An image subtraction technique based on Digital Volume Correlation (DVC)or 3D DIC,
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has been speci�cally developed to detect and to extract cracks from XR-CT images of such

heterogeneous microstructures. Such process allows the detection of subvoxels microcracks,

some of which are not visible on XR-CT images, for all loading steps of the in-situ steps. As a

results, sets of data describing the evolution of a microcrack network in a lighweight concrete

and two EPS plaster samples have been obtained and can be directly compared with numerical

simulations.

Then, we have described procedures to model the experimental in-situ tests for simulation

purposes. For lightweight plaster, the XR-CT can be used to de�ne position and radii of spher-

ical pores and to construct an idealized geometry with boolean operators, easily usable for

constructing meshes. For more complex geometries like concrete, the voxel data can be used

directly to construct a regular mesh of elements. Simulations of the experimental boundary

conditions prescribed on the samples have helped determining the best support and conditions

on the top and bottom faces of the sample to avoid spurious external cracks and inducing stable

cracks of networks which can be imaged by the previously mentioned developed methodologies.

Finally, the experiments and simulations have been combined to validate the numerical pre-

dictions of 3D crack networks propagation in highly heterogeneous microstructures. First, we

have validated the predictions of crack propagation in complex 2D con�gurations of drilled plas-

ter samples in compression, where stable cracks can be obtained and measured experimentally.

Second, we have directly compared the numerical simulations of phase �eld 3D crack propaga-

tion in complex 3D microstructures with the experimentally detected crack networks using the

di�erent techniques described in the previous chapter of this thesis. A sub-volume methodology

has been developed to avoid analyzing the whole sample when the microstructure is complex,

as in the case of concrete. For this purpose, DVC, has been used to provide the boundary

conditions to be prescribed over a sub-volume of the sample in the numerical simulation. We

have obtained very encouraging results regarding the accuracy of the predicted crack paths in

3D over a large set of tests involving several microstructures.

9.2 Perspectives

There are many potential research directions from the results and methodologies developed in

this work, and some questions remain to be addressed.

First, regarding the developed models and numerical methodologies to simulate microcrack-

ing with the phase �eld method, several points, among many other, could be mentioned: the

mechanical models describing the brittle damage under compression could be enhanced, by in-

corporating friction within the crack, or compression-based damage mechanisms when the crack

closes, to be representative of some observed phenomena in brittle materials under compression

and in geosciences. As outlined in May et al. [132], the presently developed staggered algorithms

to solve the equations of the phase �eld method cannot take into account snap-back instabili-

ties, and other e�cient numerical solving schemes should be developed in that context for large
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meshes. New numerical strategies have to be developed to reach the resolution of larger models,

incorporating all voxels of XR-CT images without reducing the problem to sub-volumes.

The experimental works initiated in this thesis could also be pursued in future works by: per-

forming similar in-situ tests to observe microcracking in plaster samples with rigid inclusions, or

including both rigid beads and EPS beads to manufacture materials with controlled microstruc-

tural geometry; manufacturing smaller samples with controlled heterogeneous microstructures

to reach a higher resolution of XR-CT images; improving the description of local transforma-

tions within image processing (DVC-assisted image subtraction), especially within the regions

of highly cracked areas to better separate cracks from other artifacts of residual images. The

systematic errors correction processing is also attempted to improve quality of subtracted image.

Another point is the enhancement of segmentation procedure to detect smaller cracks. One could

also mention possible enhancements of the DVC procedures, making use of the detected crack

paths, for an accurate quanti�cation of the displacement discontinuities across the cracks, over

the whole network of cracks. This would provide an additional quantitative way to validation

the numerical models.

Finally, when coupling experimental in-situ tests with simulations, one open question is the

identi�cation of microstructural and local damage parameters for multi phase materials, when

the number of parameters drastically increases. Then, e�cient numerical solving procedures,

construction of surrogate models and optimization strategies should be developed. Certainly,

the use of local quantities like the above mentioned crack discontinuities, in addition to the

overall load-displacement curves already used in the present study, would enhance the accuracy

of the identi�cation.
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A.1 Appendix 1: Analytical solution for the discontinuous bench-

mark problem

In the following, we provide the exact solution of the discontinuous benchmark presented in

example 3.7.1. The u1 component of the displacement is linear in each domain, i.e.

u1(x) = A1x+B1 ∀x ∈ Ω1,

u1(x) = A2x+B2 ∀x ∈ Ω1.
(A.1)

The constants are found by verifying the displacement boundary conditions and the conti-

nuity conditions at the interface x = L/2:
u1(x = 0) = 0

u1(x = L) = U

[[σ11(x = L/2)]] = 0

σ11(x = L/2) = t([[u1(x = L/2)]])

(A.2)

which leads to the solution:

u1(x) =
E2U
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) (A.3)
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2
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A.2 Appendix 2: Expressions of tangent components of the co-

hesive law

The expressions of the terms in (3.47) are given by:
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A.3 Appendix 3: Plaster manufacturing in syringe

The tools and ingredients for plaster manufacturing in the syringe include:

. Syringe: we use a classical syringe (a production of TERUMO). Typically 2.5 ml, which

gives a sample with a diameter of about 9 mm and maximal height 30 mm.

. EPS bead: the expanded polystyrene (EPS) beads in this study are made of Polystyrene,

with a diameter of about 1.5 - 4 mm. The nominal density is less than 30 kg/m3. We can

consider the EPS aggregates to have almost zero strength.

. Water: the waster used for the plaster paste manufacturing is at temperature about 20 ◦C

.

. Balance: the balance for the measurement of aggregate have an accurate of about 0.01 g.

. Mixing machine

The overall for plaster specimens manufacturing in the syringe could be described on two

main steps: the �rst step is the manufacturing of plaster material. In this study, we use the

protocol proposed in the work of Romani et al [179]. The second step is the aspiration of plaster

paste and EPS beads into the syringe. The detail of each step is described by the following:

• Preparation

� Cutting the nozzle of the syringe. Because the original nozzle can aspirate at most

beads of diameter 1 mm.

� Taking the plaster and water. Using the balance, we take about 300 g plaster and

99 g water (E/P = 0.33) for the preparation of a dozen of samples

• Manufacturing of plaster material:

� Pouring the water into the tank of the mixer

� Gradually pouring the plaster (powder) into the water while mixing with the mixing

rate lowest. This steps must be realized slowly and regularly to avoid the creation of

air bubbles.

� Manual homogenization, after all plaster powder has been poured, we stop the mixing

and use the arm mixer to make the homogenization of plaster powder and water.
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� Main mixing: mixing by using the machine for 1 min.

� Relax the plaster paste in the tank for 1 min.

� Fill a cup with obtained paste

• Aspiring of plaster paste and EPS beads into the syringe

� The aspiration of plaster paste into the syringe. This processing must be realized

slowly and regularly to ensure the homogeneity of matrix plaster. The rate of aspira-

tion has been performed constant to have the stable behaviour for divers specimen.

Moreover, the syringe is immersed enough to avoid aspiration of air bubbles.

� The aspiration of the EPS bead into the syringe. We place the EPS bead on the

plaster paste. We put the syringe above the EPS bead, then we immerse both the

syringe and EPS bead into the paste before aspiring the rest part of paste. To obtains

the good position of EPS bead in the �nal specimen (in the central region), in this

processing the syringe must be kept always vertical. We can use the same principle

for the case of several beads. However, dues to the e�ect of Archimedes law, the EPS

bead position will be changed during the hardening of plaster. This change should be

mentioning during the aspiration. This method is worked well for at most 5 beads.

� Preservation of the plaster in the syringe. After the end of aspiration, the syringe

is closed by cork and paper. Then, they are placed in the support. To ensure that

of the EPS beads remain in the central region, the syringe should be kept vertical

during the hardening.

A.4 Appendix 4: Process for cutting and polishing of plaster

sample

We use a Secotom-15 machine from struers to cut the samples. The operating principles of

this machine is described by the following: The specimen is blocked in a sample holder. By

the advance of a rotational disk (Cut-o� wheels: � 125 mm, rotational speed: 3000 rpm ), the

specimen will be cut. Hence, to optimize the parallelism condition, the sample should be well

blocked in the sample holder.

Moreover, the error parallelism depends strongly with the advanced rate of cutting disk. The

small rate gives the better specimen with small error, but it requires more cutting time. We

performed an analysis of its in�uence to the parallelism error. The result is depicted in Fig. A.3,

where parallelism has been quanti�ed by measurement introduced in section 4.3.3.4. We have

selected the rate V = 0.02 mm/s.

- The specimen polishing

The parallelismOPT machine Tegramin-25-30 is used to polish the two bearing surfaces of

samples. The operating principles of this machine is described by the following: The sample is
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Figure A.1: Installation of sample in the cutting machine: (a) global view; (b) zoom view

0 50 100 150 200
0

50

100

150

200

250

1/V [s/mm]

M
ax

im
al

 p
ar

ra
lis

m
e 

er
ro

r 
[µ

m
]

Figure A.2: In�uence of cutting rate on the parallelism error

blocked in a sample holder, an then, they is placed contact with a paper (sticking on a rotational

disk ) by a force. Dues to the rotation of disk, the surface of specimen is polished. The details

are described in Fig. ?? Similarly to the cutting process, to ensure a good parallelism, the sample

must be well blocked in the sample holder. Polishing was performed with Sic papers, with grades

1200 and 2000.

A.5 Appendix 5: Identi�cation procedure with Newton-Raphson

solver for many parameters

Let us consider a pair of modeling result and experiment result, say Mresult(x) and EXPresult(x),

concerning the same typical behavior of material. Where x = [x1, x2, ...xN ] be N unknown

material parameters to be identi�ed. The cost function to be minimized can be described by
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Figure A.3: Installation of sample in polishing machine

the following:

f(x) =

√(
Mresult(x)− EXPresult(x)

)2 (A.9)

The inverse problem can be de�ned as:

x = Argmin
x∈X

(
f(x)

)
(A.10)

The minimizing problem f(x) with respect to the parameters leads to


∂f(x)

∂x1
= F1(x) = 0

...
∂f(x)

∂xN
= FN (x) = 0

(A.11)

Recall that this problem is nonlinear as f(x) is given numerically as a result of a numerical

simulation and its derivatives have to be evaluated numerically be perturbation (�nite di�er-

ences).

F (x) =
∂f(xk)

∂x
=
f(x+ ε− f(x))

ε
(A.12)

Where ε is numerical parameter, ε � 1. The resulting system of equations to be solved

reads:

K∆x = F (A.13)

where the Hessian matrix K is determined by:
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K =
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(A.14)

The derivatives are evaluated numerically as:

∂Fi(x)

∂xi
=
f(x1, xi + 2ε, ...xN )− 2× f(x1, xi + ε, ...xN ) + f(x1, xN )

ε2
(A.15)

and
∂Fi(x)

∂xj
=
f(x1, xi + ε, xj + ε, ...xN )− f(x1, xi, xj + ε, ...xN )

ε2

− f(x1, xi + ε, xj , ...xN )− f(x1, xN )

ε2
. (A.16)

The algorithm is presented as follows.

• Initialization:

� Trial solution x0

� Experimental data: EXPresult

• WHILE ‖ f(xk) ‖> δ, δ << 1

(a) Initialize xk = x0

(b) Solve the FEM problem with xk

(c) Compute f(x
k)

(d) Compute the tangent matrix K from Eq. (A.14)

(e) Compute ∆xk+1 from Eq.(A.13)

(f) Update xk+1 = xk + ∆xk+1

(g) (.)k ← (.)k+1 and go to (a)

END

The accurate of proposed algorithm is validated by using two virtual problem. The detail

has been described in appendix A.6.
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A.6 Appendix 6: Validation of the inverse approach procedure

In this section, we validate the inverse approach using Newton-Raphson algorithm by de�ning

a reference solution substituting the experimental one by means of a preliminary numerical

simulation where the material parameters to be identi�ed are given.

A.6.1 Validation test 1: Identi�cation of gc from a three points test on a

notched beam

In this �rst example, the simulation result of the three-point test on a pre-notched beam proposed

in Chapter 7 is considered (with gc = 1.4 N/m). The obtained load - de�ection curve obtained

numerically is the reference solution, reproducing the experiment data (EXPresult), called σref .

The residual f(gkc ) is here computed as

f(gkc ) =

N∑
i

| σrefUi − σ
num
Ui (lk) |, (A.17)

where, N is the incremental steps, σrefUi is the stress of reference solution, σ
num
Ui

is numerical

stress obtained for given fracture toughness gkc at iterations k. Both stress are taken at the

same displacement value Ui, which is here de�ned as the displacement corresponding for each

incremental step of numerical simulation.

The inverse procedure is stopped when the convergence criterion f(gkc ) < 10−3 is reached.

The details of geometry and boundary conditions for the numerical model solved by phase �eld

are depicted in Fig. A.4. The y−component of displacements U is prescribed on the middle of

the upper edge. On the lower edge, the y− components of displacements are blocked along two

points, while its x− components of displacements are free.

Figure A.4: Geometry and boundary condition of pre-notched beam for the inverse problem

validation.

The elastic parameters have been identi�ed experimentally and are the same as in the Chap-

ter 7: E = 12 GPa, ν = 0.3, and σc = 3.9 MPa, which gives the value of l = 0.1 mm. An adaptive

mesh was constructed using triangular elements, with hmax = 2 mm and hmin = 0.03mm in the
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region of the expected crack path, to satisfy the condition hmin ≤ l/2. Monotonic compressive

displacement increments of ∆U = −5 × 10−4 mm have been prescribed until d ≤ 0.9 in all

elements and ∆U = −5 × 10−5 mm when d > 0.9 in one element; 2D plane strain assumption

is adopted.

We initialize g0
c = 0.1N/m. The convergence of the Newton-Raphson algorithm is illustrated

in Fig. A.5.
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Figure A.5: Residual error for the inverse problem validation test, with respect to the iteration

number.

From Fig. GcInverse, we can note that the value of gc converges to reference solution.
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Figure A.6: Evolution of the parameter gc during the inverse identi�cation procedure (validation

test).
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A.6.2 Validation test 2: Identi�cation of l from a three point test on un-

notched beam

In the next test, we proceed as follows to validate the Newton-Raphson algorithm for the iden-

ti�cation of the regularization length l, using a numerical solution with given l to mimic the

experimental data. An uncracked beam is considered under three-point bending. We use the

result of this test in Chapter 7 as the reference solution. Elastic parameters and gc are given as

E = 12 GPa, ν = 0.3, and gc is set to 1.4 N/m. The parameter l is assumed unknown and will

be determined by the inverse procedure.

The geometry and boundary conditions for this example are the the same as in Chapter 7,

and described in Fig. A.7.

y
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u

160 mm

4
0

 m
m

130 mm

Critical element

Figure A.7: 3-point bending test of non cracked beam used for validation of the inverse ap-

proach: geometry and boundary conditions.

The load-de�ection curve is computed in an element located on the expected crack in the

middle of the beam, as depicted in Fig. A.7 (see Chapter 7). The residual error is here de�ned

as follows:

f(lk) =
N∑
i

| σrefUi − σ
num
Ui (lk) |, (A.18)

where, N is the incremental steps, σrefUi is the stress of reference solution, σ
num
Ui

is numerical

stress obtained for given length scan lk at iterations k. Both stress are taken at the same dis-

placement value Ui, which is here de�ned as the displacement corresponding for each incremental

step of numerical simulation.

Monotonic compressive displacement increments of ∆U = −10−3 mm have been used for 400

increments for each simulation of phase �eld. We initialize l0 = 0.5 mm. We plot the residual

f(lk) with respect to the iteration number in Fig. A.8.

The convergence of the Newton-Raphson algorithm is illustrated in Fig. A.8. The evolution

of the regularization with respect to the iteration number is depicted in Fig. A.9. The identi�ed

parameter converges in 4 iterations to the desired value with and error of roughly 10−3 in 4

iterations.
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Figure A.8: Residual error f(l) for the inverse problem validation test, with respect to the

iteration number.
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Figure A.9: Evolution of the parameter l during the inverse identi�cation procedure (validation

test).
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