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Abstract

With the great evolution of Internet and consumer technology, online social rela-
tionships grew exponentially: it is nowadays natural for people to meet, to talk, to
work and play completely online. This behavior has been greatly boosted by social
networks, that hugely expanded reaching the majority of the global population and
differentiated between multiple specific purposes. In fact, while at the beginning
social networks where basically meant for maintaining relationships (i.e. Face-
book was born to maintain contact between people within the university), they
later evolved allowing to meet new people and establish friendly relationships; with
time, different social networks have been made in order to separate the different
kinds of connections: some of them are made for work while others are for dating
purposes, ... . Everyone can be present on these networks by creating an online
profile. This profile represents the user and essentially contains basic personal
information. While this information can be fake - supposing this is allowed, i.e. to
protect privacy - in some contexts having a fake profile is completely useless and
actually counter productive for obvious reasons, as in work related social networks.
Online profiles can be seen as an ”online business card” and these will often form
the first impression of profile owner. This is true when meeting new people but
also for established relationships, as people will continue to see these information:
it is then crucial to maximize profiles’ effectiveness. In particular, in our digital
era, our profile can be filled up with pictures and especially with a personal profile
main picture. A common adagio says ”a picture is worth a thousand words”: this
is the case also for our profile picture, especially considering that it is the first
noticeable thing in a profile and that the image will be usually shown aside each
interaction. This picture is usually a portrait image depicting the subject owning
the profile. However, there is a huge variety of possible shots of a same subject
and these can convey very different messages. Today the selection of the best
picture for a profile is driven mostly by personal tastes, experience and empirical
suggestions.
This thesis focuses on how the personal profile portrait picture is perceived

respect to the different possible purposes existing on current social networks. In
particular, the work done investigates which are the influential factors within an
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image that shift its perception for a purpose more than another. We started
developing a methodology to address this problem, considering current research
in Quality of Experience assessment and research fields related to our topic. In
particular, we investigated electrophysiology and crowdsourcing. After chosing the
more reliable crowdsourcing technique, we conducted online subjective experiments
to both validate our methodology and our software framework. A first experience
aimed at checking if the adoption of a different portrait for the same subject can
have a statistically measurable effect on users’ perception; for this part we used
specific in laboratory made portraits. Successively, the experiments focused on
influential factors within the portraits. For this purpose we retrieved a larger
amount of real online available portraits and from them we extracted both low
and high level features. While the first ones are related to basic properties of an
image, such as brightness or contrast, the high level ones are related to content
interpretation by humans, such as which kind of background is depicted or the
kind of clothes of depicted subject. The choice of which elements to consider has
been done both considering existing literature on multimedia assessment studies
as well as considering social psychology findings. In order to extract low level
features we relied on existing computer vision algorithms, but the high level ones
have been evaluated by humans in crowdsourcing, as they represent a much bigger
challenge for computer vision approaches.
We statistically evaluated the influence of each feature on context perception

asking experiment participants which social context would be the most appropriate
for a given portrait. With these evaluations as ground truth, we adopted different
mathematical models to achieve a good fit while being able to understand the
contribution of each feature. We adopted powerful black box like methods (Neural
Networks, Support Vector Machines) as well as white box ones (Linear Regression,
Decision Trees). Analysis underlined many high level features as well as some low
level ones, as statistically relevant, as they shift the perception of a portrait from
”for friendly relationships” to work or dating purposes. In particular, the dress
of the portrayed person and the color saturation are shown to be discriminant for
the likelihood of a portrait to be perceived as work related. The gender of the
portrayed person appeared to be influential for the likelihood of a portrait to be
perceived as dating related. However this was also dependent on the gender of the
rater. The final part of the work deals with our firsts steps of a computer vision
approach to completely automate the portrait evaluation.
The work and its results can give birth to practical applications (i.e. portrait

classification) also considering the consumer point of view, as building automatic
portrait composition or recommendation systems for a given social context.
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Résumé

L’essor important de l’Internet et technologies de l’information et de la communi-
cation ont favorisé la croissance exponentielle des relation sociales en ligne. Il est
en effet maintenant naturel pour la plupart des gens de se rencontrer, discuter,
travailler ou jouer en ligne. L’évolution de ces comportements ont été catalysés
par l’apparition et le développement des réseaux sociaux. Originellement conçus
afin de maintenir des relations existantes (Facebook) ils ont rapidement évolué afin
de permettre de rencontrer de nouveaux amis potentiels. Les réseaux sociaux se
sont également diversifiés et spécialisés dans différents types de relations : amis
(Facebook, Google+), travail (Linkedin, Viadeo) ou rencontre amoureuse (Mee-
tic, Tinder). Sur chacun de ces réseau, l’utilisateur est représenté par son profil en
ligne. Ces profils, contenant de nombreuses informations personnelles, peuvent être
vus comme des cartes de visite numériques. Les informations qu’ils contiennent dé-
termineront la première impression que l’on pourra se faire de la personne en ligne.
Il n’est par exemple pas rare qu’un recruteur consulte le profile en ligne d’une per-
sonne pour compléter son opinion[Manant 14] sur celle-ci. Optimiser l’impact de
son profils en ligne peut donc se révélé utile. Une attention tout particulière doit
être portée à l’image principale du profil qui sera le premier élément à être vu, car
comme le disait Confucius : « une image vaut mille mots ». Cette image est géné-
ralement un portrait représentant le propriétaire du profile. Le choix de celui-ci est
crucial, car différents portraits peuvent transmettre des messages très différents.
Actuellement, le choix de cette image de profile est effectué sur la base des gouts
personnel de l’utilisateur, de son expérience et de quelques règles empiriques.
L’objectif de cette thèse est de comprendre comment un portrait est perçu, en

fonction du contexte dans lequel il est présenté. En particulier, nous analysons
quels sont les facteurs d’influence qui changent la perception d’un portrait et font
en sorte que celui-ci soit plus adapté à un réseau social particulier. Par exemple,
poser devant un décor bucolique rend il notre portrait plus efficace sur un site de
rencontre ? Porter une cravate rend-il notre portrait plus professionnel ?
Pour notre étude, nous avons adopté le concept de contexte social, qui li-

mite la portée de notre recherche à des cas particuliers (cf. section 1.3). Ce large
concept, issu de la psychologie sociale, peut être vu comme l’union d’une situa-
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tion, d’un rôle social et d’un ensemble de normes culturelles et sociales. On peut
aussi plus simplement le définir comme un «environnement social» dans lequel les
gens interagissent. Dans le cadre de l’évaluation de portraits auquel nous nous
intéressons, nous nous référons au contexte social comme perception générale
de la situation dans une scène, permettant de juger de la pertinence
d’une image pour un usage particulier. Nous supposons que ce jugement est
principalement liée à la perception de ce qui se passe dans une image et que de
nombreux éléments peuvent l’influencer. En particulier, la culture et les souvenirs
du spectateur peuvent avoir un effet. Dans le cas des portraits des visages, de
nombreux contextes sociaux sont possibles. Sur la base des tendances actuelles
dans les réseaux sociaux, nous en avons sélectionné trois : le contexte de travail,
le contexte de rencontre amoureuse et celui des relations amicales.

La première étape de cette thèse a été la recherche d’une méthodologie appro-
priée pour réaliser l’évaluation du contexte sociale des images recueillies. Pour ce
faire, nous avons, entre autres, étudié la littérature scientifique relative à l’éva-
luation de la Qualité d’Experience (QoE, ref. [Le Callet 12]), domaine proche de
notre sujet. Une première stratégie analysée a été l’électrophysiologie (chapitre
2). Cette technique, d’abord abordée dans d’autres domaines de recherche, a été
exploitée en informatique après l’introduction du concept d’"Affective Computing"
par Rosalind Picard [Picard 97]. Ce concept met l’accent sur la prise en compte des
émotions. En effet, la connaissance de l’état émotionnel des utilisateurs peut être
très utile, en particulier dans les recherches où l’utilisateur joue un rôle important
dans les modèles d’évaluation. C’est le cas dans la recherche sur la Qualité de l’Ex-
périence , où les facteurs humains sont pris en compte. Au vu des premiers résultats
positifs avec l’électrophysiologie (ref. [Bos 06, Zhong 08]) et des études liées à la
Qualité d’Expérience (i.e. [Haese , Arndt 11]), nous avons évalué les possibilités
de ce technique pour mesurer les réactions suscitées par des stimuli multimédias.
Après deux études préliminaires, nous avons compris que de nombreux problèmes
étaient encore à résoudre pour obtenir des résultats exploitables dans notre do-
maine. Nous avons alors décidé de donner la priorité à d’autres méthodes pour nos
évaluations subjectives. Nous avons en particulier étudié le crowdsourcing, une
technique ayant fait ses preuves pour les évaluations multimédias. Cette nouvelle
technique se concentre sur l’externalisation de petites tâches simples à un large pu-
blic. Cette foule est généralement anonyme et en ligne. Cette méthodologie alter-
native fournit rapidement un grand nombre de participants et elle est généralement
plus économique que les études en laboratoire. De plus, avec le crowdsourcing, l’ex-
périence est lancée en ligne dans le monde entier : il est alors possible d’atteindre
un public bien plus large, plus riche en termes démographiques. Tous ces points
positifs sont obtenus au prix d’une préparation de l’expérience plus longue (i.e.
design et logiciels particuliers) et une analyse de résultats plus délicate, due aux
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nombreux comportements indésirables des participants (« outliers »).
La seconde étape de cette thèse a été la mise en oeuvre pratique du crowdsour-

cing afin de répondre à nos questions de recherche. Pour mettre en pratique cette
méthodologie, trois éléments importants sont nécessaire : 1) une plateforme pour
recueillir les participants, 2) un logiciel (« framework ») pour l’expérience en ligne,
3) des stimuli. Sur la base de la littérature du domaine, nous avons choisi une
plateforme et construit un framework pour nos expériences, comme expliqué dans
le chapitre 4. En parallèle, nous avons construit notre base de portraits,
considérant plusieurs sources disponibles (les détails de cette partie sont pré-
sents dans l’Annexe F). Différentes bases d’images existent dans la communauté
scientifique, mais celles ci - en focalisant sur des but différents (i.e. reconnaissance
des visage) - ne sont pas optimales pour notre recherche. Nous somme intéressés
par des photos de visage contenant également des informations de contexte (i.e.
une partie du torse, un arrière plan, etc.). Ces caractéristiques sont typiques des
photos de portraits amateur. Par conséquent, nous avons surtout cherché des pho-
tos amateurs ou semi-professionnels en ligne, représentant peu de portraits officiels
et «posés» - une caractéristique que nous supposons avoir une influence sur la per-
ception subjective du contexte sociale. Pour cette tâche Flickr, la plateforme de
partage photos en ligne, nous a permis de collecter de nombreux portraits libres
de droits.
Une quantité mineure de portraits a été réalisée en laboratoire afin de mieux

contrôler les différents facteurs (section 4.3.1). Ces images ont été utilisées dans un
étude pilote qui nous a permis de tester la méthodologie du crowdsourcing dans
notre contexte. Ceci avait le double but d’évaluer la méthodologie / les logiciels
développés mais aussi de répondre à une question de recherche préliminaire à notre
travail. L’étude a confirmé que différents portraits d’un même sujet peuvent avoir
des effets statistiquement mesurables sur la perception de son profil. Cet étude a
également montré que la technique du crowdsourcing était utilisable et adaptée à
nos recherche.
Nous avons donc choisi le crowdsourcing pour poursuivre nos expériences sub-

jectives concernant le contexte sociale, but principale de nos recherches. Nous
avons recueilli des évaluations subjectives du contexte sociale pour notre
base des portraits (chapitre 5) : pour chaque portrait présenté, les participants de
l’expérience devaient déterminer quel contexte social, parmi les trois choix fixés
(travail, rencontres amoureuses, relations amicales) était le plus approprié. Pour
faire évaluer les images en crowdsourcing, nous avons préparé une interface gra-
phique simple après avoir étudié les stratégies déjà adoptées dans la littérature
pour étiqueter des bases de données. L’expérience a permis d’avoir un nombre suf-
fisant d’évaluations et a souligné le fait que la perception du contexte sociale est
particulièrement subjective et influencé par des facteurs liés à la démographie des
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participants (i.e. le genre).

L’étape suivante de notre travail a consisté en l’étude des facteurs pouvant in-
fluencer la perception des photos de portrait. Nous avons donc extrait de nos
portraits deux différent types de caractéristiques : celles de bas niveau
et celles de haut niveau. Alors que les premières sont liées aux propriétés de
base de l’image, comme la luminance et le contraste, les caractéristiques de haut ni-
veau sont liées à l’interprétation humaine du contenu de l’image, comme le type de
fond de l’image (i.e. un bureau, un paysage naturel, ...) ou le type de vêtements du
sujet. Comme indiqué par les auteurs de [Joshi 11], il est important de considérer
la sémantique de l’image où « la subjectivité humaine » joue un rôle important. À
cet égard, les recherches actuelles liées à l’évaluation des images s’accordent sur le
fait que considérer seulement les caractéristiques de bas niveau est tout simplement
insuffisant. Ainsi, nous devons déplacer notre attention vers des fonctionnalités de
haut niveau, plus axé sur "le domaine de la psychologie"[Fedorovskaya 13]. C’est
pour cela que le choix des éléments à évaluer a été fait en considérant la littérature
existante dans les domaines liés à l’esthétique des images mais aussi en considérant
des notions provenants de la psychologie. Cet état de l’art a souligné des éléments
à considérer par rapport à la personne dans le portrait, comme l’orientation du
visage, l’habillement ou la présence de lunettes, mais aussi par rapport à l’envi-
ronnement où il se trouve. Dans ce travaille, les caractéristiques de bas niveau ont
été évaluées par des algorithmes automatiques alors que celles de haut niveau ont
été évaluées par des personnes, toujours via le crowdsourcing. Nous avons effectué
ce choix afin d’éviter toute influence néfaste des erreurs de classification des ca-
ractéristiques de haut niveau, inhérentes à l’utilisation d’algorithmes de vision par
ordinateur.

Pour évaluer l’importance statistique de chaque caractéristique dans la
perception du contexte sociale, nous avons utilisé différents outils d’apprentis-
sage automatique. Nous avons en particulier utilisé des techniques de type ’white
box’ et ’black box’ (chapitre6) afin d’obtenir des modèles différents, capables res-
pectivement d’expliquer clairement la contribution de chaque caractéristique dans
le résultat ou de fournir les meilleures performances possibles. L’analyse a sou-
ligné plusieurs caractéristiques de haut niveau, et aussi certaines de bas niveau,
comme statistiquement influentes dans la perception du contexte social. En par-
ticulier, l’habillement de la personne représentée, l’arrière plan du portrait et une
saturation des couleurs plus faible dans l’image sont des facteurs important pour
augmenter la probabilité d’un portrait d’être perçu comme lié au travail. L’orien-
tation du visage et le genre de la personne représentée sont également influents
pour un portrait dans le contexte de rencontres. Une analyse plus détaillée sou-
ligne que ce dernier facteur est lié au genre des évaluateurs. Alors que construire
deux modèles différents pour les hommes et les femmes serait la solution idéale, le
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manque de femmes parmi les participants ne nous a pas permis d’explorer cette
possibilité.
La partie finale de cette thèse focalise sur les conclusions et perspectives ainsi que

sur nos premiers pas vers l’automatisation de cette évaluation, en utilisant cette fois
la vision par ordinateur. Ce travail ouvre la porte à plusieurs application pratiques,
en particulier en considérant le point de vue d’un utilisateur. Une première idée est
par exemple de construire un système de recommandations automatique pour les
photos de profil, à partir d’une base d’image (de la même personne), étant donné
un but spécifique. Si la vision par ordinateur nous permet d’évaluer de façon fiable
les caractéristiques de haut niveau, un pareil système pourrait être directement
implémenté dans les appareils photos / téléphone mobiles.

Mots clés : photos de portrait, contexte sociale, crowdsourcing, caractéristiques
d’images, apprentissage automatique.
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Chapter 1

Introduction

1.1 Context
For years the way we produce, work and consume digital pictures has changed rad-
ically. Multimedia is nowadays omnipresent as part of communications. Around
fifteen years ago, people were both amused and stressed when someone was send-
ing a picture by email, waiting quite some time in front of the screen for the whole
image to be downloaded - just to see a small low quality picture. Today, on the
opposite, people are surprised if in the morning they don’t find any friends’ pic-
tures upon opening Facebook on their mobile. The main factors of this change
are twofold: the increasing pervasivity of the web and the evolution of consumer
devices. Both contributed to a huge expansion of image production and distribu-
tion, changing the main paradigm that held for years; today the main producer
of multimedia contents is the consumer - that we can now call “prosumer” - while
before multimedia contents production was mainly done by fewer experts. An
important example is given by consumer produced footages appearing today on
news channels, shot by people that took part in an event and posted the material
online.
Thousands of pictures are uploaded daily on social networks and online commu-

nities (see figure 1.1.1)1. These communities grew very fast over last decade, dif-
ferentiating between the disparate purposes that they are meant for: some of them
are just for sharing a moment with their friends, others just to archive personal
pictures, others are for dating purposes, others again for professional purposes.
Some communities are even more specific, like those showing photography skills
and sharing suggestions. Facebook, Linkedin, Meetic and Flickr are some of the
most popular ones.

1While many considerations are valid for multimedia in general, we focus from this moment on
images only.
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Chapter 1 Introduction

Figure 1.1.1: Begin 2014: data upload per minute, on popular online communities
and services. SOURCE: Domo.inc2
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In these virtual spaces, people create their own profiles to show to the world.
This online showcase and what is published inside are the main elements repre-
senting their identity in that particular network. The profile image in particular,
which usually is a portrait, is probably the most critical one: it is the first element
that will create an impression of ourselves to other online people and will usually
appear for every interaction. However other portrait pictures on profiles will also
contribute to complement our appearance. Portraits are nowadays overflooding
social networks; the development of mobile devices and the introduction of frontal
cameras led to a new phenomenon: selfies. While the concept is not new3, there
has recently been an explosion of these shots online, especially on social networks.
Young and less young people cannot help letting the whole world know how great
was their last activity, posting a picture of them and waiting for comments. This
trend allowed to personalize our online identity to show to the world even more
than before. Even in social networks, a picture is worth a thousand words.

The impact that these portrait pictures can produce is very different as differ-
ent photos of the same person can deliver very different messages. This is even
more true online, as there is nothing but online information to form an impres-
sion of the subject. This is particularly important if we consider that different
social networks may have very different aims: it is a safe guess to imagine that a
professional portrait would be more appropriate than a funny one within a work
related network. However, the same won’t hold i.e. for a dating network, where
a professional profile probably won’t maximize the objective in such a context.
Consequently it becomes important to learn how to control the messages hidden
in a portrait. The aim of this thesis is exactly to make a step forward
in this direction: to understand the influential elements in a portrait
which will modify the perception of the portrait context. This task is
very complicated as the messages that can be investigated are multiple - as the
influential elements that can bias the perception. Moreover many psychological
/ socio-cultural considerations come into play and the topic opens the way to a
huge research work. For these reasons, we restricted our aim to the perception
of what we called “social context” as explained in 1.3 and restricted the possible
influential elements to some low and high level image features as described in 6.
Psychological considerations are out of the scope of this work and we did not carry
research on these; instead we just considered already achieved results in the field
to design our methodology and make our choices.

2https://www.domo.com/blog/2014/04/data-never-sleeps-2-0/, retrieved July 2014
3The first selfies almost date the birth of photography
(en.wikipedia.org/wiki/Robert_Cornelius).
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1.2 Motivations
In this section we underline the motivations that drive the interest for our re-
search. We underline the importance of our face in personality perception, the
importance of online profiles in social interaction and consecutively the need of
the right portrait picture in different online profiles.

1.2.1 The importance of face portraits in everyday life
interactions

Before formalizing our aim and scope in following paragraphs, we underline the
motivations that led to this study. As we define in 1.5, in this research we consider
portraits clearly depicting subjects’ faces. Face pictures must be considered as
a particular kind of multimedia content, because socio-psychological implications
come into play: when people see a content in the image, many thoughts come to
the mind – memories, previous experiences, opinions, ... - and this is much more
true for people interactions. A face in a picture is not only perceived as a face,
but as a person. When we recognize a face – our brain activates special brain
areas [Rossion 12] - we perceive not only the image but also the person depicted
and involuntary we have an impression of it. This comes from natural evolution,
as sensing and quickly understanding the situation we are facing has proven to be
crucial for survival: “rapid recognition of familiar individuals and communication
cues (such as expressions of emotion) is critical for successful social interaction”
[Todorov 05]. Our brain evolved for ages in a way that is capable of having a
first impression of a person we are meeting for the first time in less than a second
[Willis 06] - even at an unconscious level. This impression demonstrated to be
difficult to overcome, also because later during the interaction our mind is pushed
to find confirmation of that first impression, that is to say we have a confirmatory
bias [Rabin 99].
Our perception of other people impacts decision-making regarding many as-

pects of life: normal social interactions, work decisions and mate selection process
just to name a few important examples. In large part, people perception de-
pends on face traits. The more attractive people are, the more positively they are
perceived.Correlations between moral judgments and physical attractiveness have
been demonstrated in [Braun 99] (fig. 1.2.1), that underlined how people’s opin-
ions regarding intelligence, success, honesty and social life are positively influenced
by beautiful faces. Trust has been demonstrated to be related to facial similarity
[Vugt 10]. The mating process is especially influenced by our face: facial traits re-
veal a lot of information about our quality as a potential mate, like hormone levels
or health: “facial attractiveness is then a prelude to sexual selection” [Edler 01].

4
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While our face traits are part of ourselves and cannot (easily) be changed, other
elements in a portrait can influence how people perceive us. Researches in psychol-
ogy underlined that gaze can positively influence perceived persuasiveness, even if
a prolonged gaze can be detrimental [Chen 13]. A simple smile too can influence
attractiveness perception, even if empirical research shows that the effect is subtle
and context dependent [Whitehill 08]. For women, makeup is an important “sig-
nal” - related to biology phenotype - that relates with likability and trustworthiness
[Etcoff 11]. Elements outside our face are important too: dress for example is a
very important element in impression formation4 [Damhorst 90, Behling 91]. Pos-
ture can be influential too, influencing especially personality perception - “power”
is “likely to occur non verbally” [Carney 05].

Figure 1.2.1: Face traits can bias personality perception: some results in
[Braun 99] showing average subjective opinions based only on faces
(scale: 1-7).

4A.k.a. “person perception or social perception”, http://www.bergfashionlibrary.com/page/The
Social Psychology of Dress/the-social-psychology-of-dress, retrieved July 3rd, 2015.
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1.2.2 Online profiles influence interactions
Previous considerations underline how important are our face and portraits de-
picting our face in social interactions. With the proliferation of social networks,
our aspect influence people’s impressions about us even more than before, es-
pecially considering two facts. First the basic objective of these platforms is to
establish new relationships. Online profiles are really important but they are often
overlooked by people: our first impressions do not only influence online interac-
tions, but also real life communications. For example job recruiters may look
up online profiles to complement their opinions, as demonstrated by Manant et
Al.[Manant 14]. Second, no other information except posted material is available
to form a first impression. Even if online communities are used to keep already
existing relationships, the online profile may be influential, as usually no ’offline’
interaction is possible (i.e. due to distance ...). Interactions will definitely be
impacted by profiles; this is not only common sense but also a subject of study
in psychology too [Gosling 07]. The “e-Perception” has been considered by psy-
chologists even before the invention of social networks, when personal webpages
were more common [Vazire 04]. Research confirmed that clear impressions can be
elicited in observers. Interactions are also influenced by profile pictures, and the
majority of users will tend to appear as best as possible. A good picture quality
will definitely be important, but especially a good shot, a good posture and an
alluring expression are likely to be fundamental. Moreover, if it was not enough,
in some cases, mobile profile pictures in contact lists started to be updated auto-
matically with the ones on the social networks, showing the image of the person
at every call or message. Again, our aspect comes first.

1.2.3 The right portrait for the right online profile
Social networks relationships range in various categories, from friends and family
to public life and work. As previously said, Facebook is a very popular example
of social networks for friendly interactions, as Linkedin is for work and Meetic for
dating. However, many other networks exist and will probably be developed over
time. At the same time, personal online profiles have become full of all types of
portraits: some of them are funny, some are serious, some are made to impress
someone special. As different profile pictures can convey very different messages,
it is then reasonable that profile pictures should differ between social networks as
the objectives and the message we want to convey are different. Clearly, some
portraits do not fit everywhere. A good example is provided by profile images in
social networks meant for personal friendly relationships (i.e. Facebook): these
are usually funny amateur pictures. Many people adopt selfies with friends or
pictures of themselves doing some amusing activity. While these pictures can be

6
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fine for such networks, they won’t fit at all a work-related social network profile, as
they won’t be perceived as conveying a professional attitude (i.e. fig. 1.2.2). This
perception is of course subjective and influenced by the elements in the picture and
maybe culture / education. In this last context an inadequate message conveyed
by the image can mean a loss of money in terms of loss of opportunities. However
the same holds for “offline” portraits: a social network profile picture may not fit
a resume picture at all. A very different context is a dating one, in which the aim
- and then the purpose of a portrait picture - is completely different.
In this scope it is important to understand that the “goodness of fit” of an

image is really context dependent. Understanding how people perceive our portrait
is important in order to maximize the impact of the picture on the viewer, no
matter what the objective is. Moreover, it would be important to maximize the
effectiveness of a picture depending on the purpose we want to attend. This is the
aim of this work, as explained in the next paragraph.

Figure 1.2.2: Choosing the right picture given a purpose in a Social Network can
give important advantages.

1.3 Social context of face portraits: definitions in
this thesis

With previous considerations in mind, we can introduce the main goal of this
work. We will successively place it within the panorama of different image re-
search branches (par. 1.4.1). The previous section underlined that being able to
understand and manage the message we want to convey with an image is crucial.

7
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This work focuses on understanding how to control messages given by portraits in
order to maximize their effectiveness within a context. We focus on the concept of
context, and more specifically on what we call “social context”, as we are dealing
with images showing a person. This broad concept, studied in psychology and
neuroscience, involves the processing of high-level contextual information and can
be roughly5 seen as the combination of a situation, a social role and set of cultural
and social norms [O’Connor 15]. More broadly, it is conceived as a “social environ-
ment”, as a setting in which people interact [Barnett 01]. It is not our purpose to
rigorously define the concept from a point of view of social sciences as in our work
we will just adopt this concept without any other implication except those that we
explicit here. In light of previous definitions and the topic of portrait assessment
in which we are interested, we refer to social context as the perceived overall feeling
of the situation in a scene, allowing to judge the adequacy of a portrait picture for
a purpose. We suppose that it is mainly related to the perception of what is going
on in a picture, and many elements may influence it, even culture and memories of
the viewer. Very recently, detecting a social context within multimedia has been
an object of interest as in previously cited research [O’Connor 15].
Even focusing on face portraits, many are the possible social contexts. Moreover,

these can be seen at multiple scales [Barnett 01] (i.e. overlapping groups). For
example, we can mention broad contexts like “work” or be more specific by defining
“office work” or “industrial work”. Clearly, the level of detail is arbitrary. In our
work we preferred as a first step to focus on three broad social contexts based
on the existing main categories of social networks; therefore we chose working
purposes, dating purposes and friend interactions as social contexts under study.
Still focusing on face portraits, there is a large variety of possible portrait shots.

To conduct our research we defined face portraits to consider as follows:

1.3.1 Working definition of face portrait
Having our purpose in mind, we consider a portrait image an image in which one
person is clearly the subject of the shot, showing his face clearly and a variable
part of his body (torso, legs even on full body portraits) and some elements useful
to understand the context in which the shot has been taken, i.e. a part of back-
ground. We do not consider portraits that are taken from a far distance as they
do not clearly show the face, that is to say in which the presence of the person is
only marginal. While another possible distinction is between frontal pictures or
side/half side face pictures, we will consider them all. However we do not consider
portraits the shots in which the subject is not facing the camera. In the end a

5We are not interested in details regarding psychology definition of the topic, out of the scope
of this work.
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very important distinction to be made is between a person alone or in a group: as
it is not clear who is the subject of the shot, we won’t consider these pictures.

1.4 Scientific positioning
While carrying this kind of work in the perspective of informatics engineering
can be surprising, it must be considered that multimedia related research is really
broad. Many aspects have been contemplated in order to fully evaluate the impact
of multimedia in today’s society. Starting from the well known topic of quality
assessment - evidently an important aspect of research in multimedia evaluation
where a huge amount of scientific research has been produced - research evolved
greatly with time, considering more and more the user and semantic interpretation,
opening the way to a large panorama of research areas. In the next section we will
briefly outline the broad field of research in image evaluation to position the work
of this thesis.

1.4.1 The multifaceted panorama of image evaluation
Over the last decades research in multimedia assessment evolved greatly, consid-
ering broader and broader concepts related to human subjectivity and perception.
In particular, the importance of considering the user also comes from the fact that
brain is implicitly processing incoming information, biasing the perception of in-
coming stimuli. Today the research field of image assessment is very broad and
involves many aspects in common with the field of psychology. We then briefly
outline the different aspects of scientific research on image assessment in order to
give the reader the context and place our work in it.

1.4.1.1 Objective and subjective media quality

At the beginning image assessment research focused on media quality; in partic-
ular the focus was on objective quality, considering measurable factors related to
the degradation of the media itself in the content delivery chain, from content pro-
duction to delivery. The concept is closely related to another one called Quality of
Service (QoS), that considers technical factors impacting the overall performance
of a system. Considering for example a telecommunication network, technical fac-
tors could be the transmission delay or the error rate. Similarly, in image quality
research technical factors to consider can be image resolution, color depth or com-
pression artifacts that can degrade an image from the original one. Fully objective
measures were adopted, as Peak Signal-to-Noise Ratio or Mean Squared Error.
Later on research noted that while technically it was correct to measure objective
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quality, it did not reflect the actual perception from the user’s point of view. For
example, a naive viewer may not even perceive a difference between two versions of
the same media slightly differing only for technical parameters, i.e the resolution
(i.e. fig. 1.4.1). Research then started to consider the perceived subjective qual-
ity, underlining the importance of how the user perceives the stimuli; measures
like SSIM and VQM start to take into account human perception. A remarkable
review of Image Quality Assessment has been done by Chandler in [Chandler 13].
Introducing the user into the evaluation loop opened the way to a much broader
scope for multimedia assessments.

Figure 1.4.1: Same picture shown with different quality levels, best at the left,
worse at right. Objectively, the first image has much higher resolu-
tion of the second image, but subjectively this may not be perceived.
The third image instead will be perceived as a lower quality one. The
third SOURCE: personal collection.

1.4.1.2 Quality of Experience

A broader concept that evolved especially during the last decade is the one of
Quality of Experience (QoE). This concept, appeared for the first time within the
domain of multimedia within the IEEE community with [Jain 04], incorporates
elements that encompass the concept of overall quality in a much broader way:
research underlined that inherent media quality is not everything and there are
other aspects to consider in the evaluation. The most remarkable effort in the field
is given by the research community called Qualinet - the European Network on
Quality of Experience in Multimedia Systems and Services, an Action of COST
framework - that conducted impressive research work on the subject, helping in
defining the QoE and its components. Qualinet defines the QoE as “the degree
of delight or annoyance of the user of an application or service” and underlines
that three are the main characteristics that influence QoE (influential factors):
the user, the system and the context [Le Callet 12]. These belong to three areas
that must be considered to “better express everything involved in a [...] service”.
A small presentation of Qualinet is given in Annexes (see A). We are greatly in-
terested in the QoE domain especially for the novel methodologies applied in this
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research. As described in chapters 2 and 3, alternative methodologies such as elec-
trophysiology and crowdsourcing replace the traditional in laboratory assessments
with questionnaires. We investigated these novel approaches in our research as
described in mentioned chapters.

1.4.1.3 Aesthetics

Broadening the scope, research expanded considering also the interpretation of the
media content itself. A branch of research in image assessment focused then on
the aesthetic quality, as subjective perception is inherently affected by information
processing made in our brain (ex. figure 1.4.1.3). Our opinion can be influenced
not only by the technical quality but also by the content, as several studies demon-
strated [Lassalle 12]. Among the pioneers in this field is Datta, that defined the
“aesthetic gap”, underlining how to characterize the high-level human perception
of aesthetics only with low-level features (adopted until then for image assessment)
was an interesting question [Datta 06].

Figure 1.4.2: Similar shots, but very different aesthetics results. Inspired by [Ke ].
SOURCES: left,B. Andersen, Golden Gate Bridge at Sunset; right,
D. Ronan, Beautiful Day at the Golden Gate Bridge6

1.4.1.4 Affective Computing

Emotions too are an important element to consider within multimedia assessment.
Media contents, processed by our brain, can elicit emotions due to the semantics of
the content itself as well as from our memories. Even low quality shots may have
a huge impact, as the message they convey may be sometimes more important

6flickr.com/photos/ldandersen/3431825/ and flickr.com/photos/worldsurfer/149113516/
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than their inherent quality. A clear example is given by family photo galleries, of-
ten containing bad quality pictures that however mean something for us, or shots
from photo reporters that can be invaluable, regardless their technical quality. A
branch of research focuses specifically on multimedia affective evaluation in order
to understand how to include the effect of emotions in subjective evaluations as
well as how we can measure the emotions for research purposes. In order to mea-
sure emotions, research measured elicited body reactions as these are ’hard-wired’
to emotions through the nervous system. For this purpose research relies on elec-
trophysiology, measuring - for example - heart rhythms or EEG. While now this
branch is actually affirmed and well known, at the beginning raised many doubts
and laughs, as the pioneer of this field, Rosalind Picard, underlined [Picard 10].
Electrophysiology brought affective computing closer to another practical applica-
tion: to help people affected from disabilities to communicate.

1.4.1.5 Memorability

Another branch of image related research has recently focused on the memorability
of stimuli itself. This research too is multidisciplinary, merging psychology for what
it relates to the memorability and engineering for image analysis. The pioneer in
the field is the MIT team of Aude Oliva. Their studies confirmed that some images
are intrinsically more memorable “independently than subject past experiences
or biases” [Isola 11b]. The team successively investigated which elements in a
picture make it more memorable than others, focusing on image characteristics
and regions [Isola 11a, Khosla 12], but also on memorability of faces (ref. next
paragraph). This branch is however very recent and few research studies have
been conducted out of MIT. the study of [Mancas 13] that linked memorability
with visual attention is remarkable.

1.4.2 Research on faces
Portrait images have already been the object of scientific research. Studies on
objective guidelines for face portraits in official documents have been conducted
in [Castillo 06], where there has been an emphasis on image quality. Within the
aesthetics branch, computer vision efforts focused on visual aesthetics for photo-
graphic portraiture considering face features, as input in machine learning algo-
rithms to predict aesthetic assessment, as done by Li [Li 10b], or more recently
by Khan [Khan 12] and [Xue 13]. Computer science also joined with neurobiology
to investigate if and how face aesthetics can be assessed with machine learning
[Eisenthal 06]. Joint studies with the psychology field have been conducted mod-
eling personality perception based on face beauty [Braun 99] or, more recently,
considering emotions with facial expressions in portraits, with the objective of
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helping the user to select the best portrait in a collection [Lienhard 15a]: i.e. the
user can ask for the portrait that gives the most friendly impression. The MIT
team working on image memorability focused on faces too, after finding that face
presence and enclosed spaces are influential elements. They underlined that face
memorability is an intrinsic property, that is to say that some faces are simply more
memorable than others [Bainbridge 13b]. Following research aimed at biasing the
memorability by modifying the face characteristics [Khosla 13].

1.4.3 Positioning our work
Face portraits have been investigated under the light of aesthetics, memorability,
emotions and psychology. To the best of our knowledge we notice that a research
focusing specifically on the perception of social context in portraits is lacking. This
is particular important considering previously described motivations - importance
of both face pictures and online interactions. We see in this lack an opportunity
to carry on, not only from a theoretical point of view but also for the potential
practical applications (i.e. automatic recommendation systems or photo enhancing
software). The goal of this thesis is a first step in this direction. Our positioning
is close for certain aspects to psychological studies investigating social relation-
ships and perception; however, we do not work within this field but we take some
psychological findings as clues to conduct our research. With multimedia quality
research we share a similar principle in the methodology - we try to understand
factors influencing a perception in order to maximize an objective. However we
underline that we are not interested in quality assessment, still we review some
work and methodologies adopted in the field in order to design our research. We
are also close to affective computing if we consider that the social context evalua-
tion can be an implicit perception, like a feeling, that sometimes cannot be easily
explained rationally. For this reason, as we see in chapter 3, we try to adopt elec-
trophysiology, the most used assessment methodology in that research area. Still,
we are close to the aesthetic branch because we are interested in studying which
elements in the picture are influential. With other multimedia research branches
we share also crowdsourcing, a methodology replacing classical in-laboratory stud-
ies that retrieves many subjective assessments, needed for statistical analysis on
many factors at the same time - as in multimedia quality assessment.

1.5 Proposed approach and goals

After having described motivations and positioning of our study, in this part we
define our approach underlining our goals.
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The first step is related to the design of a proper methodology to collect per-
ceived context evaluations: this is a subjective opinion, due to its intrinsic nature.
For this reason we investigate and evaluate methodologies adopted in other mul-
timedia assessments research branches to gather subjective assessments. Notably,
we investigated the field of Quality of Experience in particular, encompassing a
broader evaluation considering human factors and the context. In this panorama,
two novel methodologies have been investigated, emotional assessments with elec-
trophysiology and online crowdsourcing. Our goal resides in finding the best
suitable methodology, considering the State of the Art but also pros and
cons underlined by preliminary experiments: we need to test strategies with
simpler pilot studies to really acquire the methodologies.
Once a proper methodology is chosen, the second step is to adapt it to our

purposes and put it in practice for the experiments. In our research, we’ve opted for
crowdsourcing, more effective and efficient than electrophysiology or traditional in
laboratory assessments. Our contribution in this phase is the development
of a dedicated software framework to run experiments and the review
of platforms to use.
At the same time, to run experiments, we need to retrieve portraits to exploit.

We then investigate available image sources to adopt, starting with databases used
in research. As most of them are not featuring enough social context information
as we would like (i.e. they feature a neutral face over a white background for face
recognition purposes), we mainly rely on online communities and social networks,
constantly filled with a huge variety of portraits taken in real conditions. Our
contribution in this phase is the review of available image sources and
the development of personal data sets.
The third step is to use it to collect social context evaluations of collected por-

traits. Our goal is to gather a reliable portrait social context labeling.
We need in fact to analyze context evaluations to check if assessments are reliable
and dependent on factors out of our control (i.e. participants demographics).To
conduct our analysis, we decided to restrict the possible social context to focus on,
as a large panorama of contexts can be the possible for a given portrait. Consid-
ering modern social networks, we focus on three contexts that we believe are the
most important for a portrait: context of friendship, of working purposes and of
dating.
Successively we evaluate image features of our assessed portraits and run math-

ematical analysis to understand the influence of features on the social context
perception. As stated by authors of [Joshi 11], it is important to consider image
semantics where "human subjectivity" plays an important role. In this respect,
current research related to image assessment agrees that considering only low level
technical features (pixel related features such as luminance or contrast) is simply
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not enough, and so, we have to shift the attention towards high level features, more
focused on "the domain of psychology" [Fedorovskaya 13], considering the cogni-
tion of the content of a scene. Given previous considerations, we consider both low
level and high level features, since we believe that the latter category greatly influ-
ences the evaluation of a portrait. High level features have been chosen considering
also results coming from social psychology, that underlined how attractiveness and
personality perception can be influenced by smile, gaze, glasses and more. These
being very hard to be computed via computer vision tools, we relied again on
crowdsourcing to label them manually. This stage goal is mainly the review
of psychology results to select high level features, the methodology to
label them in our portraits and the labeling itself.
In order to understand which features are influential in the perception of social

context, we adopt white box approaches as statistical analysis to obtain an inter-
pretable predictive model, linking features to social context. We also adopt other
black box methodologies (i.e. Neural Networks) to compare the results. However,
our goal resides also in the design and evaluation of the methodological
approach to adopt.

1.6 Thesis outline
Three main sections compose the thesis outline, shown as a diagram in figure 1.6.

I NOVEL METHODOLOGIES FOR MEASURING QUALITY OF EXPERI-
ENCE

In this section we describe which and how face portraits we retrieved and how
we collected subjective assessments of the perceived social context. It describes
also the analysis of the two possible strategies that we investigated to asses the
perceived social context. It contains chapters:

• “Exploring the potential of electrophysiology for measuring the emotional
impact of multimedia content”, dedicated to the evaluation of electrophys-
iology for affective assessments. Two pilot studies have been conducted for
this purpose, described in this chapter.

• “Exploring the potential of crowdsourcing as an alternative to in-laboratory
experiments”, in which we describe the evaluation of online crowdsourcing
in our field.

II APPLYING CROWDSOURCING FOR COLLECTING PERCEIVED SOCIAL
CONTEXT
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In this part we focus on the practical implementation of crowdsourcing for our
purposes and to the gathering of social context evaluations of portraits. We also
describe adopted data sets. It contains chapters:

• “Adapting crowdsourcing for social context evaluation”, in which we discuss
how we apply crowdsourcing in practice and we describe a pilot study aimed
at testing the methodology.

• “Collecting perceived Social Context of portrait images”, where we describe
how we gather subjective social context evaluations for collected portraits,
exploiting crowdsourcing.

III UNDERSTANDING & MODELING PORTRAIT FEATURES INFLUENCE
ON PERCEIVED SOCIAL CONTEXT

This part is dedicated to: i) the selection and evaluation of low / high level portrait
features; ii) statistical analysis to understand features influence and iii) conclusions
and tentative approaches to automate the portrait evaluation, based on the devel-
oped model.

• “Understanding the importance of image features in portraits social context
classification”, dedicated to the design and evaluation of a set of meaning-
ful portrait features, as well as to the mathematical approaches to analyze
features influence on social context perception.

• “Conclusions and Perspectives”, in which we summarize our work and explain
our first tentative approaches with computer vision to automate portrait
social context evaluation.

16



1.6 Thesis outline

Figure 1.6.1: Schematic of thesis plan.
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Keypoints

Context

o Different online communities and social networks exist today for different
purposes; in this context online profiles are our “business card”. These
networks have a huge diffusion and can influence also real world interac-
tions.

o Portrait images have a big impact in making first impression and bias
subject perception even after.

o As different portraits of the same subject can convey different messages,
it is important to manage these messages understanding which elements
are influential within the picture.

Contributions

o We positioned the problem as a special case of image assessment and
formalized it adopting the concept of “social context”.

o We reviewed methodologies currently used in multimedia research and
proposed a methodology to address our research problem.

o Methodology proven to be effective and we underlined few low and high
level influential features for social context perception.

“Research is to see what
everybody else has seen, and
to think what nobody else has
thought.”

(Albert Szent-Gyorgyi)
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Chapter 2

Exploring the potential of
electrophysiology for measuring the
emotional impact of multimedia

content

We describe here our investigation of the potential of electrophysiology to measure
subjective reactions elicited by multimedia stimuli, as with portrait social context
assessments. Recently this novel methodology has been investigated within the
Quality of Experience field, showing positive results in some specific cases. Sub-
jective perception can elicit emotions and physical reactions in the body: these can
be measured with electrophysiology. Motivations are described in detail, together
with a state of the art on electrophysiology within the field of affective computing
for multimedia assessments. Two case studies have been investigated, conducting
experiments to test electrophysiology potential. Results show that while this tech-
nology can detect reactions to stimuli, there’s still a lot of work to do in practice
to make it reliable and effective.

2.1 Introduction
Human emotions have been a subject of study in the field of psychology since
a long time. Emotions have been addressed also in related fields, such as neu-
robiology, where electrophysiology approaches have been attempted in order to
clinically measure the effect of perceived emotions on the nervous system (i.e.
[Rada 95]). However, during the past few decades this topic has been addressed
even in other research fields, notably in electric and electronic engineering, espe-
cially after the introduction of the concept of «Affective Computing» by Rosalind
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Picard [Picard 97]. This concept focuses on computing what «relates to, or arises
from, or influences emotions», and it represents probably the first long-term re-
search joining electrophysiology for emotions and engineering. Some studies within
this scope have been carried out previously - i.e. «The truth machine» [Bunn 14] -
however these did not produce a very widespread interest and following researches
such as the ’Affective Computing’ field. In fact this topic has become from abstract
theoretical discussion one of the most active topic in recent research [Picard 10].
At the beginning even the potential of this kind of research was unclear and the
scientific community was skeptical of its utility. Nevertheless, electrophysiology
emotion evaluations were revealed not only to be possible but also to be useful for
many aspects. After a decade of work, a dedicated IEEE Transactions has been
started on the subject1. Such research opens up to many applications. First of
all, as Picard underlined in her works, from a social point of view it allows many
new possibilities within psychological research. Moreover, knowledge on user’s
emotional state opens up many possibilities also in other fields, i.e. in consumer
studies. Wearable devices today are taking more and more electrophysiological
measurements.
In general, understanding a user’s state of mind can be very valuable in research

where the user itself plays an important role in evaluation models, as in research
on Quality of Experience [Le Callet 12]: perceived quality is related to a broader
evaluation taking into account multiple influential factors. Among them there
are human factors, taking into account user related context and notably a user’s
emotional state. Users’ affective state evaluations have thus started to be included
in perceptual models, as emotions play an important role in perception. While
our research is not focused on multimedia quality assessment, emotions are an
important element linking that research branch and ours. As underlined in the
next paragraph, emotions can both bias human perception and reflect perception
itself, being «hardwired» to the nervous system. The chapter continues (sec. 2.3)
underlining the different ways to measure emotions, outlining the state of the art in
affective computer research related to multimedia. In section 2.4 two pilot studies
are described, conducted to evaluate the use of electrophysiology for our research.

2.2 Motivations: the role of emotions
Emotions impact many aspects of human life. This conclusion comes not only from
common life, but also from scientific findings. Evolutionary psychological theories
of emotions claim they are as driving forces of actions that «direct the activities and
interactions [...] governing perception; attention; inference; learning; [...] physio-

1IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, 1st Volume edited in January 2010
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logical reactions» [Cosmides 00]. Different theories have been made regarding how
emotions originate, underlining that they are deeply linked in our brain. Details
regarding theories of elicited emotions by external stimuli are given in annex B.
Even today, studies in cognitive psychology have in fact demonstrated that decision
making processes are “much more influenced by intuition and emotional responses
then it was previously thought” [Markic 09]. As evaluations during subjective tests
are a decision process, researchers started to evaluate the mental state of partici-
pants before making tests, to better understand emotions felt and estimate their
impact on evaluations . However affective evaluations for subjective assessments
may have a double purpose. Emotions can bias evaluations (ref. section 2.2.1)
and it would be worth evaluating them to correct this possible bias. Second, as
emotions are closely related to the nervous system (see B) and physiological reac-
tions may be measured, emotions elicited by stimuli may be exploited to have an
indirect measure of subjective perceptions. Such technology would not only allow
faster and more spontaneous evaluations, but also eliminate the problems linked
to assessments bias. This is true for every kind of subjective perception, be it
related to i.e. quality or aesthetics assessment, memorability or - maybe - context
evaluations as in our case: the validity of this approach as an alternative
measure for context subjective perception tests is the research question
of this chapter.
We do not investigate the first purpose, evaluating emotions bias on perception,

but we focus on a common problem that both purposes have: how to adopt electro-
physiology measurements to quantify emotions. The reason is that, as explained
in next paragraph, emotions are influential factors in user decisions2.

2.2.1 Emotions influence on decision processes
Emotions play an important role in how we perceive the world around us and how
we react to it as emotions have been shown to influence decision processes. As
many research’s findings confirm, emotions impact perception and decision making
as well as many aspects of life of course [Picard 97, Markic 09]. For example,
during the evolutionary process, the powerful emotion of fear has played a very
important role in the survival of the species, allowing easier - and probably correct
- decisions, such as avoiding approaching predators. Neurological studies have
demonstrated this fact in practical cases, as in [Damasio 94]: different patients
which had suffered serious non fatal injuries in cerebral zones related to emotions
have been the object of study. This research demonstrated intact mental faculties

2Different terms have been adopted to describe the different affective reactions. We refer here
to «emotions», considering the effect of the stimuli, or to the overall user «mood», considering
the whole process linked to the content fruition (details in annex B).
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but underlined a substantial change in personality. In another study researchers
found that injured subjects may be completely unable to take decisions, even when
facing all the possible rational solutions. In some cases, only an external factor - a
proposed suggestion - can lead to decision. The injured brain area of the brain was
the particular area supposed to integrate “emotional responses with higher logical
thought” [O’Hagan 98]. Mood also may have been proven to influence people
judgments [Forgas 87]: researchers investigated how a positive or negative mood
can lead to different impressions on people. Manipulating mood of experiment
participants they demonstrated that positive moods helped to form more favorable
judgments regarding presented people. Studies have been carried on in different
quality perception contexts, as in [Jang 09]: impact of emotions plays an important
role in users quality perception and overall experience in restaurants. As authors
say the results are “meaningful because they address the relationships among [...]
types of perceived quality (product, atmospherics, and service), customer emotions
(positive/negative) [...] in the restaurant consumption experience”.
Social context evaluation are likely to be affected too, as it is a decision process:

content is cognitively processed by the user and personal opinions or memories
arise spontaneously. A simple yet extreme example may be a dramatic scene in
a picture, that can elicit an emotion in the user. Elicited emotions can have an
impact on content interpretation and bias subjective evaluations; to this extent,
measurements of emotional reactions on the nervous system can be a valuable
complementary information for subjective evaluations.
These premises underline a sort of chicken and egg problem: external stimuli

perception induce physiological reactions and can elicit emotions, and the latter
influence decision processes and perception. This point is not investigated deeper
in this work, and instead focus is given to emotions and their physiological expres-
sions arising from stimuli perception.

2.3 Measuring emotions

As said previously, even if science is still conducting research on emotion generation
in the brain, external stimuli can elicit emotions - no matter what is their real
purpose. The question now shifts on how can we measure them.
Different ways of quantifying emotions have been studied, each one with pros

and cons. A thorough review can be found in the psychology work of Mauss and
Robinson [Mauss 09]. What is proposed here is a shorter review to give an insight
on the work done. It is remarkable to notice that every time the user is aware that
we survey his reactions, we have a problem similar to the one described by the
observer effect principle: the simple act of observing a phenomenon may affect it
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and bias the measurement3. We do not know in fact if the emotions of subjects
undergoing an electrophysiological measurement are biased by the act of taking
the measurement itself, for example because of the new experience they are making
with this novel methodology. We do not even know what the effect of this eventual
bias is, i.e. augmenting either positive emotions because they are entertained or
instead negative emotions because they feel stressed. No affective research focused
explicitly on this point only, at the best of our knowledge.

Figure 2.3.1: A participant in [Koelstra 12] before starting the experiment. It is
clear that this situation entertains the subject, as she is smiling. Will
this bias the affective experiment? Source: original research article,
courtesy of the authors.

While it would be very interesting to further investigate this aspect and con-
duct experiments to discover if this effect is present - and eventually find the best
methodology to mitigate it - this deviates too much from the main scope of this
work. We thus prefer to focus on emotions measurements, starting with a de-
scription of different methodologies used to measure them. Table 2.1 organizes
the different typologies of assessments, reflecting the format we use in successive
paragraphs.

3It has been debated that this principle has been sometimes confused in literature with the
Heisenberg’s uncertainty principle. It is not our purpose here to dig into the topic and we
refer to the cited one at the best of our knowledge.
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Electrophysiology Conventional
Explicit EEG, GSR, ECG,

LDPM, ...
Questionnaires

Implicit - Behavioral

Table 2.1: Types of emotion assessments

2.3.1 Conventional measurements
This paragraph describes conventional affective measurements unrelated to electro-
physiology. These are the most common adopted methods in psychology literature.
Two typologies can be distinguished, based on the fact that the affective status is
explicitly asked about or implicitly understood.

Explicit self assessments

This category of methods is probably the simplest and most direct one. The
methodology implements questionnaires given to users, usually before and imme-
diately after the stimuli ends. The questionnaires adopt different emotional models
theorized in psychology to estimate both the nature and the intensity of the emo-
tion experienced. This simplicity however poses two problems: (i) the user must
be well trained on questionnaire use, (ii) he may be unable to express his feelings
(or he does not want to).
Questionnaires can may ask about emotions explicitly or indirectly by asking

more general questions. In the second case revealing details about a subject’s
mental state can be a difficult task for experts in psychology field. As an example,
Mental Status Examination test is an explicit way to evaluate and describe a
person’s current state of mind but the evaluation is the real core task [Trzepacz 93].
The fewer approaches with these methodologies in our field is more likely to be
due to the intrinsic difficulty to evaluate results and the need to conduct those
approaches jointly with psychologists.
Regarding assessments asking explicitly about emotions, different strategies and

modeling have been adopted. A initial somewhat naïve method is to directly ask
the user to describe his emotions with adjectives; although simple, this strategy
opens to a large variability and uncertainty of results, as same words can be differ-
ently interpreted by different people. Reviews by professional psychologist should
be useful in that case. Moreover user’s affective assessment can be dependent of
other factors, such as the relationship with the experimenter or the difficulty to
express their feelings overtly [Picard 01].
In order to evaluate the emotional state, different representation systems and

emotional dimensions have been theorized [Borod 00]: pleasure, arousal and dom-
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Figure 2.3.2: The Plutchik’s Wheel of emotions, depicting eight basic emotions
and their compositions [Plutchik 01]

inance (PAD) emotional state model is one of the most well known, describing
emotions in those three different dimensions [Lang 80]. Other models used are the
Plutchik’s Wheel of emotions [Plutchik 01] (fig. 2.3.2) and the Lövheim Cube of
emotion [Lövheim 12].
In the PAD model, dimensions are labelled as pleasure, arousal and dominance;

in order to allow a simpler adoption of these scales and to avoid linguistic problems
(i.e. translations) a manikin system has been proposed. It first appeared under the
name of Self Assessment Manikin (SAM) in [Lang 80] (fig. 2.3.3). This method
allows users to rate their feelings in a non-verbal way, as it depicts the three main
affective dimensions through graphical figures of a “stylized man” with different
representations for the three scales and their intensities. In any circumstance, a
clear explication of the model must be provided to the user to make it usable.
It is commonly accepted that valence represents the judgment of pleasantness,

while arousal expresses the degree of excitement, ranging from calm to excited
[Soleymani 08]. Dominance value expresses instead how much one is in control of
the situation. While Pleasure and Arousal have been validated in more studies, it
has been argued that dominance evaluation can in some cases be equivocated and
it’s significance on behaviour has been discussed [Jang 09], [Russell 78] . In our
study, we assume that all three dimensions are valid as self assessment methods in
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Figure 2.3.3: The SAM as in Lang original work. From top to bottom, valence
arousal and dominance scales. Without proper explanation its use is
not likely to be easy.

PAD space, also with mannikin representation, as positively used in different re-
searches and databases [Lang 97], [Takahashi 04]. Subjective biases in evaluations
can be noticed and corrected through techniques already used for other discrete
scale’s ratings [Rossi 13], [Greenleaf 92]; for example, the use of training stimuli
ranging the whole emotional space can be an option. To minimize the misunder-
standing of the scale detailed, simple description must be given to users before
tests. Regarding the difference between PAD scales meaning, a research study
[Koelstra 12] showed some correlations, probably indicating that strong valence
stimuli are usually perceived as high arousal.
Recently another pictorial affective instrument has been developed by Desmet

et Al. [Desmet 12] (fig. 2.3.4). This system called Pick a Mood is meant to be
a reporting instrument for affective states that “require little time and effort of
the respondents”. People can communicate their mood choosing between different
avatars depicting a mood in particular. Desmet studies demonstrate also that
users of different nationalities can correctly use it after the explanation.
Other evaluation methods and models have been proposed and a detailed review

is present in the same work of Desmet previously cited.
For a long time moods and emotions have been evaluated through questionnaires

developed by psychologists or other non verbal instruments such as behavioural
analysis [Desmet 03]. The problem with those systems is inherent to the highly
subjective nature of the topic but also to the less obvious problem of describing
correctly what we feel. Current literature still largely adopts self-assessments given
to users, but it implements them with facial expressions or electrophysiological
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Figure 2.3.4: Pick a Mood self assessment, as done by [Desmet 12].

analysis, discussed in following paragraphs.

Implicit measures

Emotions impact the body on an unconscious level. Reflections of our mental state
and reactions to stimuli can be determined by analyzing behavioral features, such
as facial expressions, speech or gestures [Gunes 06, Koelstra 12]. These method-
ologies take advantage mostly of behavioral psychology.
Regarding facial expressions an in depth study was conducted by P.Ekman,

that demonstrated the universality of emotions in facial expressions [Ekman 87]
. This implication lead following studies and is still going on today with the cre-
ation of online databases with facial expressions for affective purposes [Gunes 06,
Koelstra 12, Soleymani 12]. Automatic face detection and expression analysis sys-
tems have been implemented [Stathopoulou ], even for Quality of Experience pur-
poses; Aragon Institute of Technology developed a recognition system called Emo-
tracker [Mateo 13] - more details are given in 2.4.2, where we report the second
pilot study. Other implicit methodologies exploit speech [Pathak 11, Yang 12]
or posture analysis [Hatfield 93]. In this panorama no research applied emotion
analysis to social context evaluation.
Another possible implicit measurement is to propose participants some kind of

activity to perform before tests; the activity can reveal a user’s emotional state,
like i.e. listening to music or playing a game (with these we can see current mood
by its preferences and attention by skill level).
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2.3.2 Electrophysiological affective measurements: « your body
can’t lie »

Describing perceived emotions can be inherently difficult for many reasons and
it can be even more difficult for subjects undergoing an experiment. First of all,
we have to consider that disclosing emotions to a complete stranger - such as the
scientist conducting the experiment - can be frustrating. Subjects describing emo-
tions may be impaired by this fact and may not be completely truthful. Second,
it is not easy at all to fully understand our own emotions and describe them, es-
pecially if they are subtle. Third, this can be even more complicated by the use
of different methodologies to describe emotions.
Emotions affect not only our perception but also our physiology, having effects

on the nervous system. Noticeable evidence of emotion on physiological activity
has been found in both central and peripheral nervous system. Distinctive patterns
of autonomic nervous system (ANS) activity have been found for some emotions
[Ekman 99]. These reactions are probably impossible to be voluntarily controlled.
As «our body can’t lie», electrophysiology has been adopted to evaluate emotional
impact achieving remarkable results. Many different kinds of electrophysiology
measures have been studied in the field, both related to the Central (CNS) or
Peripheral Nervous System (PNS) [Chanel 11]. A large amount of studies ex-
ist documenting electrophysiology measures related to emotions felt presenting
multimedia stimuli. Often research focuses on correlations between physiological
patterns and emotion self assessments, used as ground truth.
Brain activity, related to CNS, is directly related to emotions and many studies

have been carried out in this field. EEG is among the most used measurements
in affective research and even if mechanisms related to emotions in the brain are
yet to be completely understood, research on EEG is now quite advanced. Psy-
chophysiological studies underline how frontal brain lobes are directly related to
emotions [Niemic 02, Bos 06]. EEG band power are the main features used as input
for machine learning systems. Four main bands are commonly used, called alpha,
beta, delta, and gamma, based on different signal patterns appearing during differ-
ent brain activities. Signal classifications using these and other features have been
adopted successfully, in particular Neural Networks [Bos 06] or Gaussian processes
[Zhong 08]. Remarkable results have been obtained in [Nie 11], where positive and
negative emotions are classified with Space Vector Machines achieving an accuracy
slightly below 90%. Magnetic Resonance Imaging has also been adopted to evalu-
ate brain reactions to affective audio stimuli [Viinikainen 12]: strong relationships
have been found between sound emotional value and blood oxygenation in areas of
the brain related to emotional reactions, such as amygdala and prefrontal cortex.
Notable are the recent results adopting EEG to assess video quality [Arndt 11].
As CNS manages all biological basic functions supporting life like cardiovascular
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and respiration activity, emotions’ influence on biosignal is likely to be found also
on PNS. Evidence of this assumption has already been found and different bio-
logical signals related to PNS have been measured in relation to emotions. These
measure usually present the advantage of being less invasive than those of CNS.
Cardiorespiratory activity is probably the most basic physiological activity related
to emotions. Distinct patterns have been found and associated to basic emotions
felt. In [Rainville 06] researchers investigated cardiorespiratory activity during ex-
periences of different emotions. Those emotions have been elicited asking subjects
to disclose a personal strongly emotional experience. Differences between electro-
physiological patterns have been found using a multivariate analysis approach and
the study underlines how peripheral physiological activity is associated with differ-
ent emotions. Many other research studies have focused on cardiovascular activity
related to emotions, especially in the field of medicine. A comprehensive review
can be found in [Kreibig 07]. Another measure used is Galvanic Skin Resistance
(GSR), especially used for reactions to stress [Wu 11] but also related to cogni-
tive load during certain tasks [Nourbakhsh 12]. Electromyography has also been
used in conjunction with GSR as in [Nakasone 05] or with facial electromyogra-
phy in [Niedenthal 09] while participants judged emotional and neutral concepts.
Recently pupil diameter has been used as well [Ren 13]. Multimodal approaches
in affective research have been approached too, using multiple electrophysiology
measurements at the same time, such as in [Koelstra 12]. This research also pro-
vides the collection of physiological signals online, supplying a data set consisting
of multiple measurements as EEG, GSR, respiration amplitude, blood volume,
face recordings and electrooculogram taken while users were watching audio-video
stimuli.

As mentioned before, temperature is another monitored parameter. Infrared
thermography has been used to demonstrate reflexes due to emotional video stim-
uli [Kistler 98]. In this case, the sympathetic vasoconstriction in forearms was
monitored. A correlation with stimuli presentation was found, demonstrating lo-
cal temperature changes. In detail, the video stimuli presented a thriller scene
and the temperature decreased during this stimuli. The same principle has been
recently adopted with fingertip temperature to implement the first steps toward
an automatic recognition system [Shivakumar 12].

Evaluations related to the cardiovascular system for emotional impact are mainly
heart pulse and blood pressure of systemic circulation; however blood fluxometry is
another adopted measure. Also known as blood perfusion, this measure focuses on
blood perfusion of peripheral tissues. Recently skin blood flow has been monitored
with the help ofLaser Doppler Perfusion in affective research for other kind of
stimuli, notably tastes and odors of water [Haese ]. At the best of our knowledge
until now blood flowmetry alone has never been used for multimedia affective
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research, as it has used only in coordination with thermal imaging [Kistler 98].
We detail this methodology, adopted in our first pilot study as later described, in
annex C.
Based on these results, we wanted to explore the ability of these techniques for

our purpose: to understand social context of portrait images exploiting subjective
affective reactions.

2.3.3 Discussion
Different methodologies of emotions assessment have been underlined. Our review
underlined that no best option is present, as each methodology offer pros and
cons to consider in order to chose the best one for a particular study. From the
point of view of simplicity, conventional explicit measures are most definitely a
fast and easy solution, especially when adopting a direct self-assessment; provided
answers do not need to be interpreted or treated. However, a subject under study
is fully aware to be under evaluation and - moreover - he can be unable to correctly
describe his/her feelings. From this point of view behavioral assessments are the
best, as users are unaware of analysis but assessments require skilled personnel.
Electrophysiology seems to be a valid alternative even if data analysis can be
complicated and subjects are aware of undergoing affective assessment. Table 2.2
summarizes our review.

PROS CONS
Self assessments Simplicity User awareness, hard to

describe emotions
Behavioral assessments User unawareness Complicated interpretation

Electrophysiology «Body can’t lie» User awareness, data
analysis

Table 2.2: Pros and cons of reviewed methodologies

2.4 Pilot studies
After studying what has been done in literature, we conducted two pilot studies
to check the feasibility of the affective analysis track. Two case studies adopting
different measures have been considered. The first one is related to laboratory
experiments with blood perfusion measurements, a methodology recently used for
affective research, while the second is related to the multimodal experiment carried
out during a Short Term Scientific Mission (STMS) supported by COST Action
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Qualinet. While these studies provided some partially positive results, they espe-
cially outlined that many factors influence the effectiveness of electrophysiology
affective assessments. This fact underlined that a lot of work is still needed to
effectively implement this methodology; for these reasons we preferred to put elec-
trophysiology aside for now, in favor of crowdsourcing (ref. next chapter).

2.4.1 Study 1: Investigating Electrophysiology for Measuring
Emotions Triggered by Audio Stimuli

Given the positive findings using LDPM for sympathetic responses [Kistler 98] and
considering that the use of LDPM alone has showed interesting results for affec-
tive research with stimuli other than multimedia, notably water taste [Haese ], we
conducted a pilot study to evaluate the use of this technology alone within multi-
media research and check how it relates with other better known alternatives.This
technology measures variations in blood peripheral micro circulation, due to vaso-
constriction, through Doppler analysis of a laser light reflections. Details are given
in Annex C.
Participants in this study listened to widely adopted affective sounds. We made

the choice of using sounds instead of portraits as we preferred to acquire the
methodology with well known calibrated affective stimuli before trying to measure
social context evaluations that can produce more subtle variations. While cali-
brated affective images also exist, the sound database was already available in our
laboratory and this fact allowed us to quickly start investigating electrophysiology.
Participants physiological reactions were recorded through LDPM. We resume here
the description of the methodology and the main results (details in Annex D).

Method

A compact format is adopted here to describe the pilot study. The same format
will be reused with successive studies in this work, notably the one described later
in this chapter as well as in following chapters.

Participants

26 people, aged between 23 and 30, participated in the experiment. Before partic-
ipation people have been informed about the experiment methodology, the kind
of stimuli used, the time required and the anonymity of results. All participants
were volunteers.
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Figure 2.4.1: Experiment room in pilot study 1

Materials

A single modality stimuli - only audio - has been chosen to make hypothesis testing
as simple as possible and avoid complications (i.e. we still don’t know if there is
any effect regarding multimodality audio video). A subset of the International
Affective Digitized Sounds (IADS) database has been adopted as a stimuli source
[Bradley 07]. A total of 15 stimuli has been chosen, representing all the different
elicited emotions. These stimuli have been divided by clustering in two main
groups, related to low and high affective value. The experiment relies completely
on the effectiveness of chosen stimuli, and the hypothesis that the user actually
perceives the content as expected, eliciting emotions, is demonstrated.
The experiment took place in a dedicated experiment room under controlled

conditions; a noise free environment and a high quality headset made by AKG
have been chosen. Audio volume was fixed on an audible level for all users and
was not normalized (hypothesis of complete reliability of prepared sounds in the
IADS database). Ambient temperature has been monitored, adopting a warm
ambient with a temperature of 22 +- 1 C, as thermal factors such as core and
skin temperatures deeply impact dermal blood flow and perspiration [Kondo 09,
Maniewski 99].
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Figure 2.4.2: The PERIMED LDPM device in our laboratory, with it’s calibration
device on top.

Measures

Blood perfusion has been measured as a peripheral electrophysiological parameter.
The principle behind this measure is that the emotional state has an influence on
blood circulation, i.e. making it faster/slower, and blood perfusion is an easy
way to measure blood circulation. It has been measured only via Laser Doppler
fluxometry, using a medical grade device made by Perimed, the PeriFlux System
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5000 equipped with a PF 5010 LDPM unit (fig. 2.4.2). Data has been acquired
through the official software provided, sampled at 125 Hz. Blood perfusion has
been measured on the left index fingertip, as done similarly by [Kistler 98].

Figure 2.4.3: Some readings from LDPM measurements, with a detail of a rise
fall pattern during a measurement. The X-axis represents time in
seconds while the Y-axis represents Perfusion Units as defined by
Perimed for the LDPM measurement.

Procedure

After welcoming each participant, subjects were brought to the controlled room
approximately 6 minutes before starting the experiment in order to allow them
i) to relax, as physical activity has been shown to impact on blood perfusion
[Kvernmo 98] and ii) to adapt to this temperature, as many parameters impact
on thermoregulatory time, and previous works show adaptation times inferior to
this one in similar conditions [Kondo 09]. During this time frame the subject
was instructed and instruments have been prepared and set up. The subject was
informed only about the exact content of stimuli; purpose of the experiment has
not been revealed in order not to false reactions during listening.
Successively subjects listened quietly to the sounds without interruptions, ex-

cept for the pauses between different stimuli as detailed in D. Stimuli order has
been randomized to minimize the bias introduced by presentation order or by any
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cumulative effect on emotion that can arise. Afterwards the listening instrumen-
tal setup has been taken down. Participants were asked not to disclose stimuli
contents to other future participants. Before dismissing the participant, free-form
comments regarding the experiment have been asked, in order to improve experi-
ment methodology and get helpful insights.

Data analysis and results

As a standard reference methodology for emotional state assessment doesn’t exist
to the best of our knowledge, methods suggested in literature for LDPM and EEG
signals were followed. The LDPM signal was inspected to remove clear artifacts4,
pre-processed to standardize it applying the z-score transformation as:

z = x− µ
σ

Heart rate, present in the signal, has been filtered removing frequencies between
1 and 2 Hz, considering analysis done by [Kvandal 06]. It has then been windowed,
to filter the signal and syncing it with proposed audio stimuli. The LDPM signal
excerpts have been extracted - corresponding to instants when a stimuli was played
- and machine learning has been implemented (ref. fig. 2.4.4). To test the research
question, machine learning has been used to classify signal excerpts within two
classes, depending on the type of stimuli: either low or high affective valence. A
neural network approach - feedforward backpropagation, one hidden layer, 15% of
data set for validation - achieves approximately 70% classification accuracy (table
2.3). It seems then that with LDPM it is possible to see physiological reactions to
affective sounds. Attempts to achieve a finer classification - adopting the stimuli
subjective assessments as ground truth to understand also the affective strength
of each sound - produced results no higher than fate, adopting the same machine
learning approach and LDPM signal excerpts.

Predicted Class

Actual Class
A B

A 73% 26%
B 33% 66%

Table 2.3: Confusion matrix for LDPM classification; percentage of correct classi-
fication, for stimuli group low (A) and high (B) impact.

4i.e. user movements.
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Figure 2.4.4: The schema of adopted data analysis.
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Discussion

While classification accuracy is higher than fate for classifying high or low affec-
tive sounds, error rate is still important. Errors are mainly misclassifications of
stimuli with high affective valence, classified as low ones. Multiple elements in our
experiment can contribute to this outcome: the choice of probe position and small
variabilities of its position due to differences in users fingertips; circadian rhythms
influencing blood pressure baseline; valence of affective content used, previously
evaluated from a different group of individuals, as those opinions may not reflect
the actual perception of our subjects; stimuli length may be too restrictive, etc.
Measured reactions to stimuli showed high variability from user to user; this can be
caused also by the fact that some stimuli elicit more powerful emotions if related
to previous users experiences.
Some comments given by participants after the test underlined that some stimuli

were perceived as much more relevant as they made them remember personal facts.
While results obtained are encouraging, a lot of work is still to be done to

reliably adopt LDPM alone with affective multimedia stimuli. This is even more
important if stimuli have lower affective strength as portrait images will likely be.

2.4.2 Study 2: Chamber QoE – A Multi-instrumental
Approach to Explore Affective Aspects in relation to
Quality of Experience

Our previous study underlined that electrophysiology measures can be adopted to
discriminate which kind of affective stimuli was proposed to a user, even if many
challenges are present. To investigate if this methodology can also be adopted
with non-affective stimuli - such as portraits - we conducted a second pilot study.
In this case we did not use calibrated affective stimuli as before, but normal video
sequences that might elicit emotions. This generalization suits our research with
portrait images well, because these are not calibrated affective stimuli neither. In
this case however, we preferred to use a better known method and adopted elec-
trophysiology measures, the EEG, partially motivated by the positive approaches
within Quality of Experience research (i.e. [Arndt 11]) and by the presence of
different approaches in literature.
Participants in this experiment watched video excerpts impaired by artifacts.

In this study we are interested only in users’ affective reactions - i.e. in terms
of delight or engagement - more than correlating artifacts presence with users
reactions. Multiple techniques have been used to measure participants affective
reactions. Our main purpose here is to understand if we can reliably assess with
electrophysiology which kind of stimuli has been shown. The experiment has
been carried out within the Qualinet Community as a joint effort, and research
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institution partners took care of stimuli and complementary measures to EEG:
traditional self-assessing questionnaires and facial expressions - recorded on video
and analyzed through dedicated software5. We describe here the whole experi-
ment, including affective measures alternative to electrophysiology. However, we
will focus only on data analysis and results that are related to our main electro-
physiology topic, for the sake of clarity. Analysis of complementary measures was
carried out by research institutes participating this joint effort6. More information
are in joint publication [De Moor 14]. As done for 1st pilot study, we resume here
the methodology description and main results, (details in Annex E).
Despite our efforts, electrophysiology measures allowed us only to reliably dis-

criminate between the first un-impaired relaxing video sequence and movie ex-
cerpts.

Method

Participants

27 people, aged between 25 and 35, participated in the experiment. Almost all
participants were men, Finnish VTT employees. Just as for the first pilot study,
people were informed before participating about the experiment methodology, the
kind of stimuli used, the time required and the anonymity of results. Participants
were compensated with cinema tickets, for a cost of approximately 15€.

Materials

Three video sequences from a famous action movie were selected as stimuli. Stream-
ing impairments (i.e. IPTV-like) with three intensity levels were introduced into
sequences. Another video sequence, made of relaxing music and neutral affective
images, has been adopted as relaxing sequence. These sequences were provided by
TU Berlin and we adopted them as provided.
Participants’ emotional responses were recorded with different methodologies.

Traditional self assessment questionnaires on paper were proposed after each movie
sequence. These adopted a 10 point Absolute Category Rating for rating quality
of videos, both SAM and PAM scales for affective assessments and also free text
answers to ask for previous personal experiences regarding videos content. EEG

5Experiment took place in VTT Technical Research Centre of Finland, in Oulu, Finland. Re-
search as been funded as Short Term Scientific Mission (STMS) from Qualinet COST Action,
participants are in the Emotion Task Force, part of the 2nd working group. The core of
this STSM application was to conduct a large-scale multi-lab joint research effort between
IRCCyN IVC, VTT, the Aragon Institute of Technology (ITA), NTNU and TU Berlin /
T-Labs.

6 NTNU examined the subjective assessments, ITA the facial expressions
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measurements have been taken with an Emotiv Headset, a consumer EEG wireless
device. Raw EEG signals have been recorded at a frequency of 128 Hz from the
14 electrodes of the device all along the experiment. Facial expressions have been
recorded by Emotracker, a dedicated device developed by Aragon Institute of
Technology. A personal computer has been used as a common time reference,
shared between the devices.
Experiment took place in an experiment room in VTT institute. Room light,

display, seat and stimuli audio video quality were controlled as detailed in E.

Figure 2.4.5: From right to left: the device adopted (Emotiv EEG) with its USB
receiver, electrodes and saline solution.

Measures

Procedure

After an initial welcoming we described the experiment to the subject and let him
sign the disclaimer to use his measurements and recordings. During this phase
we showed self assessments questionnaires and explained how to use them. We
continued placing the EEG device on participant’s head, taking care of electrodes
positions and contacts. The device’s software (fig. 2.4.6) helped us to monitor the
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connections’ quality. Successively we adjusted the participant’s seat and screen in
order to have the same position for each participant: this was mandatory due to
Emotracker limitations. After starting the recordings, we played the first relaxing
video. Its purpose is to allow the user to get accustomed to the test environment.
We then played the movie excerpts. The excerpts order followed the original scene
order in the movie. Impariments strength was randomized. After showing each
video sequence we proposed the self assessments questionnaires and then re-verified
EEG electrodes signal quality. At the end of the test we dismissed the participant,
after removing the EEG device and compensating him for his participation.

Figure 2.4.6: Reading of EEG measurement, for the first seconds of an experiment
session. Re-positioning the fourth electrode produced artifacts that
can be seen in the corresponding trace (4th from top).

Data analysis and results

We focus here only on our EEG analysis. Nevertheless, it is important to under-
line the main conclusions from facial expression analysis and self assessments, as
these would have been useful as ground truth for affective evaluation. Unfortu-
nately, both analysis underlined low affective reactions from participants. Facial
expression in particular showed affective activations only in a minimal part. Only
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self assessments underlined statistical correlations between scales of engagement
and pleasure with videos perceived quality. Without a continuous affective ground
truth for every video we then focused on affective differences between them. Videos
and measurements were temporally synchronized thanks to the shared clock. To
analyze EEG signal we adopted a band power approach, following methodology in
[Bos 06]; only signals from electrodes related to frontal temporal lobes were used.
Some portions were rejected as impaired from transmission errors due to RF inter-
ference - our device being wireless - and subjects’ movements. In fact, it is likely to
find in EEG signals activations due to head movements as with eyelids, raised eye-
brows, etc. . Successively, signals were filtered and windowed to extract excerpts
of 2 seconds in length. For each excerpt we extracted the alpha and beta frequen-
cies from each electrode, that should be related to states of activation/engagement
and relax, as done by Bos. We then computed the power of these components for
each video, and for each participant. We discarded the first seconds from each
recording in order to avoid considering the reactions to the beginning of a video.
Neural network classification on EEG signals excerpts achieves around 78% recog-
nition accuracy discriminating those belonging to moments where was played a
relaxing or an action video.

Predicted Class

Actual Class
Relax Action

Relax 82% 18%
Action 23% 77%

Table 2.4: Confusion matrix for video typology Neural Network classification
based on EEG band power.

Discussion

Despite our efforts results are still limited and partial. In particular, the lack of a
precise ground truth regarding elicited emotions seriously impacted the effective-
ness of our study. Moreover we had to deal with different impairments analyzing
the EEG signal. While RF interferences could have been eliminated by using a
cabled device instead of a wireless one, user freedom would have been limited
strongly. Bothersome artifacts coming from facial movements (i.e. eyes closed and
opened) are instead inevitable. From time to time signals coming from electrodes
weakened due to normal drying of saline solution used for electrodes contact.
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Figure 2.4.7: An example of EEG signal excerpts spectrum, relative to a neutral,
low and high impairment video (from bottom to top, 4 seconds win-
dow). Differences are small, but present.44
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2.5 Challenges with electrophysiology

Research on affective research, adopting different electrophysiology measurements,
demonstrated some positive results in literature and in our pilot studies. However
many challenges still arise: finding «exact relationships between affect and physi-
ology is problematic» [Janssen 09]. During case studies we discovered many small
details, both methodological and practical, that greatly influence the outcome of
an experiment.
A primary factor of influence is the test subject itself. Physiological reactions

vary greatly between subjects and even for the same subject they vary with time,
conditions, etc. . Between the most important hypothesized variables were the
probes positioning, the room temperature, the personal fatigue/stress levels, other
personal biological factors. While some suggestions about these elements are
present in literature, a complete “good practices” list is still missing at the best
of my knowledge, without referring of course to studies in the medical field. Al-
though some effects can been taken into account as user position, many others are
difficult to control, such as the comfort degree felt by the subject during the test
and the current fatigue level and mood of the participant. In particular, the recall
of previous personal experiences from affective stimuli - as outlined in Pilot Study
1 - is a very interesting and important factor to take into account in this kind of
research.
Another critical factor relies in electrophysiology technologies. Different method-

ologies may be suitable with different stimuli or subjects, as reactions may be in-
herently different. Regarding this aspect, multiple technologies can even be used
at the same time, as they can be complementary. However, it is not always feasible
both in terms of costs but especially in terms of impact on test subject. To limit
his freedom or make him uncomfortable (or tired, as happens with many subjective
questionnaires) impacts of course his feelings by definition. Technologies adopted
can also pose problems regarding technical aspects. For example an element to
consider carefully is probes positioning. Small differences from optimal position
can sensibly lower the effectiveness of the measurement; the «optimal [electrodes]
position may vary across subjects» [Li 09]. However in our case even taking great
care positioning the probes we had low signal to noise ratio in a few cases, both
in the first and second experiment. This fact is unfortunately normal somehow,
as electrodes should be placed firmly but at the same time they should leave some
freedom to the user, otherwise they will disturbed by their presence, biasing their
emotional response. While other technologies as thermal imaging may solve this
issue, they are usually much more expensive and have other limiting factors that
greatly influence accuracy (i.e. subject position, external factors such as temper-
ature).
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This point brings us to a third important factor of influence, the environment.
Not only can the environment influence the user itself, but also impair measure-
ments. For example the room temperature can influence subject homeostasis and
micro-circulation. If electrophysiology measures rely on this aspect, we have to
pay great attention to this. Ambient sound should be taken into account too. Un-
expected sounds may induce sudden subject reactions. While this factor should
be controlled also in normal non-affective tests, in our case this element is even
more important. Still related to the environment, radiofrequency interference can
influence measurements. In some cases currents measured by electrodes are in the
order of few milliAmperes, it is easy to affect this kind of measures, if radio signals
are in the same frequency range.
All these elements underline how fragile affective research can be without taking

into account all these elements. A «good practices» research study in the field is
to the best of our knowledge still missing. Moreover, considering our two pilot
studies as well as reviewed SoA, it seems that every experiment requires a different
methodology and adroitness.

2.6 Conclusions
In this chapter we underlined motivations for our interest in emotional assess-
ments, we reviewed the SoA regarding electrophysiology for affective studies and
showed preliminary results on affective research for multimedia evaluation pur-
poses. We conducted two pilot studies recording affective reactions, allowing us
to take confidence with the instruments, the protocols and to competently gather
sets of data measurements to work with. Moreover they helped us in identifying
main challenges.
The SoA clearly underlined that this is a tentative and innovative methodology,

bringing up many really interesting points as well as many unknown variables:
emotional effects are inherently subjective. However even if people show different
reactions, we were expecting some common findings that could have helped in con-
sidering emotions’ effects in evaluations. Results that describe clear, links between
emotional state via electrophysiological measurements and quality of multimedia
experience have not been reached yet. While this opens possibilities to further
investigate the topic, it does not constitute a main objective of our research and
other strategies seem more promising. For these reasons, rather than continuing
to dig into these problems, it has been decided to give priority to a different kind
of evaluation, crowdsourcing, as explained in next chapter.
However, the work done on electrophysiology has not been a waste of time. As

said, pilot studies provided some first positive results and underlined many critical
point to consider. Useful lessons have been learned from them, giving birth to
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scientific publications (ref. ). Two interesting points have been raised and would
be worth investigating them in further research studies. The first one is related
to the influence of participants moods before the experiment on assessments. The
second one is if emotions inducted by a stimuli bias successive evaluations. If
these biases are present and how they can be taken into account has never been
investigated at the best of our knowledge, at least in this particular field. More
than these two points, we leave also for future research the possibility to deepen
data analysis, exploiting information unexploited in pilot studies.
So to conclude, it is true what the psychologist Watzlawick says: «One cannot

not communicate»7. However, the problem of being able to listen and understand
reliably still remains.

7Axiom of communication, www.wanterfall.com/Communication-Watzlawick’s-Axioms.htm,
retrieved July 2015.
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Keypoints

Context

o Electrophysiology has been used to measure physiological body reactions
in subjects exposed to multimedia stimuli. Research attempted to link
these reactions with multimedia characteristics (i.e. technical quality),
in order to find an alternative to classical explicit assessments.

o Different technologies, some more invasive than others, have been
adopted; EEG and thermal imaging are two widely known examples.
Moreover, even with the same technology, many different approaches
and methodologies are present.

o Results are highly variable. Some studies found good results in very
particular and specific cases, suggesting that this methodology can be
adopted within well defined and controlled cases.

o Theories of emotions coming from the field of psychology suggest that
there is a strong link between subjective opinions and emotions.

Contributions

o Analysis of electrophysiology SoA within the particular context of affec-
tive multimedia assessment.

o Attempt to adopt electrophysiology in our field through two specific use
cases linked to multimedia assessments.

o Recommendations coming from case studies, that revealed inherent prob-
lems to address in order to effectively adopt this strategy.

“Le cœur a ses raisons que la
raison ne connaît point.”

(Blaise Pascal)
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Chapter 3

Exploring the potential of
crowdsourcing as an alternative to
in-laboratory experiments with

questionnaires

In this chapter we discuss the adoption of crowdsourcing as an alternative method-
ology to carry subjective experiments involving questionnaires. This relatively new
technique exploits the power of the web to outsource small tasks to people gath-
ered online. It has already been investigated intensively and positively exploited in
multimedia quality assessments, notably within the Quality of Experience research
field. We review here existing literature, underlining the pros and the cons. The
validity of crowdsourcing being clear, we decided to use it for our research. The
next chapter describes how we adapted it for our purposes.

3.1 Introduction
Previous chapter underlined the importance of emotions in the decisional pro-
cess.Encouraged by preliminary positive results in research - notably for QoE - we
investigated electrophysiology as an alternative measure. However, many problems
influencing results have been found, related to external factors as well as highly
subjective differences between people. For these reasons, instead of continuing to
dig into these problems, we decided to give priority to alternative methodologies
for subjective evaluations.
We then investigated crowdsourcing, already proven to be effective and reliable

in research; this novel technique is the topic of present chapter. General descrip-
tion of the methodology and adoption in scientific research are described in next
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sections (ref. 3.2.1-3.2.3). Crowdsourcing outsources small simple tasks to a large
audience, usually anonymous crowd gathered online. This possibility can be ex-
ploited to propose the test questionnaires that are already adopted in laboratory
environments, but online. Attention is shifted to this alternative methodology for
different reasons. First, it quickly provides a lot of participants; this can be very
useful while investigating many influential factors at the same time. We discuss
about this point in chapter 5. Secondly, it is much cheaper in economical terms
compared to usual tests in laboratory studies; we avoid many costs to run the
experiment (i.e. engineers and materials), as it runs online, and the regular pay-
ment for a participant is usually a tenth of that paid to participants coming to the
laboratory. Lastly, participants’ demographic diversity is another positive point
to underline: experiments run worldwide online and then we can reach a much
broader audience, richer in terms of nationalities as well as participant profiles.
However all these positive points come at a price: more attention and longer data
analysis are needed to avoid undesired/outlying behaviors (ref. 3.3) and a longer
preparation of the experiment; we discuss about practical implementation in next
chapter. Next section deals with the SoA of this technique.

3.2 The technique of Crowdsourcing
Objective of this section is to describe the practice of crowdsourcing. We will out-
line the State-of-the-Art dividing it into different sections, outlining generalities,
adoption in scientific research, negative points and countermeasures. We want to
underline that while in theory crowdsourcing by itself can be both run online or
offline, we will refer only to the online crowdsourcing if not otherwise specified.

3.2.1 Generalities
Crowdsourcing (CS) is a recent practice adopted in many fields and it appeared
around fifteen years ago. The name, given by Jeff Howe in an article of Wire mag-
azine [Howe 06] comes from the union of the words «crowd» and «outsourcing».
The main concept is to outsource a task commonly done in a controlled context
or by a dedicated worker to a crowd of unknown uncoordinated people. Today,
crowdsourcing is exploited for four main objectives: accomplish numerous repeated
small uncoordinated tasks, dispatch different parts of work, collect ideas and raise
money (ref. fig. 3.2.1). We focus here on the first two use cases, especially on the
first one. In scientific research, the term in usually adopted to simply designate
the exploitation of a large number of workers to accomplish a task. The technique
is very powerful when a lot of simple tasks are needed to be done simultaneously
or when an harder task can be decomposed in many simple serialized tasks. A
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Figure 3.2.1: Infographic realized to resume Crowdsourcing uses.
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typical example is the translation of a book: one approach is to give the book to a
translator, another one is to give each page to a different interpreter. The advan-
tage of the second solution - crowdsourcing the job - is clear, as it would require
less time. It will probably require less money too, as it is easier to find a lot of
workers willing to perform small tasks, and these are less expensive than paying
much bigger effort (translating an entire book demands a bigger investment, given
the same quality1). Moreover, CS jobs are usually very small and paid in small
amounts of money: nowadays they require less than five minutes and are paid less
than a dollar in commercial platforms. As a reference price Ribeiro indicates a cost
of 0.6 $ to have enough subjective MOS evaluations per image [Ribeiro 11] while
Snow with 1$ obtained 3500 useful annotations [Snow 08]. In our CS experiments
we paid every participation around half a dollar. Compared to common laboratory
experiments in general, where every participation can be rewarded with an equiv-
alent of around 10$, CS is much cheaper. Crowdsourcing has also been underlined
to offer much more flexibility as it offers solutions for on-demand operations with-
out long-term commitments [Kuikkaniemi 11]. The smaller works addressed in CS
are commonly named simply as «tasks» or HITs - Human Intelligence Tasks - in
crowdsourcing context, whereas the group of allowed positions for accomplishing
a task is called «campaign».

Figure 3.2.2: General schema of online Crowdsourcing.

While crowdsourcing campaigns are usually paid, different examples of non-paid
crowdsourcing are present, adopting explicit as well as implicit jobs: for example,

1We do not consider here CS initial costs, supposing them to be not considerable.
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when crowdsourcing is employing games to motivate participants (see 3.4.2) or is
calling for volunteering: some other services rely on communities that work for a
common objective, that becomes the real commercial service. We discuss about
this point in 3.2.2.
In theory, CS can be also performed offline, i.e. exploiting regular mail for the

tasks. However with the increasing power of Internet, crowdsourcing has seen a
huge growth and nowadays the outsourcing is done through the Internet: people
participate connecting through their devices to dedicated online platforms. These
platforms propose a list of available jobs posted by employers, that is to say people
having a task to be solved. We talk about some of these platforms in paragraph
4.2.1. Jobs are proposed in the form of small tasks to be accomplished through
a normal web browser, following the instructions provided by employer. Upon
participant work acceptance, CS platforms redirect the participant to the employer
website, where the actual work is done. A general outline is provided in figure 3.2.2.
Online there is a huge variety of tasks, in the form of an open call: we can find
examples of very simple and independent ones, as clicking «Like» on a Facebook
page, as well as more complex ones like the book translation in our previous
example. Tasks can even be part of bigger projects, as done by [Kawrykow 12] for
DNA sequences alignment. The possibility to exploit human intelligence, much
more powerful than any other computer algorithm, is another great advantage
of crowdsourcing, as it helps in solving very complex problems. To make these
problems simpler and to motivate participants at the same time, gamification
has been proposed; we discuss this point in section 3.4.2. However, boosting
participation with a game requires a lot of effort in making an entertaining game,
that is not as simple as it seems. For the sake of completion, it is important to
underline that unfortunately the power of an intelligent crowd has been adopted
also for malicious purposes, as for massive spam generation and unfaithful reviews
for marketing purposes [Eaton 10, Wang 12]. However we do not dig into this
topic.
Scientific experiments can be proposed in the same way. This strategy has al-

ready been positively adopted, especially where large amounts of data are needed,
as in multimedia quality research where subjective assessments are needed. Crowd-
sourcing showed to be in certain cases a valid cheap methodology [Gardlo 12a,
Snow 08] and consistent with laboratory setups [Figuerola Salas 13]. We conduct
an analysis of the State of the Art in 3.2.3.
The internet offers another big advantage, a much richer demography of partic-

ipants, as they usually come from all over the world. Audience demonstrates big
differences in terms of culture but also in terms of age and level of instruction.
Of course, internet users are much more likely to be reached, but audience is not
limited to them. As we underline later with our experiments, participants back-
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ground is very different :students, engineers, lawyers and freelancers participated
in our experiments, just to name a few. Figure 4.4.11 shows part of works carried
out by participants. In particular, many young students from Eastern Asia are
likely to participate, due to the monetary value of CS pay.
It has to be noted that even if crowd is anonymous and spread worldwide, it uses

blogs to communicate2. This allows the crowd to share information about works
to be accomplished, as give and get suggestions regarding most interesting works
or tasks which malfunction to avoid. The presence of blogs is also very useful for
employers as they can monitor discussions there and retrieve indirect feedback to
improve both their jobs and workers satisfaction.
To conclude, even if CS has many positive points and has been positively adopted

many times, some factors can’t be controlled at all and can cause problems, as we
see in section 3.3.

3.2.2 Commercial projects exploiting unpaid crowdsourcing
By itself, the concept of crowdsourcing can be very broad: also the adoption of
communities that work towards a common objective can be considered as such.
In some cases, community’s objective becomes also a commercial service but the
crowdsourcing comes for free from the users. For example, online projects are pos-
itively adopting this business model [Times 15], like with popular networks to rate
restaurants and hotels: Forsquare3 and TripAdvisor4 contain reviews of people who
have been to a place and want to publicly share their opinions. Later, this data is
used after to rank places and suggest itineraries, providing a service to users plan-
ning a trip. The revenue comes with the commercial exploitation of the service
itself (i.e. advertising). However, the work of the community may also come for
free. This is the case of Wikipedia5, the free encyclopedia, where every user is a
contributor and the encyclopedia is actually written, reviewed and maintained by
crowdsourcing. Less explicit forms of crowdsourcing are exploiting the behavior
of users as an indirect measure for a service, as Google did for partially rank-
ing the web search engine results [Times 15]. Waze6 navigation software exploits
crowdsourcing, both explicitly and implicitly. The former is based on the explicit
feedback that users give when using the navigator while on a trip: user is ques-
tioned when software detects a stop in a trip, i.e. to ask gas prices at gas stations
or presence of incidents / roadworks. However, even just the ongoing journey is an
implicit piece of information gathered in crowdsourcing: speed, direction, path and

2For example in http://www.crowdsourcing.org/directory and related links.
3https://it.foursquare.com/
4http://www.tripadvisor.com/
5https://en.wikipedia.org
6https://www.waze.com/
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more are used to build and maintain road maps (fig. 3.2.3). Another important
example is with Questions and Answers communities, like Stack Overflow7 and
Quora8. In these communities the knowledge of the crowd is adopted to answer
questions input on the platform. A particular remark should be made for social
networks, that under certain aspects they share characteristics of crowdsourcing:
they also gather a large crowd of individuals, providing many outputs. However,
this crowd is usually not anonymous and the common task is not defined. We then
consider social network as a special case but we won’t dig into this aspect. Still,
it is worth to mention some projects between social networks and crowdsourcing
communities as «Photo.net»9. Here the crowd is gathered around the objective of
providing and rating pictures taken by the crowd itself. Pictures are also labeled
and commented by users.

Figure 3.2.3: screenshot of Waze online livemap10, showing the city of Nantes in
the afternoon and real drivers traveling on the ring road. Many
user provided reports are displayed, grouped together (small yellow
bubbles on the map).

The forms of crowdsourcing that we mentioned are voluntary and free: peo-
ple participate to get a free service or to improve the service itself. Section 4.2.1
is dedicated instead to commercial platforms in which tasks are paid. However,

7http://stackoverflow.com/
8http://www.quora.com/
9www.photo.net

10https://www.waze.com/livemap
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participation is huge even in free crowdsourcing services: Wikipedia in English
accounts for more than 25k new articles monthly, reviewed by than 33k active
editors11, StackOverflow provides almost 16 millions answers12 and Tripadvisor
accounts for almost 140 contributions every minute13. The idea of gathering vol-
unteers as participants led researchers to focus on motivation strategies such as
gamification for entertaining participants: we see this point later on in section
3.4.2.

3.2.3 Adoption of crowdsourcing in scientific research
Crowdsourcing has been adopted in scientific research too, providing positive re-
sults. In particular CS has been proven to be very useful when dealing with large
amounts of data, for example in researches that rely on a big ground truth to
train models or with subjective assessments. This last point has been intensively
investigated especially in the domain of Quality of Experience, where human fac-
tors are believed to play an important role in the overall research scope. In this
section we briefly outline first works that adopt this technique, before reviewing
the most remarkable ones that helped us for our research. Analysis of State of the
Art continues also in following sections.
Between the first works addressing CS-like strategies (even if the name crowd-

sourcing came later in time) was the Open Mind initiative, proposed by Stork in
[Stork 99]. In this work the author proposes an initiative based on open source
to build a framework for «large scale collaborative efforts» to address «document
and language understanding, speech and character recognition, and so on». The
initiative considered the participation of non specialist «e-citizens» to contribute
in training and data labeling. Later on, the concept of «distributed knowledge
acquisition» online was under development by von Ahn et Al., who were studying
a way to get a large amount of human labels for images. They developed differ-
ent approaches based on gamification: we review these approaches later in section
3.4.2. However, the term crowdsourcing was not yet coined: it appeared only
when Jeff Howe talked about it later on. At the same time Amazon Mechanical
Turk (AMT), a commercial CS platform opened the year before, was becoming
popular. Scientific research started using it few years later; during the time this
platform became one of the most important and is still highly active today. In
[Kittur 08] authors adopted AMT and investigated the utility of a «micro-task
market» - provided by CS - in order to collect quick and cheap quality assessments
of Wikipedia articles. Their experiments aimed to compare subjective ratings of

11http://stats.wikimedia.org/EN/SummaryEN.htm
12http://data.stackexchange.com/
13http://www.tripadvisor.com/PressCenter-c4-Fact_Sheet.html
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CS versus normal reliable raters: they found poor correlations when not adopting
reliability checks, suggesting that the latter removed outliers effectively. Authors
concluded that this strategy was a promising technique and that special care must
be given to task design. Questions about the reliability of CS were raised at the
same time from other researches: in particular Snow et Al. perfectly underlined
the problem with the title of their work «Cheap and fast - but is it good?: eval-
uating non-expert annotations for natural language tasks» [Snow 08]. This work
focus on quality of non-expert annotations on five tasks related to natural lan-
guage understanding. Their conclusion is that a careful design of the experiment
as well as a careful screening of gathered data can greatly mitigate the problems
and allow them to run reliable tests online.
In the following years CS became really popular and an impressive number

of research publications adopted it: more than 800 are reported only by IEEE
considering conferences and journals. More than 100 are focused especially on
multimedia14. To make an extensive review of these works is out of our scope and
we focus on those that helped us in developing our methodology. For a deeper
review we suggest PhD thesis of B. Gardlo [Gardlo 12a] and the more recent re-
view of Hosseini [Hosseini 14]. We underline that CS has been adopted for both
objective and subjective tasks; while tasks are different, from CS technical point
of view there is no clear difference between the two. Moreover, as underlined in
next paragraph, some strategies can be used for both purposes.

Adoption of CS for labeling

Social context perception of portraits is subjective. However, as explained in
next chapter, we can propose this task as labeling: participants can express their
opinion adopting labels among a fixed set of possible values. This strategy has
already been adopted in CS, where labeling has been addressed many times both
for objective tasks and to express subjective opinions. In [von Ahn 04] image la-
beling has been proposed as game (ref. in 3.4.2) and then proposed aside famous
anti-bot CAPTCHAs for text transcription [von Ahn 08]; in [Welinder 10] labels
considering uncertainty have been adopted for large image databases; in [Loni 13]
crowdsourcing has been attempted for assessment of high level labeling of social
multimedia fashion-related content. The technique has been also adopted to an-
notate videos, as in [Steiner 11]: here the focus is on semantic annotation so that
users are unaware of taking part in a crowdsourcing task (fig. 3.2.4). In Galaxy
Zoo, participants helped in classifying the huge collection of galaxies observed with
space telescopes around the world [Lintott 08]. The project, accessible online, pro-
vides a nice interface to guide the labeling process (see fig. 5.2.4 in section 5.2).

14IEEE Xplore Digital Library, querying «crowdsourcing», retrieved online June 3rd, 2015.
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CS has been proposed also to label stimuli other than images or videos. This is the

Figure 3.2.4: The interface of the browser extension adopted to label video entities
in [Steiner 11].

case of emotional speech assets, labeled in order to gather training samples for emo-
tional speech recognition as done in [Tarasov 10]. Similarly, it has been adopted
to summarize relevant entities in texts, such as news articles [Demartini 10]. Sen-
timent analysis has been addressed with CS, especially where non expert ratings
are sufficient. This is the case of research carried out in [Brew 10], where senti-
ment analysis of online media is addressed with a large scale annotation. Labeling
based on a simple ternary choice (positive, negative or irrelevant feeling) is col-
lected with the objective of producing aggregated statistics for large collections of
news articles. Binary labeling has been adopted instead in [Grady 10] to evaluate
results relevance in search engines. This work investigates different factors influ-
encing CS assessments, notably time, influencing cost and terminology adopted in
the study. Their results are however «largely inconclusive» due to a number of
encountered problems: we see in next section that while CS is very powerful has
many drawbacks to consider in order to make this technique successful.

Adoption of CS for subjective studies

Another use of CS in scientific research is for subjective tests, where a large number
of participants are welcome. This technique is also interesting as it allows to
collect subjective evaluations from a much broader and heterogeneous audience
than the one accessible within a normal laboratory environment. Among the first
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to address the topic there is Tobias Hossfeld et Al.; their research is a reference in
the field. For many years they addressed different aspects of CS. In [Hoß feld 11c]
they proposed a crowdsourcing based QoE assessment methodology and applied it
to YouTube QoE assessment, validating again CS also for multimedia subjective
assessments. It also underlined how CS allows the study of demographic factors
differently than in lab studies. Also, their works conducting statistical analysis
on CS commercial platforms are important ([Hoß feld 11b], [Hirth 11b]). In this
last joint study they underlined the difference between posted jobs on platforms
- in terms of time and cost - but also important differences especially between
provided workers, regarding demographics. Their study produced guidelines for
all the actors of CS: platforms operators, employers but also workers. Hossfeld
and Hirth also addressed the problem of unreliable participants in CS, proposing
cheat-detection mechanisms [Hirth 10]: we discuss more about this work in section
3.3.1.

3.3 Crowdsourcing negative points
While crowdsourcing has many positive points, it also has many negative points. In
our previous example of crowdsourcing a book translation, we made a fundamental
implicit assumption: that the achieved quality was equal to or at least comparable
between the normal translation and the CS solution. However especially this may
not be the case in crowdsourcing. Table 3.1 summarizes the main problem found
with possible countermeasures. Current section summarizes main problems in CS,
underlined in literature or found in our practical experiences. Part of this work
has been adopted as input to the joint Qualinet white paper on Crowdsourcing
Good Practices ([Hoß feld 14]).
Crowdsourcing is mainly affected by two important negative points: firstly, par-

ticipants are unreliable, as they perform proposed tests without supervision, and
secondly because participants’ context is unknown, both in terms of hardware or
connection and environment around. Participants can be unreliable as they make
mistakes due to lack of attention or misunderstanding of the instructions given,
especially if these are not in their native language, or by a dishonest behavior
([Gadiraju 15]). In fact, participants are paid by task and people can try to maxi-
mize the revenue minimizing the time per task. As said by Gardlo in previous cited
work, “While workers from under developed countries are very likely to depend
on the money earned [. . . ], workers from very high developed countries normally
work “for fun” or to earn a little extra money”. However, control systems have
been increasingly put in place by both employers and platforms. Workers are also
paid by correctness of results. For example in Microworkers, participants may be
asked to provide a proof of task completion to get paid (proof of completion),
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and this is given at the end of the task itself under certain conditions. These
conditions are imposed and measured by employer, supposing the correctness of
a work is measurable. If possible, this is also done in real time through software.
To this extent some researchers proposed cheat detection mechanisms in order to
measure the attention the worker is paying to the work. We talk about them in
next section.
Another point to underline is that participants can prematurely withdraw from

the test: participants are usually much less motivated in CS than in laboratory,
so if jobs last too long for the pay they will be likely to withdraw and participate
to more rewarding jobs. A remarkable example is given by [Keimel 12], where
paying only 0.08$ to evaluate 28 videos resulted in having «only 7% of all workers
assessed the complete test set and 83% of all workers finished less than half of
all videos». Pay and stimuli number/required time for completing the experiment
must be considered carefully. Moreover, a fatigue effect can impair results, so long
experiments should be avoided in any case. Crowdsourcing experiments should be
no longer than 5 to 10 minutes [Redi 13b, Hoß feld 14].
Without supervision, users can easily skip non-compulsory tasks: if users are

free not to perform a particular action in a CS job, they probably will skip it.
For example, this is what happened in [Keimel 12], where users weren’t checked
actually viewing videos before rating, leading to incorrect user behavior. We found
the same problem in our first pilot study: helping users with pre-compiled forms
leaves the opportunity to use the default value even if wrong (ref. sect. 4.4.2).
However reliable participants alone may not guarantee 100% reliable results.

While in-laboratory participants have a well-defined environment, their context
and hardware adopted to participate in crowdsourcing can vary greatly from user
to user. Moreover people can participate from wherever they want and some
environments can be unsuitable to participate. For example, in the case of users
participating with small screens unable to display our contents. Very different
devices are used by participants; some parameters can be detected and checked
but for others we need to rely on other elements, as «a posteriori» controls on
results useful to detect outliers.
Crowdsourcing can also pose problems regarding the difference in both devices

and Internet connections adopted to participate. This point can be both a positive
feature as we have participants from anywhere in the world, but is possible that
they have much slower connections - that can impair the normal execution of a
test15. Differences exist also in terms of devices: screen size, gamma, resolution,
luminance and contrast, audio quality will change, especially if we consider mo-
bile devices. These factors can bias experiment results especially when dealing

15A factor of 10 has been shown on average internet bandwidth available between CS users from
Asia and Europe [Hoß feld 11a].
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Figure 3.3.1: Detected screen resolution of a part our tests’ participants, N~1800
(preliminary tests plus study described in chap.5).

with multimedia researches. On the contrary, if these factors are properly taken
into account (i.e. measuring device characteristics with automated software dur-
ing an experiment), they can be very useful in research. Interesting statistics on
connections and devices differences between different regions of the world are re-
ported in CS by [Gardlo 12a]. Our measurements for preliminary study and main
experiments (ref. chap. 4 - 5) are shown in figure 3.3.1.
World wide participation leads to another possible problem: participants demo-

graphic unbalance. A huge amount of participants come nowadays from East-Asian
Countries near India, Bangladesh and Nepal. This fact has been noted by differ-
ent researches, as in [Hirth 11b], and also by our studies (ref. 4.4.2)16. While
this fact is not a problem per se, it can become a problem in experiments where
cultural biases play a role. Research on multimedia quality assessment started
to consider these as influential factors, without detecting any significant impact
of other factors like «age, level of internet usage or content type»[Hoß feld 11c].
The main cause of imbalance is money; the small economical rewards in CS are
indeed important in poor Countries. To mitigate this problem, some platforms
allow to exclude/select Countries for experiments. Another possibility is to mod-
ulate allowance rate, that is the number of participants allowed per unit of time17,
taking into account timezones. In particular, as those in developing countries are
mainly in Eastern Asia, their activity will be prominent during hours that corre-
spond to night in Europe. This time zone difference can then become important

16Participants’ distribution strongly depends on practical factors such as the platform and the
timezone too. We refer here to the case of European CS platforms (i.e. in US Mechanical
Turk only allows US residents nowadays).

17Microworkers platform calls it “Campaign Speed” and allows to modify it dynamically.
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to help in selecting a particular area of the world. However this factor alone is
not enough; developing Countries’ users have been reported to participate slightly
even during the night [Hirth 11b]. Particular attention is required to choose when
to launch an experiment online, not only in terms of timezone but also considering
holiday periods, different from Country to Country, that can affect participation
demographics.
These factors bring the need to check CS gathered data and participants during

and after the experiment, as we will see in next section. However, some problems
are related to practical implementation; the choice of CS platform and software
framework adopted, topic of section 4.2, is particularly important.

PROBLEM COUNTERMEASURE
Unreliability of participants Reliability tests / honeypots
Unknown device adopted Preliminary technical checks in

frameworks
Poor motivation Adoption of motivation

strategies
Need of shorter experiment

length
Cut experiments in parts

Participants demographic
unbalance

Paying attention to experiment
pay and start time; actively limit

participations

Table 3.1: Summary of crowdsourcing problems and possible countermeasures.

3.3.1 Reliability checks
Previous considerations underline that proper reliability checks should be designed.
In the simplest form, they are based on delivered jobs analysis. More intelligent
strategies involve content related questions or traps within tests. While an official
nomenclature is missing, many times literature addresses hidden traps as ’honey-
pots’18, referring implicitly to the fact that people are ’lured’ into something that
is instead forbidden. A clear example can be asking to fill a questionnaire but
leaving the possibility to skip it.
Content related questions have been adopted since the first adoptions of CS,

when [Kittur 08] found improvements in results asking participants to answer ver-
ifiable questions regarding stimuli before rating them. As proposed stimuli were
18In this work we will adopt the term with the general meaning of reliability check if not differ-

ently specified.
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Figure 3.3.2: Interface of study [Keimel 12]: videos are presented aside and should
be played by participants. However the task can be skipped («Sub-
mit» below). SOURCE original paper, courtesy of authors.
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news articles, researchers added four content related questions. Not only they
found a bigger correlation with normal evaluations, but they also found a big-
ger withdrawal rate: it is likely that participants who just wanted to earn some
quick money ended the test as soon as they discovered that indeed they must
pay attention to the task to earn the wage. As we will detail later in 4.4.1, we
adopted the same technique of content questions to screen participants in our pilot
study. Instead in [Isola 11b] authors adopted ’vigilance tasks’ proposing repeated
assessments of the same images. This strategy allows to continuously monitor
participants. In [Kuikkaniemi 11] consistency checks between different portions of
same task are considered: tasks staked in levels, in which upper tiers are dedi-
cated to validation of completed tasks. This ’peer-review’ achieves better results
quality exploiting redundancy and the large number of participants available at
a low price. Also Hirth et Al. [Hirth 10] addressed the problem of unreliable
participants. Notably, they proposed two strategies: a majority decision based
algorithm and an approach with a control group. The first method just considers
the results provided for the same task by different workers and compares them.
The second one instead adopts a two stage work, where in the second stage a group
of workers control the work provided by a first worker. However, in their models
the hypothesis is that only cheaters submit wrong results, as their methodologies
do not consider accidental mistakes. Both approaches are useful to detect outliers
in objective assessments, i.e. in image classification. Indeed in case of subjective
assessments we have some problems with their approach: a majority decision will
definitely threshold the assessment while a control group won’t be possible, as the
two groups of workers may disagree; this would be perfectly possible due to the
inherent subjectivity of the task. Nevertheless, the limits of subjective preferences
variability are not straightforward to chose. Their choice could sensibly change
the final outcome.

3.3.2 Evaluating collected data
Even with proper reliability checks, multiple factors influence reliability of results.
Data evaluation techniques have then been proposed for CS, either re-adopting
existing techniques for general data analysis or exploiting the large amount of
cheap data available in CS.
In CS data labeling high uncertainty is usually present as it is affected by the

presence of bad annotators and because evaluators are a non-expert untrained
crowd19. The challenge is then to identify «good annotators» [Tarasov 10]. For
this reason raters evaluation has been subject of study: self-confidence scores have
been proposed to improve labeling quality [Oyama 13], as well as strategies to
19We consider here only objective clear labels.
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learn labeling accuracy from provided CS data [Donmez 09]. Nevertheless, these
strategies are based on the hypothesis that labels are objective and that we can
define golden standards to infer reliability. We cannot apply these when adopting
labeling to measure a subjective quantity. Other reliability evaluation strategies
proposed for CS focus on raters consensus [Brew 10] or adopt repeated labeling
[Sheng 08]; the latter is particularly interesting in CS due to the very low price of
labels. Especially [Karger 13] addressed the problem of finding a good trade-off
between reliability and redundancy adopting inference algorithms. Their mathe-
matical algorithms are completely data-driven and useful to find good quality data.
Also proper noise filtering in CS collected data has demonstrated to be effective:
in [Nowak 10] authors investigate the reliability of CS image annotations making a
comparison with labels provided by experts. Authors have proven that the overall
influence of different label source on dataset evaluation is small, while the agree-
ment varies a little depending on metric used. They adopted different statistical
tests, such as Kendall Tau and Kolmogorov-Smirnoff correlation, to evaluate the
different groups of data and adopted a majority vote to filter noise.
In order to improve collected data quality, research investigated the fact that

participants are not really motivated to provide good data. Mainly it’s because
they have no personal interest in the work, but also because of the low price that
is usually given in CS: willingness to provide a good impression is low. Moreover
participants feel to be much less controlled than in normal laboratory conditions
as we underlined before. This is why another point investigated for improving CS
is related to engaging the user to motivate him, as discussed in next section.

3.4 Motivating participants
Motivating the participants in crowdsourcing is fundamental, as they are much less
committed than regular dedicated workers. For this purpose, economical rewards
are important, however one of the positive points of crowdsourcing is the eco-
nomical advantage in respect to traditional studies. As an alternative, researchers
also investigated other incentives in CS, such as gamification strategies, that have
proven to be important incentives in CS20.

3.4.1 Economical incentives
Monetary compensations are the simplest way to reward good workers in CS
[Kuikkaniemi 11]. This is done with higher wages but also with bonuses; platforms
20Another possible motivating point is the CS participant «fame» on a platform, like a raking

that rewards good workers. However not every platform provides this possibility and it is not
as much adopted. For these reasons we do not discuss about it here.
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like AMT and Microworkers already give this opportunity after a job review. This
strategy can be valuable, as underlined by the experiments of [Grady 10]: «higher-
paying HITs or HITs with bonus opportunities may correlate with greater Worker
effort». A better paid worker is (usually) a happier worker. However successive
studies questioned this point, studying productivity adopting stringent margin of
profit for workers: this factor can push workers to lower the quality of their contri-
butions [Kazai 12]. Even if they confirmed that workers were more satisfied with
a higher pay, they also underlined that low pay tasks do not attract participants
who just seek money from CS, thus being less affected by malicious non-interested
workers. Recently the importance of adopting alternatives to economical rewards
has been investigated in [Redi 14]; in this work authors investigate if is a paid
crowd is better than a volunteer crowd. Within the scope of rating aesthetic
appeal of images, they recruit volunteers from their Facebook friends and paid
workers on a commercial platform. Results show that monetary reward do not
imply at all a more reliable work but only push workers to complete it - to get
paid. A better quality is given by volunteers instead, as the less motivated can
withdraw more easily. This result is confirmed by the work in [Gardlo 12b], where
authors made a comparison between Microworkers and Facebook: non-paid users
of Facebook seems to better understand the task. It is not possible to say if this
is due to a higher volunteer motivation.
This small review underlines also that there is not a well-defined guideline lead-

ing this strategy but more empirical experiences and golden rules. To conclude,
economical incentives can play an important role as incentives but we have to keep
in mind that CS is interesting also for its economical advantage. If costs are higher
it won’t be more useful - economically speaking - than a laboratory study.

3.4.2 Gamification
Very early in the development of CS, gamification has been suggested as a powerful
incentive: games have always channeled huge amount of energy and efforts of
players. To focus these energies into useful activities, the so called Games with
a Purpose (GWAPS) have been proposed and realized for scientific researches
[von Ahn 06].The very first effort in this direction was done by Luis Von Ahn
with the ESP Game [von Ahn 04]. Adopting human computation to label images,
the ambitious objective was to «label the majority of images on the World Wide
Web». The game was meant to be played between pairs and the objective was to
guess what was the label that the partner has given to a common image. The fact
of guessing the thought of the opponent, as with an «extrasensory perception»,
gave the name to the game. Users were provided with a labeling interface online
showing the image itself with game elements (i.e. scores and time elapsed) as well
as some ’taboo words’ that should not be used to label the image. Those were there

66



3.4 Motivating participants

to ensure that each image would receive as many tags as possible. Taboo words
were taken by previous game sessions automatically, based on previous adopted
tags. Successively the ESP game was acquired by Google, with the goal to build
better image search engines exploiting metadata. Figure 3.4.2 shows its interface.
The game, called Google Image Labeler, ran for five years before being shut down
with the whole connected project21. While Google labeling project ended, the
same concept has been renewed for art (i.e. fig. 3.4.1), in the Artigo Project22.
Unfortunately initial project suffered from the presence of outliers; however these

Figure 3.4.1: screenshot of an Artigo session, showing the gamification applied to
an art piece labeling. SOURCE: our screenshot of a session from
Artigo website.

latter were real malicious workers providing wrong tags with the purpose of –
probably – influencing search results. Google noticed this while testing the game
worldwide. After few months, Google changed the playing strategy in order to
avoid this behavior. Results provided before had to be filtered out and many
images targeted from malicious workers had to be removed. However Von Ahn
team planned in the original game some outliers detection mechanisms, but those
where mainly focused on avoiding cheating in game. This is a very good example
of how important it is to forecast all scenarios in crowdsourcing as gamification
by itself is not a solution for all problems related to participants. A prevention
strategy must be adopted in these systems to avoid outlying behaviors. Later on,
the same team developed another game, Pekaboom, following the same approach
from the ESP game. The aim was to locate objects in images for labelization
21Official webpage removed, official information on http://googleblog.blogspot.fr/2011/09/fall-

spring-clean.html, retrieved Sept. 2015
22Artigo, http://www.artigo.org/, retrieved on June 2, 2015.
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purposes; even if the game was not focused on CS in particular, it was meant
to be played online, providing top scores and ranking lists as an incentive for
participation.

Figure 3.4.2: screenshot of a Google Image Labeler session, showing the gamifi-
cation principle applied to labeling. SOURCE: Wikipedia, Google
Image Labeler, fair use copyright policy.

Another remarkable example of gamification is the work done by Borsboom
[Borsboom 12]. In this work the author recreated the Guess Who game by Hasbro
in order to label emotions on face images. In brief, the original game consists in
guessing which person, between a fixed set of people, was selected by the opponent.
The first player to guess the other’s choice wins. In each round participants ask a
question regarding the physical aspect of selected person, like if he has glasses or
not. In this case researchers replaced the physical aspect with facial expression,
with the aim of labeling pictures. Laboratory experiments showed that the game
could provide useful results, as expert and non-expert assessments were compa-
rable. No result is however given for an online CS campaign; we do not know
if future trials in CS have been proposed in literature. However, some problems
may affect the game, as such a strategy imply the presence of two subjects at the
same time or of an automated computer opponent 23. While these alternatives are
feasible, they limit the easiness of CS.
Games have been proposed also in order to solve complex problems, addressing

these as puzzles. Project Phylo24 has the aim of solving complex DNA align-
ments adopting a game in which participants align colored blocks following simple
rules[Kawrykow 12]. In two years, more than 12000 participants participated in
the game, improving the accuracy of alignment by 70%. Figure 3.4.3 shows a part
of the interface.
23Even if VonAhn proposed in previous citation also pre-recorded games to play in solo.
24Project web page, http://phylo.cs.mcgill.ca/, retrieved June 2nd, 2015.
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Figure 3.4.3: a screenshot of project Phylo tutorial, showing how to align the
blocks - that are DNA sequences in reality. SOURCE: official website
project

Games for crowdsourcing enhancement have also been proposed for social net-
works, to boost participation. In [Riek 11] authors propose a Facebook-based
game to label multimodal affective video data. The game, called Guess What?,
showed videos to participants and then asked a question about it. The main aim
was to earn as many points as possible giving correct answers in fixed choice ques-
tionnaires. To gain even more points, participants have to provide an answer that
they think most people gave. Questions were aimed at labeling video context, so
for example possible questions were about the time of day or location of the video.
The game was tested with an initial pilot study where only 33 people participated
in the labeling, that data was adopted four years later in [O’Connor 15]. At the
best of our knowledge the game did not gain popularity and wasn’t reused in fu-
ture. We cannot know if it was the game that did not prove to be so entertaining
to boost participation as expected.
This literature underlines that, for making gamification a winning strategy, a

lot of effort must be made. Moreover, Social Networks integration may help,
but it needs a good advertising strategy. Making a game that really entertains
participants is not a simple thing; it may happen that more effort is required by
the game design than by the CS experiment itself. Thus, gamification strategies
have been left aside at first.
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3.5 Conclusion
Reviewed literature underlined that crowdsourcing is effective and efficient also
in the image assessment field, notably for Quality of Experience. While many
factors must be taken into account, as some negative points are present, some
known and useful countermeasures have been proposed. In particular, task (ex-
periment) complexity, required time and participants pay are among the critical
factors underlined. Gamification strategies can be planned, but it is not an easy
task. Proper reliability checks and data quality evaluation strategies must be
adopted to avoid unreliable participants, even if participants are more engaged by
a game. In the end crowdsourcing appears much more valid to carry this type of
research in respect to electrophysiology measurements.
The review described in these pages allowed us to acquire the methodology in

theory, but practical considerations too have to be taken into account in order to
adopt crowdsourcing; these are described in the next chapter, together with our
crowdsourcing pilot study.
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Keypoints

Keypoints

Context

o Crowdsourcing has been underlined to be a useful tool both for commer-
cial purposes and scientific research.

o Reliability problems have been however underlined.

o Countermeasures to problems have been proposed, both in the form of
reliability check and incentive strategies.

Contributions

o State of Art of crowdsourcing for scientific purposes, underlining both
positive and negative points.

“Every solution breeds new
problems.”"

(Murphy’s Law)
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Chapter 4

Adapting crowdsourcing for social
context evaluation

In this chapter we discuss how to exploit crowdsourcing in practice for our research
purposes. After the literature review in previous chapter, we decided to use crowd-
sourcing methodology: we outline here the practical needs - stimuli, platforms and
frameworks - and we explain the design of our dedicated tools for running experi-
ments. This chapter contains also the description of our pilot study with portrait
images carried out in crowdsourcing in order to validate the methodology. Work
done has outlined many pros and cons that have been partly adopted as input for
the Qualinet task force on Crowdsourcing (ref. Annex A).

4.1 Introduction
In previous chapter we investigated crowdsourcing, a relatively new technique al-
ready proven to be effective in research. This novel technique offers many positive
points at a reasonable price in terms of efforts. As said, in order to run crowd-
sourcing experiments many practical considerations must be done. This chapter
deals with these points, describing three elements that must be examined in order
to run crowdsourcing experiments: a platform to gather participants, a software
framework to propose the actual experiment online and of course a data set for our
purposes. We start reviewing available commercial platforms to collect, manage
and pay experiment participants (ref. next section). Successively (ref. 4.2.2.2) we
discuss about experiment implementation talking about available software frame-
works and our developed solution. Later on we focus on the data set to use con-
sidering our research on face portraits. In fact, important scientific considerations
(i.e. the kind of stimuli to use) but also legal considerations (i.e. licenses, privacy
policies) must be done as the experiment runs online and worldwide (ref. 4.3). In
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this chapter we explain also a pilot study we run to test our design and methodol-
ogy in section 4.4. This experiment confirmed the usefulness of the crowdsourcing
strategy. Next chapter deals with the adoption of this methodology to collect
social context evaluations.

4.2 Platforms and frameworks: tools to run
crowdsourcing tasks in practice

As explained in previous chapter (ref. 3.2.1), participants of a crowdsourcing task
are gathered online and then redirected to the task in exchange of a pay. Conse-
quently, to crowdsource a job in practice, two elements must be considered other
than the needed data itself: a platform to recruit participants and a software
framework to host the task. These two elements are the topic of next two subsec-
tions. Of course, physical requirements in terms of equipment (i.e. a server) must
be considered too, but are not part of this dissertation.

4.2.1 Online commercial platforms for crowdsourcing
Specific platforms have been developed for online paid crowdsourcing. In this
section we will briefly outline the most important; it is not our purpose to describe
them in detail but to introduce the CS technique in practice.
Platforms collect small tasks provided by employers and gather huge crowds of

people willing to participate. Adopting Amazon Mechanical Turk self-definition,
they are «marketplace for work that requires human intelligence»1. Platforms
take care about paying workers after successful completion of tasks: employers
pay directly the platform in advance , who takes part of money for itself and
redistribute the other part to workers.
In this case tasks are explicit, clearly defined and paid. Moreover they are

usually simple and short, but these factors may vary with the associated reward.
Typical examples are related to online engagement, as liking a Facebook page,
providing positive reviews or generating traffic as clicking on banners. Some of
these activities are clearly against Terms of Services of some internet services
(i.e. clicking on advertising banners for money) and are usually banned by some
platforms. However many other activities are allowed in practice, even if they are
malicious practices (i.e. bias product reviews).
Between the most important platforms for crowdsourcing there are Microworkers

and Amazon Mechanical Turk. Their commercial model is simple: they charge a
1Amazon Mechanical Turk general question and answers,
https://www.mturk.com/mturk/help?helpPage=overview
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fee for every job posted by employers on their website and sometimes host also
advertisement. For example, AMT collects a 10% commission on top of the amount
paid for a worker. The choice of the platform to adopt depends on many factors,
as legal constraints (i.e. the residence of the employer for fiscal reasons), the kind
of work to carry on as well the audience that should be addressed for it. In fact
while the crowd is anonymous, some restrictions are possible to target specific
geographical areas.
Considering current scientific literature, AMT and Microworkers are by far the

most adopted ones. Amazon Mechanical Turk (AMT or MTurk) is the oldest
platform, and currently offers more than 300.000 jobs2. The job posting procedure
is very easy, suggesting employers how to use the service with clear guidelines.
The service proposes CS for different purposes, as collection and verification, items
classification (products, images ...), surveys completion and content creation and
moderation. While this platform is very active and reliable, the main drawback
is that some restrictions are present for payments due to the fact that the service
is hosted in US. Employers and workers have limitations on payment accounts,
as bank accounts must be enabled for particular transactions on US - so most
of times a US bank account is required - otherwise the only way to pay is with
Amazon gift certificates. This limits somehow the demographic composition of
the platform: in an interesting demographic study on AMT platform Ross et Al.
found that almost 60% of workers are from US, while the other part was mostly
from Eastern Countries of Asia and a small part from UK [Ross 10]. Authors
discovered also that almost half of workers are students, and the average worker in
AMT is a young woman with a bachelor degree and low income. Mainly a worker
there gains around 5 dollars a week working up to 5 hours per week. Ross et Al
concluded that however people on AMT are not representative of US population.
Still, AMT has been adopted in a very large amount of works; in [Maji 11] for
annotations, in [Alonso 09] and in [Grady 10] for relevance assessment as well as
in [Nowak 10] for CS data evaluation.
Microworkers is another very powerful platform, especially in Europe3. Different

scientific studies helped the platform itself; these also contributed to its develop-
ment [Hirth 11b, Gardlo 12b, Redi 14]. Mainly participants are from eastern Asia,
as confirmed by B. Gardlo and also by our studies. Between its advantages, there
is the lack of limitations on money transfer. The platform offers also an improved
job posting to aim for a selected group of workers. With this kind of campaign,
called ’Hire Group’, the employer can select a group of workers to accomplish a
task. This group can be built for example with a basic campaign after reviewing
results and selecting most efficient/reliable workers. It is not purpose of this doc-

2https://www.mturk.com/mturk/
3http://www.microworkers.com
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ument to review this platform in detail; interested reader can find a good review
in [Hirth 11b].
Privacy issues are also to consider as CS platforms may forbid some data collec-

tion practices. For example, Microworkers explicits it in the terms of service: it’s
forbidden to “harvest, collect or use addresses, phone numbers or email addresses
or other contact information of users”. Explicit authorization request to partici-
pants is then required. This point poses problems regarding user localization and
the possible cultural studies with this info. Asking directly the user is possible,
but it is not possible to be sure of data reliability.

Figure 4.2.1: main page of Microworkers, showing available jobs.

For the sake of completion, we mention also less adopted platforms, at least in
multimedia related researches. ShortTask4 is a quite recent CS platform born in
2011. It is until now mainly adopted for exploiting human intelligence to carry
online researches and articles writing. Apparently they do not enforce any restric-
tion against malicious jobs (i.e. spam) [Wang 12]. No other remarkable uses have
been found in literature. Crowdflower5 is another woldwide known platform, gath-
ering workers from more than 200 Countries. Based in US, Crowdflower focuses

4www.shorttask.com
5http://www.crowdflower.com/
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mostly on tasks related to data collection, review and labeling, integrating content
questions mechanisms: recently it has been positively adopted for Twitter content
analysis [André 12].
All these platform allow the employer to review submitted jobs. This is useful

of course in order to check results at the end of a campaign to refuse improper
submissions and also refuse to pay respective workers. Review allows also to check
ongoing campaigns (i.e. detecting errors in job design) and to note good workers
to contact again in the future.
Based on the researches reviewed, the possibility to contact Hossfeld team and

the lack of limitations on bank accounts with Microworkers platform, we finally
adopted this platform for our study. Table 4.1 summarizes main pros and cons of
platforms.

PLATFORM PROS CONS NOTES
Amazon MT widely adopted problem without US

bank account
Microworkers widely adopted;

tasks are well
structured

the most
versatile and
used in EU

Crowdflower well known for data
collection and

labeling

still focused on US

ShortTask focused at a wide
variety of human
intelligence tasks

no malicious jobs
restrictions

Table 4.1: Summary of CS platforms.

4.2.2 Frameworks
Participants from the crowdsourcing commercial platforms will then be redirected
to the task. Then, in order to run particular tasks, a dedicated system should be
done by the employer. We call this system «framework», even if «CS engine» is also
another possible name. However, a clear nomenclature is missing still at the best
of our knowledge6. As we are interested in running online research experiments
in crowdsourcing, we need a framework to host our task. Here we review existing
ones before outlining our personal solution.

6In some cases also these systems are called with term platform, as in [Figuerola Salas 13].
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4.2.2.1 Available frameworks

We underlined before that in online crowdsourcing people participate connecting
to the CS platform through their devices. The worker is usually redirected to a web
page describing the job and after having accepted the work he must accomplish
the task and provide at the end a proof to the employer; this proof is sometimes
mandatory as it helps in checking the work accomplishment. Focusing on the
job to accomplish, when this is more complex than carrying out some activities on
existing websites (i.e. posting a comment on a forum), it is usually done directly on
a dedicated web page made by the employer. To continue with our book translation
example, the CS participant must be provided with a method to translate one page,
like a series of steps to follow in order to read and send the translation or a tool
in which directly input the translated text. While many possibilities may exist,
the simplest is always the best option, especially in crowdsourcing7. We have to
consider in fact that an automated system would be preferred, as if we need a lot
of participants a manual strategy (i.e. sending via email the pages one by one)
would become quickly unfeasible. However, a complex automatic methodology has
its disadvantages, especially because can take more time to be ready and it is error
prone.
For these reasons the common solution is the adoption of a single online web

page to do all the tasks. This strategy is today the most commonly adopted
also for research purposes and sometimes required for the employer to propose
particular tasks in CS platforms. This web page must be able to manage all the
processes related to the job itself, from the acceptance of participations to the
results submissions and proofs check as said previously. It then needs to perform
a much more complex task than a simple web page. We will then refer to this
complex system as framework to indicate that is a software solution in which
different elements interact between them to perform the task. However, it has to
be noted that an official nomenclature is still missing at the best of our knowledge.

Different crowdsourcing frameworks already exist in research. They are mostly
related to QoE research, due to the interest that this branch has additional in-
fluential factors (i.e. user context) on multimedia assessments. Many of these
frameworks are private and have been adopted only by developers for particular
research works. This is the case for example of first CS studies, like with the Java
Applet running the ESP Game [von Ahn 04]. Between the oldest publicly pro-
posed framework there is Quadrant of Euphoria, realized by Chen et Al [Chen 10]
in 2010 but already developing since 2009 [Chen 09]. This is probably the very
first public framework for these purposes. It is focused on Quality of Experience

7Supposing that it provides effectively the result, of course.
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Figure 4.2.2: Quadrant of Euphoria interface, as displayed to users. SOURCE:
original work, [Chen 10].

assessments, and it allows to run online experiments through authors’ online page,
adopting their server and interfaces. However, possibilities are quite limited in
terms of methodologies that can be adopted and it is not customizable at all. In
particular, it does not adopt honey pots and reliability checks are based only on
pair comparison transitive property. Other honeypots features have been instead
added in authors’ newer work, that proposes a trusted framework focused on cheat
detection mechanisms [Wu 13]. However, those are focused on pair comparisons
and other testing methodologies are believed not to allow a trustable framework as
with this methodology. QualityCrowd framework [Horch 11] was instead developed
keeping in mind the possibility of technical issues with internet video evaluations
and results comparison with laboratory environments. As underlined by Figuerola
in [Figuerola Salas 13], this framework offers the advantage of an hybrid approach
stimuli rendering based on participant’s browser capabilities. Another web frame-
work for subjective tests has been done recently by National Telecommunication
and Information Administration (NTIA) in USA. The Web-Enabled Subjective
Test software (WEST ) has been developed last year with the objective to allow
researchers to «conduct subjective tests on multiple devices with aggregated data
collection and reporting »[Catellier 14]. It focuses on technical aspects, allow-
ing tests on both personal computers and mobile devices, adopting modern web
browsers functionalities. This OpenSource framework is currently available online
for everyone to install it on a server and run experiments8. One interesting point

8Available on GitHub, https://github.com/NTIA/WEST, retrieved on 02 June 2015.
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in which it differs from other frameworks is that instead of following as much as
possible protocols imposed by international ITU standards for testing conditions,
they prefer to drop some constraints by purpose in favor of offering an experience
that is closer to real viewing conditions out of the lab. Only four video testing
methodologies are implemented at this time.
Other generic web based data collection tools exist too. Those are not focused

specifically on large scale online CS but they can be adopted also for this purpose.
This is the example of Tally, published in [Jain 13], which source code is available
online. This framework is a web based tool to automate subjective video experi-
ments. It focuses on video displaying issues, as synchronizations issues, resolution
limitations and interfaces design. However many features that crowdsourcing re-
quires, as previously mentioned completion codes, are missing in these multi pur-
pose generic tools. To complicate the situation, experiment configurations have
to be done through configuration files hard to understand for who’s not into orig-
inal development. Only QualityCrowd offers a web interface to interact with the
test, but it’s limited and stimuli to be displayed must be managed manually per
session. Experiment sessions have to be manually prepared and separated before
launching the job online. While this may seem a normal execution, in some cases
where many intra-observer conditions must be respected (as in our experiment,
ref. later) this is practically unfeasible. As all customizations must be coded,
sometimes it’s faster to rewrite the whole system than add something to it.

4.2.2.2 Design and realization of a dedicated CS framework

We developed a dedicated framework, considering already existing frameworks as
well as problems underlined in previous chapter. This choice offers more flexibility,
more control over the whole process and freedom to run the particular kind of
experiments. This tool has also the advantage of being expandable for successive
experiments. However this choice takes more time than adopting an existent tool.
Developed framework allows to manage essential CS features (notably run exper-

iments online through a web browser) as well as to easily expand or add functions.
It is composed of different «modules» interacting between them on a server9. The
aim is that each part of the software can be seen from the other parts as a black
box, and adopted knowing just its inputs/outputs. These modules can be enabled
or disabled depending on needs.
Main functions are modules too, even if are not meant to be disabled. The first

basic functions are the system initialization and welcome screen, that run when
9The framework is written in HTML, PHP and JAVASCRIPT. This design allows to let the
framework run on a simple web server such as APACHE. All tools used are completely
free of charge, allowing a laboratory to run crowdsourcing tests at no cost (except paying
participants).
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participants arrive from a crowdsourcing platform (i.e. Microworkers). These
modules take care of saving basic information about the user arrival and it’s ac-
ceptance to participate the test. They also perform needed functions to retrieve
stimuli for next experiment phases. The second part of modular functions is re-
lated to propose the user a questionnaire, in order to gather demographic infor-
mation. At the same time it collects information regarding participants’ hardware
(notably screen resolution and Internet browser). The third part is instead de-
pendent on the methodology that a particular test requires, as it deals with the
experiment to carry. Different modules can collect data with different methodolo-
gies (i.e. Absolute Category Rating, Pair Comparisons). A module showing on
screen instructions is common to every experiment; the experimenter must pre-
pare a graphic overlay to show on user interface. Data is stored in a database10,
allowing to retrieve data easily through queries and to adapt experiment in real
time where needed. For example, this allows to detect sessions that have been
ended prematurely (i.e. users withdrawing from the experiment) and react ac-
cordingly. Data regarding previous users is stored in the same way, allowing us to
track participants between different experiments and easily conduct statistics on
participants. Reliability checks can be still on a modular base but in our work it
has been easier to integrate them inside the other “methodology” modules, being
really dependent on the ongoing research. Another module is meant to distribute
proof of completion accordingly, needed to screen results.
Modules required to allow connections with social networks are only drafted as

real time connection between our experiments and social networks is not interesting
at the moment. Figure 4.2.3 shows the general scheme.

Figure 4.2.3: schema of our crowdsourcing framework.

10MySQL on the same server
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The framework has been tested and positively adopted in our research. The first
study adopting it is explained in next section.

4.3 The data set: portrait sources for research
purposes

The third element to consider is of course the data set of stimuli to evaluate. We
discuss here about this point because adopting crowdsourcing imposes more atten-
tion especially in terms of pictures licenses and privacy: there is no control over
experiment participants and their behavior (i.e. they can download and use the
pictures elsewhere). We summarize here the review of available portrait sources,
leaving the extensive discussion in Annex F. choices Second, because we use the
two data set we built immediately after for the experiments. The first data set is
described in this chapter (ref. next section) while the second is described in the
next chapter.
Section 1.3.1 underlined our interest in face pictures including complementary

information regarding the context, like a part of a person’s torso and partly show-
ing a background. Hence, we looked for amateur or semi-professional pictures,
reflecting less formal and "posed" portraits - a characteristic that we suppose in-
fluence subjective context perception. We also investigated if different portraits
are available depicting the same subject, as this would help in the study of influ-
ential factors. Scientific research already addressed the need of image databases
for different purposes, as to study image classification, automatic labeling and
quality assessment just to name a few. Many image sources containing portraits
are available, each with pros and cons. In our review, we outlined four big cat-
egories adopted in research: public image data sets, personal collections, online
open resources and in-laboratory shootings. The first category features image
databases adopted in scientific literature that contain face images. This category
has plenty of examples; table F.1 and following in Annex summarize the most
important ones. On one hand with available data sets we can have a large num-
ber of depicted subjects but with very few different contexts for each one. Some
sets offer more pictures of few subjects, but pose some problems (i.e. containing
famous people pictures or featuring small portraits). More important, databases
are mainly focused on the face only as their purpose is mainly for face detection,
recognition and pose estimation. As such, they provide e.g., a neutral facial ex-
pression against a white background, or on full body portraits. In order to focus on
the social context evaluation, we cannot take these as stimuli source. The second
category on other hand, features a small number of personal collections providing
a large number of pictures of the same subject in different contexts, as in daily
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shot selfies. Private collections offer the advantage of featuring multiple shots of
the same subject in different contexts. Moreover, no privacy issues are present,
as users who adopt it are authorized by the owner11. Legal issues must instead
be considered adopting the third category, online communities. In order to adopt
these we must pay attention to licenses and privacy problems, as the simple fact
that a picture is online and downloadable does not allow at all to use it for our
purposes. This is particularly important when the experiment must run online
and there is no control over the participants behavior. However, these sources are
rich in terms of faces, contexts and image formats. The last option we underlined,
self made portraits, is useful while a small number of specific stimuli are needed,
but it becomes unfeasible when a large variety of pictures are needed. Table 4.2
summarizes main pros and cons of our sources.
With these considerations in mind, we then decided to use few portraits made

in laboratory for our first pilot study, as explained in next section. For the main
analysis of influential factors instead we relied on online communities, as explained
in next chapter, for their availability and richness of portraits.

COLLECTION PROs CONs
Public image data sets Economical, tested, large

variety
Require a careful selection
of useful stimuli between

the many present
Personal Collections Feature a large amount of

shots for few subjects, in
different contexts

Many collections are
needed to have a large
number of depicted

subjects. Not immediately
available.

Online Communities Free and feature a large
variety of both subjects

and contexts

Legal issues to consider
carefully, technical issues to

address for retrieval
Portraits shot in lab Complete freedom in

making stimuli
Time and cost consuming,
requiring effort to find

contexts/subjects

Table 4.2: Pros and Cons of reviewed portrait sources.

11We do not consider private shots that author do not want to share (i.e. containing children).
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4.3.1 Building a data set for our crowdsourcing pilot study :
professional shots versus selfies

First chapter underlined that a problem to solve in this research is to find a way to
practically address the social context evaluation. So, as a first step we investigated
if we can measure social context influence on the perceived “message” conveyed by
a portrait. We then run a simple pilot study to test both this hypothesis and our
crowdsourcing methodology. For this reason we limited the context to a specific
use case, both regarding the context and the typology of the image: we set up
a simulated hiring process for an invented company. The message that can be
influenced by the picture is the resume of proposed candidates, which has a profile
picture attached. Regarding portraits, we decided to focus on two picture versions
of the same subject, one being a professional shot and one a selfie. We based this
choice also on current phenomenon of selfies, that become recently really popular,
especially online. Experiment is discussed in detail in section 4.4; our idea is
that social context is an influential factor in candidate choice, as probably the
professional portrait will be more suitable for work purposes. As our purpose is
very specific and we do not need a large amount of stimuli, we opted for making
portraits in laboratory. This allowed both to focus on our methodology and avoid a
combinatorial explosion due to multiple factors of the experiment. Moreover, this
strategy leaves the complete control over portrait characteristics, and has proven
to be relatively fast and problem free.
Twelve portrait images have been adopted as resume pictures: two different

portrait versions (a selfie and a professional shot) have been realized for each of
our 6 fake candidates. Both kind of pictures has been taken in our laboratory,
with subjects from different countries and face traits - aged between 23 and 40 -
participated in the photo shooting as models. The first version was a professional
portrait, an high quality shot taken in controlled conditions. We took great care of
subject position, expression and photo quality, adopting professional equipment.
For the second version instead we asked subjects to take themselves a selfie with a

mobile phone. We instructed and guided subjects as little as possible, just in order
to have comparable selfies (i.e. having the same phone to face distance), but they
have been left free as much as possible to have real selfies. Images’ resolution and
size have been taken into account to avoid misbehaving during the visualization,
due to participant equipment (i.e. browsers re-sizing images). Pictures have been
manually post processed via software to improve luminance, contrast and increase
the level of detail 12. Pictures have also been retouched to reduce imperfections
and make these portraits even more professional, leaving however unaltered as

12As we are not professional photographers, we followed software guidelines and references.
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much as possible the naturalness of the subject13. The full data set is provided in
mentioned Annex; four samples are given in figure 4.3.1.

4.4 Would you hire me? Selfie portrait images
perception in a recruitment context

This section describes our first study run in crowdsourcing. It’s aim is double:
first, it allowed to evaluate if portrait pictures suggesting different social contexts
can bias the perception of depicted subject. We did this adopting different candi-
date portraits within a resume selection case. Secondly, other than the scientific
question addressed, it allowed to evaluate crowdsourcing for our purposes and the
developed framework: we adopted this technique to collect subjective assessments
and later analyzed data to assess portrait bias on messages given aside. Study has
been published in [Mazza 14].

4.4.1 Experiment description
In research path discussed in first chapter one point was to find of a way to
practically address the evaluation of the influence of a face picture. As the problem
would be too complicated considering all possible cases, we limited the scope to the
social context. At first, to develop our methodology as well as to get experience
in the field, we addressed a specific case both regarding the message related and
the typology of the image. The same methodology can be applied later to broaden
the scope. Regarding portrait social context, we set up a simulated hiring process
for an informatics company. The message that can be influenced is the resume
of proposed candidates, which has a profile picture attached. It is interesting to
underline that context’s choice comes also from a practical consideration: recruiters
may look for candidates profiles also online, having access to their pictures, as in
social networks. The importance of this point has already been raised in social
networks research [Hum 11]: people should consider carefully the picture based on
the social network and the objective.
Our research question is if a professional portraits gives more importance to a

message, even unconsciously, respect a selfie one. We expect professional portraits
to give more importance to message associated with them, as this kind of portraits
are usually conceived as more valuable.
Working positions have been restricted to software developing area and resumes

have been provided with minimal information to minimize complexity and influen-
tial factor for candidate choice. This last element has been justified to participants
13We wanted also to avoid photo retouch to be too visible not to bias evaluations.
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saying that hiring company was at the end of selection process, filtering unneeded
information. We left on resumes only candidates degree, specialization and age.
This last detail was in a small fixed range for all candidates, accordingly with their
degree. Degrees were all related to software developing field and taken from real
world courses. To consider the influence of degree for each candidate we created
two resumes, differing between them for the degree achieved (PhD or Master) and
we then changed accordingly the age. Each participant was provided with either
one or the other version. Different picture having same subject with few factors
varying is instead a bigger issue. We then decided to manually create our pictures
to control different aspects. Portraits are the ones detailed in previous chapter
section 4.3.1.
Adopted methodology has been pair comparisons, and participants had to choose

one of the two proposed candidates each time. Each participant was provided with
only one resume version per candidate, in order not to make them understand the
real purpose of the experiment.
We designed our experiment taking care to divert participants attention from the

real purpose, in order to focus as much as possible to the eventual unconscious bias
coming from portrait images. We paid attention not to show two versions of por-
traits/resumes for the same candidate to the same observer. This fact augmented
the number of comparisons needed in the design. Moreover, the different possible
versions of a resume (4 as we have portrait type and resume degree as factors,
each with two possible values), multiplied by the number of different candidates
we proposed (6), increased notably the number of possible combinations to pro-
pose in pair comparisons (24 possible cases). The number of needed participants
increased substantially too, as for every combination we wanted a sufficient mini-
mum number of participants (we targeted at least 20) and at the same time limit
the number of comparisons per participant14. This fact, joint with the possibility
of conducting demographic considerations, justified the adoption of crowdsourcing.
To run the experiment in laboratory would have had a much higher cost and time
requirements.

Method

Participants

Almost 1000 subjects participated in the experiment through crowdsourcing. We
adopted the popular Microworkers platform. Experiment lasted for six days, in
which we tuned acceptance rate to avoid people from only some parts of the world.
Details about demographics are given in section 4.4.2. Considering current prices

14As in CS participants are likely to withdraw in longer tests.
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Figure 4.3.1: Examples from data set created for our pilot study.

Figure 4.4.1: experiment outline, starting from top left corner

89



Chapter 4 Adapting crowdsourcing for social context evaluation

found in Microworkers for similar survey tasks and experiment duration, as well
as previous literature review, we decided to pay 0.50€ each participation.

Materials

Twelve portrait images have been adopted as resume pictures. Images come from
our first data set described in Annex F. We selected a smaller set in order to have
portrait as much as possible homogeneous between them. Figure 4.4.1 shows an
example of pictures taken for a subject.

a b

Figure 4.4.2: example of the two different portraits taken for same subject. Un-
balanced tones, contrast and light of left (selfie) create a different
effect than the right (professional) picture.

Resumes excerpts have been proposed with created portraits. To simplify this
part, we told participants that we were at the end of the selection process and
information on resumes were summarized. We did this in order to have minimal
resumes information, simple enough for us to deal with - create, modify, propose
in comparisons - but also for participants to evaluate. Details proposed in the
resume are candidate age and instruction level. These are invented on the proposed
context of an informatic company seeking employees. Each created portrait has
been associated with two versions of essential resume details; both have same
specialty but different degrees: one is PhD and one Master Degree.

Measures

Adopting a pair comparison methodology, CS participants were faced with a couple
of resumes each time, from which they must select either the left or the right one.
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We constructed all possible combinations of resume degree and portrait typology
for each candidate in our experiment. However, differently from a normal pair
comparison configuration, we had more constraints regarding which stimuli to
show to a particular observer15. We adopted a nested design, avoiding to show
to the same participants the same portrait subject twice, either showing different
pictures or showing different resumes. These constraints inevitably led us to need
more participants. Considering general time constraints for a CS experiment, we
proposed 15 couples each session to stay under a duration of 5 minutes considering
also the honey pots.
A demographic questionnaire has been proposed to participants. We collected

the participants’ gender, job, nationality, birth year, education level and if they
were new to this kind of experiments. Answers were mandatory to continue the
test.
We screened participants’ reliability with the controls we designed in framework,

honeypots in form of content questions and timings analysis. Five content ques-
tions were asked to each participant, aimed at asking a characteristic of previous
selected candidate, either regarding his picture or his face (i.e. fig. 4.4.1). Ques-
tions have been proposed in the same context of candidate selection, explaining
that the human resources manager wanted to know more about last candidate
chosen. Timings have been recorded on the server side and are related to page
loadings and pair comparisons answers.

Figure 4.4.3: example of "honey pot" proposed during the experiment. They have
been made to follow the same simulated context

15We underline again that we did not show twice the same subject with different picture/resume
versions.
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Procedure

After task acceptance on Microworkers platform, participants have been redirected
to our CS framework, hosted on a server in our laboratory. First page welcomed
them, showing experiment description and disclaimer to accept before starting the
actual test. The description was related to the overall experiment scope and the
fake candidate selection context provided, without giving details regarding the real
objective. Instructions given were also explaining how to adopt the interface to
follow our methodology. After accepting our disclaimer (focused on data collec-
tion and anonymity), we proposed the demographic questionnaire. After it, we
proposed a first pair comparison with on-screen instructions. Dismissing these,
participants can start evaluating pairs. Each pair showed both resumes and can-
didates portrait. Presentation order was randomized, still following previously
mentioned constraints. Pair comparison preference was given with a mouse click.
Each participant rated three pairs before being proposed with an honeypot. This
procedure was repeated 5 times, for a total of 15 pairs evaluated by each partici-
pant. A warning message was shown to participants which were providing answers
too fast. At the end of the test participants received the confirmation code, to
give back to Microworkers in order to be paid, and thanked. Figure 4.4.1 shows
the experiment scheme.

Data analysis and results

Participants’ reliability: our analysis started with timings inquiry; it revealed
that around 12% of provided answers have been given before the web page con-
taining the resumes was fully loaded at user’s side. While in some cases this can be
due to really slow internet connections and it is possible that participants chose a
candidate while resumes where almost fully loaded, we preferred to consider them
as outliers. Analysis of content questions’ answers revealed that around 50% of
participants mistaken more than one out of five asked questions. In our trials in
laboratory before the CS experiment, paying attention to the test, we committed
at most one error in different trials. We then considered this behavior to be nor-
mal and considered making more errors suggesting poor attention. We considered
these participants outliers. Figure 4.4.1 shows results of the analysis.
Portrait typology influence on candidate choice: we investigated statis-

tical significance of comparisons where same candidates appeared, with all condi-
tions being equal except portrait typology. To this extent, we adopted Barnard
test, proven to be reliable and efficient for contingency tables 2x2 [Barnard 47].
Only 10% of combinations proposed (portrait/resume) underlined portrait typol-
ogy as statistically significant for the result. However, to check if this outcome is
due to fate or it is a factor of influence on the overall result, we checked the likeli-

92



4.4 Would you hire me? Selfie portrait images perception in a recruitment
context

Figure 4.4.4: Data screening results

hood of having the same result by fate with permutation tests. This methodology
implies random inversions of some expressed preferences, all conditions being equal
but the factor under investigation. We adopted the same method of [Li 13], where
the method is described. Algorithm 4.1 details the method while figure 4.4.5 shows
a simplified schema of this methodology.
Shortly, the number of significant cases is computed after each permutation;

repeating it a large number of times allows to evaluate the distribution of out-
comes. If the original result before permutation appears to be an outlier in this
distribution, we can then understand that it’s not due to pure chance. Our data
analysis revealed that influence of portrait typology was not due to pure chance:
the result lies on the 95th percentile of distribution (significance level 5%). We re-
considered previously removed participations for abnormal behaviors (timings and
content questions) and we run again same methodology. In this case, no evidence
of statistical significance can be found, suggesting that outliers indeed did behave
differently and maybe did not pay attention enough to the test. Figure 4.4.6 shows
mentioned results of permutation tests.

Discussion

This study analyzed image psychology biases given by portrait contents. We an-
alyzed the bias given by the difference of self shots and professional portraits
through a simulated resume selection for a work profile. Factors of influence have
been outlined and controlled; in this work we focused on portrait typology.
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Algorithm 4.1 Permutation test algorithm.
Inputs:
Subjective comparisons;
F ; . Factor to test
Loop_num number of loops;
Output:
Vector Sig_ratio . # of significant pairs every iteration
Sig_ratio← . Initialization
Group1, Group2 ← . Two groups division based on F
for n← Loop_num do

repeat
if n 6= 1 then randomly swap m quotes between the two conditions
end if
p(n)← barnard test() . Barnard’s test p-value
if p(n) < 0.05 then

Sig_ratio(n)← Sig_ratio(n) + 1
end if

until every possible pair e has been evaluated
Sig_ratio(n)← Sig_ratio(n)/N

end for

Figure 4.4.5: simplified schema of permutation tests. Procedure in right block is
repeated multiple times, getting an histogram of results. Preferences
are splitted in two based on factor of influence investigated. Dices
represent the random permutations.

94



4.4 Would you hire me? Selfie portrait images perception in a recruitment
context

Figure 4.4.6: histograms of significant outcomes after permutations, for both cases
with and without data screening (left and right respectively). Aster-
isks indicates outcomes before permutations.

Barnard exact test has been adopted to check statistical significance of this factor
for each pair. Permutation tests have been run to check the overall influence on
all the stimuli proposed. Evidence of preference for professional portraits has been
shown to be an influent factor for part of proposed stimuli. Many analysis are still
possible with the data gathered; these concern demographic data collected with
our pre-test questionnaire proposed to participants but also analysis regarding the
impact of resume itself. We will not dig further for what concerns resume bias as
not really interesting for our research. Instead next section explains work done on
demographic factors.

However, this data only is not sufficient to derive a conclusion and deeper inves-
tigation is needed. Anyway all these elements underlined that this methodology is
suitable to research social biases impact . Mastering those biases is important es-
pecially for evaluations done remotely via Internet. Furthermore from a practical
point of view it can open the path to further research in product advertising as it
can influence social impact.

To conclude, the study has been useful mainly for two different aspects. First
to find a methodology to run online experiments regarding portrait images factors
of influence, in which data screening seems to be crucial. Crowdsourcing method-
ology has been adopted, outlining some problems and adopting control strategies;
outlier participants have been screened based on answer timings analysis and con-
tent questions during the experiment. The main outcome is that CS is a suitable
strategy also for this kind of picture evaluation, although a careful planned ex-
periment is needed as well as reliability measures. Secondly it has been useful
to demonstrate that an influence is present even on messages that should not be
influenced by a portrait image.
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4.4.2 Demographic considerations on crowdsourced portrait
evaluation

This part is dedicated to the demographic analysis of study data. As said, crowd-
sourcing allows a much richer variety of participants than in normal laboratory
studies. This fact, joint to the possibility of having a large amount of test subject,
allows to carry statistical analysis on demographic differences.

Collecting demographic data

Commercial CS platforms usually do not allow to select only a Country for partic-
ipants’ provenance, but mostly a group of Countries. Alternatively they allow to
block individual Countries from participating a job. This is the case for example of
Microworkers, adopted for our study. In our research we wanted the most possible
difference in participations and then we allowed all possible provenances. We con-
trolled the arrival of participants only through the “campaign speed” parameter,
in order to allow a fixed rate of people per hour. We allowed the same amount of
people during each hour of the day, so that demographics were not biased by time
zones.
As said, we also included a small anonymous questionnaire; between provided

pieces of information there was also participant Nationality. This is done through
web interfaces provided by our framework. The a posteriori analysis outlined that
even if participants come from all over the world, the majority of them (around
75%) come from Eastern Asia Countries (fig. 4.4.7). Notably half of them come
from Bangladesh (around 48%), a quarter come from Nepal India, Sri Lanka and
Pakistan (11%, 8%, 4%, 4%). The other quarter come from western Countries (US
and Europe). However none of the latter two has enough participants to have a
representative sample for each Country; we will consider this part aggregated in
our analysis.
While it would be possible that provided information are false - as they were

compulsory participants may have been tempted to put garbage data just to con-
tinue - we are confident about the truthfulness of the majority of them for two
reasons. First, there is simply no point in lying in this questionnaire. We told in
instructions that those were for research purposes, no reward / punishment mech-
anisms were enforced on data; many other CS jobs are asking similar information.
Moreover, if they really wanted to put garbage data, they would have put a Coun-
try on top of the alphabetical list provided instead of scrolling down to select
i.e. India. Second, provided answers confirm some findings outlined in mentioned
references, especially regarding Countries [Gardlo 12a]. This unbalanced behav-
ior has been detected also in other CS researches and some motivations outlined,
mainly related to economical differences and the importance of the pay [Hirth 11a].
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Figure 4.4.7: world wide distribution of pilot study participants (ascending order
from brown to green)

This demographic diversity of users, mostly in terms of geographical distribu-
tions but also of ages and education, would have been much more difficult to
achieve with a normal laboratory setup. This element can be valuable in our
research as social biases can be influenced by participants’ social background.
We have instead clues that many people reported a fake age. In fact, age dis-

tribution shows a big peak around 33 years old, that corresponds to the default
value we provided for the field “Year of Birth”. Unfortunately instead of doing
something useful for the easiness of answers, we opened the possibility to avoid
the answer, and seemingly many participants did that. Users were able to just left
the field as it was, as it was an admitted value. We did not conduct successive
analysis on age influence on results and modified the interface to have a default
value corresponding to an impossible age. This fact also opened the opportunity
for another “honeypot” to check participants reliability: in future experiment leav-
ing the field unchanged will point out an unreliable participant. The default value
corresponds now to an age of 133 years.

Data Analysis

To investigate if participants’ provenance was an influential factor, we divided
participations’ Countries in three macro regions, R1 R2 and R3. As Bangladesh
alone constitutes around half of participations, we considered it by itself, in what
we called Region 1. Then we grouped others Asian Countries between them in Re-
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gion 2 and EU&US joint in Region 3. Figure 4.4.8 shows the groups we described.
Our research questions can now be summarised as follows. Is there a global

statistical significant difference between evaluations of:

Figure 4.4.8: participants’ demographic composition and groups done

• Bangladesh and the other Countries (R1 vs R2 & R3)?

• Bangladesh and other Eastern Countries (R1 vs R2)?

• Eastern and Western Countries (R1 & R2 vs R3)?

We repeated the same methodology applied for evaluating previously described
portrait typology influence, starting with discarding outliers’ evaluations. This
time evaluations have been differentiated on the base of Regions while running
permutation tests. We run tests considering the different possible combinations
with the outlined regions; tests have been repeated for each combination. So to
answer first question our two groups on which run permutations are evaluations
from R1 and evaluations from R2 joint with R3. For the second answer instead,
groups are evaluations from R1 one and evaluations from R2. Consequently, for
the third question, R1’s evaluations were part of first group while R2 and R3 of
the second.
All three permutation test rejected the hypothesis of significant difference under

selected significance threshold. Figure 4.4.9 shows outcomes. We can conclude
then that for all the three questions, for these evaluations different demographics
are not a factor of influence. As done in the original work for studying portrait
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a b

Figure 4.4.9: permutation tests outcomes for first research question - R1 VS R2
& R3 - removing (a) and considering (b) outliers. Histogram of
significant p-values while permutating is plotted. In (b) outcome
before iterations - marked with * - falls over significance threshold,
underlining factor of influence statistical relevance.

typology influence, we run again the tests reconsidering outliers. Interestingly,
only for the first research question - R1 vs R2 & R3 - permutation test underlined
a significant difference between the two groups.
It is interesting to investigate further this point. While we cannot consider in

this analysis uncontrollable technical factors (i.e. participants’ screen parameters),
we analyzed evaluations’ timings measured during evaluations by adopted crowd-
sourcing framework. For all the three regions we found a non-normal unimodal
distribution: figure 4.4.10 shows evaluations’ timings histogram for R1. Similar
distribution have been found R2 and R3.
Normality has been tested with Jarque-Bera test [Jarque 87] null hypothesis of

normality has been rejected for all three distributions at 5% significance level. To
check if these distributions are significantly different we preferred adopting non-
parametric tests instead of adopting a log transformations on data to obtain a
log-normal distribution on which run different tests. As non-parametric test we
adopted a two-sample Kolmogorov-Smirnov test [Massey 51], to check if the data
comes from two different unknown distributions. We run the test for all the three
combinations (R1-R2, R2-R3, R1-R3); tests do not reject the hypothesis of equal
distibution for R1 against R2 (p=0.0643, α = 0.05) while this hypothesis is rejected
for R1 against R3 and for R2 against R3 (p-values of 5.33e-013 and 2.59e-008
respectively). It is then interesting to check statistics of these distributions. Due
to distributions shape, mode has been calculated, representative of most frequent
value in datasets. In table 4.4.2 mode and standard deviations are indicated for
the three regions.
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Figure 4.4.10: histogram of evaluations’ timings for R1. Values under 90th per-
centile are plotted for clarity. Similar distributions hold for R2 and
R3.

Data underlines that evaluations from R1 require on average more time but
have also a higher variability respect R2 and R3. The cause cannot be underlined
with this data only; this difference can be due to different behaviors (perhaps
from outliers participants) but also to other factors, notably technical factors at
participants end side.
No evidence of statistical effect has been underlined. To dig further, we recon-

sidered evaluations removed after data screening as described for portrait typology
analysis. Interestingly, tests underlined statistical difference between the evalua-
tions of R1 against R2 and R3. This may point out that in fact – at least for our
experiment – the difference in evaluations between regions lies more on a differ-
ent behavior of outlier participants in some particular regions instead of cultural
factors. Other analyses are possible with information we asked to participants.
In particular we asked also their work, through an open field. Also in this case,
the uselessness of lying about this answer and provided answers’ diversity makes
us confident about reliability of gathered data. This can be used to investigate
if for example people having an Internet related work have a different behavior
during tests than other people. I decided to leave an open field instead of leaving
a pre-defined set to choose from as I had no information at all regarding possible
options. A possibility that has been identified after the test is to create dynamic
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R1 R2 R3
Mode 8.5 6 4.5

Standard Deviation 39 20 17

Table 4.3: Mode and Variance of the three regions evaluations’ timings. Values
expressed in seconds, half a second precision.

set of possibilities, built on real time data, where people can either select a work
type that someone has already provided before or provide a new one. Interestingly
leaving the open field also allowed us to spot some participants misbehavior due to
lack of attention or poor question understanding. We found in fact many people
that inputted their age inside the field instead of their work. Mainly participants
are either students or having a work in informatics field. In figure 4.4.11 is shown
the word cloud showing participants works. We decided not to take into account
this data at first, while a posteriori data clustering is still possible.

4.5 Conclusion
Practical considerations too have to be done in order to adopt CS. The review
described in these pages allowed us to acquire a methodology and skills to exploit
CS to conduct research. For our particular purposes a personalized framework has
been developed.
The study carried out underlined that CS can be adopted also for portrait

image assessment, once proper considerations on outlying participants and cultural
differences have been addressed. Two research questions have been addressed; first,
if it is possible to detect portrait images biasing effect on a message given aside
the picture itself. Second, if this effect is demographic dependent, as people online
come from all over the world and on our research this can have an influence. The
experiment underlined both that portrait images aside a message have an influence
even if the message should be uncorrelated with the picture and that demographic
factors seem to play a significant role. Experiment underlined also that a lot of
unreliable participants are present and that a careful design and data screening are
needed to get reliable results. The experiment allowed also to acquire new skills
to exploit CS.
Pilot study validated this methodology also for our type of research: we then

adopted it to investigate which social context is perceived for portrait pictures as
explained in next chapter.

16http://www.wordle.net/
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Figure 4.4.11: “works cloud” of our participants, mapping works on a word cloud.
Below, a particular in which we can see some bad answers inputted.
Made with Wordle tool16
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Keypoints

Keypoints

Context

o Practical considerations must be done in order to run crowdsourcing
experiments in practice.

o Different platforms and frameworks exist, each with positive and negative
points.

Contributions

o State of Art of crowdsourcing platforms, frameworks and related scientific
research works.

o Design and development of a dedicated expandable framework, including
reliability checks.

o Realization of a small controlled data set to run face portrait pilot study

o Study to evaluate both developed framework and feasibility of our re-
search.

“Dont́ find fault, find a
remedy.”

(Henry Ford)
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Chapter 5

Collecting perceived social context
of portrait images

In this chapter we explain how we collected subjective evaluations of portrait
social context through crowdsourcing. Adopted portrait images have been taken
from online resources, conveying more complementary information compared to
already existing databases. We exploited crowdsourcing to gather a large number
of evaluations adopting our framework, described in previous chapter. Gathered
evaluations are needed as ground truth for successive analysis of influential image
features, subject of next chapter.

5.1 Introduction
We said that social networks allow us to find good examples of portraits belonging
to different social contexts, as it may be i.e. with Facebook or Linkedin. However
we underlined why those profile images cannot be used as ground truth: we know
only that the profile owner - that most likely is also the person in the portrait
- thinks that chosen portrait is appropriate for that social network. His opinion
may not be shared by others, that may perceive differently its portrait. In prac-
tice, these portraits have been evaluated regarding their social context only by
one subject - the profile owner. In order to construct a more solid ground truth
and run further analysis we need more subjective assessments of social context
perception. In this chapter we explain how we collect subjective assessments of
portraits. Portraits have been retrieved onelin as described in section 5.3.
In order to run statistical analysis considering many factors at the same time

- as we suppose that many elements influence context perception - we need a lot
of evaluations. After the discussion in last two chapters, we discarded the use of
alternative methodologies to gather subjective assessments but crowdsourcing. In
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order to gather social context evaluations we then designed, implemented and run a
crowdsourcing campaign. Crowdsourcing seems a perfect candidate methodology,
considering both the fact that it is relatively fast, inexpensive and provides many
participants. Moreover in crowdsourcing it is easy to repeat the experiment once a
campaign has been prepared, to tune the subjective test based on real time results
or just to recruit more participants if needed. Repeatability is a valuable feature
because there are many aspects that we still not master: quick and cost effective
preliminary tests have been very useful for our research. As we show later in this
chapter, some outlying behaviors were expected but we understood how to deal
properly with them only after the first unexpected behaviors arose.
While the concept of social context is quite clear for us1, we have to define and

limit the number of possible contexts to deal with and find a way to practically
allow participant to express their choices. As it is the first time that this problem
has been addressed to the best of our knowledge, we limited the possible social
contexts to very few options; we’ve chosen those that are most clear and well
known nowadays, based on current trends on social networks online. The main
purposes of today’s social networks are three: friend interactions, work-related re-
lationships and dating purposes. For example, the most known and adopted today
are in fact Facebook, Linkedin and Meetic2. While this choice is definitely limit-
ing the possibilities, we prefer to start with these three options in order to master
proposed methodology and further analysis. With the crowdsourcing campaign
we implemented, it will be easy to repeat tests with other social contexts in the
future, if needed.
In this chapter we then review the research literature adopting crowdsourcing

for labeling purposes in order to cover the State of the Art on the topic; this
part is the subject of next section. After this part, we explain how we applied
crowdsourcing to collect subjective social context labeling for our portraits. The
analysis of obtained assessments is following that part. Next chapter describes
instead the analysis that links collected context assessments to image features.

5.2 Crowdsourcing for labeling purposes
In this section we will briefly discuss the adoption in literature of crowdsourcing for
classification purposes, reviewed in order to best design our social context labeling
experiment. In particular, we analyzed interfaces that have been designed for the
task, as we adopt a labeling-like method to evaluate portraits social context. We

1we defined it in first chapter as the perceived overall feeling of the situation in a scene, otherwise
the use for a portrait picture that would best fit its purpose

2It can be argued that this is true only for certain world regions. However, alternative social
networks with same purposes are known worldwide.
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focus on image stimuli, due to our research topic; however different stimuli typolo-
gies have been labeled, as i.e. textual entities [Bragg 13], or sounds [Shamir 14]. It
has to be underlined that crowdsourcing labeling is usually adopted for objective
assessments, i.e. image databases labeling for object detection. While different
evaluation methodologies would have been possible for our purpose3, we preferred
a labeling-like method to make the task as easy and clear as possible. The idea
is that our participants must be able to clearly state the best social context for a
portrait and a second one that would fit only as alternative, mutually exclusive.
Many research works positively exploited crowdsourcing to apply labels; we

review here those that mostly inspired us. Adopted structure divide the literature
based on the kind of interface adopted.

Figure 5.2.1: Labeling interface as done by [Oyama 13] [SOURCE: original article].

5.2.1 Classic interfaces
A first and easy technique to associate images with labels in crowdsourcing is
questionnaire-like interfaces. A good example given by [Welinder 10]. In this work
authors simply show the whole set of images that a rater has to evaluate, asking
to click the images that contain a certain object. This process is repeated for
every label in which researchers are interested in. For example, if there is the need
to apply labels as ’apple’ and ’pear’ to images, first all images must be shown
and only apples must be clicked, then again we have to repeat the procedure for
pears. While this technique is really easy for a researcher to implement and for
a participant to comply with it, the main inconvenient is that the whole set of

3i.e. absolute category scales to express portrait suitability for a particular context.

107



Chapter 5 Collecting perceived social context of portrait images

stimuli must be evaluated for every single label. This procedure become then
less convenient for a big number of labels to apply; this is particularly true in
crowdsourcing, where short tests are largely preferred.
Another approach that has been adopted in literature is to show each image

with possible labels for that image aside [Oyama 13]. An example is given in
figure 5.2.1. As their interest was focused on integrating self-confidence scores for
improving labeling, authors also asked to participants their level of confidence for
each labeled image, in the same interface. The interface is very clean, however
such approach can be very repetitive and boring for the user as duplicates the
same task for every image, while instead a more interactive approach (i.e. asking
to click on images for which the level of confidence is high or low) would probably
have been more interesting.
Multi-class labeling strategies have been proposed in crowdsourcing too. In

particular, authors of [Bragg 13] exploited crowdsourcing to create classification
taxonomies of generic entities. Entities may be text, visual stimuli or other. In
their research each crowdworker is presented with an interface in which he’s able to
select one or more labels for each proposed entity, before confirming and evaluating
the next one. Their work however focuses on the optimization of proposed labels
for each stimuli and taxonomy creation, more than optimizing the labeling process
from the participant point of view.

Figure 5.2.2: Example of textual multi-label approach from [Bragg 13]. More than
one label can be applied. [SOURCE: original paper]

5.2.2 Graphic appealing interfaces
Another kind of interfaces is the one adopting much more appealing graphics,
usually providing an entertaining experience to the user. Often, these try to make
the labeling process as much interesting and easy as possible. This is the case
for example of the interface adopted for image aesthetics evaluation on Facebook
described in [Povoa 14]. This study adopts a simple absolute category scale for
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image rating, but requires the user to drag and drop the images on the scale
points to both avoid repeating the scale and at the same time make the rating
more appealing for the user (fig. 5.2.3). An interesting approach is obtained

Figure 5.2.3: The interface adopted in [Povoa 14] for aesthetic labeling. Courtesy
of author.

when such interfaces are applied to less «traditional» strategies. A very good
example is given by [Lintott 08] for the project Galaxy ZOO, aimed at taxonomies
generation. Researchers aim to classify galaxies showing their telescope images
and asking questions that are successively refined (i.e. more precise) based on
previous answers. Not only their methodology provided useful results, but labeling
made by general public has been found to be consistent with the one made by
professional astronomers. This result may point out that even complicated task can
be crowdsourced once they can decomposed in simpler smaller tasks well designed
for online participation: their interface is very neat and contains many graphics
element to guide the participant. An example is provided in figure 5.2.4. The
project is online and is freely accessible without providing any information4.
A crowdsourcing gamification approach has been proposed by [Borsboom 12] for

labeling. In this research crowdsourcing has been adopted to label facial expres-
sions constructing a game similar to ’Guess Who’. As in the original game, two
players must guess the portrait that the opponent has chosen, asking questions
regarding it. In this research, questions are only related to the facial expression
of chosen portrait. This shrewdness allows to gather portrait labels. While this
strategy can be powerful under many aspects - mainly the increased interest in
participants and economical savings if participants are volunteers - it requires ob-
jective labels for the game to work.

4http://www.galaxyzoo.org/#/classify, retrieved on 11 May 2015
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Figure 5.2.4: Interface of Galaxy ZOO crowdsourcing project. Graphical elements
greatly help answering the questions. SOURCE: Galazy ZOO plat-
form website

5.2.3 Free-form interfaces
A more complex kind of interface is the one leaving freedom regarding labels to the
user. This can be done leaving the possibility to propose new labels - that were not
proposed by the researchers - or to leave freedom to propose more complex label
hierarchies or different levels of detail (i.e. pixel based labels in an image). In this
category, a well known labeling tool in the computer vision community is LabelMe,
proposed by Russel and Torralba[Russell 08]. However in this case the labeling is
done on areas inside an image more than labeling the entire image. For this purpose
the authors developed an online tool, providing a graphical interface in Javascript
to draw polygons around parts inside images and to provide the correspondent
label for that area. Figure shows the interface during the labeling process.There
is no limit on the number of objects that can be labeled in an image; this leaves
the freedom to the user to put as much effort as he wants. Such freedom raises
also some problems, as without proper motivation crowdworkers tend to provide
work with as less effort as possible. At the moment of their publication, authors
remarked that a vast majority of proposed stimuli have been labeled with very few
labels (1 to 5 objects labeled per image). With the approach provided by LabelMe
users collaborate refining the labeling, as previous applied labels on an image can
be seen while providing an annotation: if there are mistakes users can correct
them and redraw polygons borders. However quality control is still a problem as
there is no other check than collaborative work. The problem is partly solved by
Google, that adopts a similar approach for its MapMaker5. This partly free-form
tool allows to add elements (i.e. places and paths) into Google Maps through a

5Google Map Maker, http://www.google.com/mapmaker, retrieved August 2015.
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simple graphic interface. Participants can add edits similarly LabelMe. However,
due to the collaborative approach, people can review and modify other users’ edits.

Figure 5.2.5: Labeling through LabelMe online tool. Only one simple object has
been labeled as example. [SOURCE: personal picture]

5.2.4 Conclusion
These examples helped us to have an idea about pros and cons of different strategies
and interfaces. The most important points underlined are task simplicity and
clarity. As said, one of our objectives is to make the labeling task as easy as
possible for the user. For this reason, we did not consider the possibility of leaving
participants the freedom to propose labels, i.e. free-text. At the same time, we
need to minimize required time and costs for the experiment. With these premises
in mind we developed a simple interface showing all the labels and images at once
in a single screen; however we wanted to avoid to bore participants, so we tried
as possible to make an appealing interface requiring drag and drop interactions as
described in next paragraph.

5.3 Building a data set to investigate features
influence on social context perception

Here we briefly describe the data set created for the main purpose of our research;
the details are provided in annex F. In previous chapter we briefly discussed about
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portrait sources used in research (see section 4.3). For this second data set, as
we aim at having a large number of different subjects and contexts, we decided
to look for portraits on online resources, as it was the best solution in terms of
speed and costs. Adopting personal collections was not available as we lack of any
sufficiently big and varied personal collection to be used and asking permission to
each author of previously cited ones would have probably required too much time.
We avoided also existing portrait databases for research purposes, as they provide
posed images, mostly lacking complementary information on social context.
Regarding the possible social contexts, we decided to focus on three categories,

notably for friendship, for working and dating purposes (as said in 1.1.5). We then
looked for pictures that are related to these purposes in our opinion. Being this
only our opinion, social context perception has been assessed with subjective tests
as explained in the next section. We mainly retrieved real online portraits in online
networks and image sharing sites, taking care about licenses’ restrictions. Based on
our review of portrait sources, we opted for the online community for photo sharing
«Flickr». Here we found many portraits that we believe fit the categories friends
and dating purposes. To retrieve images, we used the public software library that
Flickr provides, considering tags and keywords on images, given by uploaders.
However, a manual selection on obtained images was required, as user provided
keywords are not fully reliable. Many images suitable to «friends» context were
found. To have more pertinent work and dating context images, we added some
images made for our previous data set (ref. 4.3.1) and the Labeled Faces Wild
database [Huang 07]. Details about photo gathering are given in Annex F. Figure
5.3.1 shows some examples of our data set. In the end, a total of 216 portraits
have been collected. This number has been found to be a good trade off between
a sufficient number for the analysis and feasibility.

5.4 Applying crowdsourcing portrait social context
labeling

In this section we will describe the experiment we designed and carried out in
crowdsourcing to gather portraits social context labeling. For the sake of clarity,
we will adopt here the same structure of previously described studies, and later
discuss the results.
In order to gather portraits social context subjective evaluations we run a sub-

9https://www.flickr.com/photos/125303894@N06/14202199100
9https://www.flickr.com/photos/125303894@N06/14408940363
9https://www.flickr.com/photos/125303894@N06/14387365942
9https://www.flickr.com/photos/roland/14038308487/in/photostream/
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LFW database

Flickr

S. Wilson, in “Smiling
businessman”6

S. Wilson, in “Woman at work”7

S. Wilson, in “Business”8 R. Tanglao, in “Dana.io
portraits”9

Figure 5.3.1: Some portraits of our second data set, created for social context
study, showing examples of what we believe to be good representa-
tives of work and dating categories.
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jective test. We adopted as stimuli a subset of previously collected real online
portraits. Chosen subset is related to three different contexts, namely to friends,
work or dating purposes. We based this choice on current trends in social networks,
nowadays focused on these three kinds of interactions (e.g., Facebook, Linkedin
and Meetic). We then collected subjective assessments of the perceived context of
each portrait. We asked for the contexts that suits the most, as well as a second
choice. To have enough subjective evaluations of content category, we opted for a
large scale subjective campaign via crowdsourcing.
As underlined in chapter 3, it is well known that crowdsourcing participants are

much less committed than participants in laboratory environments. Thus, partic-
ular attention on experiment duration and price paid is required, otherwise people
may withdraw prematurely the test. Still participants can provide unreliable eval-
uations, both in good or bad faith (in the latter case, for example, to collect
easy money). Reliability strategies or gold standards to improve labeling quality
(i.e. rejecting ’spammers’) have been proposed [Raykar 11, Kazai 12]. However
we can’t adopt reliability measures based on participants’ behaviors with train-
ing stimuli, as there is no ground truth for the social context being it a subjective
opinion. To have some control on that, we included three hidden reliability checks,
partially under the form of honeypots10. A general scheme of the experiment is
given in figure 5.4.1. In case of failure in any of them participants were excluded
from analysis and not paid. Crowdsourcing demonstrated to be an effective and
efficient methodology. While almost 40% of participants has been excluded for
honeypots failure, we gathered more than 8000 valid context evaluations from 216
portraits. Study, together with next chapter data analysis, has been published in
[Mazza 15].

Method

Participants

Participants have been recruited through the popular crowdsourcing platform Mi-
croworkers. With crowdsourcing, almost 500 subjects spread worldwide have been
recruited. Participants were mostly aged between 20 and 45 years old and men
(80%). They are mostly students. Participants belong to over 41 Countries; around
33% or participants came from Bangladesh, around 20% from Nepal, a little less
than 16% from India, Sri Lanka and Pakistan, the rest (30%) from European
Countries and US. These demographic information come from the initial question-
naire we proposed, as explained below. A posteriori internet addresses analysis
reveals that only in few cases users participated from the same network, up to
10As said in previous chapter, while it may be argued about the adoption of this term for all our

checks, we will use it for the sake of simplicity and explain in detail which checks we adopted.
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Figure 5.4.1: Schema social context labeling evaluation we implemented. Different
sessions will show different images, but follow the same procedure.
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five people per location (i.e. same place as a University or Internet Point that
share a common outbound IP). Regarding the economic reward for participating
the experiment, we decided to pay each participation 0.50$, basing our choice with
our previous experience in crowdsourcing and considering current prices paid for
similar work.

Materials

We adopted as image source our database of portraits, collected online as ex-
plained in Annex F. We tried to select pictures related to the three chosen context
categories: friends, work and dating purposes.
For the work related purpose, we took from our image database especially images

taken from Elance.com, as that social network requires explicitly a portrait for
professional purposes in their Terms of Service. In addition, we adopted 35 pictures
from the LFW data set[Huang 07], suitable for the work related category. We
avoided portraits of world famous people (e.g., world known politicians), since
knowing their profession might influence the assessment of the fit to a category. A
careful image selection was required. Extreme close-ups or too small pictures were
also not selected, as content information was actually lacking. On the other hand,
also pictures showing the context too clearly (e.g.,. showing signing a contract in
a working environment) were discarded. To have more stimuli, we also used the
best portraits we created for our previous pilot study (see 4.4.1), including both
selfies and professional portraits. While it would have been possible to have a huge
number of portraits, we limited the actual number for the experiment, since all
pictures had to be assessed also on their high level features manually. Thus, as a
compromise in terms of accuracy and reasonable time/cost for the experiment, we
decided to use 216 collected pictures.
Two images of the Toyama database[Toy 10], that did not contain any face

and then by definition are not portraits, were included in each session, for outlier
detection purposes as explained later.
Asking participants to rate all 216 images at once would have been unfeasible

in crowdsourcing, as the experiment would have been too long. We then split the
portrait subset in smaller subsets, preparing different sessions for the experiment.
Preliminary experiments showed that a good compromise to maximize efficiency
while avoiding participants’ withdrawal is providing 25 images per session. This
number corresponds approximately to a test of ten minutes max.

Measures

The same demographic questionnaire of previous pilot study (ref. 4.4) has been
proposed to participants, to collect participants’ gender, job, nationality, birth
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year, education level and if they were new to this kind of experiments (figure
5.4.2). This time birth year field was providing a default value (birth year=1880).
This was our first honeypot:

Figure 5.4.2: The proposed demographic questionnaire.

Social context ranking for each portrait has been asked to participants. Par-
ticipants were asked to express for each portrait to which context it fits best.
Subjective assessments have been given through the web interface we created for
the experiment, as shown in figure 5.4.3. Classification was done simply with "drag
and drop", as was explained in the provided instructions. They were given three
categories, referring to friends, work and dating purposes. A special fourth option
named "without faces" was added for reliability check purposes: images without
any person inside must be labeled as such. Categories were displayed on user
interface as colored boxes.
Three honeypots have been adopted, as reliability measures. The first one is in

the demographic questionnaire: people not paying attention to the questionnaire,
leaving unmodified the default value for birth year, would report an impossible
age. The second one is the presence of non-portrait images that have to be labeled
as such, labeled with the fourth option given as previously described. Measures of
time required by participants to label images are our third reliability check. We
measured required time to evaluate images through our crowdsourcing framework.
Empirically, we found that to conclude the test as fast as possible - without actually
looking at the images and just randomly giving assessments - would require no
more than 20 seconds (10s for the first choice, 10s for the second one). We then
considered such a timing an outlier behavior. We gave participants with such
behavior a second chance: the first time they rate images too quick, they are
visually warned by an on-screen message.
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Figure 5.4.3: The interface we developed for participants to classify portraits
within the three social contexts. Images shown are those in our
second data set.

Procedure

After participants accepted the work on Microworkers platform, they have been
redirected to our crowdsourcing server and welcomed by our framework. They
have been informed of the scope of the experiment and the methodology. We asked
them also to accept that we collect their answers but also anonymous information
regarding the machine and behavior. After acceptance, participants have been
asked to fill the demographic questionnaire.
Successively we showed the main interface. Before starting the test we provided

graphical instructions indicating how to use the interface. Then we let participants
express the social context that best fits each portrait, by dragging and dropping
each image in box representing a category. After rating all portraits, we asked
participants to indicate a second choice for the social context of each portrait. It
was not possible to express twice the same context as both first and second choice:
we disabled this behavior by preventing it in the user interface11. Implicitly, we
then obtained their third choice too. This approach allowed us to have a ranking
of the three contexts for each image.
After rating pictures, we thanked participants and gave him the codes needed to

be paid by Microworkers. At the same time we provided participants the possibility
to leave a comment, in order to have useful feedback to monitor our experiment.

11An error message would appear and ask to repeat the choice.

118



5.4 Applying crowdsourcing portrait social context labeling

Outliers analysis

Despite these numbers, many participants withdrew the experiment before the
end. Many withdrew just after the demographic questionnaire, and only 440 actu-
ally participated to the experiment. Another small part of participants withdrew
during the experiment itself. We cannot say whether they considered their par-
ticipation not worth the price or whether they experienced technical problems.
Investigating experimental timings with server logs, we found that many users in
remote regions, notably Eastern Asia, reloaded the test web page more than once in
the first crowdsourcing campaign. This fact might indicate poor network connec-
tions, and as such, being unable to rapidly load images, even if scaled. However,
we collected more than 17000 subjective evaluations (best fit + second choice).
Comments provided at the end of the test were dominantly positive; users noted
that the experiment was clear and asked to be informed of future tests.
Evaluations were checked for reliability using hidden honeypots. In particular,

even if the second honeypot was quite explicit - provided instructions clearly stated
to label non-portrait pictures as «non faces», many participants instead labeled
them as portraits. While there might be multiple causes for such errors (e.g.,
misunderstanding the instructions, poor English comprehension or poor attention)
we considered participants falling in one of the honeypots as outliers. Around 20%
of participants failed to properly indicate the non-portrait images.
Again, around 20% of the participants failed to provide a reasonable birth year,

our first honeypot. Many participants left the birth year unmodified (reporting
1880 as birth year), many others modified only last two digits instead (i.e. report-
ing 1870, 1880, 1890 ...), only very few of them just typed it wrong (i.e. 194).
Figure 5.4.4 shows answers histogram. Participants who took care about this de-
tail and those who didn’t are two clearly separated groups, as can be seen in figure
5.4.4. We considered them equally outliers. However, it is interesting to investi-
gate if those participants who left the birth year unmodified and those who did not
notice the faulty century value behaves differently in the test. For this purpose we
retrieved the evaluations of these groups and checked if the two distributions over
the three contexts are statistically different. A Fisher exact test underlined that
indeed the two groups behave differently (p = 4.8315e−005). This finding suggest
that maybe not all of them behave as outliers; however, lacking of further details
to make a distinction between these two participants’ groups, we considered them
all equally outliers.
Very few participants (around 1%) have been marked as outliers considering

the third honeypot, related to the answer timings. We can safely affirm that to
this outcome greatly contributed the displayed warning message previously de-
scribed. The two groups of outliers - spotted by first and second honeypot -
partially overlap: some participants failed both honeypots. In total, less than 40%
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Figure 5.4.4: Histogram of reported age from participants. Two groups are clearly
visible, on the left those who did not take care about birth year
century, and on the right those who did. The peak on the left group
corresponds to participants who did not change at all the default
value.

of participants were outliers. The corresponding submitted jobs were discarded
and participants were notified. Outliers where not uniformly distributed on all
experiment sessions and some images have then few evaluations less than others.
The analysis of collected evaluations is detailed in following section 5.5.

Discussion

Crowdsourcing technique has proven to be very powerful: we quickly collected
many subjective evaluations, from all over the world. A similar test with the same
number of subjects in laboratory would have required around eleven days. We
gathered the same amount of participants in half the time, limiting by purpose
the acceptance rate (to limit demographic unbalance, ref. 3.3). Implemented
interface, providing a labeling approach to portrait context, appeared to be clear
for participants and correctly adopted. In the end, we gathered enough valid
subjective social context evaluations for our portrait subset.
However particular attention is required as many provided results are not satis-

factory. Proposed honeypots demonstrated to be effective. Both the first one and
the second one underlined that some participants did not pay enough attention
to the test or did not understand the instructions. The third honeypot instead
underlined few outliers; however many visual warnings have been raised to partic-
ipants. It seems that a proper behaviour is shown when participants are explicitly
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told that they will be excluded if they do not provide evaluations correctly.
Providing the possibility to leave a comment was useful too. While many partic-

ipants just inputted messages like ’Thanks’, others underlined technical problems
encountered and allowed us to quickly respond. In some cases participants just
send an empty message instead. This fact gave us the idea for a new honeypot: as
the comment is sent only when the ’send’ button is clicked , users then just clicked
on that without reading the instructions12.

5.5 Analysis of gathered social context evaluations
This section is dedicated to the analysis we carried out on social context evalua-
tions. Sections cover different research questions that we considered important for
our work. Here we consider all outliers removed.

5.5.1 General results
In the end, we obtained more than 6000 valid context rankings for further analysis
and all images had a sufficient number of evaluations (>20). Figure 5.5.1 summa-
rizes participants demographics information after outliers removal. In particular,
most participants have been found to be young male subjects from Eastern Asia.
Mostly they have a Bachelor degree or have at least completed the high school.
More than half of them already participated similar tests previously.
Through described experiment, each portrait of adopted subset has been asso-

ciated with a context that fits it the most. As it is a subjective test, we have a
preference distribution between the three proposed contexts. So for example, we
can have a portrait that has been evaluated 80% related to work, 10% for friends
and 10% for dating purposes. The same holds for the second and third possible
contexts fit that we asked. An excerpt of results is given in table 5.1. Figure 5.5.2
shows portrait distribution in our social context space.
As explained before, participants expressed a first and second - different - choice

for portrait contexts. We investigated the «evolution» of the second choice respect
to the first one, that is to say if there is a more probable second choice once
a first choice context is chosen. We analyzed this point computing the average
probability of transitioning from context A to context B on our data set, for each
possible transition (i.e. first choice «friends», second «for work», ...). Figure 5.5.3
shows the resulting probabilities. Interestingly, the most probable second choice
for a portrait labeled as for work or dating (as first choice) is much more likely to
become for friends than other. A possible explanation for this result can be that
12We discard here the possibility of a technical problem impairing the correct message dispatch
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Figure 5.5.1: Participants demographic information for conducted study.
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Figure 5.5.2: Representation of a part of portraits labeling in a 3D space, with
Friend, Work and Dating labels as dimensions. Each point cor-
respond to a portrait; zoom over a portrait shows choices as
percentages.
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PORTRAIT Friends Work Dating
img1 0.19 0.14 0.66
img2 0.33 0.57 0.09
img3 0.38 0.28 0.33
... ... ... ...

img216 0.45 0.22 0.32

Table 5.1: An extract of subjective preferences expressed for social context of por-
traits. First context chosen is shown, preferences are expressed in per-
centage. Similar results have been gathererd for the context of second
and third choice.

portraits for work or dating context are hardly interchangeable between the two
contexts. It has to be noted that, while for each evaluation the first and second
choice are different, averaging on all evaluations it can happen that a portrait is
mostly labeled for one purpose on both first and second choice13.
As we detail in successive chapter, in the analysis considering portrait features

we adopt discrete labels for our portraits. For this reason we threshold these
probabilities adopting a majority rule, a common strategy to obtain ground truth
from multiple assessors [Welinder 10]; in our case we then have for the the social
context sCtx :

sCtxi = arg max(−−−→sCtxi)

where i indexes the portraits, and −−−→sCtxi is the vector of expressed preferences.
Adopting this method, each portrait is labeled with the most selected social con-
text. So, if a picture was reported to fit a work purpose by 90% of the participants,
it is considered as such. Adopting this threshold, our data set presents 50% of the
portraits labeled as friends, 32% for work and 18% for dating. Figure 5.5.4 shows
some example portraits. While this unbalance can bias successive analysis, we will
consider also other labeling strategies as later explained.

5.5.2 Do observers agree on social contexts of portraits?
It is interesting to see if expressed choices present then a statistically significant
relevance and if so, for which images. To this extent we can see if choices distri-
butions are significantly different from fate, for each portrait. In practice, this is
13I.e. a portrait with probability distribution [.5 .25 .25] within the three contexts (if first choice

evaluations spread on the two .25 bins converge in the second choice for the mostly chosen
context as first choice, we would end up having again .5 on that same context).
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Figure 5.5.3: Diagram showing the transition probability from first to second
choice for each possible context transition.
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Friends Work Dating

Figure 5.5.4: Some portraits of our data set, labeled respectively as for friends,
work or dating purposes after applying a majority rule. Images come
from the LFW subset.
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equal to check if the a posteriori probability of the most frequent chosen context
is significantly different from 1/3, as three are the possible contexts in our case.
A binomial test has been adopted: this is an exact test to check statistical signif-
icance of deviations from expected distributions. As in our experiment three are
the possible cases, we could check statistical significance also through a multino-
mial distribution. However we simplify here the problem considering only the first
most selected context.
The analysis underlined that at least 75% of portraits present a statistically

significant context choice14. These portraits are then clearly perceived as belonging
to one of the social contexts. However the fact that many portraits do not present
a statistically relevant choice does not mean that they won’t be useful for our
analysis. We can still use them to run statistical analysis to investigate which
factors influence choices, as we will explain in next chapter. Figure 5.5.2 shows
some examples of portraits with their p-value for the binomial test.

A B C
For friends (p = 0.003) For work (p = 0.013) Non significant (p = 0.07)

trend for friends

Figure 5.5.5: Some portrait images of selected subset, with most selected first con-
text and choice significance. Original images: made in laboratory for
experiment in previous chapter. Background has been modified for
A and B.

During this analysis we came up with a finding that pointed out a feature to
evaluate. As we can see for pictures A and B, initially made for previous pilot
study and then modified, simply changing background shifts perceived context
from working purposes (picture B shows as background what can be described
as an office or a meeting room) to friend interactions (picture A has a wall of
bricks as background). While for this particular portrait (subject in A and B)

14Analysis considered only first context chosen. Significance threshold alpha = 0.05.
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the background is a factor of influence, we cannot say that background scene is
a global influential factor. This element suggests anyway that background scene
modify somehow the cognition of the portrait itself and that this element should
be further investigated. We will include scene background interpretation within
the high level features to evaluate, explained in next chapter.

5.5.3 Are chosen social contexts too strict? Hierarchical
clustering approach to visualize social context mixtures

As we’ve discussed in previous section, not all portraits are clearly belonging to
one of the three contexts that we proposed. Many of them have been placed
by participants in between two contexts. This fact let us consider that maybe
proposed contexts may be limiting the expression of subjective opinion as actually
it would have been plausible to add other options such as «portrait for either friends
or dating». To evaluate the data partitioning that underlies gathered evaluations
we adopted a hierarchical clustering approach. This technique allows us to check
the presence of portraits that are a «mixture» of different social contexts and which
groups and subgroups of portraits have been outlined by our labeling strategy.
Hierarchical clustering organizes data set in hierarchical groups, either joining

data points (agglomerative approach) or dividing groups (divisive approach) at
each step. This algorithm does not require an a priori number of clusters K as
other clustering algorithms, i.e. K-means; indeed it has the advantage of out-
putting a measure of dissimilarity between created sets, useful to find natural
clusters in data set. Only a distance metric between data points and a linkage
criteria to split or merge groups are needed. This kind of approach for image data
sets has been adopted especially in the field of Content Based Image Retrieval
[Krishnamachari 98, Pandey 13] to improve search performances.
We run hierarchical aggregative clustering algorithm different times adopting

different metrics and linkage functions; obtained partitions have been evaluated
with correlating original distances between data points and resulting distances
from the three, measuring how well pairwise distances between original and clus-
tered data points are preserved. These have been computed adopting cophenetic
distances [Sokal 62]. Empirically we’ve obtained best results using correlation as
distance metric between data points and a simple unweighted average distance
as linkage function between clusters (cophenet = 0.78). Figure 5.5.6 shows den-
drogram representation of obtained hierarchical clustering. Leaves of dendrogram
represent our data points, the portrait images. Graph pies have been added to
indicate labeling classes in percentages for portraits within a cluster.
We can see from the dendrogram - from top to bottom - that either 3, 4 or 5
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clusters are needed to obtain high consistency within clusters15. Dividing the data
in three parts, the three social context we provided are well represented: a cluster
mainly for dating, working or friends purposes. The clustering algorithm suggests
to split the first branch, the dating context, in two parts; in particular it puts
aside in a new cluster few portraits that in average do present an even probability
of being chosen as one of the three social contexts. In order to consider 5 clusters
instead, the algorithm suggests to split the friend context in two: one cluster
mainly for friends+work and another for friends+dating. This finding reinforces
our idea that some portraits for friends may indeed be adopted for the other
contexts as alternative. However, due to the fact that the number of images in our
data set is limited, we prefer to start our analysis with three clusters.

Figure 5.5.6: Dendrogram illustrating hierarchical clustering of our data set. Only
180 stimuli belonging to main clusters are represented for clarity.

5.5.4 Demographic issues with social context evaluations
We discuss here a demographic issue that has been remarked during analysis of
high level features - subject of next chapter - but that we prefer to detail here
15Groups can be defined as inconsistent when distant data points start to be merged together.

Split of these groups (showing as links below the split in the dendrogram) are said to be more
consistent
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as it is related to the bias of test participants gender on portraits social context
labeling.
Next chapter deals with the social context evaluations that we gathered to eval-

uate which features impact context perception. Data analysis underlines that for
predicting the appropriateness of a portrait for dating purposes, also the gender of
the portrayed person is a statistically significant contributor. In particular, we dis-
covered that portraits depicting female persons are reported as more appropriate
for dating purposes. This result is somehow surprising and it raises the question
if it is not due to a social bias. In this respect, it is interesting to check if to
this outcome contributes also the gender of the rater. To this extent we adopted
permutation test as in our previous pilot test (ref. 4.4) to check if the gender
of participants in our experiment is a global influential factor for social context
evaluations. The factor investigated was the gender of the participant as obtained
from the demographic questionnaire, while the dependent variable was the context
evaluation: we computed a 2x3 contingency matrix for each portrait, being the
rows male or female participants evaluations. Chi-square test has been employed
to check if a statistical significant difference between rows is present in contingen-
cies matrices. We run 1000 permutations, randomly changing reported gender to
half of participants each time. Permutation tests underlined that a global effect is
present (p < 0.05): male and female evaluations are statistically different.
To analyze if the effect is present especially on one context evaluation, i.e. belief

of some portraits more for dating, we repeated tests considering one context (i.e.
work) against the other two (i.e. friends+dating): we run other three permutation
test, for the three possible combinations respectively. Gender was found statisti-
cally influential only for the appropriateness of portraits for dating purposes, un-
derlining that portraits were evaluated differently between men and women only in
the context of dating. Figure 5.5.7 shows significant outcomes distributions from
the permutation tests.
This finding pointed out that gender related issues are present and that this

effect should be more explicitly considered in future research. A possible strategy
would be for example to show participants targeted stimuli considering participant
gender (i.e. stimuli in which the gender of the portrayed person and the gender
of the participant are the same). Alternatively, analysis that consider multiple
factors at the same time must be adopted. We discuss these methodologies in
next chapter.
To conclude, the same approach can be followed for the other demographic

information that we asked in the questionnaire, except for the reported age that
has been previously shown affected by outliers (section 5.4). However in this work
we prioritized the data analysis that we considered important, such as the one
carried out in this section. Still it is interesting to underline, regarding the reported
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A

B C D

Figure 5.5.7: Histograms of statistically significant outcomes of permutation tests,
studying the effect of participants gender against social context label-
ing. Number of significant outcomes in x-axis, occurrences in y-axis.
A star (*) indicates the original outcome in the experiment previous
to permutations: if it lies over the 95% percentile of the distribution
(red threshold), then it means that is very unlikely to have the same
result by fate. Global test (A) underlines the presence of a significant
difference between evaluations done by male or female participants.
Tests in B, C and D repeat permutations considering social contexts
singularly to underline where the difference is present: friend (B),
work (C) or dating context (D) respectively. Apparently, men and
women differ evaluating dating context.
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work, we found that a large majority of participants reported to be a student (fig.
5.5.8). This information is coherent with the valid reported age and also the
fact that this group of people could be particularly interested in complementary
revenues as those provided by crowdsourcing. As work has been reported as free-
text, and a lot of different jobs were actually reported, is complicated to form clear
groups to conduct statistical analysis.

Figure 5.5.8: Word Cloud of crowdsourcing participants works, as self-reported in
the demographic questionnaire at the beginning of the test. Words
have been pre-processed to remove common mispellings. However,
many errors still remain, pointing out poor English comprehension
in some cases (i.e. misunderstanding of the ’work’ field, as people
reported the Country in it). Word size is proportional to the square
root of occurrencies; as shown the most frequent occupation is ’stu-
dent’. [SOURCE: our data, rendered with J.Davies word cloud online
tool]

5.6 Conclusion
Crowdsourcing demonstrated to be a valuable methodology also for portrait label-
ing; many positive examples have been addressed in research, underlining pros and
cons. With this technique, we carried out a subjective experiment online to gather
social context portrait evaluations, needed in our research to underline which fac-
tors modify portrait perception. Crowdsourcing demonstrated to be a valuable
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resource, once taken really care about experiment design and participants relia-
bility. Our framework showed to be flexible and easy to customize. The reuse of
previously developed module (i.e. demographic questionnaire) helped us greatly.
To make crowdsourcing effective we had to forecast outlying behaviors during

portraits labeling and deal with them during data analysis. We designed and
implemented two simple yet effective honeypots. Our experiment underlined that
almost 40% of participants was not completely reliable. While some honeypots
failure may be due to simple lack of attention more than willingness to cheat, we
preferred to exclude outliers from analysis. Most portraits’ context evaluations
that we gathered were correctly provided and enough to continue our analysis of
influential factors.
Statistical analysis of preferences significance underlined that only a minority of

portraits do not show a statistically significant social context choice. We adopted
a hierarchical clustering approach to analyze the natural clusters of portraits given
our labels. Analysis underlined especially that the friend context could be split in
two to better model the fact that some portraits are perceived for other purposes
then friend relationships as well. A qualitative analysis of results let us find that
background scene may be an important factor: while this discovery came from a
single stimuli, so we cannot say anything about statistical relevance, it pointed out
another picture feature to consider.
Our previous experiment underlined also that demographic considerations must

be taken into account carefully when dealing with researches that can be affected
by socio-cultural differences. Permutation tests underlined the joint effect of par-
ticipants and portrait depicted subject gender over the choice of a portrait to fit
dating purposes. While this can be seen as a bias effect, we have to consider that
participants may have (maybe also cultural dependent) opinions that are not nec-
essarily biased or outliers behaviors but must be considered to understand which
factors influence the perception of a portrait.
Gathered context evaluations represent a subjective perception our portraits.

To understand which elements within the pictures actually brought to these as-
sessments, we conducted statistical analysis taking into account image features as
explained in next chapter.
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Keypoints

Context

o A data set of social context labeled portraits does not exist in scientific
research.

o Crowdsourcing has been positively adopted for generic picture labeling.

o Honeypots have been shown to be valuable for picture labeling purposes
too.

Contributions

o SoA of crowdsourcing for labeling purposes analysis.

o We setup our framework to allow portrait labeling in crowdsourcing, with
an easy to employ drag and drop interface.

o We proposed effective and easy to setup honeypots for picture labeling.

o We built a portrait database labeled on social context, either for friends,
work or dating purposes respectively.

o We underlined a demographic issue related to the gender of test partici-
pants while evaluating portraits for dating purposes.

“When in doubt, do the
simplest thing that could
possibly work.”

(Ward Cunningham)
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Chapter 6

Understanding the importance of
image features in portraits social

context classification

Previous chapter described how we collected perceived fit of various social context
categories for a set of portrait images. Categories were selected based on current
typologies in social networks, mainly for friends, work or dating purposes. In
this chapter we describe how we exploited gathered evaluations in order to model
category fit based on images features. For this purpose we used linear models and
machine learning and adopted both low and high level portrait features. While
the first ones focus on pixel intensities, the latter are focusing on complex features
related to image content interpretation. In order to extract these high level features
we relied again on crowdsourcing, since computer vision algorithms are not yet
sufficiently accurate for the features we needed. Our results underline especially
the importance of some high level content features, e.g. the dress of the portrayed
person and scene setting, in categorizing portrait social context.

6.1 Introduction
Our research focuses on understanding which are the elements in a portrait im-
age that influence the perception of the portrait itself. As we said in previous
introductory chapters, different images of the same person may give very different
messages. We restricted the concept of portrait perception to a specific one: the
perception of which social context best fits a particular portrait. As an example
a portrait may be perceived subjectively more for work than for dating purposes.
With this premise in mind we collected real online portraits from different plat-
forms, as explained in Annex F.
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However we had to collect also portrait’s subjective evaluations for the social
context, as collected images reflect only the perception that the author has for
them (i.e. he may think that his Linkedin picture is professional and fits well that
purpose) but this opinion is subjective. We then collected subjective evaluations
with crowdsourcing as explained in previous chapter. These evaluations correspond
for us to the ground truth on which carry our experiments to understand which are
the characteristics that influence perception. For this purpose, we need to extract
portrait features and mathematically evaluate the influence that each feature has
on social context perception. This is the topic of the current chapter.
We referred to literature in image analysis to select and extract classical im-

age features based on pixel values. However we believe that these features alone
will not be enough to address the problem. As Fedorovskaya pointed out in her
recent review on «human centered multidisciplinary studies related to imaging»
[Fedorovskaya 13], research slowly started to include more and more «higher level
psychological» elements in image related studies. We then considered also some
research works within the social sciences domain, as we thought that these can
suggest elements to analyse within portraits. We will refer to these lasts as high
level features, generalizing the concept expressed by Ke in [Ke ]. In contrast, the
former kind of features will be named here as low level features.
To evaluate which features influence portrait perception, we then extracted both

low and high level features from these portraits, as explained in next section.

6.2 Portrait image features
This section is dedicated to the evaluation of portrait features that we believe to
be important in the assessment of social context. These features, chosen after
research literature survey, can be divided in two main groups: low and high level
features. The difference stands in the fact that the latter are not simple measures
based on pixel values but deal with a deeper cognition of the whole scene in the
picture. The former ones were directly computed from pixel intensities (e.g., con-
trast), whereas the latter - related to content interpretation (e.g. dress typology
of portrayed person) - were assessed subjectively. To avoid at first complex com-
puter vision approaches to high level features and having at the same time enough
subjective evaluations, we opted again for a large scale subjective campaign via
crowdsourcing. Automatic feature assessment algorithms are not subject of this
section, but they will be outlined in next chapter.
We review literature involving image features analysis in order to have a broader

view of what has been done. We briefly discuss their findings and construct a set of
features to consider in our statistical analysis. We want to stress the fact that many
other features could have been considered in our analysis; however we preferred to
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limit them and focus also on the overall methodology at first.

6.2.1 Low level features
The designation of «low level» for certain image features comes from the link that
these features have with «low level biological visual processing» hardwired in our
brain; this is the case for example for edges detection [Folsom 90]. With time, this
term has been used to indicate features that are directly related to image pixel
values [Szummer 98]. Generic low-level features come without «explicit heuris-
tic meaning related to the features values» [Xue 13]. In last decades these kind
of features has been widely adopted in researches dealing with image assessment
and classification [Luo 01, Datta 06]. Usually, these features are easily computed
through mathematical expressions on pixels; most typical examples are image lu-
minance and contrast (see fig. 6.2.1 and 6.2.2). Also the color is included in this
definition: other examples of low-level features are color saturation and histogram.

Figure 6.2.1: Two versions of the same portrait, both online and modified by the
author. The effect they give is very different. SOURCE: Flickr, Alan
Turkus in Richard. CC License1

Interpretation of color in an image, sometimes called colorfulness, has been
adopted in aesthetic research [Amati 14]. Even more complex features as GIST
[Xue 13], SIFT and HOG are labeled as low-level features [Totti 14]. It is not
straighforward to conduct a complete review of low level features as in some cases
the same feature is called differently between different works, but they refer to
the same concept (i.e. sharpness or blurriness). Table 6.1 summarizes the most
important features we found in reviewed literature. We want to stress the fact
that we will use low level features just as a tool in our research, and that it is not
purpose of this work to dig into the subject. We want instead to focus on high

1https://www.flickr.com/photos/aturkus/2434132519
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level features directly related to semantics, as explained in next section. We will
then rely mainly on existing work that review low level features.

Figure 6.2.2: Two versions of the same portrait, with different contrast levels. The
right one has been modified to simulate a hard contrast. Many
more details are visible in the original image than in the second
one. SOURCE: Flickr, F.Stender in Namics, CC license2

A good list of visual features is given by Datta in [Datta 06], who explains
also their mathematical computation. In this work the author focuses on the
challenge of automatically infering perceived aesthetic quality of pictures adopting
a «computational approach». Positive results have been obtained adopting chosen
low-level features in discriminating pictures’ aesthetics between two levels (high
and low). Pictures were subjectively evaluated online, on the popular network
Photo.net. Still regarding image aesthetic assessment, a large amount of research
using these features is reported in literature and reviewed by [Khan 12]. Many of
the proposed features are also used to assess human portraits, considering regional
statistics. Between them, Khan underlines how the composition of light and dark
areas are «important factors for aesthetic appeal». In this respect, we added also
contrast in our low level features, considered for image aesthetics assessment by
[Wong 09]. Wong stresses also the importance of image sharpness, computing

2https://www.flickr.com/photos/namics/7163386518
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different measures. We also believe that this feature is important (i.e. fig. 6.2.3),
but we preferred to exploit crowdsourcing - adopted for high level features - asking
sharpness subjective perception instead of computing textures on salient regions.

Figure 6.2.3: Two versions of the same portrait, made by us in laboratory con-
ditions. The right one has been downsampled to simulate a low
resolution camera. Assessors will likely agree on the fact that the
first one is more professional than the second one.

In many cases a priori information on image content has been considered while
computing low-level features to have more powerful features. These are mainly
related to image composition as done by Dhar in [Dhar 11], or with the rule of
thirds by Datta in [Datta 06] or in [Tong 05] by Tong adopting a saliency map.
All these features somehow consider image semantics: cognition of image content
is required to evaluate the composition. Even if sharp edges in the image can
be used to automatically assess image composition, they may not reflect the in-
tention of the author, that may be put the focus on other areas of the image.
In that case, composition would not consider the real focus of the image. Ideas
coming from professional photography techniques pushed authors of [Luo 08] to
consider the distinction between background and main subject. Their automatic
assessment is based on the principle that most attention in a picture should be
on the subject, removing other objects. This effect in a picture is obtained for
example with a short depth of field. Still, a priori knowledge of the main subject is
required: just measuring the difference in terms of blurriness between foreground
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and background won’t be enough, as many examples of mistaken shots are avail-
able. These features in our opinion lie in the middle between low-level features, as
directly computed from pixel values, and high level features as considering seman-
tics. The description «mid-level feature» to indicate features to bridge the gap
between low-level descriptors and semantic concepts has been already adopted in
literature; in [Totti 14] Totti indicates a bag of feature scheme - aggregations of
different computations on pixel values considering the whole data set - as a way
to include complex representations. While these features are interesting and can
be valuable, we prefer not to include them in our set of automatically computed
features and focus on high level features. Mid-level features could be addressed
later on considering subjective assessments (i.e. to have more reliable ground truth
regions of interest) once other factors will be mastered.
As we believe that aesthetic quality can be also a factor influencing portrait per-

ception, we partly followed the work of Datta and Totti for selecting our low level
features and implementing computer vision algorithms. In particular, we adopted
HSV space statistics (mean and standard deviation) of whole image, aspect ratio
and resolution. Image resolution also has been underlined to be an important low-
level feature in [Chu 13]. Authors show that image resolution and also physical
dimension influence subjective aesthetic perception in a complex way. Being these
features very easy to include, we added them to our feature set. We added aspect
ratio in our subset especially because we found different picture formats and ori-
entation. Low level features adopted in this research are summarized in tables 6.3.
These have been computed using Matlab (R).

6.2.2 High level features
Higher level cognition of picture content is related to scene awareness and image
semantics. The human brain elaborates information from an image producing a
much richer idea of what is happening in the scene. Every detail in a picture
can add a meaning to the image and bias the evaluation, and it is not possible
to consider these effects adopting only low level features. Then, we consider also
high level features that for us are those related to the cognition of the scene. Re-
search focusing on image assessment already addressed many higher level features,
considering image content analysis.
Psychology studies suggest that brain information processing is even more im-

portant when people are depicted in the picture: a lot of studies have been car-
ried on personality perception of depicted subjects, without a priori information
[Todorov 11]: cognitive biases can influence the perception. We believe that socio-
psychological researches can underline interesting factors to consider; we then in-
vestigated not only literature dealing with image assessments but also some works
involving social sciences. However, we want to stress that our concept of content
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Low level feature Reference
Resolution [Datta 06, Chu 13, Totti 14]
Aspect ratio [Datta 06, Totti 14]
Luminance [Totti 14, Tang 13, Datta 06]
Contrast [Tong 05, Datta 06, Totti 14, Redi 15]
JPEG Quality [Li 02, Redi 15]
Noise [Li 02, Redi 15]
Colors
- basic and dominant color [Totti 14]
- colorfulness [Ke , Tang 13, Li 10b, Totti 14, Aydin 14, Amati 14]
- HSV statistics (mean, ...) [Datta 06, Xue 13, Totti 14, Redi 15]
Focus
- region of focus (DOF) [Datta 06, Totti 14]
- centrality [Totti 14]
- density [Totti 14]
Sharpness [Li 02, Aydin 14, Redi 15, Xue 13, Tang 13]
Background percentage [Totti 14]
Composition
- rule of thirds [Datta 06, Totti 14, Redi 15, Xue 13]
- complexity [Totti 14, Tang 13]
- symmetry [Redi 15, Li 10b]
Texture [Datta 06, Totti 14]

Table 6.1: A non-exhaustive list of low level features found in recent literature on
image-related researches, that helped us with our feature subset choice.
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awareness and cognition discussed here comes without any psychological claim and
we just refer to findings in social sciences research.
A very large number of high level features can be thought but, as underlined

by [Isola 11a], choosing a large set of features leads to redundancy and it becomes
then crucial to make a selection. We review here the most important high level
features adopted in literature or underlined by psychology studies, dividing them
between those focusing on the scene and on the portrait subject.

Features regarding the scene

Authors of [Totti 14] investigate many semantic features, mainly related to the
setting of the scene. They consider in particular the setting, considering location
and event, i.e. citylife, partylife, homelife, indoor/outdoor. They focus on the
scope and view of the picture, considering the background scene (i.e. showing a
city, a forest, a desert or rural, ...), weather and moment of the day. High level
describable attributes are used in [Dhar 11], even if their focus is on attributes
of non-portrait images. They investigate predictors for aesthetic purposes such
as compositional attributes and content attributes as well as more precise ones
as sky-illumination characteristics. Portrait specific feature have been added also
by Redi in [Redi 15]; her work focus instead on factors of influence in portraits’
aesthetics. In her work scene semantics and portrayed subject informations are
added to low level features. A large number of manually labeled high level features
has been adopted by Isola to understand the memorability of images [Isola 11a].
In this work crowdsourcing has been adopted to label images in order to describe
both the scene and the people in the picture, when present. They considered in
particular the space depicted in the picture, if for example the scene is showing an
open space or a closed one like a cluttered room, and the dynamics of the action
depicted, describing if the scene is static or otherwise which action is going on or
about to. This last detail is in our opinion quite interesting as is really related to
the cognition; however at the same time it can be very subjective.
With these premises, our subset of high level features regarding the scene con-

siders then scene setting (indoor outdoor) and location (city, office, ...) features.
Regarding the scene background, we also asked to note if it was blurred or not
respect to the foreground, like with Depth of Field in [Datta 06].

Features regarding the subject

Previously cited [Totti 14] considers also the subject of the picture, when present,
including subject age, gender and relationships between subjects - if more than
one. Particular focus regarding features of humans is given also in [Isola 11a],

3https://www.flickr.com/photos/thestylepa/6041278814
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Figure 6.2.4: Two similar close ups of the same subject, differing for smile presence
and opened eyes. Both elements have been underlined as important
by psychological studies. Viewers will probably agree that even if
close, effect is different. SOURCE: Flickr.com, Jenny in London
Retro Glasses, CC license3

where visibility, clothing and appearance are considered. Still, as said before,
many psychology studies dealing with personality perception are useful to spot
important high level features.
Common sense suggest us that the eyes are an important element in social in-

teractions. This finding is supported by psychology research too. In [Chen 13]
researchers underline that gaze between listeners and a speaker positively influ-
ences persuasiveness ratings, even if a prolonged gaze can be detrimental. We
believed that gaze could have been important (i.e. fig. 6.2.4) and we finally added
it in our subset. Deeper investigations considered even the eye color as an element
biasing trustworthiness, discarding this hypothesis [Kleisner 13]. In [Forster 13]
Foster et al. discuss how glasses may affect the perception of people personality,
without having any prior information. Their studies evidence that different effects
are elicited on intelligence, trustworthiness and attractiveness ratings by different
types of glasses. We then included this feature too - the presence of glasses -
between our high level features, especially because we consider working and dat-
ing social contexts, that can actually be related to intelligence and attractiveness
respectively. Another element that we investigated in psychology literature is the
influence of the dress on personality perception. Again, research confirms what
common sense suggests, that clothing has a great impact on how we are perceived
in both working and personal life. Multiple messages can be transmitted through
dress, as Damhorst underlined in [Damhorst 90] after reviewing more than 100
precedent studies on the topic. Johnson and Lennon summarize studies findings
explaining how the «content of the information communicated by dress was com-
petence, power, or intelligence» and that in the majority of studies transmitted
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messages were about «character, sociability, and mood» [Johnson 15]. Research
confirms this element even when evaluating pictures: in [Behling 91] results indi-
cate that «perception of intelligence and academic achievement are influenced by
dress». For these reasons we added the evaluation of portrayed subject clothing
in our analysis. We asked high level features assessors to evaluate the category
of the upper body garment, giving four non overlapping choices as in table 6.44.
Some interesting findings in psychology are instead surprising even for the common
sense. In [Conesa 95] results show that «statistically significant differences were
found between the incidence of half-left and half-right profiles». Authors underline
that these differences are consistent with developed models for attentional bias and
perception of emotion that consider right vs left brain hemisphere activations. We
then added portrayed subject face direction (frontal or profile left / right) as high
level feature. Still focusing on the depicted subject, we included its gender and
if he/she was smiling. While smile effect can be subtle in attractiveness percep-
tion [Whitehill 08], we didn’t add emotion as a feature because we considered that
smiling was a sufficient predictor to coarsely discriminate between main emotions
as in [Xue 13].
It is important to remark that while many psychological studies considered facial

traits too, in this research we do not consider them because we are not interested
in influencing factors related to physical appearance of portrayed subject. We
underline that for our purpose we are more interested in elements that can be
modified other than the face5. This approach can be useful for example in order
to look for the best picture respect to a given social context within a personal
collection.
High level features adopted in this research are summarized in table 6.4. Many of

our features are categorical variables, as head tilt and orientation (left,center,right)
or scene setting (don’t know/indoor/outdoor), and some of these are ordinal as
subject size (from small to big).

6.2.3 Assessing high level portrait features in crowdsourcing
We discuss here about high level feature evaluation for each picture in our subset
of portraits.
High level features are partly related to low level ones, however this is a very

complicated task; how to express high level factors adopting appropriate low level
4We focus only on upper body considering that our portraits do not focus on full body poses
(ref. portrait definition in chap 1)

5While technically it would be possible to photo retouch face traits, we do not consider these
cases as they won’t represent the original subject anymore. However, this possibility depends
on the practical application of this research.

6https://www.flickr.com/photos/x1brett/13942900580/in/album-72157644568241053/
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Figure 6.2.5: Two similar portraits of the same subject. The main difference is
the profile side, left or right, and a small face inclination. Psychol-
ogy findings suggest that different brain areas are activated, possibly
eliciting different perceptions. SOURCE: Flickr.com, Brett Jordan,
CC license6

LOW LEVEL

FEATURE VALUE
A Aspect ratio

continuous value

B Resolution
C Hue mean
D Hue standard deviation
E Saturation mean
F Saturation standard deviation
G Value mean
H Value standard deviation
I Image contrast

Table 6.3: Low level features adopted.

147



Chapter 6 Understanding the importance of image features in portraits social
context classification

HIGH LEVEL
(I)

FEATURE VALUE
J face size More than chest

Chest
Close-Up
Only the face (or so)

K face orientation Profile
Partially
Frontal

L scene setting Indoor
Outdoor
Can’t say

M beard Yes, long
Only mustache and/or goatee
Yes, short
Just a shadow
Not at all

N dress typology Business suit / Formal dress
Normal shirt
T-shirt / Not formal dress
Can’t see

O glasses Yes, sunglasses
Yes, normal eye glasses
No
Can’t say

P smile Yes, showing teeth
Yes, a little
No

Q gaze At the left
At the right
At the camera

R background type A neutral background
(white,black,...)
City (a street,...)
An office
A wall / a room
Nature
(park, natural landscape,...)
Don’t know

Table 6.4: High level features adopted, with possible values aside.
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HIGH LEVEL
(II)

S subject gender Male
Female

T face tilt Yes, toward left
Yes, toward right
No

U background blurring Yes, a lot
Yes, a little
No

V eyes opened Yes, widely
Yes, a little
No

Table 6.5: High level features adopted (continued).

features can be very difficult [Tong 05]. Some authors even remark that «low-level
contents cannot always describe the high level semantic concepts in the user’s
mind» [Zhou 00]. Some high level features can actually be assessed automatically
(i.e. background blur), but computer vision based high level features extraction
can be time consuming and error prone. As first step, we then preferred to adopt
a different methodology for all of them, in order to to focus on features’ impor-
tance: we adopted crowdsourcing to manually label them. The advantage of this
approach is twofold: (1) it greatly speeds up the process and avoids errors, and (2)
it offers a subjective opinion for some cognitive features that might be perceived
differently between people (e.g., where a portrait has been shot). For this purpose,
we followed the same crowdsourcing strategy adopted in previous chapter, chang-
ing only the task for the participants. They were provided with a web interface
to evaluate each feature for each picture: figure 6.2.6 shows the upper part of the
interface as seen by participants. As done by [Lintott 08], we added visual icons
as guidelines near answer options to simplify the understanding of each proposed
value for some features in our labeling (e.g., subject profile side). We also gave
the possibility to answer ’don’t know’ for some features when in doubt. Within
a week, 745 participants from all over the world participated to the experiment,
each one evaluating 25 portraits.

The mutual exclusion of some high level features values were used as honeypots
to detect outliers. In particular we adopted the depicted person’s gender and beard
presence for obvious reasons. Around 18% of participants failed in this honeypot
and have been excluded. A second honeypot we designed, the mutual exclusion of
scene setting between outdoor and office/room as background, outlined around 40
% of participants as outliers. This result is in line with our previous crowdsourcing
experiment. Jointly, the two honeypots outlined around half of participants to be
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outliers7. However, all portraits present a sufficient number of evaluations for the
high level features in order to continue the analysis.

Figure 6.2.6: First page of the interface adopted in crowdsourcing for evaluating
high level features of portraits.

6.2.3.1 Challenges with high level features and analysis of uncertainty

We underlined that high level features assessment is a complicated subject. As said,
high level features assessment is a challenging computer vision task. Moreover,
the problem lies in the inherent subjectivity of scene cognition: some high level
features may be subjective even for people. This problem has been already noticed
in research related to Content Based Image Retrieval: keywords can be adopted
to map toward high-level semantics, but the mapping can be tricky. As stated by
Zhou in [Zhou 00], «people use the same word for different meanings in different
context, or use different words for similar or even the same concepts».
To check how much the subjectivity influences our high level features assessment,

we measured the level of agreement between assessments given by participants. In
this analysis we do not take into account outliers, that we consider removed at this
point. For this purpose we computed the percentage of participants that agree on
evaluations for each feature, for each portrait. For example, a feature evaluated

7Some participants failed both honeypots, and the two groups partially overlap.
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as ’1’ by 10 participants, ’2’ by 5 and ’3’ by other 5 participants, will show an
agreement of 10/20. While we admit that other more rigorous statistical test
could have been carried out, i.e. Cohen’s kappa or a Fisher test between actual
distributions and distributions by chance, we underline that we just wanted a
simple measure that can underline features that can be doubtful, either in general
or for some portraits only. Moreover this measure can also be introduced in our
crowdsourcing framework for real time checks. The average level of agreement
underlines that while some subjectivity is present, participants usually agree on
all of our features. Every feature presents an agreement of more than 60% of our
participants (figure 6.2.7); clear features, i.e. related to gender, show a very high
agreement as expected.

Figure 6.2.7: Graph bar of observers agreement for high level features, in percent.

Participants opinions indeed diverge assessing some features for few portraits.
In figure 6.2.8 we show some evaluated portraits that underline different opinions
between observers. In particular, these underline how some features are inherently
subjective, and slightly different opinions between participants are normal. For
example, an office in the background may not be perceived as such by some ob-
servers, that may think it is a normal room. This fact will probably change the
perception of the social context for the portrait itself. With the approach that we
adopted we cannot check this fact directly, unfortunately: people that evaluated
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the high level features are not the same that evaluated portraits social context.8
To sum up, we want to stress that the interface design and the instructions given

for the crowdsourcing assessment have a great impact on the expression of features
subjectivity. In fact, precise instructions with examples and design interface with
icons near the answers will force participants to comply with high level feature
examples - reflecting only our subjective opinion. If this is what we want, depends
on the task.
It must be noted that a different opinion on high level features, that is to say a

different understanding of depicted scene in a portrait, can give a different opinion
of social context. To this extent, we investigated statistically if the uncertainty of
social context assessments is related to the uncertainty on high level features la-
beling. The uncertainty - for both quantities - has been measured as the standard
deviation of the assessments; a bigger deviation corresponds to a lower agree-
ment between observers. We then computed, for each image on our data set,
the uncertainty for both the social context and each high level feature. To find
if a consistent relation exists, we fitted a linear9 model with the social context
uncertainty as dependent variable. This model has been chosen to find if a re-
lation exists and also the contribution of each feature10. Obtained model shows
a good fit on data (deviance of fit σ = 1.06), underlining a dependency between
the uncertainties. Fitted model regression coefficients are shown in figure 6.2.9.
Associated F statistics underlined some features as statistically significant in the
model (p− values < 0.05), as portrait depicted subject face orientation, head tilt
and beard level (red crosses on figure 6.2.9). While this finding does not imply a
cause11, it underlines that empirically a relation between these quantities exists;
reading our results, i.e. a bigger uncertainty on portrait background (features L -
U) leads to a bigger uncertainty on social context.

6.3 Analysis of influential features in portraits social
context perception

This section deals with the mathematical approaches to infer the contribution of
each portrait feature on social context perception. Once again, subjective percep-
tion has been collected as described in previous chapter, while features have been
described in previous section.

8Otherwise, we could have run the analysis considering the participant factor.
9Scatter plots between each feature and social context did not underline non-linear correlations.

10Model assumptions have been checked; small deviations from normality are present. However,
they have minor consequences on these models [Ramsey 02].

11Our study is an observational study, with not every possible factor under control.
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Beard: shaved or just a shadow? Opinions
diverge: 34% vs 42% (remaining 24%: out-
liers).
Simon Bostock, in Selfies, www.flickr.com/photos/
bfchirpy/10560642264/in/photostream/

Face: frontal or profile? Opinions split: 28%
frontal, 38% half profile, 34% full profile.
Surya Teja, in NaG,
www.flickr.com/photos/suryateja /14045039949/

Background interpretation: 40% of partici-
pants reported it to be nature, 19% to be a
street. Around 25% of participants skipped
this question (remaining 16%: different an-
swers).
Vivian Farinazzo, in Thales (Sonic Dash),
www.flickr.com/photos/ lifeissimpleinthemoon-
light/12055876983/]

Background interpretation: 38% of partici-
pants reported it to be an office, 23% reported
to be a wall. Around 33% skipped this ques-
tion (6% outliers).
Forgemind ArchiMedia, in Webuse 0001,
www.flickr.com/photos/eager/14249857795/
in/photostream/

Figure 6.2.8: Examples of high level features subjectivity in our data set. Out-
liers have been removed when not mentioned. Images from Flickr,
Creative Commons licenses.
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Figure 6.2.9: Bar plot of fitted model coefficients, related to high level features
uncertainties. Letters follow tables 6.4 and 6.5. Red crosses indicate
statistically significant regressors.

Different approaches may be adopted to learn a model based on input features
from subjective assessments. We can roughly divide the approaches in two big
groups: white and black box. Black box ones are probably the most frequently
adopted in current research dealing with image analysis; widely adopted examples
are Neural Networks (NNs) and Support Vector Machines (SVMs). With black
box methods the mathematical functions linking inputs / outputs are not easily
explainable as very complex interactions usually occurs. For example, it would be
extremely hard to explain mathematically how a regressor influences a particular
result in a fully connected NN, due to the large number of links between nodes. The
same holds for SVMs, as data is projected on higher dimensional spaces. However
these methods are able to model complex non linear interactions between features
and so they are considered more powerful than simpler linear methods. For this
reason they usually provide better results (i.e. higher classification accuracy).
With the term white box approaches we refer instead to much simpler methods
such as General Linear Models or Linear and Logistic Regression. In these cases
from the model we obtain a regression function that directly links dependent and
independent variables. It is important to underline that many of our features
are categorical variables - as head tilt and orientation (left,center,right) or scene
setting (don’t know/indoor/outdoor) - and some of these are ordinal - as subject
size (from small to big). This point limits the kind of possible analysis as not all
independent variables are normally distributed.
In our research, we adopted both kinds of approach. We are interested in black

box ones to see which results can we obtain adopting more powerful models, and
we are interested in white ones to better explain obtained models. These ap-
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proaches are described in dedicated sections below. Looking at current litera-
ture, we adopted Neural Networks, SVMs, Logistic Regression and Decision Trees.
These models can also be adopted to classify data samples. We then measured
classification accuracy as a quantitative measure of model fit, splitting our dataset
in 75% for training and the remaining for testing. For every classifier we adopted a
leave-one-out (LOO) cross validation, due to the small size of our dataset, provid-
ing mean classification accuracy and confidence intervals. For confidence intervals,
being our model predictions discrete12, we did similarly to [Jiang 08] considering
a Binomial distribution but adopting a Wald method.
The ground truth for the analysis is given by collected portrait social context

subjective assessments. We can use this data in multiple ways, as each portrait
has been ranked between the three possible contexts. As said in 5.5.1, a common
method is adopting a majority rule on choices; we adopted this strategy too to
obtain discrete labels. However, as we explained in 5.5, many portraits do not
present a clear context choice, i.e. when a portrait has been evaluated 50% of
times for working purposes and 50% for friends. To take into account this fact
we added other three classes to the ground truth - social context «mixtures»:
Friends/Work, Work/Romantic and Romantic/Friends - to better model our data
set. We then put in these classes portraits labeled in between two contexts and
that do not present a statistically significant choice as explained in 5.5.3. We refer
to the two different class labeling strategies - considering or not context mixtures
- as standard and detailed strategies respectively.
We used a majority strategy also to define the value of the high level features

for each portrait picture. While high level features subjectivity may be valuable
for our study, we prefer to avoid this additional uncertainty at the moment, and
leave raw feature evaluations for future works. Still, methods to reduce uncertainty
improving the a majority strategy exist (i.e. [Peng 13]). However these cannot be
adopted in our case, as they rely either on evaluators assessment (i.e. based on his
previous job) or on stimuli ground truth; our experiment did not include any of
these elements. To conclude data pre-processing, all features were normalized to
the same mean and range, between 0 and 1, so that analysis results (i.e. computed
coefficients in models) could reflect actual relevance weights. For this purpose we
used the common formula:

Y = X −min(X)
max(X)−min(X) ;

where Y is the normalized data, X is the original data vector.

12We consider here the prediction of the social context of a portrait, that can either be correct
or not. This outcome does not follow a Normal Distribution.
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6.3.1 Black box approaches: Neural Networks and Support
Vector Machines

We discuss here the adoption of black-box approaches, more complex non-linear
models. Based on current research, previously reviewed, we opted for Neural
Networks and Support Vector Machines.

6.3.1.1 Neural Network

We decide to adopt a simple Neural Networks to address the problem, due to their
large adoption in literature for classification problems. We then approach the
problem as a portrait classification between the three context classes. Our inputs
are images features, normalized between [-1; 1]. We tested different network sizes,
obtaining the highest classification accuracy of 65% (c.i. 6%) with one hidden
layer of 150 neurons. Results are higher than chance (three classes imply a 33%
accuracy of random choice), however this approach does not allow an easy inter-
pretation of each feature contribution. While different feature selection strategies
have been proposed in literature [Leray 98], a first approach to assess features
contribution by selectively remove them from inputs and check variations of clas-
sification accuracy. We adopted this strategy with proposed NN; even if some
differences between features are present, no feature per se has been underlined as
critical in the classification. Results are shown in figure 6.3.1. Neural Networks
approach has been adopted following also detailed strategy, considering mixture
contexts. Different network sizes have been tested also in this case, maintaining
same network topology. A classification accuracy better than chance, 41% (c.i.
4.4%), has been obtained adopting double the quantity of neurons (300 instead
of 150); this result seems to underline that the detailed strategy adds complexity
instead of simplifying the classification task.

6.3.1.2 Support Vector Machines

Another very popular approach within black box like machine learning approaches
are Support Vector Machines (SVMs). As underlined in [Mohammadi 12], logistic
regression might result into low accuracies and the experiment can be completed by
using a SVM. Basically, SVMs are binary classifiers that separate data points after
projecting them in a higher dimensional space through a kernel function. Again
many positive examples in image analysis literature are present, as in previously
cited Datta’s work[Datta 06] or in [Dhar 11]. In our case however data belongs
to more than one class, as a portrait belongs either to Friends, Work or Dating
purposes. We then adopted a multiclassSVM, an extension of SVM reducing the
multiclass problem to multiple binary problems. A C -Support Vector Classifica-
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Figure 6.3.1: Neural network classification accuracy (µ and c.i.), removing one
feature at a time. In green accuracy obtained considering all features.

tion model has been adopted using the popular library LIBSVM [Chang 11]. We
started the analysis following the standard strategy (ref. previous section) and
tested different SVM parameters; the best classification accuracy (70% , c.i. 6%)
has been obtained adopting a radial basis kernel and a regularization parameter C
of 1. We also tested a linear kernel for our SVM to check if radial kernel nonlinear
approach adopted is really an advantage. Classification accuracy dropped slightly
(3%), within computed confidence intervals. A Barnard test on classification out-
comes of LOO cross-validation between the linear and the radial kernel fails to
reject the null hypothesis of difference (p = 0.27). Regarding the detailed strategy
for our ground truth, we obtained an accuracy of only 43.5% (c.i. 6.6%) adopting
a sigmoid kernel. We did not dig further into feature selection for this result.
Anyway, these results come with no explanation of features individual contribu-

tions. In order to investigate this point, we run a feature selection algorithm based
on [Kohavi 97]. The algorithm creates a relevant subset of features by sequentially
add them to an initial selection and learn a different model each step13. Based
on the classification error on test data, validated with a 10 folds cross-validation,
the algorithm selects features to add in order to produce best results. Every
fold picked randomly 10 times (MonteCarlo simulation). Not considering differ-
ent initial conditions that slightly modify performances, final features included by
algorithm were four: image resolution, subject dress, presence of glasses and back-
ground blur. With only these features, we achieve around 74% percent of accuracy
(c.i. 6% with LOO). In order to understand which features are discriminant for
the two classes Work and Dating, we repeated the same analysis adopting a one

13It is also possible to proceed backwards, removing features, but it’s unfeasible to add and
remove in the same optimization: to consider all the 2n subsets of n features would be
unfeasible.
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VS all strategy, merging classes together: once Friends+Dating vs Work pictures,
once Friends+Work vs Dating pictures. For these two cases, we then repeated the
same feature selection algorithm as before. For work purposes the results under-
lines that the «dress» is an important feature . For dating purposes, instead the
algorithm underlines dress and glass presence as important features.

6.3.1.3 Discussion

Proposed approaches provide satisfactory results - remarkably higher than chance
- even if accuracy can be improved. This outcome can be due to multiple causes, as
for example high level features uncertainty as well as the lack of other explanatory
variables - that we did not take into account in this work. Surprisingly the detailed
strategy, that we believed to better model the ground truth, performed worse in
both adopted approaches. The need of more neurons in our Neural Network for
this strategy underlines its higher complexity. This result may be due to the fact
that examples are not enough and evenly distributed between the six classes to fit
the models: many portraits present no significant clear choice and then mixtures
classes have more samples than the others. Anyway we take these results as a
reference for successive analysis related to white box approaches, topic of next
section.

6.3.2 White box approaches
In this section we discuss white box methods adopted: the Logistic Regression
and the Decision Tree. Obtained results (in terms of classification accuracy) are
slightly lower compared to black box approaches, however they are useful to explain
regressors contribution.

6.3.2.1 Logistic Regression

For the analysis of influential factors, we adopted a Logistic Regression, using
our features as regressors and the context ranks as observations to fit. We want
to underline that we cannot use a simple linear regression, as done before for
uncertainties analysis (ref. 6.2.3.1), because the dependent variable is not a ratio
variable (i.e. a real continuous value) but a nominal variable instead (a social
context class either 1,2 or 3). Since the dependent variable had three possible
discrete outcomes, we used a Multivariate Logistic Regression. The model, in case
of a single observation can be written as:

yn = β0 +
K∑
k=1

xnkβk + εn (6.3.1)
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where y is the dependent variable - the context rank for a particular category -
x are our predictor values, β are the coefficients to be estimated and ε indicates
the error term. Even if we expect our model to be more complex than linear, we
adopted this method to have interpretable outputs for our features. We fitted three
independent models, one for each context, adopting the ranks of that context for
all portrait pictures as responses. The results of the logistic regression fit are shown
in Figure 6.3.2.1. The Friends context was selected as reference in our model. This
means that each computed coefficient expresses the expected influence of a feature
on the relative chance that a portrait picture is perceived in another context (i.e.,
Work or Dating) than the reference, where this chance is expressed in log odds. So
for example, an increment of one unit in the feature "Dress" increases βk times the
relative log odds of a portrait picture being perceived as Work context, where βk
is the coefficient related to the feature "Dress" in the model of the Work context -
assuming everything else being equal14.
With these coefficients we can compute the probability of a portrait to belong

to a context, given its features. This probability can be used to classify new data.
Our model achieved a classification accuracy of 66% (c.i. 6.3%) on our data set
following the standard strategy previously mentioned. For the sake of clarity, we
underline that we should compare this result with pure chance, picking one context
over three possible (33%). Adopting the detailed strategy with our ground truth,
model regression did not fully converge. This is due to the low number of samples
for the classes in the detailed strategy. As result, its accuracy did not exceed 40%
(c.i. 6.5%). We will not analyze further this case in successive steps.
Logistic Regression also provides a measure of the statistical influence of each

feature in the model via their p-value. These p-values are shown in table 6.6. They
illustrate that the prediction model for a portrait picture having a Work context is
significantly affected by the dress (N) that the person in the picture wears, as well
as by the portrait setting (L) and by the low level feature of mean saturation (E)
in the picture. As expected, a formal dress increases the appropriateness of the
portrait for working purposes, while instead an increase in saturation decreases it.
For predicting the appropriateness of a portrait for dating purposes instead the
gender of the portrayed person, and his/her face orientation are statistically sig-
nificant contributors. In particular portraits depicting female persons are reported
as more appropriate for dating purposes.
Logistic Regression allows to express these results as a formula, linking addressed

features with the relative probability of a portrait being for work or dating more
than for friends. Considering only most important features, we have:

ln( P (Work)
P (Friends)) ≈ β0W − 1.8Xµ Sat + 1.1XScene IN/OUT + 2.6XDress

14Assuming that this would be possible.

159



Chapter 6 Understanding the importance of image features in portraits social
context classification

Figure 6.3.2: Features regression coefficients for first choice. Friend context has
been taken as reference. Features, here in capital letters, are encoded
following table 6.6.
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ln( P (Dating)
P (Friends)) ≈ β0D + 1.4XFace Orientation + 2.1XGender

In the equations β0W and β0D are the constant values from our model, for Work
and Dating respectively, while X are actual features values. However, it is worth
to underline that it is unwise to consider these models as exact regression equa-
tions describing the phenomenon [Ramsey 02]; there is always some uncertainty,
many models are possible and ours are the ones expressing expected variations of
dependent variables considering only the independent variables we included.
As we can see in the second equation, β coefficient related to depicted portrait

subject gender is relatively important. Moreover, as underlined previous chapter
(section 5.5.4), in respect to this finding we analyzed if this result is influenced also
by the gender of the evaluators. That analysis underlined that indeed this factor
has a significant influence in portrait perception for dating purposes. This finding
strongly underline that different models should be built for men and women. How-
ever, we cannot made this distinction in this research as too few female subjects
actually participated the test (ref. 5.5.1). This effect should be taken into account
while designing future works.

6.3.2.2 Decision Tree

Another possible approach is to adopt a decision tree modeling. This approach has
already been employed in image aesthetics assessments, obtaining positive results
adopting low level image features[Datta 06]. The model builds a tree of decisions
to classify the input data. Leaves are classification outcomes (i.e. responses to
inputs), and each input corresponds to a path on the tree, starting from the root.
Each internal node is labeled with a feature, on which successive splits are made
(i.e. decision). Originated branches differentiate by the value on this feature. The
learning algorithm then tries to infer the best features and thresholds to construct
the tree. At each step, the algorithm examines all possible data splits for every
predictor variable, applying the one that maximizes a certain criterion. In our
case we adopted binary splits as in mentioned reference [Datta 06] . Our stopping
criterion is instead the requirement that all leaves must correspond to a class
observation. We fitted two decision trees, one for each class labeling strategy.
For the majority strategy this approach gives on our data set a 58% classification
accuracy (c.i. 6.5%). Obtained decision tree is visualized in figure 6.3.3. Dress
and gender are outlined between the first discriminative features (top roots in the
obtained tree). For the detailed strategy accuracy significantly decreases as for
logistic regression, achieving only 34% (c.i. 6%).
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Feature Work Dating
A: Aspect ratio
B: Resolution
C: Hue µ
D: Hue σ
E: Saturation µ *
F: Saturation σ
G: Value µ
H: Value σ
I: Contrast
J: Face size
K: Face orientation **
L: Indoor/outdoor **
M: Beard
N: Dress ***
O: Glasses
P: Smile
Q: Sight
R: Background
S: Gender ***
T: Head tilt
U: Background blur
V: Eyes opened

Table 6.6: Features significance with Logistic Regression.*=p < 0.05, **=p <
0.01, ***=p < 10−3
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Figure 6.3.3: Trained decision tree. It can be seen that ’Dress’ and ’Gender’ fea-
tures are important features influencing portraits classification. So-
cial context are encoded as 1,2 and 3 being respectively Friends,
Work and Dating.
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6.3.3 Discussion

Results indicate that the clothes of portrait subject significantly affect the percep-
tion of the picture to fit working purposes. This result is perfectly in line with
expectations coming from empirical experience and supports the validity of our
analysis: a formal dress increases the appropriateness of a portrait for working
purposes. This finding is confirmed by black approaches results too. Also the
portrait setting (L) and a lower mean value for saturation (E) in the picture con-
tribute to increase this fit. Viceversa, an higher saturation increases slightly the
chances of a portrait to be perceived for dating purposes more than for friends.
Empirically, we can probably explain this outcome with a «warmer» perception
of the picture. More important, portrayed subject face orientation and gender are
statistically significant contributors for this fit, not considering for now the evalu-
ator gender bias as explained in previous chapter 5.5.4. We are indeed surprised
that background scene perception has not been strongly underlined as important,
especially after qualitative assessment shown in 5.5.2, but only background inter-
pretation indoor / outdoor marginally influences context perception. We are not
able to say if test power is insufficient to outline an effect (i.e. not enough exam-
ples for each scene setting) or other causes are influencing the result (i.e. noise in
evaluations).

Regarding proposed methods, they seem to be equally valuable, but they all
have pros and cons. In the end, only the logistic regression gave numeric results
considering all the features at once. This model offers many advantages: first
of all results are interpretable, as we link directly each feature contribution on
context probabilities. Moreover coefficients give us a quantitative measure of each
contribution. Secondly, we can also compute a p-value for each feature in the
model, indicating the statistical influence of each regressor. Lastly, the model
is relatively easy and computationally inexpensive. Decision Tree modeling too
provides interpretable results and is computationally light, but it does not provide
direct statistical measures of each feature importance. In the end, this lower
complexity comes also with the price of considering only linear relationships, in
both models.

We expected black boxes models to be sensibly more accurate, but no big differ-
ence in results has been underlined in terms of classification accuracy with trained
models. However we tested different models and parameters. This finding may
point out that our set of independent variables model relatively well our problem
and that class are linearly separable in this feature space.
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Method Standard
Strategy

Detailed
Strategy

Neural Network 65± 6% 41± 4.4%
SVM 70± 6% 43± 6.6%

Logistic Regression 66± 6.3% 40± 6.5%
Decision Tree 58± 6.5% 34± 6%

Figure 6.3.4: Table summarizing classification accuracy for the different methods.

6.4 Conclusion
In this chapter we addressed the problem of determining influential factors from
gathered perceived context of portrait pictures. Our analysis considered some
classical low level features as well as higher level features related to image inter-
pretation. To chose a subset of features to assess we addressed current literature
both in our field and in social sciences, as social context assessment is greatly
influenced by cognitive biases. It is clear that considering all possible factors of
influence in only one analysis is a challenging task. However, isolating them to
determine each feature’s separate impact is at least as hard and time consuming.
We approached the problem considering features we supposed mostly important
for our purpose, basing our choice on current literature. We also showed how mul-
tiple features can be addressed simultaneously: to this extent the large amount
of crowdsourcing social context evaluations, gathered as said in previous chapter,
was very useful. We adopted crowdsourcing not only to determine the appropri-
ateness of a portrait picture for a given context, but also to evaluate the high level
features. In fact, extracting these only with computer vision tools can be error
prone. To this extent we adapted our crowdsourcing framework and run a crowd-
sourcing campaign to label high level features of all portraits. Low level features,
much easier to be addressed, have been computed instead with computer vision.
We used a white box approaches as well as a black box ones for the statistical
analysis. Even if we expected the former less accurate than the latter, they allows
easier interpretation of the results. In particular, the Logistic Regression model
offers three important advantages. First of all results are interpretable, as we link
directly each feature contribution on context probabilities. Secondly, computed
coefficients give us a quantitative measure of each contribution. Lastly, the model
is relatively easy and computationally inexpensive.
While the proposed analysis is not able to explain all variability in the subjective

assessments, some statistically relevant features have been underlined and greatly
helped to discriminate between portrait contexts. Qualitative results are the same
for all methods: cloth of the portrayed person is shown to be discriminative for
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the likelihood of a portrait to be perceived as work related. Also the gender of the
portrayed person appeared to be influential, more particularly for the likelihood
of a portrait to be perceived as dating related. The latter, however, was also de-
pendent on the gender of the participant as said in previous chapter; this element
should be taken into account in future works. Our first results are then consistent
with expectations from empirical experience. Interestingly the background inter-
pretation was not as influential as we expected: background interpretation only
contributed very little to our model. With these results in mind, we will focus on
computer vision efforts on features underlined as influential.
To conclude, many improvements can be considered. First of all a broader scale

analysis should be carried out, both in terms of stimuli number and variety, to carry
out more accurate statistical analysis. Secondly, other features that we underlined
in our literature review could be included in the analysis, still assessing them in
crowdsourcing. However more evaluations will probably be needed to conduct such
an analysis with many factors. Lastly, it would be interesting to consider different
models for different demographic groups, in particular for different cultures in the
world (i.e. one model for Europe and USA, another for ASIA).
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Keypoints

Keypoints

Context

o While subjective opinions have already been correlated to image features
for different research purposes (i.e. for quality assessment, for aesthetics
or memorability) this has never been done for linking portrait features
to social context perception.

o Literature underlined that only low level features are not enough to model
high level concepts in multimedia.

o High level features have been proposed; some of them are related to social
sciences findings.

Contributions

o We reviewed low and high level features adopted; we selected a subset of
features underlined as important considering findings in image analysis
research as well as in psychology.

o We underlined statistically the importance of some image features, espe-
cially high level ones (i.e. dress, portrait setting, gender), in predicting
the social context; results are consistent with empirical experience.

o We statistically underlined: (i) that the uncertainty of portrait social
context is also partially dependent on the uncertainty of some high level
features; (ii) that the importance of portrayed subject gender is also
dependent on evaluators gender.

“The miracle isn’t that I
finished. The miracle is that I
had the courage to start.”

(John Bingham)
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Chapter 7

Conclusions and perspectives

In this section we outline our latest ongoing work and we recall the main objectives,
briefly summarizing our contributions. In the end, we discuss limitations and
possible improvements.

7.1 Ongoing work with Computer Vision tools to
automate portrait analysis

The objective of ongoing work is the automatic extraction of high level features,
focusing on those underlined as significant by our analysis (see chapter 6, sec. 6.3).
The purpose of this evaluation is double; first, it greatly reduces the amount of
work needed to label portraits1. The second purpose is practical, as an automatic
extraction would allow to build an automatic portrait evaluation system, based on
obtained model. Such a system could be a software in which users upload their
portrait and get the suggested social context for it. As said in previous chapter,
to evaluate reliably high level features with computer vision is a challenging task.
Next paragraph outlines the SoA on this topic, while in sec. 7.1.2 we describe their
implementation in practice. With these automatically evaluated features, and our
model, we have been able to build an automatic portrait evaluation system in the
form of a web page. This system is still under development and it is not publicly
accessible.

1High level features have been manually evaluated for each portrait, and a larger amount of
samples would allow to build a better model.
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7.1.1 High level features assessment with computer vision

Research on computer vision addressed the evaluation of some high level features
that we underlined as important. Face presence, position and size respect to the
picture are nowadays considered reliable measures. These are mainly provided
from Viola Jones algorithms and its improvements [Viola ]. Mentioned features
have already been adopted for aesthetic assessments, as in [Li 10a], where authors
also estimate pose and mouth expression, applying a particular filtering. Interest-
ingly, Viola Jones algorithms can be used to detect any object, like i.e. glasses.
Instead, more complex methods are applied to detect facial landmarks; authors of
[Sun 13] use deep convolutional neural networks cascades, obtaining good results
also with pictures showing face profiles. Gender and age have been addressed too,
and results are quite reliable. Regarding gender, a well known technique is machine
learning with Principal Component Analysis ([Valentin 97]), that produces eigen-
faces. This allows to classify male and female faces with high accuracy (> 95%,
[Cheng 08]). Age predictors are instead approached with many different strategies,
and recent research achieved prediction errors of about 5 years ([Fu 10]). Clothing
parsing is a more complex task. Current approaches use a large number of features
(SURF, HOG, PHOW, LBP), usually extracted from regions of interest, and con-
struct bags of features descriptors. These then feed black-box machine learning al-
gorithms as SVMs and Random Forests as done in [Di 13] and [Bossard 13]. While
classification accuracy varies sensibly with the number of considered classes, results
are encouraging: the average accuracy is around 35% with 15 classes. Conditional
Random Fields are used instead by [Yamaguchi 12] and [Chen 12]. Research fo-
cused too on image features considering the scene. Again, large number of SIFT
features have been adopted to recognize scene type and attempt outdoor/indoor
classification, obtaining interesting results ([Dhar 11], [Lazebnik 06]).

Some software frameworks have been developed for the assessment of face-related
high level features. OpenCV2 implements Viola Jones algorithm and eigenfaces
classification; however reliability greatly vary from data set to data set. This
is especially true when portraits are taken ’in the wild’ and not in controlled
conditions. Commercial tools, collecting multiple features’ evaluation at once,
have been developed and used in scientific research. This is the case of Face++3,
BetaFace4 and SkyBiometry5 (ref. [Lienhard 15a]).

2Retrievable at http://opencv.org/, Sept 2015
3http://www.faceplusplus.com/
4Betaface Advanced face recognition, www.betaface.com
5SkyBiometry, Cloud-based Face Detection and Recognition API, www.skybiometry.com/
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7.1.2 Practical implementation

To implement high level features detection, we looked for ready to use algorithms
implementations. However, this process still takes a considerable amount of time,
as to adapt them to our purposes (i.e. adopted coding, image format, size, ...) is
not straightforward. Moreover, often the practical details are usually omitted in
research publications when describing the algorithms (i.e. machine learning tuning
and image pre-processing details).
To evaluate face related features we opted for Face++ software, due to its good

performances and because is free of charge for non-commercial use. This software
evaluates face presence, gender, race, smile and detects glasses. The algorithm
outputs also face roll, pitch and yaw angles; this information can be used for the
face orientation feature. However, we cannot use these latter directly as our model
considers discrete feature values (i.e. right or left profile, instead of angles). An
example of results is provided in figure 7.1.1. Regarding the clothing category,

Figure 7.1.1: Two portraits from our first data set, automatically tagged by the
BetaFace software.

we did not find any publicly released ready-to-use algorithm focused on upper
garment clothing (as we considered in our analysis, see chap. 6). While method of
[Yamaguchi 12] is available, it works only on full body pictures. For this reason,
we implemented features extraction as in [Bossard 13], but adding skin detection.
Results have been tested on the smaller data set provided by [Chen 12], providing
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7 cloth categories6. A classification accuracy similar to the original research work
has been obtained (75%, 10-folds cross validation).
Face++ is accessible as a web service too, allowing to evaluate portraits through

the web. This feature allows us to easily deploy the prediction model as a web page.
We then implemented a simple interface on our server to upload a portrait and
evaluate its social context, following our model. Low level features are evaluated
with the same scripts as in previous chapter. Unfortunately, we are still missing
some important features to reliably output the predicted social context: clothing
and scene type underlined in section 6.3.3. Moreover, Face++ smile feature and
face angles are given as continuous variables7. In order to use these features we
have to discretize obtained values; while we can make this decision based on the
mean values, this choice adds other uncertainty in the evaluation. We remind
that these inputs are discrete variables in our model (profile or frontal-face, smile
presence).
Described work is still a draft and not yet publicly released; model runs on a

local server. An example of the result is shown in figure 7.1.2. In particular, at
the moment we are working on maximizing the reliability of features assessments.
In fact, features evaluation is not yet accurate enough to make satisfactory the
automatic portrait assessment. We cannot make a comparison with manually
labeled images to evaluate our system due to the fact that many features are still
missing an automatic evaluation. Even if they are not statistically influential per
se, the lack of their joint contribution in the model is strongly biasing social context
predictions.

7.2 Summary and Contributions

In this thesis we present our study focusing on the social context perception of
portrait pictures. The work done is essentially composed of three parts. In the
first one we study novel methodologies currently used for multimedia assessments
experiments, related to the field of Quality of Experience in particular. Investi-
gated methodologies are two: electrophysiology and crowdsourcing. In the second
part, we address the practical adoption of crowdsourcing for collecting portraits
and their social context evaluations. In the third part, first we describe the se-
lection and the evaluation of a set of low and high level image features. Then,
we evaluate through mathematical analysis the impact of each feature on social
context perception.

6Shirt, sweater, t-shirt, outerwear, suit, tank top, dress.
7Smile feature is computed as a score measuring the strength of this expression.
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Figure 7.1.2: An example of implemented portrait evaluation web page. Results
are computed with off-line model, due to the lack of automatic eval-
uation on all features.
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Find a suitable alternative methodology
Our work first goal was to find a suitable methodology to assess the subjective
social context perception. In order to accomplish this task, we investigated cur-
rent research that is closely related to our study. In this panorama, we focused
on Quality of Experience, a research field that encompasses a broader concept of
multimedia evaluation; the focus is not only on technical multimedia quality but
incorporates also factors related to the context and especially the user. Electro-
physiology emotional assessment has been tested at first, as it has been shown to
be useful to measure user reactions to stimuli. Some preliminary positive examples
are present in research, for some specific cases. To better investigate its useful-
ness in our case, we preferred to run two pilot studies. These underlined different
problems that impact methodology reliability and usefulness (i.e. lack of standard
reference procedures, large inter & intra subject variability, ...). More than contin-
uing digging into these problems, we preferred to investigate another methodology
adopted in QoE research: crowdsourcing. While useful for different purposes, in
scientific research this technique can be seen as an internet outsourcing of normal
in-laboratory assessments. Through crowdsourcing, a large amount of cheap sub-
jective assessments can be gathered fast. In particular, compared to normal in-lab
studies, it provides a broader audience, richer in terms of demography. However,
reliability problems arise, due to multiple cons (i.e. different experiment condi-
tions, instructions misunderstanding, outliers). Nevertheless crowdsourcing has
been largely adopted and related problems mitigated. This fact convinced us to
adopt it for our research.

Run crowdsourcing in practice
After the decision of adopting crowdsourcing, our goal was to run this technique
in practice. Previous SoA review underlined that three main elements are needed:
a platform to gather participants, a software framework to run the experiment
online and a data set. This last point is detailed in next paragraph. The platform
gathers crowdsourcing participants and manage all the needs (i.e. advertise the
experiment, pay the participants,...); many commercial services are available for
this purpose. We decided to adopt one of the most popular in Europe and within
the QoE community, Microworkers. The second point o run the experiment online
we need to host a software framework on our servers. Few frameworks have been
developed and even less are freely available. These are however mostly focused at
simple tasks (i.e. image quality evaluation) and not easily customizable. For these
reasons we preferred to deploy a custom solution developing a personal framework.
We developed a modular system based on the SoA as well based on our needs. To
test chosen crowdsourcing platform and our solution, we then run a pilot study.
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We compared the effect of self shot portraits against professional ones on the
perception of a job candidate, simulating a resume selection case. Adopted stimuli
have been gathered as described in next paragraph. The study underlined that i)
adopted methodology is effective and efficient also for our research and that ii) an
effect of the portrait is present and statistically measurable.

Find a suitable portrait data set
An additional implicit objective has been considered: our work required also a
suitable portrait data set to run tests with. At first we clearly defined to which
images we are interested in, as many different types of portraits are possible: we
posed our working definition at the beginning of the thesis (ref. 1.3.1). Our contri-
bution brought to the analysis of possible face image sources, based on literature.
We considered pros and cons of four main available sources. These are some image
databases containing face images adopted in scientific research, personal photo
collections and online communities of photo enthusiasts; the fourth alternative is
to shot portraits by ourselves. After a deep analysis, we concluded that when
few stimuli are needed it is easier to shot portraits in controlled conditions, as we
have full control over all the aspects of portraits. Instead, when more portraits
are needed and less constraints are imposed on portrait conditions, it is better to
use online communities, that offer a rich and varied collection of many portraits
and social contexts. However legal constraints must be considered adopting this
option as licenses, retrieval methodology and privacy issues may pose problems.
With these considerations in mind, we prepared two data sets for our first pilot
study and our main experiment; we adopted self shot portraits and online sources
respectively.

Gather social context subjective evaluations
Between the main goals of the thesis was to collect a social context subjective eval-
uations. These constitute for us a ground truth to run the analysis. We achieved
this goal adopting crowdsourcing: participants’ task was to label portraits stating
the best purpose for each image. Possible choices were three social contexts, based
on current trends on nowadays social networks: “for friends”, “for work” and “for
dating”. While different and more contexts could be imagined, these represent a
good trade-off to start with. Crowdsourcing allowed to easily obtain enough evalu-
ations for our main portrait data set. The majority of our portraits do not present
a clear fit for a purpose and opinions are more likely to diverge. Nevertheless, in
the following image feature analysis, we found that this uncertainty is partially
due to image features uncertainty; this underlines that the scene in portrait may
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be perceived differently by different people and this reflects on perceived portrait
purpose.

Understanding and modeling image features on social context
perception
To fulfill the main goal of this thesis, we looked for portrait features to consider.
We looked for i) low level image features adopted in multimedia research related
literature but also for ii) high level features related to the semantic of the image. A
part of our contribution resides in the review of current literature in the multimedia
domain as well as - for the high level ones - of some remarkable results within the
psychology domain. We then selected a subset that took into account various
low level features, some features related to the subject in the picture that can
elicit social biases (i.e. clothing typology, gaze direction, ...) as well as some
scene-related features (i.e. environment). We then evaluated both low and high
level features for our data set, through computer vision algorithms and manually
in crowdsourcing respectively. The uncertainty on these last is overall small. Our
main contribution is in the adoption of different mathematical approaches to model
social context perception based on features. White box ones have been very useful
to explicit features influence. Our results are in line with empirical experience and
psychology findings related to chosen high level features.

7.3 Discussion: limitations and improvements
Our research investigated which image features influence the perception of a por-
trait to be more suitable for a purpose more than another. This perception, already
addressed in psychology and sociology, has never been investigated in light of en-
gineering and informatics at the best of our knowledge. Still, we found many
similarities with closely related fields, as Quality of Experience and Image Aes-
thetics, that helped us with the methodology. Still, we found many problems,
mainly practical, that imposed us to make choices limiting our work.
First, reviewing literature to select features, we found that many are the factors

that can influence social context perception. It is impossible to consider them all
for obvious feasibility reasons. We then had to make a choice, discarding many
factors. For example, it would have been interesting to consider the make up in
female portraits, the haircut style, the clothing color just to name a few. These
factors can be added in future research, repeating the same procedure for high
level features assessment in crowdsourcing, but with the new features.
Secondly, we found that the perception of some high level features can be sub-

jective. This is the case of clothing for example: opinions split for some portraits
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reporting depicted subjects to have a formal or informal dress. While this element
can underline outliers in many cases, sometimes this can be due to a cultural bias.
It would be great to consider this bias in our analysis, however many more evalu-
ations, differentiated in terms of participants demography, should be gathered.
Still, crowdsourcing greatly helped our research as it provided many evaluations,

needed for a study that considers many factors at the same time. However, crowd-
sourcing took a remarkable amount of time in order to run it in practice, especially
considering reliability controls. This amount of time was not considered at the be-
ginning and slowed down the research. Future experiments and data analysis will
definitely profit of this in terms of time.
Cultural bias plays another important role in our analysis. We underlined in

fact that different models for male and female subjects should be done. However,
in our research this cannot be done due to the lack of a sufficient number of female
subjects. This limitation can be overcome either adding more female participants
or eliminating this factor showing only portraits depicting subjects of the same
gender of the participants.
Another limitation is the number of evaluated portraits. More stimuli would

make our model more precise and allow a deeper analysis. However, while the
Web is full of images, it must be considered that evaluating them both in terms of
social context and high level features has a cost. Our data set represented for us a
good trade off between analysis feasibility and economical costs. Forms of free-of-
charge crowdsourcing can be imagined, but pros and cons must be considered as
well; for example preparing a gamification strategy takes time and efforts, while
preparing a volunteer based experiments for university students on campus limits
the demography. In this respect, it is interesting to mention the great value of
social networks, that could be a huge resource in terms of portraits and evaluations.
These offer different faces as well as different social contexts. However, two main
points must be considered: privacy limitations and how to successfully “exploit”
the crowd of social network users. Privacy is a concern that is clearly important,
considering how we will use the images (we already discussed this point in 4.3, more
info in Annex F). The second point needs to be addressed carefully, as discussed
while talking about portrait sources (ref. Annex F). Still, social networks could be
an important source of social context evaluations, if a proper strategy to address
evaluations and motivate participants is designed. In fact, we underline once again
that we cannot easily exploit implicit information in the form of user interactions
(i.e. assuming the adoption of a particular picture as a subjective opinion), as
these are not statistically relevant due to the low number of evaluators. In this
direction, it would be really interesting to design a social network application
where profile owners can upload their profile picture and let the community rate it
(in terms of social context). At the same time, people would like to participate as

177



Chapter 7 Conclusions and perspectives

they will know what people think of their picture while we will gather evaluations.
To conclude, the different limitations constitute possible improvements, leaving
margin for interesting further works in this research.
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Appendix A

Qualinet COST Action

In this annex I give some details regarding the scientific community called Qua-
linet, in which I took part during while working at my thesis. This participation
boosted substantially the research work, offering many exchanges with experts in
crowdsourcing as well in the close field of multimedia assessment.
This community is formally an Action of the COST framework, a European

framework supporting and funding the cooperation among researchers on technol-
ogy related programs1. Actions are the actual research driven programs, launched
and funded by COST. They have clear defined objectives, goals and deliverables
to be pursued within a four year time span. Qualinet is the COST Action IC 1003,
focused on “Quality of Experience in Multimedia Systems and Services”2.
It’s focused on the concept of Quality of Experience (QoE), that encompasses

in a much broader way the concept of overall quality. The attention in QoE
research is then focused on the overall experience and not only on the media
itself or the sole user - as would it be i.e. in classic quality assessments. As said
in chapter 1, research underlined that inherent media quality is not everything
and there are other aspects to consider in the evaluation. Qualinet conducted
a remarkable research effort on the subject, formally defining the QoE and its
components considering the experience of the overall scientific community taking
part in the Action. For Qualinet the QoE is “the degree of delight or annoyance
of the user of an application or service” and underlines that three are the main
characteristics that influence QoE (influential factors): the user, the system and
the context [Le Callet 12], that must be considered to “better express everything
involved in a [...] service”. The work done by this Action is not only theoretical but
practical too, as it conducted multiple experiments to push forward QoE research.

1More details on official website, http://www.cost.eu/about_cost, retrieved Aug 2015.
2http://www.qualinet.eu/index.php?option=com_content&view=article&id=2, retrieved Au-
gust 2015.
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This has been done under different aspects and along different axes: five are the
working groups that structure Qualinet. The first one is focused on contexts and
applications to which QoE is related to. The second one focuses on the mechanisms
and models of human perception, fundamental to be understood for a research
considering also the user. The third and fourth focus on technical elements of
research, addressing the study of reliable quality metrics and the construction of
multimedia databases respectively. The last one is focused on the standardization
and dissemination of results. Every working group is internally divided in Task
Forces, specific to a subtopic.
Within this community, part this thesis work has been a cooperation and a

contribution to the second working group, that takes into account the user. Con-
tributions are the work related to electrophysiology and to crowdsourcing. In fact
this working group investigates multiple levels of features - involving the user -
that impact the perception, such as cognitive, emotional and social aspects. First
output, related to the work done with the Emotions Task Force, is the work de-
scribed in 2.4.2 and published in [De Moor 14]. This contribution was supported
by a Short Term Scientific Mission at VTT Institute of Technology in Finland
(Oulu).
The second output is related to the Crowdsourcing Task Force: this task force

has the main objective of identifying strengths and scientific challenges for QoE
assessment via CS as well as to derive a methodology for such a task3. As an
output from the task force, we recently released a white paper to publish best
practices and recommendations for crowdsourced QoE, based on practical experi-
ence ([Hoß feld 14]). This white paper includes our recommendations described in
chapter 4. In particular, it outlines practical implementation problems - found dur-
ing our experiments too - and it summarizes lessons learned through the different
experiences and exchanges related to crowdsourcing.

3Official page on https://www3.informatik.uni-wuerzburg.de/qoewiki/qualinet:crowd #qua-
linet_wg2_taskforce_crowdsourcing, retrieved June 3rd, 2015.
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Theories of Emotions: external
stimuli and elicited emotions

In this annex we detail the different theories that have been made regarding the
generation of emotions. Its objective is to complete the scope given in chapter
3, underlining how complicated is the subject even in the neuro-psychology field,
without going too much in detail. Firstly, a clarification is needed as different
terms have been defined in psychology to define the different reactions related to
affective behaviors. An emotion is defined by social science as “an episode of in-
terrelated, synchronized changes in the states of [. . . ] organismic subsystems in
response to the evaluation of an external or internal stimulus event as relevant to
major concerns of the organism” [Scherer 05]. In practice is a “state of arousal as-
sociated with varying degrees of physiological activation” [Basavanna 00]. In fact,
many theories about the relation nervous response-emotion have been proposed
(as detailed in annex B). A feeling is defined as the “conscious subjective experi-
ence of an emotion” [APA 07], or the “pleasure and pain dimension of emotion”
[Basavanna 00]. It is then a “component of the emotion itself” [Scherer 05]. Mood
is the “affective state of relatively long duration; usually less intense than typical
emotional reactions” [Basavanna 00]. In practice, is the mental state that we are
experiencing, product of all the interactions both affective and of other nature;
usually is not directed toward something in particular but to the overall environ-
ment around us [Frijda 09]. Here we focus either on emotions, considering the
effect of the stimuli, or on the overall user’s mood, considering the whole process
linked to the content fruition.
Even if science is still researching how the emotions generate in human brain,

some areas seem to be related to their generation [MACLEAN 52]. The limbic sys-
tem in particular has been pointed between the main actors; this part of the brain
is deep inside the brain itself and linked to the spinal cord that irradiates all over
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the body. As emotions are so entangled in nerves, it is not surprising to find that
physiology reactions too are closely linked to emotions. This dual interconnection
opens then the question to how these two - emotions and physiological reactions
- work together and which one influences the other. Different theories have been
formulated on the subject; four of them are the most discussed [Satu 14]. A first
one, called James-Lange and formulated independently by these two psychologists
at the end of 19th century, indicates emotions only as «a perception of changes in
the body» [Cannon 27]: the cause of emotions is then a physical reaction to an
outside stimuli, almost as an higher level interpretation of it. The opinion of Dr.
Lange differ however from James’ one, only from where the physiological reaction
comes from, as Lange narrows down the source only to the circulatory system.
This theory raised some critics especially from physiologist Cannon and his doc-
toral student Bard. In particular they argued that many physiological conditions
having similar body reactions do not produce the same emotion (i.e. fever and as-
phyxia). Moreover they argued that «visceral changes are too slow to be a source
of emotional feeling». They developed then a new theory, called Cannon-Bard,
that states that physiological reactions and experiencing emotions occur together
but are separated and independent form each other. This fact then rejects that
one is causing the other. Researchers pointed the thalamic brain region as source
of emotions, after conducting surgical experiments on animals. Studies pointed
the thalamic brain region as source of emotions. Decades later the two compo-
nents - physiological reaction and emotions - have been linked together again by
two psychologists, Schachter and Singer. Their studies brought to the develop-
ment of another theory, stating that emotions are based both on body arousal
perception and cognitive processing. This theory is so called two factor theory of
emotion and justify also why it is possible to experience very different emotions
in different situations, expressing similar physiological reactions [Satu 14]. We do
not detail the the forth theory, called Opponent-Process theory and developed by
Richard Solomon and John Corbit, as it does not consider physiological reactions
but focuses on opposite emotions balance.
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Laser Doppler Perfusion Monitoring

Laser Doppler Perfusion Monitoring (LDPM) is a technique used in medicine for
studying the perfusion of blood in microcirculation of tissues. It is widely adopted
for analyzing tissues damaged by heat as in burn assessment or in necrotic patholo-
gies. In general, laser doppler velocimetry adopts the shift in the frequency of a
low power laser’s reflected light as a measure of the quantity and velocity of par-
ticles in fluids [Durst 76]. This is why it is also known as laser doppler flowmetry
or velocimetry. The principle is the following: a laser light beam of a fixed wave-
length is emitted toward the fluid, so that the incident light is reflected by particles
in it. A receiver measures the light reflected at a fixed angle. Frequency of re-
flected light is shifted hitting moving particles due to the Doppler Effect. As part
of emitted light is absorbed and diffracted, the measure takes into account light
reflected by an area defined by the characteristics of the laser frequency and of the
material under test. In our device’s probe, a 780 nm laser light is emitted 0.25
mm far from the receiver; considering the average composition of surface skin,
we are able to measure blood perfusion 1 mm beneath skin. Blood perfusion is
directly related to both the amount and speed of particles in the capillaries, and
it’s influenced by many different factors, like position, age, temperature, health,
heart rate and blood pressure. As these last physiological factors are ruled by the
autonomous nervous system, we are investigating if this measurement links with
users psychological reactions. LDPM shows fluctuations in flow’s speed. This al-
lows to measure homeostasic reactions like vasoconstriction and also heart beats;
in the first case signal shows a decay due to lowering of flow, while in the second
faster oscillations will be summed to the signal baseline. With more accuracy and
sampling, also heart valves opening/closing can be seen. A deeper analysis of laser
Doppler perfusion signal frequencies measurable from human skin is present in
[Kvandal 06], also during thermal tests [Maniewski 99]. This measurement gives
an absolute value - in Perfusion Units (PU) - of the irroration of tissue due to
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microcirculation. As said, perfusion is related to reflected light; the reflected light
is related both to the velocity and quantity of particles. Two different measures
are then available, called respectively Velocity and Concentration of Moving Blood
Cells (CMBC). The perfusion is given by their product. At the moment, to the
best of our knowledge, LDPM has been used in affective research with multimedia
stimuli only once as a complementary measure, to check the presence of vasocon-
striction due to a stimuli [Kistler 98]. As said in chapter 3, skin blood flow has
been monitored with LDPM in affective research for other kind of stimuli, notably
tastes and odors of water [Haese ], obtaining good results. In this work the main
measurement adopted was infrared thermography on fingertips; however also blood
pressure and perfusion measurements where taken.
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Details regarding first
electrophysiology pilot study:

Investigating Electrophysiology for
Measuring Emotions Triggered by

Audio Stimuli

Stimuli selection
As said in Chapter III, we’ve adopted the International Affective Digitized Sounds
(IADS) database, provided under request by the NIMH Center for Emotion and At-
tention (CSEA) at the University of Florida [Bradley 07]. This database has been
employed in other affective researches [Mühl 11, Viinikainen 12] . This database
consists of many different pure sounds - without any speech - of different na-
ture, evaluated subjectively for their emotional impact. The latest version of this
database take into account 167 different sounds of 6 seconds length in average,
rated each one from at least 100 participants. Sounds’ emotional impact has been
assessed with the Self Assessment Manikin (SAM), providing a rate in the PAD
space.
We selected a subset of this database to limit experiment duration, as longer

times are more likely to cause stress and/or boredom to the user, impairing affec-
tive assessment. Subset has been constructed choosing sounds the more possibly
spaced on the PAD space. Clustering and selection of representants has been
adopted to restrict sound number, as done in [Viinikainen 12]. Before clustering
the space we restricted the number of samples selecting the ones with lower stan-
dard deviation in assessments. For clustering we adopted the KMean algorithm.
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At first we empirically choose 5 different regions in the PAD space looking at
the sound distribution and selected the three sounds closest to cluster centroid to
represent it; ANOVA analysis on the three separate dimensions has been run to
avoid taking outliers of a cluster. As we do not have raw self assessment data -
not provided with the IADS database - we adopted the procedure described in
[Cohen 02] using directly mean value and standard deviation of sounds evalua-
tions. The whole procedure brought to underline two big group of sounds, that we
indicate as A and B respectively, as shown in figure 1, of lower or higher affective
impact.
For each test run we randomized cluster order and sound order in each cluster,

as we did not want bias introduced by presentation order or by any cumulative
effect on emotion that can arise.

Figure D.1: IADS sound clustering; two main regions underlined

Each cluster, made of three representatives, has been presented once to each
subject. A fixed amount of time has been waited before providing the next stimuli
burst. The purpose of this pause, is to relax the user before the next stimuli set.
During pre-tests, we empirically determined that a pause of 10 seconds was in
average enough to let the user relax and restore a baseline in physiological signals
to start from. It has to be noticed that this baseline can differ from the one at the
beginning, as the overall state of the user can change, although the randomization
at the beginning mitigate possible bias or accumulation effects in the user. We
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noticed also that more seconds are not likely to restore this baseline easier, as
fluctuations arise again. Our hypothesis is that a longer time can cause the user
to focus on something else and this can provide measurable reactions on the user
that can bias the experiment. For example, a longer period may induce the user
to think about something wrong with the experiment or on how much time has
passed and think on what he has to do next, causing a reaction dependent on his
state of mind.

Data Analysis
We started analysis adopting techniques already used in different electrophysiol-
ogy measurements, notably as with our EEG experiment previously cited, as there
is no literature regarding LDPM in detail for affective research. We focused our
attention directly on the perfusion signal instead on only Velocity or CMBC sig-
nals as the first is related to both of them and we don’t know which one can be
more representative of an emotion. Signals have been inspected manually in order
to check for clear errors or impairments, as due to data communication errors or
probe shifts, ending in removing a user from the dataset as probe had a discontin-
uous contact with user’s finger. Other smaller impairments have been successively
removed manually. Signals have been aligned cutting unneeded seconds from be-
ginning and end of recordings, belonging to setup and post-test moments. This
visual inspection showed also a large variation between signals, showing a different
degree of reaction between users; only in few cases very small or no variations
from baseline were present. It is not possible to say if this is only due to their
personal variation in perfusion or to an higher reaction to stimuli. In some cases
a slow ’fall-rise’ pattern is observed soon after a stimuli. However delay and am-
plitudes are strongly subjective; in any case no stimuli elicited a fall-rise pattern
longer than 3 seconds until now. However, considering pattern features as mean,
standard deviation or derivate, the analysis carried out did not underline a strong
correlation stimuli/observed pattern. A first simple analysis to carry is to find if
with only the LDPM we can detect the presence of a stimuli, that is to say if the
stimuli perception provoked a variation on signal’s baseline.
To analyze mathematically perfusion signal’s evolution after a sound stimuli we

the filtered heart rate components, visible on perfusion signal, and higher frequen-
cies. Low frequency oscillations are confirmed on Laser Doppler Flowmetry of
blood [Kvandal 06] and our analysis shows 99% of the power distributed below 4
Hz. Hearth rate pulses have been removed with a notch filter as here we are not in-
terested in heart pulse measure to our affective evaluation. Signals have then been
low pass filtered, decimated and z-scored. Starting from previous observations we
selected signal features to use on a machine learning algorithm. Our aim here is
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Electrophysiology for Measuring Emotions Triggered by Audio Stimuli

Figure D.2: The LDPM probe tip, with a regular clip aside for comparison.

to check if we can discriminate between user state while listening to a sound be-
longing to cluster A or cluster B previously described. Signal has been windowed
in order to separate reactions belonging to different sounds. Power of different
frequencies have been extracted from perfusion signals based on proposed features
in literature, related to other physiological responses, as in [Bos 06, Koelstra 12]
. We adopted in detail a multilayer perceptron, feedforward back-propagation,
with one hidden layer, tuning it accordingly; 15% of data has been used for the
validation stage. Classification shows accuracy better than chance, as presented in
confusion matrix in figure~\ref{fig:confusion}. Results are impaired mostly from
erroneous classification of second cluster, relative to higher values in PAD space, as
a low value one. The other one instead, although presents some misclassification,
is better recognized. These results are less performing compared with the ones of
our previously cited EEG experiment, from which we adopted methodology and
data analysis. In that experiment, adopting as for LDPM two classes for low and
high impact stimuli, we achieved an accuracy in correct classification of 82% for
the first and 76% for the second class.
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Appendix E

Details regarding pilot study 2:
Chamber QoE – A

Multi-instrumental Approach to
Explore Affective Aspects in relation

to Quality of Experience

This annex gives details regarding the second pilot study described in chapter 2.
Experiment took place in VTT institute of Finland, in an experiment room.

Room light was optimized, in order to allow a clear vision of the screen as well
as a clear illumination of participants faces, needed for Emotracker. Luminosity
was between 21-25 Lux from the back of the screen. Videos were reproduced on
a 17” TFT monitor, with a 1280x1024 resolution. Sound volume, reproduced in
by normal speakers, was fixed on an audible fixed level for all users and set to
approximately 60 dB. Particular attention has been given to avoid any unwanted
sudden external sound or remove corresponding measurements, in order not to
consider unwanted user reactions. It has not been possible instead to remove
any electromagnetic signal present (i.e. WiFi connections) for obvious reasons;
these caused rare interference for the EEG wireless connection from time to time.
Corresponding signal excerpts - of the order of around 1 second each - have been
discarded.
Their physiological reactions were recorded through an EEG headset.
Questionnaires have been prepared extending and tailoring questionnaires used

in previous studies by Dr. K. De Moor from NTNU. Questions were aimed mostly
at discovering the affective impact of the content; for this purpose we adopted both
pictorial scales like Self-Assessment Manikin (SAM) and Pick A Mood (PAM).
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Appendix E Details regarding pilot study 2: Chamber QoE – A
Multi-instrumental Approach to Explore Affective Aspects in relation to Quality
of Experience
These provided an easy to use complimentary ground truth measure for affective
state. How to use them has been explained to the user at the beginning of the
experiment. Additionally, a 10 points Absolute Category Rating for rating quality
of videos. This data however is not adopted here as meant for a different research.
Raw face recordings as well extrapolated gaze data and calculated facial expres-

sions are available from the Emotracker device. After data analysis, calculated
expressions showed very few emotional activations for the majority of participants.
This measure, due to the very low number of effective measures, did not provide
any useful information. The cause of this outcome has been underlined to be due
to two factors: first, users slightly moved from time to time from optimal position
while looking at the screen. With the current technology, it is not possible to check
immediately if face recordings can provide useful results as the elaboration is not
possible in real time; this means that if a user slightly move from optimal posi-
tion results facial expressions may not be accurately computed. Secondly, adopted
stimuli are not strongly affective ones, then reactions are far less strong than those
the Emotracker can detect. Another possible cause is that users reacted less as
annoyed by the experiment environment: many users underlined in fact the impact
of the Emotracker camera in front of them. However this is only an hypothesis
and further study are needed to confirm it.
EEG signal has been filtered with a low-band to the frequency of 64Hz, the

maximum allowed by our sampling rate of 128Hz, following Nyquist theorem.
Band power has been extracted for alpha (8-12 Hz) and beta (13-26 Hz), adopting
a sliding temporal window of 2 seconds length, similarly as done in [Bos 06]. First
window from every recording (one recording per video per participant) has been
removed from analysis to avoid considering participants reactions to the beginning
of video reproduction (i.e. surprise to see the content). Videos begin and EEG
recordings have been synchronized through a common clock adopting a common
local NTP server connected to both the user display and the computer controlling
the EEG. Time error has been measured being in the order of ten ms before the
begin of the experiment.
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Appendix F

Portrait sources for research
purposes

In this annex we explicit our review of different image sources found in literature,
summarized in sec. 4.3of chapter 4. In particular, we differentiated adopted im-
age data sets in four classes: public image databases, personal collections, online
portraits and shooting a portrait set in laboratory. These groups are discussed in
next four sections.

F.0.1 Public image databases
Many portrait databases have been built and published in literature. They differ
between them in many aspects; first of all for the content, as some have a large
spectrum of images while others are focused on a small number of subjects. Sec-
ondly, they greatly differ for the number of images: some databases are focused on
a particular image typology and feature a small number of samples while broader
collections can contain thousands of images. We will focus here on databases
containing face pictures, mentioning remarkable works using them.
Many data sets have been developed for research on face detection or recognition,

emotion or pose estimation. Gur et Al. of University of Pennsylvania’s Brain
Behavior Laboratory proposed different data sets. Their data sets are made for face
memory studies [Gur 01] and for research on facial emotion recognition [Erwin 92].
These black and white databases focus on the sole face, on black background.
Successive studies from the same lab increased the number of stimuli and proposed
color stimuli, but the general characteristics are the same.
Another available database within the field is the FEI Face Database, made by

1Webpage University of Pennsylvania’s Brain Behavior Laboratory, retrieved on June 2015;
http://www.med.upenn.edu/bbl/downloads/2Dfaces/
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Figure F.1: Example stimuli from Gur et Al. studies. SOURCE: University of
Pennsylvania’s Brain Behavior Laboratory website1

the FEI University in Brasil [Leo 05]. This database features face pictures from
200 individuals, each taken at 11 different yaw angles, showing then different face
profiles. Subjects have neutral expression in all shots, except in one taken with
a smile. One underexposed shot has also been taken for each subject. Half of
subjects are men and half women, aged between 19 and 40 years old. Pictures
are taken on a white background and show also subjects’ shoulders. The database
also features manual landmarks annotations for frontal images. The Yale Face

Figure F.2: Example stimuli from FEI Face Database. SOURCE: database web-
page on FEI University website2

Database and its extended version [Yale Univ 01] are well known too. The original
one contains 165 grayscale images of 15 people, proposing 11 images each subject,
one per different facial expression or configuration (i.e. different light direction,
expression, with and without glasses, ..). However images shows almost only the
face and neck. The CMU Pose, Illumination, and Expression (PIE) database

2http://fei.edu.br/ cet/facedatabase.html
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[Sim 02] is also focused on different images of the same subject. This data set
features over 40 thousands images from 68 subjects; this huge amount of images
comes from the combinations of the different factors taken into account. For
memorability purposes, a huge database has been proposed by W. Bainbridge,
within the team of A. Oliva [Bainbridge 13b]. The database is called The 10k US
Adult Face Database, and features more than 10 thousands portraits of around 2
thousands people. Pictures have been taken from online sources and are however
cropped around the face.
All mentioned data sets are however useless for our purposes, as they do not

convey information regarding the social context, focusing only on the face. More
interesting is the well known Labeled Faces in the Wild (LFW) [Huang 07], col-
lecting portraits of public figures taken in real situations (fig. F.0.1). Images
present an high variability of both face pose, lighting and expression as well of
the background and context. This data set is labeled and mainly dedicated to
face detection-recognition. Compared to other databases LFW is more interest-
ing for our purpose as images partially show background and cloth of the person,
elements related to social context. However many images depict famous people
and we must pay attention in our research as this can be a possible biasing factor.
Moreover, another possible bias can came from pictures having too low resolution.
These may be interesting for face recognition purposes but may pose problems:
a too low resolution can impair people from understanding correctly the scene
content. Very similar to LFW is the PubFig database from Columbia University
[Kumar 09]. While still offering online retrieved portraits of public figures, this
data set offers many more shots of less people: it then offers more contexts for the
same person. However, being them public figures, the contexts are actually many
similar between them.

Figure F.3: Example stimuli from Labeled Faces in the Wild data set. SOURCE:
LFW website3

California Institute of Technology proposed instead a database composed of
labeled images (Caltech DB), belonging to many different categories. Mainly it

3http://vis-www.cs.umass.edu/lfw/
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is aimed to object recognition purposes. The face category contains 450 shots
of 27 subjects in different conditions [Fei-Fei 07]; however shots are scaled to low
resolution, and this can pose problems as said before. Recently, the FAVA database
has been proposed to study aesthetics of facial images [Lienhard 15b]. While it
is not yet public, this data set is composed by 300 images subset of AVA data
set, a much larger image database created for aesthetic purposes by [Murray 12].
AVA contains more than 250 thousands images taken from the DPChallenge online
network, later on described in this section. The same research group proposed also
the Human Face Scores data set [Lienhard 14], made with images from LFW and
Caltech databases as well as shots from a private collection. 250 images have been
taken and their aesthetic value has been subjectively evaluated in laboratory.
A very important resource is provided by ImageNet, a huge collection of la-

beled pictures, developed for object recognition purposes [Deng 09]. Many com-
puter vision challenges have been launched adopting the database and still ac-
tive online 4. ImageNet has been used as image resource many times in re-
search, especially for image recognition approaches adopting deep neural networks
[Krizhevsky 12, Sermanet 13]. Images are related to a large number English words
and are categorized in a hierarchical structure. Images have been collected from
the Internet through querying different search engines and then cleaned relying on
human labor. At present, the database of ImageNet accounts 15 millions of images,
related to 21 thousands concepts5 and it is the biggest online and available at the
best of our knowledge. Between its categories, there is of course also the “face”
category, accounting at present around 1500 images. While many images in the
category may be useful in our research, there is a huge variability between shots.
Many shots are blurred, manipulated via software, contain children, show only par-
tially the face or contain multiple faces; some of them are also Copyrighted6 and
therefore cannot be used for many purposes. Manual feedback on images is possi-
ble through ImageNet website interface - to clean the data set. As many images
from this data set have been taken from Flickr - being these indexed in adopted
search engines - we preferred to look for these pictures directly in Flickr, as said
later. Many face images are also proposed by FaceTracer database [Kumar 08],
that provides more than 15000 labeled aligned face images, exploited by authors
for face verification and image search; however, their complete data set (not yet
labeled or released) is made of around 3.1 million pictures [Kumar 11]. While it
offers a good variety in terms of subjects (both on age and demographics) and face
statistics are reported (exact location and rotation angles), images are cutted near
the face, removing a lot of context. As images have been retrieved online, original

4I.e. http://www.image-net.org/challenges/LSVRC/2014/
5ImageNet statistics, webpage http://image-net.org/
6At least in the original source; images retrieved June 17th, 2015.
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URLs are reported; still, many of them are protected by copyright. Tables F.1-2.3
summarize databases found.

F.0.2 Personal collections

As alternative to available databases it is worth to mention the use of personal
photo collections as photo resources in research. These data sets may be very
interesting for us as they provide different portrait version of the same subject in
different contexts. This variability in portrait elements (other than the face) may
be useful to conduct statistical analysis. Personal collections have been sometimes
merged with other data sets in order to increase the number or stimuli. Authors
of [Lienhard 14] added personal images to FLW and Caltech Face Dataset to have
enough portraits to address their image segmentation study. No particular reason
for this choice is given. Undisclosed personal portrait collections have been adopted
also by the team that developed Google Picasa’s face movie transition, called pho-
tobios [Kemelmacher-Shlizerman 11]. In this case the adoption of such collections
is straightforward, considering that Picasa software organizes personal collections
of pictures and that their algorithm was meant to aim this tool. In [Redi 13a]
most images have been taken from a personal collection of a photographer. While
the reason is not explained, we believe that authors preferred this solution as the
study focuses on pictures aesthetic assessment and involves many image descrip-
tors, some being also uncommon as “simplicity”. More than 100 personal shots
taken in different conditions have been exploited. Personal collections have also
been adopted by themselves, as in [Pigeau 10] where personal photo collection or-
ganization is the target of the study. In this work a large number of geographical
tagged photos is needed in order to test accuracy of a multidimensional clustering
algorithm. The use of this kind of pictures is justified by the objective of the work
as well as the need of a relatively small spread in terms of time-space between pic-
tures tags. Different image collections have been constructed, accounting between
700 and 1700 pictures each. In [Ferré 07] authors exploited a very large personal
collection (5000 pictures) to test an organizing and browsing system, mainly based
on Concept Analysis of metadata. The choice of a personal collection was due to
the aim of organizing the collection itself, which ground truth was probably known
especially by authors.
An interesting “phenomenon” is today appearing on the web: shooting a selfie

per day for a whole year and post the series online, sometimes in form of an
animation (ex. figure F.0.2). This trend is providing a large amount of portraits
of the same subject, in a wide variety of conditions. However these are usually
unavailable to be downloaded as such but only in the form of animations made by
authors themselves.
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Table F.1: Summary of reviewed publicly available databases
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Table F.2: Summary of reviewed databases - continued from table 2.1.
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Table F.3: Summary of reviewed databases - continued from table 2.2.
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Figure F.4: Top and middle: online projects of daily selfies: Living My Life Faster,
2014, JK Keller; One photo a day in the worst year of my life, 2012,
B92. Bottom: screenshot of Everyday-app, a mobile app for this
purpose. 7
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Appendix F Portrait sources for research purposes

After this review, at the best of our knowledge no personal collection used for
research has been made publicly available and none of them is focused on portraits,
except those merged into previously mentioned databases.

F.0.3 Online portraits
Nowadays a huge image resource is the web. This is even more true for portraits,
as online communities and social networks are constantly filled with this kind
of pictures. Moreover these portraits are usually taken in real use cases and this
characteristic makes them even more interesting for our research on social context.
Online sources have been used in research multiple times; we review here the most
important online communities used with remarkable works using them. However
“online” does not imply that images are freely available to be downloaded and
adopted; we will discuss this point in next subsection.

Social Networks

A first resource is given by social networks (SNs), that today are extremely pop-
ular. Facebook (FB) is probably the most famous social network in Europe and
US8, counting more than 700 millions of active users daily [Sedghi 14]. Aside the
social and playful aspect, its popularity and huge amount of data made it really
interesting for research too; this network has been largely adopted to conduct net-
work analysis of large communities and adopted for image related studies: around
300 millions images are uploaded and shared daily [Meeker 14]. Portrait typology
in this and other networks present a huge variety (i.e. fig. F.0.3). In [Wood 12]
where researchers focused on exploiting semantic information aside images to pro-
vide better search results and entertainment to users, providing more pertinent
results; their approach positively exploited FB images metadata and human labor
through the public API of this SN (i.e. user tags). Also in [Hum 11] researchers
positively exploited FB data but they instead focused only on portrait images
in order to investigate pictures variability and how contents differ by users’ gen-
der. It is important that researches exploiting this data, as the cited ones, had to
ask permission to selected participants before. Another popular social network is
Twitter9, where users’ interactions are more focused on broadcasting and resharing
information: around 100 million users connect to Twitter daily to post or retrieve
“tweets”. This community has been primarily adopted for studies regarding user
experience, sentiment and content analysis [Kivran-Swaine 14, André 12] or users

7http://everyday-app.com/
8While present even in other parts of the world, in some countries this network is blocked and
alternatives are present (i.e. in China).

9https://twitter.com/
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personality studies [Quercia 11]. Indeed, no specific research on profile images
carried on Twitter has been found. A small survey we conducted to evaluate the
usefulness of this source outlined that many users do not adopt a personal picture
but a logo or a group picture (see appendix ...)? Other SNs exist for different
specific purposes: Linkedin is probably the most popular for social connections
related to work while Meetic is very popular for dating purposes. These last SNs
are even more rich in portrait pictures as it is particular important for users to
focus only on their pictures, for obvious reasons due the nature of these SNs. How-
ever, while these social networks are filled with portrait images, many limitations
are enforced for privacy and security issues, as discussed in next subsection. This
is why the use of Linkedin and Meetic in research is quite limited and research
focused only Linkedin social connections analysis, as in [Skeels 09] and [Gloor 07].

Photo sharing communities

Photo sharing communities became important within the last decade. Flickr10 is
a huge resource for images; it is a popular image and video hosting website opened
around ten years ago. Its network is very big and active; a recent analysis done
with its public API revealed that an average of around 60 millions of public pic-
tures have been uploaded monthly in the last two years [Michel 15]. People adopt
Flickr as platform to save and share their images, both publicly and privately. This
network has been adopted multiple times in research. Mainly it has been adopted
for aesthetic assessment purposes, as in [Li 10b] and in [Pogačnik 12]. Flickr has
been adopted also for researches related to face pictures. In [Males 13] authors col-
lected almost 400 images from Flickr for aesthetic assessments of headshots. More
recently [Lienhard 15a] investigated the instantaneous feeling of a facial picture
adopting stimuli from different sources, Flickr included.
Due to the easiness of use, the positive results shown in literature and the va-

riety of images, we preferred to collect mainly from Flickr the pictures for our
work related to social context perception, as explained in F.0.6.2. Other popular
photography communities exist online. Photo.net11 is quite popular between pho-
tography amateurs and has been adopted multiple times in research. Between the
most known works adopting them Datta’s research on aesthetics [Datta 06], that
proved this resource to be useful for images but not necessarily for evaluations, as
they are biased by the presence of professional photographers. More recently the
Photo.net has been adopted in [Amirshahi 14] for evaluating photography rules.
DPChallenge12 is another known community in the field, featuring digital photog-
raphy contests on different themes. It has been adopted to constructed previously
10Flickr, https://www.flickr.com/
11Photo.Net, http://www.photo.net.
12DPChallenge, http://www.dpchallenge.com/
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Appendix F Portrait sources for research purposes

Figure F.5: Portraits similar to many others found online in social networks. Many
of them show playful moments, depending on the targeted social net-
work. As shown, sometimes funny profile pictures may not even show
the face, and a careful selection must be done. SOURCE: personal
collection; from top to bottom, left to right: K. De Moor, L. Krasula,
V. Skodras, M. Masoura & I. Hupont, S. Tavakoli.
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mentioned AVA dataset as well as on other studies on aesthetics in [Pogačnik 12]
and in [Joshi 11]. Both Photo.net and DPChallenge feature peer-reviewed pictures,
rated by the community itself; they slightly differ in the rating system as described
in [Datta 08]. While useful for consumer pictures, it has however been remarked
that these two communities are mostly focused on professional shots13[Li 10b].

Online remote work marketplaces

Many online marketplaces for remote work are also useful communities providing
profile images. Between these, we can mention Elance, Upwork, Worknhire.com
or Freelancer.com14. These are platforms gathering people willing to work re-
motely, providing resumes to employers (managing similar to Linkedin), man-
aging job posting, contracts and salaries. These communities too are really in-
teresting for portrait images as workers are interested in putting their portraits;
in some cases this is also compulsory: Elance for example forbids to users the
adoption of non professional or group pictures, as well as too small or unidenti-
fiable portraits [Elance 15]. However no study has been conducted adopting pic-
tures posted on these sites, but only studies regarding remote work misbehavior
[Clarke 13, Motoyama 11].

Search engines image request

Normal web search engines have been found to be useful too. These, as Google
and Yahoo, often provide a dedicated search for images (i.e. Google Images15). In
[Shah 12] authors focusing on photo enhancement retrieved 14k face images from
the web adopting Google. This approach easily allowed authors to retrieve both
positive and negative samples with simple queries. With time search engines have
been improved, providing other tools than simple query by text; some engines
provide also the ability to perform queries with images, to find visually similar
ones. Recently [Nieuwenhuysen 14] investigated the accuracy of such systems,
finding that in some cases is also possible to retrieve semantically related images.
Other tools have been put in place by search engines that can help in the purpose,
as face presence in images or color matching. In [Van De Weijer 07] instead Google
is adopted to avoid test subjects to collect a data set of images related to different
color palettes. However the quality of results querying face pictures has been
questioned and machine learning improvements have been proposed, obtaining
promising results [Kumar 11]. Better results have been achieved inputting names

13We refer here to picture quality, not to the social context.
14URLs are homonyms with their names.
15https://images.google.com/
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as search queries, as done in [Bainbridge 13a] to construct previously mentioned
The 10k US Adult Face Database.

While these sources would be able to provide a huge amount of portraits for our
research, communities pose a lot of limitations regarding posted material, pictures
included. These issues, topic of next paragraph, must be considered carefully.

F.0.4 Issues in adopting online resources
While a huge number of portraits can be collected online, many problems arise,
since many online resources do not allow - or strongly limit - pictures’ disclosure. It
is really important to underline that while technically in most cases it is possible to
retrieve displayed images, this may infringe the law. This is even more important
when images must be published, as when doing public subjective assessments (i.e.
in crowdsourcing, ref. next chapter). Three points must be considered while
retrieving images: licenses, privacy issues and automated retrieval ban.

Licensing

When accessing images, particular attention must be taken on the license attached
to the image and the task to accomplish with the image itself: an image is not
freely available just because appears online. Considering this aspect, Flickr is
in our opinion between the most interesting tool for online image retrieval, as up-
loaded images are associated with a specific license. In particular, users can choose
when uploading an image if this must be protected by copyright or otherwise it
is a Creative Common work. This last is a category of licenses that usually allow
content redistribution under certain conditions, as citing the source16. Limita-
tions are clearly stated near pictures when they are displayed; search tools on the
platform allow to filter for a particular license. ImageNet features many creative
commons images as well as copyrighted ones. For these last - retrieved through
search engines - the website gives only the link and display them as found, citing
the source. However some original images have been removed from the web and
this fact opens another problem: it has to be remarked that licenses for some
contents may change 17. This may happen for example if the platform hosting
contents changes its policies or - when the law allows it - if the content owner
changes his mind. For the same reason, owners can remove the content. This can
be a problem when using such images, as tracking licence changes and reacting to
it is really hard, especially considering that Internet contents may be stored and
16Creative Commons, https://creativecommons.org/
17However, it should be noted that CC licenses are not revokable

[wiki.creativecommons.org/wiki/Frequently_Asked_Questions].

206



successively mirrored multiple times. Search engines too put in place some filters
for this purpose, to show only Creative Commons only contents. However at the
best of our knowledge and considering our practical experiences far less results
are provided with these filters in place, as many elements online do not explicit
any license and then are not reported between results. Regarding our work, we
adopted data sets composed of private images as well as CC attribution licensed
images from Flickr, as later explained in this chapter.

Privacy

In addition to images’ licenses, privacy limitations must be considered. In partic-
ular, social networks enforce strong privacy limitations in their Terms of Service
to protect their users. For example, Facebook and Linkedin forbid using posted
material (included pictures) without explicit permission of profile owners: images,
even if open and accessible, cannot be used legally. While asking per se won’t be
a problem, to build a big data set can become easily time consuming. For this
reason portraits from these databases weren’t used in our experiment. In Twit-
ter instead images and other information related to the profile are, according to
Twitter privacy policy, public on users page [Twitter Inc. 15].

Retrieval

Lastly, problems may arise even grabbing images from the source, even when
license and privacy allow. Many websites in fact forbid the use of automated
systems to retrieve data on their pages, except those tools authorized especially
for the scope (i.e. Application Programming Interfaces - APIs). This is the case
of Twitter 18 and Flickr 19 for example, featuring image URL retrieval with APIs,
making download possible. Web crawlers, small software to scrape web pages
and extract information, are a valid alternative when allowed. While they are
sometimes forbidden, they are a solution for search engines image retrieval: specific
tools have been developed and are available online (i.e. image downloaders in
Google Chrome extensions). To conclude, where no API is available and crawlers
are forbidden, the only solution is to grab images manually (i.e. for some remote
work platforms).

Considering metadata

For the sake of clarity, it is useful to make some additional remarks. At the
beginning we thought that taking online portraits would have been useful also
18https://dev.twitter.com/rest/reference/get/users/lookup, retrieved on June, 2015
19https://www.flickr.com/services/api/misc.urls.html, retrieved on June, 2015
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because we can retrieve more information regarding images, usually missing in
normal databases. First, we can retrieve pictures meta data (i.e. EXIF data
containing camera model, ...), but in practice we found that fetch this data is
possible and quite easy only on few social networks; many instead strip away this
information. Moreover, EXIF data present a huge variety of possible values. As
complementary information we can also extract picture descriptions, posted by
users. This task too is quite easy, but to process this information revealed to be a
very complex task: descriptions are in the form of free text. In the end we desisted
due to the inherent complexity of this task, to focus on our primary task. Another
information is the source of the portrait itself (i.e. Linkedin), as it can be an
indicator of associated social context. However, this information reflects only the
opinion of the picture owner, that put it in that particular social network, and his
opinion may be different from the public one. Then we cannot use this information
as a ground truth reflecting the overall public perception of social context.

F.0.5 Shooting a portrait set in laboratory

A possible alternative is to build a personal specific data set for the ongoing study.
This solution leaves much more freedom as we completely control the portrait cre-
ation. In this case we can shoot multiple pictures of the same subject in different
conditions, trying to cover all possible contexts in which we are interested. How-
ever, it demands more time and exhibits higher costs, especially if a large number
of stimuli is needed. Moreover, it is sometimes really hard to have some partic-
ular conditions, i.e. specific backgrounds (without considering for now software
postprocessing). Data sets constructed in laboratory have been adopted for ex-
ample to create some databases that we previously mentioned in subsection F.0.1,
as the CMU PIE or the Yale DB. This strategy is instead a good solution if few
stimuli are needed. In [Bashir 14] authors are interested in a very specific case
for a psychology study: the influence of red color on the persuasion of a message.
To this extent they took pictures of a communicator with different clothes colors,
everything else being equal, and showed the different versions to different subjects.
Finding online such images would have been very difficult.

F.0.6 Our data sets

We give here more details about the two data sets adopted in this thesis, described
in chapters 4 and 5 respectively.
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F.0.6.1 First data set: professional shots versus selfies

In chapter 4 we set up a simulated hiring process for an invented company, for
which we prepared fake CVs with a portrait attached. We focused on two picture
versions of the same subject, one being a professional shot and one a selfie. As said,
our purpose is very specific and we we opted for making portraits in laboratory.

Figure F.6: The photo booth and lightings adopted to take professional shots of
subjects for our first data set.

Two different portrait versions - a selfie and a professional shot - have been
realized for 6 fake candidates, for a total of twelve portrait images. These have
been adopted as resume pictures. Pictures has been taken in our laboratory.
Subjects come from different countries and have different face traits. They are
aged between 23 and 40. Female portraits have not been taken due to the lack of
sufficient different models. Subjects are or have been working in our laboratory,
participated voluntarily for free and did sign a disclaimer to allow us to use pictures
anonymously.
For the high quality shots, these have been taken in controlled conditions. We

adopted a professional photo booth with proper photographic lamps offering dif-
fused lighting (figure F.6). Shots have been taken with a mid-high range Nikon
DLSR. Many shots have been taken for each subject, with different combinations
of lighting, facial expression and posing. Best shots have been taken, selecting
were possible more natural shots. Known photography rules have been followed
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for subjects pose and lighting.
For the second portrait version we collected instead selfies. These pictures have

been taken with a mobile phone. Mobile device was a Samsung modern smart-
phone, from which we adopted the frontal camera, offering 2MP shots. We did not
use a state-of-the-art mobile offering a more powerful camera as we did want pic-
tures representing “normal” selfies, that do not offer high quality shots but more
common ones found in social networks. Subjects were guided by us in taking the
shot in order to make all portraits similar (face distance, angle, comparable sharp-
ness, ...), but they have been left free as much as possible to have real selfies. To
be sure that images would have not resizing on participants’ browsers, we resized
them to a size of 400 x 533 px, considering internet users screen resolutions as
done in [Gardlo 12a]. We also shrank images size converting pictures to JPEG file
format, setting quality to 85%. This quality setting was found as the best trade
off allowing small file size and minimal almost unnoticeable compression artifacts.
Figure F.7 shows the data set. As previously mentioned, we manually retouched
pictures via software, using proprietary Nikon photo editing and GIMP20, to im-
prove them. The objective has been to reduce imperfections and make portraits
more professional. Some of the pictures in this subset have been modified succes-
sively to try to change perceived social context and added in the second data set,
as explained in next subsection. Realized portraits are shown in figure F.7.

F.0.6.2 Second data set: real online portraits for social context evaluation

The second data set has been prepared to fulfill the main aim of our research: to
evaluate social context influential factors. For this purpose we are interested in
face pictures that convey more complementary information. This is the case for
example of shots taken in real conditions, that contain a broader range of details
regarding the context i.e. regarding the background or the cloth. Hence, we looked
for amateur or semi-professional pictures, reflecting less formal and "posed" por-
traits - a characteristic that we suppose influence subjective context perception.
For those reasons, we preferred to avoid available databases, with the exception of
LFW database as said later in this section. As previously explained (ref. section
F.0.4), we took care about collecting only publicly accessible images and consid-
ering licenses’ restrictions. Based on previous considerations on image sources,
we looked for portraits in Flickr, where we found portraits that we believe fit the
categories friends and dating purposes. To this extent, we adopted Flickr API and
searched for terms like “face”, “portrait” and more specific terms like “business-
man”. Copyleft images or CC attribution licensed images have been taken, as done
in [Males 13], provided as found and citing sources.

20http://www.gimp.org/
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Figure F.7: First dataset created for our pilot study. Subjects are from our re-
search team and voluntarily participated in the shooting.
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A careful image selection was required. We manually checked content discarding
all non portraits, non-adult subjects or inappropriate content. Extreme close-ups
or too small pictures were also not selected, as content information was actually
lacking. On the other hand, also pictures showing the context too clearly (e.g.,.
showing signing a contract in a working environment) were discarded. In the end,
Flickr did not provide in our opinion many examples for working purposes. To
gather work related portraits we then considered previous mentioned work related
social networks (i.e. for freelancers). We based this choice on their nature and on
the fact that Terms of Service frequently ask for “professional portraits” within
profiles. Where no API was available and crawlers were forbidden, we gathered
images manually. Still to have more examples possibly related to the working
category, in addition we adopted 35 pictures from previously mentioned LFW data
set. Even if we preferred to avoid available databases to favor less posed portraits,
we found many shots suitable for work category as features shots of public events
- i.e. a public speech and real condition shots. We also found some alluring
portraits, for both subject pose and expression, maybe useful for dating context.
We avoided portraits of very famous people (e.g., world known politicians), since
knowing their profession might influence too much the assessment of the fit to a
category. Where possible we took different versions of the same subject21, both
for LFW and Flickr portraits. To add more high quality portraits and selfies we
also used the best portraits we created for our previous data set; eleven portraits
have been added to the set.
Finally, we also digitally modified the background of some of these images. The

purpose is double; first, to have more portraits showing multiple versions of the
same subject. While other modifications would have been possible (i.e. changing
clothes), this has been empirically found to be the easiest to implement manually
for us and the less noticeable. Secondly, it has the advantage of offering an insight
into the importance of background in social context bias. Background was changed
proposing two different scene setting: a warm brick wall and a cold modern office,
taken from open sources previously mentioned. Successive analysis (ref. 5.5)
underlined that this element is statistically influential for these shots, even if more
tests are needed to confirm the hypothesis in general. Obtained model from all
shots will underline overall influential elements.
While it would have been possible to have a much bigger number of portraits, we

limited the actual number for the experiment since all pictures had to be assessed
also on their high level features, as we will explain in chapter 6. This process has
been done manually. Thus, as a compromise in terms of accuracy and reasonable
time/cost for the experiment, we decided to use 216 collected pictures. When

21These will be shown to different participants in successive tests, in order to avoid potential
biases.
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adopting this data set, no information about depicted subject was given in order
to preserve anonymity, except for the link to original resource when the picture
license imposed it.
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Thèse de Doctorat

Filippo MAZZA
Influence of image features on face portraits social context interpretation:
experimental methods, crowdsourcing based studies and models
Influence des caractéristiques des images de portrait sur l’interprétation de leur
contexte social: méthodologie expérimentale, évaluation par crowdsourcing et
modèles

Résumé
Les réseaux sociaux occupent une part croissante de
notre vie quotidienne. Sur ces réseaux, les
participants constituent un profil virtuel leur permettant
d’interagir avec d’autres dans un but précis : rester en
contact avec ses amis, entretenir son réseau
professionnel, trouver l’amour... Ce profil doit être
cohérent avec le contexte dans lequel il est utilisé. Et
en particulier la photo de profil, car différentes image
de la même personne peuvent transmettre des
messages très différents. Dans cette thèse, nous
étudions les éléments des photos de portrait pouvant
modifier la perception du contexte d’utilisation le plus
adapté. Nous définissons ce concept en empruntant la
notion de "contexte social" à la psychologie. Pour
notre étude, nous prenons en compte des
caractéristiques d’image de bas et haut niveau. Les
premières sont directement liées aux valeurs des
pixels de l’image (ex : contraste). Les secondes sont
quant à elles liées à l’interprétation de la scène (ex :
influence de l’habillement lors des interactions
sociales). L’étiquetage des caractéristiques de haut
niveau a été réalisé par crowdsourcing, une technique
récente exploitant la puissance du web afin
d’externaliser des tâches simples. Nous avons
exploité cette même technique afin de recueillir les
évaluations du contexte social dans lequel nos images
de portrait seraient le plus à même d’être utilisées.
Puis nous avons modélisé les liens entre les
différentes caractéristiques des images et le contexte
social. Il a ainsi été possible de quantifier l’influence
de chaque caractéristique, les résultats obtenus étant
cohérent avec l’expérience empirique.

Abstract
Online communities and social networks are more and
more present in everyday life. On these networks,
people build a virtual profile and interact between
them for many different purposes: to be in touch with
friends, for business, to make new connections, to find
a love partner... Online profiles should be coherent
with these tasks, starting with the omnipresent profile
picture, as different pictures of the same subject can
convey very different messages. This thesis focuses
on which elements inside a profile picture modify the
perception of the context that best suits the picture
itself. We define this concept borrowing the "social
context" concept in psychology. Image features
considered are both low and high level; while the first
are more technical quantities related to the sole pixels
values (i.e. brightness, contrast), the latter are related
to the understanding of the scene depicted in the
picture. These elements are underlined by results of
research on psychology (i.e. influence of clothing or
gaze direction in social interactions). These features
have been evaluated through crowdsourcing, a
relatively new technique that exploits the power of the
web to outsource simple tasks. We adopted the same
technique to gather social context evaluations, being
this a subjective perception. Then, through different
mathematical approaches, we modelled the social
context with image features, to understand and
quantify the influence of each feature. Results are in
line with empirical experience.

Mots clés
Photos de portrait, contexte sociale,
crowdsourcing, caractéristiques d’images,
apprentissage automatique.

Key Words
Face portraits, social context, crowdsourcing,
image features, machine learning.
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