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Abstract

Topological phases with ultracold atoms and

photons

Alexandru Petrescu

2015

We propose theoretical models that support topological phases and which are

relevant to current experiments on lattices hosting photonic modes or ultracold

atoms. In the first part of this thesis, we introduce a topological phase on a

Kagomé lattice whose degrees of freedom are photons. In that context, we discuss

two protocols to access the local Berry curvature and the Chern number of Bloch

bands from semiclassical dynamics of wavepackets. Secondly, we obtain the phase

diagram for bosons at unit filling with repulsive on–site interactions whose kinetic

term corresponds to a Chern insulator defined on the honeycomb lattice. In the

second part, we turn to recently realized quasi one–dimensional lattices, and un-

cover their phase diagrams, comprising low–dimensional Meissner phases, chiral

Mott insulating phases as well as abelian fractional quantum Hall states.





Résumé

Phases topologiques avec des atomes froids et

des photons

Alexandru Petrescu

2015

Dans cette thèse, nous proposons des modèles qui présentent des phases topologiques.

Ces modèles sont réalisables expérimentalement dans des systèmes d’atomes froids

et dans des systèmes de circuit d’éléctrodynamique quantique. Dans la première

partie de cette thèse, nous introduisons une phase topologique sur un réseau

Kagomé, dont les degrés de liberté sont des photons. Nous discutons deux méthodes

pour mesurer la courbure de Berry et le nombre de Chern pour les bandes de Bloch.

Ces deux protocoles se basent sur la dynamique semi–classique des paquets d’onde.

Nous obtenons aussi le diagramme de phases pour des bosons avec une interaction

répulsive de type Bose-Hubbard sur chaque site d’un réseau hexagonal proposé

par F.D.M. Haldane. Nous découvrons un état isolant de Mott avec des courants

locaux quand la densité moyenne est d’un boson par site. Les excitations de cet

isolant de Mott ont des caractéristiques topologiques. Dans la deuxième partie

de cette thèse, nous nous concentrons sur des réseaux quasi-uni-dimensionnels

récemment réalisés dans des systèmes d’atomes froids. Nous étudions leurs dia-

grammes de phases, étant composés de phases Meissner, d’isolants de Mott chi-

raux, et d’états d’effet Hall quantique fractionnaire abélien.
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Introduction

Quantum phases such as the crystalline solid, magnets, or superconductors can be

described by the spontaneous breaking of a symmetry (translational, rotational,

gauge symmetry, respectively). There are phases whose description must go be-

yond the Ginzburg–Landau theory of spontaneous symmetry breaking [1], such

as topologically ordered states [2, 3], except when field theory successfully cap-

tures the physics [4, 5, 6, 7], as in the case of Laughlin’s paradigmatic state [8]

describing the ν = 1/m fractional quantum Hall effect [9]. The classification of

topological phases relies on topological invariants, which remain unchanged by

smooth deformations. This kind of classification does not make use of local geo-

metric properties, and hence a local order parameter cannot distinguish between

states that are topologically distinct.

A large class of topological phases is akin to the integer quantum Hall effect

[10], in that their single particle spectrum has a large band gap. The ground

state is characterized by a topological invariant corresponding to the filled single–

particle bands [11]. Phases that fall into this class are Haldane’s proposal for an

integer quantum Hall effect without Landau levels, also called “quantum anoma-

lous Hall effect”(QAHE) or Chern insulator [12], the topological insulators sup-

porting the quantum spin Hall effect (QSHE) [13], or topological superconductors

[14]. While such states have an energy gap in the bulk of the sample, boundaries

between the topological and non–topological states are metallic, which is pro-

tected by a bulk symmetry. These examples fall under the category of “symmetry

protected topological phases” [15, 16], which are short–range entangled quantum
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states that do not exhibit topological order. Quantum spin Hall devices promise

the realization of ballistic one–dimensional channels with potential applications in

spintronics [17, 18]. Symmetry protected topological phases might shed light on

more fundamental phenomena: They may provide an avenue for the realization

of the Majorana fermion, pairs of which may encode qubits with unusually long

coherence time [19]. Finally, the underlying theory of topological insulators is a

topological field theory [20], whose unusual responses might be revealed in current

experiments [21].

On the other hand, topological order [2, 3], the prime example of which was

R. B. Laughlin’s many–body wavefunction for the fractional quantum Hall effect

[8], relies on inherently quantum many–body effects. Topologically ordered phases

have a degenerate ground state in the thermodynamic limit, whose degeneracy

cannot be split by local perturbations. Above this degenerate ground state there

exist excitations with fractional charge and fractional statistics, called anyons

[22, 23]. Those may be thought of as a means towards fault–tolerant quantum

computation [24, 25, 26]. Since the discovery of the fractional quantum Hall

effect, other models which do not need a nonzero net magnetic field have been

put forth, such as the fractional Chern insulator [27, 28, 29, 30, 31] and the

fractional topological insulator [32]. The main ingredient of such models is that

their single particle bandstructure contains a topologically nontrivial Bloch band

whose bandwidth is much smaller than the bandgap that separates it from the

rest of the spectrum. This opens the possibility for high temperature fractional

quantum Hall phases with zero net field, rendering some of the applications of

topologically ordered systems more feasible.

While the identification of material candidates providing the right energetics

for such fractional phases is an intriguing question, one may look into quantum

simulation [33] for their realization. One key ingredient for the simplest of topo-

logical phases is to break time–reversal symmetry, which in nature is supplied by

a magnetic field. Artificial magnetic fields have been realized in ultracold atoms
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[34, 35] and photonic systems [36]. The quest for lattice equivalents of integer

quantum Hall phases (with [37] or without [12] Landau levels) has led to imple-

mentations of artificial gauge fields with ultracold atoms [38, 39, 40, 41, 42, 43],

gyromagnetic photonic crystals at microwave frequency [44, 45, 46], coupled res-

onator optical waveguides [47, 48, 49], metamaterials based on pillar-shaped pho-

tonic waveguides [50, 51, 52], optomechanical systems [53], radio frequency de-

vices [54, 55], or coupled mechanical oscillators [56]. Similar topological phases

have been theoretically predicted to appear in Circuit Quantum Electrodynam-

ics [57, 58]. In tunable systems such as these band topology and edge transport

can be probed. The interplay of a strong magnetic field and filling leads to the

fractional quantum Hall effect, or the closely related spin liquids [59]. Originally

discovered in two-dimensional electron gases [9], the fractional quantum Hall ef-

fect has eluded implementation in quantum emulators, despite multiple theoretical

proposals suitable for ultracold atoms [60, 61, 62, 63, 64, 65, 66] or photons [67, 68].

In this thesis, we present work on quantum phase transitions and topological

phases in experimentally feasible low dimensional systems. The model Hamilto-

nians introduced here are realizable with ultracold atoms in optical lattices or

in superconducting quantum circuits. Our results span two themes: free particle

topological bandstructures ; interacting boson chiral phases and topological order.

For the first theme, we will discuss probes of the topology of bandstructures and

transport in arrays of microwave cavities and ultracold atoms [58] which support

equivalents of the integer quantum Hall effect. For the second topic, we will

introduce Mott insulators which exhibit some degree of quantum entanglement

brought about by persistent currents in either quasi-one dimensional [69] or two-

dimensional [70] lattices. These featureful, chiral Mott insulators can transition

into abelian bosonic fractional quantum Hall states [71].

In Chapter 1, we review a selection of concepts about topological phases. This

pedagogical chapter aims to start from textbook quantum mechanics and introduce

topics necessary in further chapters. For noninteracting systems, we introduce the
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geometric phase appearing in the quantum adiabatic theorem. We move on to

periodic lattices and show how geometric phases necessarily appear in the con-

struction of localized Wannier orbitals. After this we arrive at Chern numbers for

Bloch bands, and present in detail the Haldane model for the quantum anomalous

Hall effect.

In Chapter 2, we consider an array of microwave cavities situated on a Kagomé

lattice, which could support artificial gauge fields [57]. A preliminary version of

this array, exhibiting many of the interesting properties of graphene [72], has

been experimentally realized by Underwood et al. [73] in Andrew A. Houck’s lab

at Princeton. Our study begins with the observation that the proposal of [57]

realizes the quantum anomalous Hall effect on the Kagomé lattice, in a manner

analogous to Haldane’s model [12]. However, this system features a topologically

trivial band inside of a topological band gap (between two bands with nonzero

Chern numbers), which allows us to study its interplay with edge eigenstates. For

this topological bandstructure of photonic excitations, we devise probes of the

quantum anomalous Hall phase with focus on edge eigenstates and the possibility

to tune the system into an anomalous Hall phase where the Chern number is not

defined, and edge states degenerate with bulk states are no longer protected against

backscattering. We show how the local Berry curvature can be measured from the

semiclassical dynamics of wavepackets, and design an interferometry experiment

to deduce band Chern numbers by counting cyclotron orbits. Finally, we show that

the weakly interacting system contains topological Bogoliubov quasiparticles. The

material presented in Chapter 2 overlaps significantly with that of Ref. [58] (also

publication 1 in the list at the end of this introduction).

In Chapter 3, we consider a strongly–correlated Hamiltonian, based on Hal-

dane’s model [12] for a Chern insulator. Correlations come from strong on site

Bose–Hubbard interactions [74] in a dense system with one boson per site. The

Haldane model has been recently realized for fermionic atoms [41], which paves

the way for the study of interacting topological phases. We uncover a rich phase
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diagram containing a plaquette Mott insulator supporting local chiral currents,

and two types of superfluid connected to each other by a first order transition at

weak interactions, or by a pair of second order transitions at strong interactions.

We arrive at this phase diagram using variational methods, an analysis of bands

within strong–coupling perturbation theory, and validate our results using exact

diagonalization. These three techniques are the author’s contributions to Ref. [70]

(publication number 4 in the list at the end of this introduction). In that refer-

ence, these methods are complemented by real space dynamical mean–field theory

and the analysis of quantum fluctuations in the superfluid phase, carried out by

our collaborators Ivana Vasić and Walter Hofstetter.

In Chapter 4, we shift from two–dimensional systems to (quasi) one–dimensional

systems with artificial gauge fields which are closely related to quantum wires

with spin–orbit coupling. From the theoretical standpoint, one dimensional sys-

tems are favorable since we can reliably characterize the low–energy behavior

with the technique of bosonization [75], and confront analytical results against

exact ones from density matrix renormalization group [76, 77]. More importantly,

one–dimensional systems that break time–reversal symmetry are highly relevant

experimentally, with rich activity that led to the realization of a low–dimensional

Meissner effect [78], quantum Hall effect in synthetic dimensions [79], or realiza-

tions of the Harper–Hofstadter model [38, 40]. We study lattice Bose–Hubbard

models whose ground states can be a Meissner phase, a vortex phase, Mott in-

sulators with chiral currents, or a charge density wave that is a precursor of the

Laughlin trial state. There exist two publications whose content overlaps with

Chapter 4, namely Refs. [69] and [71] (publications 2 and 5 in the list at the end

of the introduction, respectively).

Below is a list of articles that were published during the preparation of this

thesis.

• 5. A.P. and Karyn Le Hur, Chiral Mott Insulators, Meissner Effect, and

Laughlin States in Quantum Ladders, Phys. Rev. B 91, 054520 (2015),
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In addition, some topics on artificial gauge fields and topological phases with

photons also make the object of a recent review:
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Topological bandstructures
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Chapter 1

Review of concepts

In this chapter, we introduce concepts leading up to the topological description

of the quantum anomalous Hall effect (or the Chern insulator phase [12]). While

our presentation is pedagogical and relies on elementary concepts of quantum me-

chanics, literature on the role of topology in condensed matter physics is vast,

and the reader may find the following references useful: Thouless [80] discusses

the topology of the integer and fractional quantum Hall effects. Volovik [81] in-

cludes a thorough discussion of momentum space topology in two–dimensional

quantum systems. Nakahara [82] discusses the Berry connection on a fiber bundle

and derives Berry’s phase. Mermin’s review [83] focuses on the homotopy theory

of defects in ordered media. Girvin’s lecture notes on integer and fractional quan-

tum Hall effects [84] features a discussion of topological defects in quantum Hall

ferromagnetism. For the understanding of topological bandstructures, the reader

may refer to a number of review papers on the subject of topological insulators

and superconductors [14, 13, 85].

Our review of concepts will proceed in the following order. Sec. 1.1 contains

the derivation of Berry’s phases from the quantum adiabatic theorem. Sec. 1.2

starts from the Bloch band theory and builds up to band Chern numbers, ap-

proaching the problem via the construction of localized Wannier orbitals. This

section continues with a couple of interpretations of the topological character of
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the Chern number, and with a discussion of the quantum anomalous Hall effect

introduced by Haldane [12]. In Sec. 1.3 we discuss alternate formulations of the

Chern number, which will be used throughout this dissertation. Finally, in 1.4 we

enumerate the many recent experiments on topological phases.

1.1 Geometric phase

This section discusses the concept of geometric phase, central to many results

in this thesis. We reproduce here Berry’s argument [86] based on the proof of

the quantum adiabatic theorem [87]. Previously, Pancharatnam discussed the

geometric phase in the superposition of coherent beams prepared in distinct states

of elliptic polarization [88]. In his proof of the quantum adiabatic theorem, Berry

established that a wavefunction of a Hamiltonian H(R) acquires a U(1) phase

when the multi–dimensional parameter R continuously traverses a closed curve

in parameter space. This phase depends on the geometry of the curve and is

distinct from the dynamical phase [86]. Simon [89] identified Berry’s geometric

phase as the holonomy of a Hermitian line bundle, and drew the connection with

the Thouless et al. proof of the quantization of Hall conductance [11]. Zak [90]

discussed the dynamics of Bloch electrons in solids in terms of Berry’s phase.

Consider a Hamiltonian H(R) which is parametrized by a set of real numbers

denoted R = (R1, R2, ...). More concretely, R can be a real space position, a mag-

netic field, or the momentum of a Bloch wave. Assume, without loss of generality,

that the spectrum of H(R) is discrete at any point R

H (R) |nR〉 = En(R)|nR〉, n = 0, 1, 2, ... for all R. (1.1)

Suppose that the spectrum has no degeneracy, i.e. that En(R) 6= Em(R) for

whatever m and n, and at each R. Moreover, the eigenstates are normalized

according to the condition 〈nR|nR〉 = 1, whatever the choice of R.

Now assume that R is varied along a closed path denoted C. Taking R = R(t),
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with t ∈ [0, T ], the requirement R(T ) = R(0) is equivalent to enforcing that after

time T the Hamiltonian operator returns to its initial value. If at t = 0 the state

of the system is an eigenstate of H[R(t = 0)], say |nR(0)〉, what is the eigenstate

|ψ(t)〉 at a later time? Most generally, this state must obey the time-dependent

Schrödinger equation

i~∂t|ψ(t)〉 = H[R(t)]|ψ(t)〉, (1.2)

together with the initial condition |ψ(0)〉 = |nR(0)〉. M. V. Berry studied the

solution to (1.2) in the limit where the quantum adiabatic theorem is applicable:

Given that the projectors |nR(t)〉〈nR(t)| are sufficiently smooth functions of time

[87], the quantum adiabatic theorem states that, for any t, the state |ψ(t)〉 is

asymptotically equal up to a phase factor to |nR(t)〉, in the limit where the total

sweep time is infinite: T → ∞. Berry found that, in addition to the dynamical

phase factor, a second phase factor arises, which derives from the geometry of the

eigenvectors |nR〉 as R is varied in time.

Thus, in the limit T →∞, the adiabatic theorem gives1

|ψ(t)〉 = e−
i
~
∫ t
0 dt
′En[R(t′)]e−iΓn(t)|nR(t)〉, (1.3)

where the phase Γn(t) is determined by the fact that the wavefunction |ψ(t)〉

must satisfy the time–dependent Schrödinger equation (1.2). Upon plugging (1.3)

1. At finite sweep duration T , Eq. (1.3) is the adiabatic approximation to the exact solution of
Eq. (1.2). A condition for the approximation to be valid is that the probability pn→m to find the
system in any distinct state |mR(T )〉, having evolved with (1.2) from the initial state |nR(0)〉, is
negligible. A weak bound [87] for this probability is pm→n ≤ maxt∈[0,T )|αmn(t)/ωmn(t)|2, where

αmn = 〈mR(t)|d/dt|nR(t)〉

measures the rate with which the eigenvectors of H[R(t)] rotate. This needs to be compared
with the transition frequency for the two levels of H[R(t)]

ωmn(t) = (Em[R(t)]− En[R(t)]) /~.

This yields a strong condition for adiabaticity, maxt∈[0,T )|αmn(t)/ωmn(t)|2 � 1, which can be
evaluated for a given parametrization R(t).
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into (1.2) and using (1.1), one obtains

dΓn(t)

dt
= −i [〈nR|∂R|nR〉]R=R(t) ·

dR(t)

dt
, (1.4)

where ∂R denotes the gradient with respect to the coordinates of R. Then the

wavefunction after one full period T differs from the original one by two phase

factors, one coming from a property of eigenvectors |nR〉 for R belonging to C,

and one from dynamics, respectively

|ψ(T )〉 = e−iΓn(C)e−
i
~
∫ T
0 dtEn[R(t)]|nR(0)〉, (1.5)

with the following expression for Berry’s phase:

Γn(C) = −i
∮
C

〈nR|∂R|nR〉 · dR. (1.6)

Normalization implies that 〈nR|∂R|nR〉 is imaginary. The first consequence of

this is that Γn(C) is real. Secondly, remark that if all components of |nR〉 are

real, then Γn(C) must vanish. Consequently, if time–reversal symmetry is obeyed

then Γn(C) vanishes.

We may express (1.6) in a more compact form by introducing the Berry gauge

field associated with level n:

An(R) ≡ −i〈nR|∂R|nR〉. (1.7)

Then Eq. (1.6) becomes the line integral of An(R) on C:

Γn(C) =

∮
C

An(R) · dR. (1.8)

Inspection of (1.6) shows that Γn(C) could, in principle, change if we modify the

eigenvector |nR〉 by multiplying it by some arbitrary R–dependent phase factor.

It is easy to see that adding an arbitrary prefactor to the eigenstates amounts to
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a gauge transformation on the Berry gauge field

|nR〉 → eiφn(R)|nR〉,

An(R) → An(R) + ∂Rφn(R). (1.9)

Under this transformation, Berry’s phase can only change by an integer multiple

of 2π:

Γn(C)→ Γn(C) +

∮
C

∂Rφn(R) · dR = Γn(C) + 2πm, (1.10)

for some integer number m, which is not a measurable difference.

To compute Berry’s phase using Eq. (1.8) poses the difficulty that the phase

factor of the ket |nR〉 must be chosen consistently at every point R. We will

explicitly show how this can be done at the end of this subsection. For the moment,

let us point out that this gauge fixing procedure would be avoided if we could

express the Berry phase in a gauge invariant way. The Berry curvature

Fn(R) ≡ ∂R ×An(R) (1.11)

is invariant under (1.9) for smooth φn(R). The Berry curvature is the analogue

of the magnetic field B = ∂r × A(r) in coordinate space. The Berry phase in

parameter space then corresponds to the Aharonov–Bohm phase [91] in real space.

Assuming that all the components ofAn(R) vary smoothly with R on some surface

S whose boundary is C, Stokes’ theorem implies that:

Γn(C) =

∮
C

An(R) · dR =

∫∫
S

Fn(R) · dS. (1.12)

To bring this to a form that can be calculated, let us insert identity 1 =
∑

m |mR〉〈mR|

in (1.12) to obtain

Γn(C) = i

∫∫
S

∑
m6=n

(∂R〈nR|) |mR〉 × 〈mR| (∂R|nR〉) · dS. (1.13)
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Whenever m 6= n, Eq. (1.1) allows us to obtain an expression with energy denom-

inators

〈mR|H(R)|nR〉
En(R)− Em(R)

= 〈mR|∂R|nR〉. (1.14)

Inserting this into (1.13), we find

Fn(R) = i
∑
m 6=n

〈nR|∂RH(R)|mR〉 × 〈mR|∂RH(R)|nR〉
[En(R)− Em(R)]2

, (1.15)

which may be used along with (1.12) to calculate Berry’s phases. Note that the

curvature peaks at points R where |En(R)−Em(R)| is minimized. In other words,

energy levels which are closest to n contribute most to Γn(C). It also follows from

the above that Berry curvature (1.15) is singular at degeneracy points.

Let us now consider an instructive example which makes all the concepts out-

lined this far explicit. Assume that the spectrum consists of two levels E±(R) =

±R, with |R| = R, which become degenerate at R = 0. Further suppose that

these levels correspond to a (dimensionless) Hamiltonian

H(R) = R · σ =

 R3 R1 − iR2

R1 + iR2 −R3

 , (1.16)

where σ = (σ1, σ2, σ3) is a three component vector containing the Pauli matrices

σ1 =

 0 1

1 0

 , σ2 =

 0 −i

i 0

 , σ3 =

 1 0

0 −1

 . (1.17)

The three Pauli matrices obey the algebra [σj, σk] = 2iεjklσl, as well as {σi, σj} =

2δijσ0, where σ0 is the 2× 2 identity matrix. The four matrices σ0, σ1, ..., σ3 form

a basis for 2× 2 Hermite matrices.

Equation (1.15) for the Berry curvature gives

F±(R) = ± R

2R3
. (1.18)
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Figure 1.1: The Berry curvature of Eq. (1.18) corresponds to a monopole of
strength ±1/2 at the origin R = 0. Berry’s phase around a closed curve C on
the unit sphere amounts to half of the solid angle circumscribed by C. Different
choices of this solid angle, such as the complementary regions ΩC,N and ΩC,S, will
yield Berry’s phases which are equal up to 2π, as discussed in the text.

This is the field of a magnetic monopole located at the degeneracy point R = 0.

The strength of the monopole is given by 1
4π

∫∫
S2 dS · F±(R) = ±1

2
through the

unit sphere S2 defined by |R| = 1, as depicted in Fig. 1.1.

Now assume without loss of generality that the parameter R is varied along a

curve C which lies entirely on the unit sphere S2 as shown in Figure 1.1. In a region

of the sphere where the Berry gauge field A±(R) can be smoothly defined, in a

way that we will make explicit shortly, Stokes’ theorem applies as in Eq. (1.12).

Then the Berry phase Γ±(C) measures the flux of the monopole through the solid

angle circumscribed by C on the sphere, denoted generically ΩC ,

Γ±(C) = ∓1

2
ΩC mod 2π. (1.19)

There is an ambiguity in how to pick the solid angle ΩC in Eq. (1.19). In

Fig. 1.1, we see that there are two such choices, ΩC,N or ΩC,S, depending on

whether ΩC contains the North pole or the South pole, respectively. In order for

Stokes’ theorem to apply, one needs that A−(R) be smooth on ΩC , which will de-

cide between the two choices. To illustrate this, we rederive (1.18) from (1.11) by
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explicitly fixing a gauge for A±(R). Using Euler angles to parametrize R =

(sin θ cosφ, sin θ sinφ, cos θ), the normalized eigenvector |−,R〉 of (1.16) corre-

sponding to energy E−(R) may be chosen to have the following components

 − sin θ
2
e−iφ

cos θ
2

 . (1.20)

Next, let us calculate A−(R) of Eq. (1.7). After applying the gradient in spherical

coordinates to (1.20), we arrive at

A−(R) = −1− cos θ

2R sin θ
êφ = − 1

R
tan

θ

2
êφ, (1.21)

where êφ is the azimuthal unit vector in spherical coordinates. Taking the curl

of (1.21) yields F−(R) in (1.18). To calculate the Berry phase using Eq. (1.12),

note that the Berry gauge field (1.21) is singular at the South pole of the unit

sphere. (As θ → π the azimuthal component of A− becomes −∞). Let then ΩC,N

for Stokes’ theorem be the solid angle bounded by C on the unit sphere which

does not include the South pole (Fig. 1.1). This will give

ΓN− (C) = −1

2
ΩC,N . (1.22)

We have seen in (1.10) that a change of gauge should leave Γ−(C) unchanged.

To see this here, note that the singularity of A−(R) at the South pole arises

from the choice of gauge in Eq. (1.20), where the lower component |−,R〉 is

real and positive at every R. Exactly at the South pole the lower component of

|−,R〉 in (1.20) vanishes, making it impossible to fix the gauge. Application of a

gauge transformation as in (1.9) would result in moving the singularity of A−(R)

somewhere else on the unit sphere. For example, picking the components of |−,R〉

to be  sin θ
2

− cos θ
2
eiφ

 , (1.23)
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we would obtain A−(R) = 1
R

cot θ
2
êφ, whose curl is again F−(R). Then A−(R)

would be singular at the North pole θ = 0. Evaluation of the Berry phase using

Stokes’ theorem with the solid angle ΩC,S not containing the North pole would

yield

ΓS−(C) =
1

2
ΩC,S. (1.24)

However, since ΩC,S+ΩC,N = 4π is the solid angle of the unit sphere, the difference

between the two calculations is ΓS−(C)− ΓN− (C) = 2π, which is not a measurable

quantity.

The last two paragraphs illustrate a more general fact about fixing the gauge

for An(R). For Γn(C) to be well-defined, a smooth choice of the phase prefactor

of |nR〉 is required. A consistent choice of the phase prefactor can be made by

fixing an ordered basis {|α1〉, |α2〉, ...} and requiring that the first component of

the wavefunction expressed in this basis, namely 〈α1|nR〉, be a real number for

all R in C. If Γn(C) is nonvanishing, then 〈α1|nR〉 has to vanish for some R. We

will return to this point in Sec. 1.2.4 in the context of topological bandstructures.

Finally, let us highlight the relation between the formalism for geometric phases

presented here and familiar problems in condensed matter or quantum mechanics.

Let us take the Hamiltonian in (1.16) to be real and symmetric, i.e. R2 = 0, and

let C be contained in the (R1, R3) plane. If C encircles the origin once, the Berry

phase is ±π depending on whether C is oriented clockwise or counterclockwise,

whereas if the interior of C does not contain the degeneracy point the Berry phase

is 0. This example is relevant for the bandstructure of graphene. With (R1, R3)

denoting the two components of Bloch electron momentum, this is the result for

the Berry phase around a Dirac point [72]. Secondly, note that Eq. (1.16) is the

Hamiltonian of a spin S = 1/2 particle that is Zeeman–coupled to a magnetic field

R. The π Berry phase is the phase shift acquired by a spinor when the magnetic

field is rotated once around a great circle of the unit sphere [92].
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1.2 Geometry of Bloch bands

We now show that the Hall conductance of a band insulator is a geometric property

of the Bloch wavefunctions. Simon [89] has identified the connection between

Berry’s geometric phase and the Thouless et al. integers [11].

1.2.1 Bloch’s theorem

Statement. Consider the first quantized Hamiltonian of a particle in a one-

dimensional potential

H =
~2k̂2

2m
+ U(x̂). (1.25)

Note that we will only drop the hat symbol for objects which are unambiguously

operators. Assume that the lattice potential has periodicity U(x) = U(x + a),

where a is the lattice spacing. Assume that the wavefunctions obey periodic

boundary conditions ψ(x) = ψ(x + L), where the site number is L/a ≡ N . Then

any eigenfunction of (1.25) satisfies

ψk(x) =
1√
N
eikxu(x), for k ∈ 2πZ

L

u(x) = u(x+ a). (1.26)

To build intuition, note that in the absence of a lattice potential u(x) = 1, and

the solutions are merely plane waves. When U(x) 6= 0, the wavefunctions consist

of plane waves with periodicity L, modulated by a function periodic over the unit

cell 0 ≤ x < a. Eigenstates are labeled by the wavenumber k, corresponding to

crystal momentum ~k.

Proof. The operator that translates a state by one unit cell can be expressed

in the following form

T = e−ik̂a =
∑
k

e−ika|k〉〈k|, (1.27)

where |k〉 is the eigenstate of the momentum operator k̂ with eigenvalue k. The

lattice translation operator and the momentum operator commute with H. Conse-
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quently, T and H can be simultaneously diagonalized, and we may consider some

eigenstate of the Hamiltonian,

H|ψ〉 = E|ψ〉, (1.28)

which is at the same time an eigenstate of the translation operator

T †|ψ〉 = ta|ψ〉. (1.29)

The eigenstates of momentum are also eigenstates of T ,

T |k〉 = e−ika|k〉. (1.30)

System periodicity implies that translation by one full system length is identity,

i.e. TN = 1. This constrains the values of the wavenumber k ∈ 2πZ
L

. By definition

〈x|T |ψ〉 = 〈x + a|ψ〉, where |x〉 are eigenstates of the position operator. Let

us return to the characterization of the eigenstates |ψ〉 common to H and T .

Multiplying (1.29) by 〈k| leads to

〈k|T †|ψ〉 = eika〈k|ψ〉 = ta〈k|ψ〉. (1.31)

Therefore,

if 〈k|ψ〉 6= 0, then ta = eika. (1.32)

If there exists a k such that 〈k|ψ〉 6= 0, then it is unique. If there existed a distinct

eigenstate |l〉 with l 6= k such that 〈l|ψ〉 6= 0 then we would obtain a contradiction

ta = eika = eila. Hence, the state |ψ〉 may have nonzero overlap with only one

eigenstate of the lattice translation operator |k〉. Then eigenstates |ψ〉 may be

labeled by the momentum quantum number |ψk〉.

Moreover, for fixed k, there may exist multiple |ψk〉 which have nonvanishing

overlap with |k〉. We use the index n to iterate through all such states with the
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property 〈k|ψnk〉 6= 0.

Then the set of common eigenstates of H and T is labeled by two quantum

numbers n (which may be called “band”) and momentum k:

H|ψnk〉 = Enk|ψnk〉,

T †|ψnk〉 = eika|ψnk〉. (1.33)

Note that the eigenfunction ψnk(x) = 〈x|ψnk〉 falls short of being periodic in the

unit cell:

ψnk(x+ a) = eikaψnk(x). (1.34)

However unk(x) ≡
√
Ne−ikxψnk(x) is invariant under changes of x to x + a, and

inverting this proves the theorem. An alternate proof based on an explicit solution

of Schrödinger’s equation can be found in [93].

One consequence of Bloch’s theorem is that ψnk(x) = ψn,k+ 2π
a

(x), such that it

is sufficient to consider only wavefunctions with crystal momentum defined in the

first Brillouin zone −π
a
≤ k = 2πj

L
< π

a
. Note that the Bloch wavefunctions should

be normalized to unity in the following way

δklδnm =

∫ L

0

drψ∗nk(r)ψml(r) =

∫ a

0

drunk(r)uml(r). (1.35)

1.2.2 Geometry of Wannier states

In this section, we will show that the center coordinate of a localized Wannier

orbital is related to the Berry phase. Wannier orbitals in one dimension are

optimally localized if the phase ambiguity of Bloch wavefunctions is resolved using

the Berry connection.

Let us define a set of Wannier states [94], consisting of Fourier transforms of

the Bloch wavefunctions:

wn(R, r) =
1√
N

∑
k

e−ikReiφn(k)ψnk(r). (1.36)
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Here R are coordinates on the Bravais lattice, R = ja, and the sum is over

k = 2πj/L which belong to the first Brillouin zone. The coordinate R in this

section should not be confused with the parameter R in our treatment of Berry’s

phases. There is a phase ambiguity in the definition of Bloch waves ψnk, which

we made explicit by the arbitrary function φn(k). The Wannier states have the

property that wn(R, r) = wn(R+R′, r+R′), so that wn(R, r) depends on r and R

only through r−R. Moreover, using (1.35) and (1.36), together with the resolution

of the δ-function

NδRR′ =
∑
k

eik(R−R′), (1.37)

we find that Wannier functions are normalized over the entire lattice

∫ L

0

drw∗n(R, r)wn′(R
′, r) = δRR′δn,n′ . (1.38)

Consider first expectation values of the form

〈O(r)〉n =

∫ L

0

drw∗n(r)O(r)wn(r) (1.39)

with wn(r) ≡ wn(0, r).

We will prove the following properties explicitly [93, 95, 96]:

〈r〉n = −
∑
k

An(k) (1.40)

An(k) = −i〈nk|∂k|nk〉 = −i
∫ a

0

dru∗nk(r)∂kunk(r)

〈r2〉n = −
∑
k

〈nk|∂2
k|nk〉. (1.41)

Equation (1.41) holds if φn vanishes, and (1.40) holds even if φn 6= 0.

Proof of (1.40). Using unk(r) =
√
Ne−ikrψnk(r) in (1.40), let us first calculate

∑
k

An(k) = −
∑
k

i

∫ a

0

dru∗nk(r)∂kunk(r)
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= −Ni
∑
k

∫ a

0

drψ∗nk(r)[−irψnk(r) + ∂kψnk(r)] (1.42)

= −N
∑
k

∫ a

0

drψ∗nk(r)rψnk(r)−N
∑
k

∫ a

0

drψ∗nk(r)i∂kψnk(r).

Next, invert the definition of Wannier states to obtain

ψnk(r) =
e−iφn(k)

√
N

∑
R

wn(R, r)eikR. (1.43)

Plug this form for unk(r) into the first term of (1.42), to obtain

− 1

N

∑
k

∫ a

0

dr
∑
RR′

w∗n(R, r)rwn(R′, r)eik(R′−R) = −
∑
R

∫ a

0

drw∗n(R, r)rwn(R, r).

(1.44)

In the last step we have used the resolution of the δ–function. The second term

of (1.42) becomes

− 1

N

∑
k

∫ a

0

dr
∑
RR′

eiφn(k)w∗n(R, r)e−ikRi∂k[e
−iφn(k)wn(R′, r)eikR

′
]

= − 1

N

∑
k

∫ a

0

dr
∑
RR′

eiφn(k)w∗n(R, r)e−ikRwn(R′, r)[∂kφn(k)−R′e−iφn(k)]eikR
′

= − 1

N

∑
k

∫ a

0

dr
∑
RR′

w∗n(R, r)wn(R′, r)∂kφn(k)eik(R′−R)

+

∫ a

0

dr
∑
R

w∗n(R, r)Rwn(R, r). (1.45)

We now show that the φn(k) dependent term vanishes. First noting that
∑

k ∂kφn(k)eik(R′−R) =

−i(R′ −R)
√
Nφn(R′ −R), we have

− 1

N

∑
k

∫ a

0

dr
∑
RR′

w∗n(R, r)wn(R′, r)∂kφn(k)eik(R′−R)

= − 1

N

∫ a

0

dr
∑
RR′

w∗n(R, r)wn(R′, r)
√
Ni(R−R′)φ(R′ −R). (1.46)

To test the independence of 〈r〉n on φn(k), take a functional derivative δ/δφn(R′′)
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of (1.46), which gives

− 1

N

∫ a

0

dr
∑
R

w∗n(R, r)wn(R +R′′, r)R′′

= − 1

N

∫ L

0

drw∗n(0, r)wn(R′′, r) = δR′′,0R
′′ = 0. (1.47)

Therefore 〈r〉n does not depend on φn(k), which we further set to 0. Collecting

terms in (1.44) and (1.45),

−
∑
k

An(k) =
1

N

∫ a

0

dr
∑
R

w∗n(R, r)(r−R)wn(R, r) =

∫ L

0

drw∗n(r)rwn(r) = 〈r〉n.

(1.48)

We have used that wn(R, r) = wn(r −R). This completes the proof of (1.40).

Proof of (1.41). Set φn = 0. The effect of φn 6= 0 on the spread of Wannier

orbitals will be analyzed separately. Start with the following sum

−
∑
k

∫ a

0

dru∗nk(r)∂
2
kunk(r). (1.49)

Using the same formulae as before,

u∗nk(r)∂
2
kunk(r) = Nψ∗nk(r)

[
−r2 − 2ir∂k + ∂2

k

]
ψnk(r). (1.50)

Reexpressing Bloch states in terms of Wanniers according to Eq. (1.43), we arrive

at

∫ a

0

dr
∑
R

w∗n(R, r)(r −R)2wn(R, r) =

∫ L

0

drw∗n(r)rwn(r) = 〈r2〉n, (1.51)

which completes the proof.

Next, we optimize the spread of a Wannier state. Consider 〈r2〉n − 〈r〉2n as a

functional over phase functions φn(k). Then the spread is minimized whenever

∂2
kφn(k) = −∂kA(k). (1.52)
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Proof of (1.52). Make the replacement unk(r) → vnk(r) = unk(r)e
iφn(k) in

Eq. (1.41). We evaluate the second derivative of vnk

∂2
kvnk(r) = ∂2

kunk(r)e
iφn(k) + i∂kunk(r)∂kφn(k)eiφn(k)

+iunk(r)∂
2
kφn(k)eiφn(k) − unk(r)[∂kφn(k)]2eiφn(k). (1.53)

Then we find the following relation between 〈r2〉n(φn) and 〈r2〉n(φn = 0):

〈r2〉n(φn) = 〈r2〉n(φn = 0)−
∑
k

An(k)∂kφn(k)

+i
∑
k

∂2
kφn(k)−

∑
k

[∂kφn(k)]2 . (1.54)

The third term vanishes if we assume that ∂kφn(k) is single valued on k ∈ [−π, π).

To minimize the spread, extremize 〈r2〉n− 〈r〉2n with respect to φn. Since 〈r〉 does

not depend on φn, it is therefore sufficient to minimize (1.54). The functional

derivative with respect to φn(k) vanishes if and only if

∂2
kφn(k) = −∂kAn(k), (1.55)

which completes the proof.

Equation (1.55) can be solved numerically [95]. In one dimension (1.55) can

be integrated analytically. One solution is

φn(k)− φn(0) = −
∫ k

0

An(k̃)dk̃. (1.56)

Remark that the solution of (1.55) is ambiguous up to a linear function of k,

which amounts to shifting the centers of the resulting Wannier functions, but not

their spread. Returning to the definition of Wannier states, a maximally localized

Wannier state takes the form

Wn(R, r) =
1√
N

∑
k

eikRe−i
∫ k
0 An(k̃)dk̃ψnk(r). (1.57)
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This expression shows that Wannier states are optimally localized if their phase

ambiguity is resolved by adding a factor containing the Berry phase. This form

will prove essential to the concept of polarization discussed in the next section.

1.2.3 Polarization

In this section, we prove that the polarization of a two-dimensional band insulator

is related to the Chern number. We consider a Bloch Hamiltonian on a generic

two-dimensional lattice

H =
∑

k

∑
αβ

hαβ(k)a†αkaβk. (1.58)

The Greek indices run over sites in the unit cell, equivalently the number of distinct

bands. Assume that there are exactly two Bloch bands (at least two are neces-

sary), corresponding to two sites per unit cell. The wavenumbers are denoted

using the vector notation k = (k1, k2) in the first Brillouin zone. Equation (1.58)

is the Hamiltonian of a periodic one-dimensional system along direction k1, pa-

rameterized by k2. To see this, denote

H =
∑
k2

Hk2

Hk2 =
∑
αβ

∑
k1

hαβ[(k1, k2)]a†α,(k1,k2)aβ,(k1,k2). (1.59)

Hamiltonian Hk2 may be diagonalized in terms of Bloch waves in the argument

k1, which we denote as |n, (k1, k2)〉. The function ψn,(k1,k2)(r) = 〈r|n, (k1, k2)〉 is

the Bloch wave defined previously in Sec. 1.2.1. It is a doublet (or spinor) with

one entry for each site in the unit cell. We associate to this the Berry gauge field

Ajn(k1, k2) = −i〈un(k1, k2)|∂kj |un(k1, k2)〉, (1.60)

where j = 1, 2. Let us make a choice of gauge such that A2
n(k1, k2) = 0.
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We now introduce Wannier orbitals

wn(R1, r, k2) =
1√
N1

∑
k1

e−ik1R1eiφn(k1,k2)ψn(k1,k2)(r). (1.61)

Kohn has proved [97] that a complete set of exponentially localized Wannier

states exists for any one–dimensional Hamiltonian. The phase factor φn(k1, k2)

comes from the U(1) gauge freedom of Bloch wavefunctions, and it can be fixed

to −
∫ k1

0
dp1A1

n(p1, k2) in order to maximally localize the wavefunction along di-

rection 1 as shown in Sec. 1.2.2. The center coordinate of the Wannier state along

direction 1 is

〈r1〉n,k2 = −
∑
k1

A1
n(k1, k2). (1.62)

Suppose that one flux quantum is adiabatically threaded so as to boost k2 from

0 to 2π/a along a closed loop in the Brillouin zone. To realize this, note that a

time–dependent magnetic flux A2(t) produces an electric field

E2(t) = −∂A2

∂t
(1.63)

which provides the necessary acceleration k̇2. Then the deviation of the center of

the wavepacket in direction 1 is

〈r1〉n,2π/a − 〈r1〉n,0 = −
∑
k1

[
A1
n(k1, k2)

]k2=2π/a

k2=0

= −
∑
k1

∑
k2

∆2A1
n(k1, k2)→ aνn, (1.64)

where ∆2 is a “lattice” derivative between two consecutive values of k2 in the

discretized Brillouin zone, which tends to the partial derivative with respect to k2

when the number of sites is taken to infinity. We have introduced

νn =
1

2π

∫∫
BZ

dk1dk2 [∂k ×An(k)] . (1.65)
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νn represents the number of unit cells that the Wannier state shifts in direction

1, should a flux quantum be threaded such that k1 is taken once around the

Brillouin zone. This is related to the change in polarization which occurs upon

adiabatically changing the Hamiltonian [98, 95, 93]. In the next section we will

show that νn is an integer called the Chern number. In anticipation of this, we

digress to enumerate cases when νn vanishes.

Firstly, the right hand side of (1.64) would vanish if A1
n(k1, k2) were periodic

under k1 → k1 + 2π/a. Moreover, assume that both components of An(k) depend

smoothly on k. Then one can apply Stokes’ theorem in (1.65), which states that

∫∫
BZ

dk1dk2 [∂k ×An(k)] =

∮
∂BZ

An(k) · dk = 0. (1.66)

The last equality follows from the fact that the boundary of the Brillouin zone,

denoted ∂BZ, vanishes. Therefore, for νn to be nonzero, An(k) cannot be smooth

on the torus. In fact, whenever a complete set of Wannier functions, which form

a representation of the translation group in two dimensions, can be formed, then

the Bloch wavefunctions are smooth and single-valued functions of k. This implies

a smooth Berry connection An(k), which implies νn = 0. The fact that νn 6= 0 is

equivalent with the impossibility to form a basis of exponentially localized Wannier

orbitals in band n [99, 100, 101].

Secondly, ν = 0 if H had a single band (corresponding to a single site per

unit cell, like the square lattice). For then we could define 〈r|k〉 ≡ uk(r), the

Bloch wavefunction periodic in the unit cell. Since uk(r) is the wavefunction, it is

nonvanishing everywhere. We may therefore fix the arbitrary phase of the Bloch

wavefunction such that uk(r) is real everywhere in the Brillouin zone. Then the

Berry gauge field associated to the band is

A(k) = −i
∫

unit cell

d2ruk(r)∂kuk(r)

= −i1
2
∂k

∫
unit cell

d2ru2
k(r) = 0. (1.67)
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This argument implies that a lattice with at least two sites in the unit cell is

necessary to have νn 6= 0 for some n.

1.2.4 The first Chern number

In this section we show that νn, introduced in Eq. (1.65), is an integer. The

argument presented here is due to Kohmoto [102]. We will first show that a Bloch

wavefunction whose entries are nonzero everywhere in the Brillouin zone implies

that νn = 0. The existence of zeros of the Bloch wavefunction makes it impossible

to select a smooth gauge for the Berry gauge field across the entire Brillouin zone.

This procedure is, however, possible piecewise, by splitting the Brillouin zone into

regions where some component of the wavefunction is nonzero. Then the number

νn will turn out to be the total winding number of certain transition functions

between these regions.

Proof that νn is an integer. Assume a two–band model, corresponding

to a lattice with two sites in the unit cell, denoted A and B. Assume that the

Hamiltonian is such that a finite energy gap separates the two bands. Let the

spinor uTnk = (ank, bnk) denote the Bloch wavefunction for band n. The two

components correspond to the two sublattices. Assume that νn 6= 0. Then there

exists ka at which anka = 0 and kb such that bnkb = 0. Without loss of generality,

assume that each spinor component has only one zero.

Having identified the positions of the zeros, split the Brillouin zone into disjoint

regions Aa and Ab, such that ka,b belongs to the interior of Aa,b, respectively. In

each region, fix the gauge by using the component of the wavefunction which is

nonvanishing. We introduce Berry gauge field Aa,bn (k) written in a gauge fixed by

the condition that b, a, respectively, is real. Explicitly, Bloch vectors obtained in

Aa must be multiplied by

e−iθ
b
n(k) =

b∗n(k)

|bn(k)|
, (1.68)

to make the b component real. The scalars θa,bn (k) are smooth functions over the

regions Ab,a, respectively.
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Armed with piecewise smooth U(1) phase choices for the Bloch waves, split

the Berry curvature integral over the torus into

νn =
1

2π

∫∫
BZ

d2k [∂k ×An(k)] =
1

2π

∫∫
Aa

d2k [∂k ×Aan(k)]+
1

2π

∫∫
Ab

d2k
[
∂k ×Abn(k)

]
.

(1.69)

In each region Stokes’ theorem applies since the integrand is smooth

1

2π

∫∫
Aa/b

d2k
[
∂k ×Aa/bn (k)

]
=

1

2π

∮
∂Aa/b

dl · Aa/bn (l). (1.70)

Since the union of the surfaces Aa and Ab equals the torus, whose boundary

vanishes, their boundaries are oppositely oriented: ∂Aa = −∂Ab. Equation (1.69)

reduces to computing the amount by which the two gauge choices disagree at the

boundary:

νn =
1

2π

∮
∂Aa

dl ·
[
Aa(k)−Ab(k)

]
=

1

2π

∮
∂Aa

dl ·
[
∂kθ

a
n(k)− ∂kθ

b(k)
]
k=l

.

(1.71)

This form presents νn as the winding number of smooth phase field θan(k)− θbn(k)

around the closed loop ∂Aa. Then νn is an integer which completes the proof. The

generalization of this, possibly including multiple zeros, follows from the theory

of fiber bundles [102]. In that theory, νn is the first Chern class of the principal

U(1) fiber bundle [103, 89, 102]. The base manifold is the torus (the first Brillouin

zone), and the associated fiber vector space is the space of Bloch wavefunctions.

The arguments in this section and in Section 1.2.3 are analogues of Laughlin’s

proof [104, 105, 106] of the quantization of the Hall conductance, in the language

of Wannier orbitals.

1.2.5 Quantum Anomalous Hall Effect

Consider the model in (1.58) with just two bands, which we denote by n = +,−.

Then hαβ(k) denotes a 2× 2 Hermite matrix which can be expressed in the basis
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Figure 1.2: a) Staggered fluxes on the honeycomb lattice amount to zero flux per
unit cell. b) Phase diagram of the model (1.75): quantum anomalous Hall phase
for m < 3

√
3t2 sin(φ), band insulator for m > 3

√
3t2 sin(φ), and semimetal at

m = 0, φ = 0.

of Pauli matrices:

h(k) = h0(k)σ0 + h(k) · σ =

 h0 + h3 h1 − ih2

h1 + ih2 h0 − h3

 . (1.72)

We have associated to the Hamiltonian the vector h(k) = (h1(k), h2(k), h3(k)).

The two band dispersion relations are given by

ε± = h0(k)± |h(k)|, (1.73)

indicating that for a band degeneracy to occur one needs h(k) = 0. For later use,

the projector onto the band denoted by ± is

P±(k) = |±,k〉〈±,k| = 1± ĥ · σ
2

, (1.74)

where we have introduced the unit vector ĥ(k) ≡ h(k)/|h(k)|.

F. D. M. Haldane introduced a model on the honeycomb lattice which breaks

time reversal symmetry with zero net flux through the lattice unit cell. Fig-
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ure 1.2a) depicts the terms of the tight binding model. The honeycomb lattice

is generated by translating the two-site unit cell by the lattice translation vec-

tors ∆1 = a
√

3(1, 0) and ∆2 = a
√

3(1/2,
√

3/2). The reciprocal lattice is de-

fined by the condition ∆i · gj = 2πδij. Then g1 =
(
2π/(
√

3a),−2π/(3a)
)

and

g2 = (0, 4π/(3a)), which span the Brillouin zone. We define two special points in

the Brillouin zone KA = g1/3 + 2g2/3, and KB = −KA = 2g1/3 + g2/3.

The length of a nearest neighbor bond is a. A site on sublattice A has three

nearest neighbors on sublattice B denoted by vectors: a1 = a(
√

3/2, 1/2), a2 =

a(−
√

3/2, 1/2) and a3 = a(0,−1). The next–nearest neighbor vectors are defined

by the equation b1 = a2− a3 together with its cyclic permutations. Then we may

express the Bloch Hamiltonian in the form (1.72) with

h0(k) = −2t2 cos(φ)
3∑
i=1

cos(k · bi), (1.75)

h1(k) = −t1
3∑
i=1

cos(k · ai), h2(k) = −t1
3∑
i=1

sin(k · ai),

h3(k) = m+ 2t2 sin(φ)
3∑
i=1

sin(k · bi).

The mass term m breaks inversion symmetry [107], defined as IhkI = σ1h−kσ1,

which consists in reversing the momentum and interchanging the two sublattices.

The terms t2e
iφ break time–reversal symmetry, defined ThkT = h∗(−k), where

∗ denotes complex conjugation. When the inversion symmetry breaking term

dominates, the system is a band insulator. The band insulator is adiabatically

connected to an atomic insulator, in a sense that we make precise below. If

time–reversal symmetry breaking terms dominate, the system is in the quantum

anomalous Hall (or Chern insulator) phase, associated with ν± = ±1. The phase

diagram can be described by three regimes:

• Gapped bands, band insulator. For m > 3
√

3t2 sin(φ), the model de-

scribes a band insulator with ν± = 0. The case with φ = 0 and m 6= 0

corresponds to graphene with a staggered sublattice potential [72]. The
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Berry curvature at KA,B has opposite signs (Figure 1.3). As the gap de-

creases toward the graphene limit m → 0, the Berry curvature peaks due

to the divergent energy denominator in Eq. (1.15), turning into δ–functions

amounting to ±π Berry’s phase around the Dirac cones KA,B.

• Gapless bands. At |m| = 3
√

3t2| sin(φ)|, the bands touch at KA or KB.

At the degeneracy the band dispersions are linear. If m = 0, φ = 0, then

the bands touch at Dirac cones at KA and KB. This Hamiltonian describes

graphene [72].

• Gapped bands, quantum anomalous Hall phase. If m and φ are such

that h3(k) has opposite signs at KA and KB, then the Berry curvatures add

up (see Figure 1.3) and the Chern number of the lower band is ν− = ±1,

where the sign depends on φ. This occurs for m < 3
√

3t2 sin(φ).

We now provide another interpretation of the topological invariant. Note that

ĥ(k) denotes a map from the torus T 2 the unit sphere S2. Then the integral of

the Berry curvature can be reexpressed as the winding number of ĥ(k)

ν± = ± 1

4π

∫∫
BZ

dk ĥ ·
[
∂k1ĥ(k)× ∂k2ĥ(k)

]
. (1.76)

If ν± = 0 then the map ĥ(k) can be deformed smoothly into the uniform vector

field: ĥ(k) = ẑ (see Figure 1.3). This, in turn, corresponds to a Hamiltonian

whose bands are dispersionless h(k) = mσ3, i.e. an “atomic insulator” formed

by disconnected unit cells. In the ν± 6= 0 phase, the map ĥ(k) cannot smoothly

deform to the constant map, unless parameters are changed such that a degeneracy

occurs in the Brillouin zone amounting to h(k) = 0. We have showed that the

transition between the band insulator phase and the quantum anomalous Hall

phase can only occur if the band gap collapses. We will call this “gap closing and

reopening transition”.
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Figure 1.3: Plots of Berry curvature F−(k) (left) and Hamiltonian ĥ(k) (right)
over four times the surface of the 1st Brillouin zone. First row: For a band
insulator (here t2 = 0, m = t1/2), the Berry curvature takes opposite signs at
KA,B. The vector field ĥ(k) is smoothly connected to the uniform field ĥ(k) = ẑ.
Second row: In the quantum anomalous Hall phase (here t2 = t1/10, φ = π/2)
the topological charges of merons [81, 84] at KA,B add up to give ν± = ±1. The

field ĥ(k) is not smoothly connected to a constant vector field.
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1.3 Other formulations of the Chern number

Starting from Eqs. (1.76) and (1.74) we may now derive a formula for the Chern

number which was introduced by Avron et al. [103], whose benefit is that it is

written in terms of gauge–invariant quantities:

ν± = − i

2π

∫∫
BZ

dkTr {P±(k) [∂k1P±(k), ∂k2P±(k)]} . (1.77)

The trace is taken over the Bloch band basis. To prove (1.77), simply replace P±(k)

from (1.74), and make use of the identities Tr (σiσj) = 2δij and [σi, σj] = 2iεijkσk,

where εijk is the Levi–Civita tensor. The projector P±(k) is gauge invariant [cf.

Eq. (1.9)]. Therefore, unlike (1.76), there is no need to fix a gauge consistently

across the Brillouin zone, which makes (1.77) suitable for numerical evaluation.

The applicability of this expression extends beyond translationally invariant sys-

tems. For example, in Ch. 2, we will use this formula to calculate Chern numbers

for disordered systems, where momentum is no longer a good quantum num-

ber, but projectors onto eigenstates are still meaningful. In that same chapter,

Eq. (1.77) will be used to calculate the topological invariant for topological Bo-

goliubov quasiparticles, where (1.74) must be replaced by the correct projector

onto the bands of a Bogoliubov–de Gennes Hamiltonian.

In addition to Eqs. (1.77), (1.76) and (1.65), which were all written for a non-

interating problem whose single–particle eigenstates were known, the first Chern

number can be defined for an interacting problem via the Ishikawa–Matsuyama

formula [108],

ν =
1

24π2

∫∫∫
dkdωεµνρTr

[
G∂µG

−1G∂νG
−1G∂ρG

−1
]
. (1.78)

In (3.46), G(k, ω) represents the single particle Green’s function calculated in the

interacting problem. This expression is equivalent to a more general form for the

topological invariant which measures the Berry phase acquired by the ground state
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wavefunction with respect to twisted boundary conditions on a torus [106]. Ex-

pression (3.46) is a topological invariant: infinitesimal deformations to the Green’s

function G(k, ω) lead to zero variation of ν [20]. Studying an interacting problem

in Ch. 3, we use this formula to calculate the topological invariant of quasiparticle

and quasihole excitations of a Mott insulator.

1.4 Experiments

We conclude this chapter with an overview of current experiments on topologi-

cal phases. The time–reversal symmetric counterpart of the QAHE, the quantum

spin Hall effect (QSHE), can be realized in the presence of spin–orbit coupling

[17, 109, 110, 111]. This state was first observed in HgTe/HgCdTe quantum wells

with low density, high mobility carriers [112]. Upon tuning the well thickness

in a heterostructure of HgTe and HgCdTe obtained by molecular beam epitaxy,

two bands in the low–energy manifold are inverted, which marks a topological

quantum phase transition. In the trivial regime, the longitudinal four–terminal

conductance vanishes, while in the topological phase it is twice the quantum unit

of conductance, 2e2/h, where e is the electron charge, and h is Planck’s constant.

Independence of this result on sample width is indicative of dissipationless trans-

port at the edge, by one pair of counter propagating helical edge channels [113],

whose existence can be probed in a three terminal setup [17, 18] to selectively

measure nonzero spin–polarized current. Later, the QAHE was observed in thin

films of a QSH insulator (Bi, Sb)2Te3, which was chromium doped to break time–

reversal symmetry [114]. When the Fermi level is in the magnetically induced gap,

the Hall conductance has a plateau at e2/h, whereas the longitudinal conductance

vanishes. The experimentally proved dissipationless helical transport in the edge

channels may fuel the quest for low–power spintronic devices.

At the same time, there has been a vast array of experiments on topological

phases in photonic systems and in ultracold atoms. Photonic systems with time re-
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versal symmetry breaking are now possible [36]. The quest for lattice equivalents of

integer quantum Hall phases has led to implementations of artificial gauge fields in

gyromagnetic photonic crystals at microwave frequency [44, 45, 115, 46], coupled

resonator optical waveguides [47, 48, 49], metamaterials based on pillar-shaped

photonic waveguides [50, 51, 52], optomechanical systems [53], or radio frequency

devices [54, 55], and a variety of theoretical proposals [116, 117]. Photonic ex-

periments have typically probed the edge eigenstates, but there exist theoretical

proposals to directly measure topological invariants [118, 119] in these systems.

Topological transitions have been directly probed in quantum circuits of interact-

ing superconducting qubits [120], where the qubit dynamics is mapped to that of

the Haldane model [12]. Photonic systems typically work in the dissipative–driven

regime [48, 116].

The study of phases which break time–reversal symmetry is well motivated by

recent experimental progress with Floquet–type systems in optical lattices [121,

122, 123]. The definition of topological invariants in periodically driven systems

has been the subject of several studies [124, 125, 126]. The Haldane model has been

recently realized with fermionic potassium atoms [41]. In that experiment, shaking

the retroreflecting mirrors of the optical lattice breaks time–reversal symmetry. A

band–mapping technique [127] was adapted to probe quantum anomalous trans-

port and observe the local Berry curvature and prove the topological character

of the bands. Berry curvature in a graphene–like optical lattice loaded with 87Rb

atoms has been measured using Aharonov–Bohm interferometry [128, 129], reveal-

ing the ±π Berry’s phase around the Dirac points. The square lattice Hofstadter

model [37] has been realized with rubidium atoms [38] allowing to resolve cyclotron

orbits, and in such systems Chern numbers can be determined to 1% accuracy

[39]. A pending experimental goal is to explore strongly interacting phases, given

a variety of theoretical proposals for fractional quantum Hall effect equivalents in

two–dimensional lattice systems [27, 29, 31, 130, 131, 132, 133, 134, 135, 136].
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Chapter 2

Photon QAHE on the Kagomé

lattice

This chapter is dedicated to a model on the Kagomé lattice which supports the

quantum anomalous Hall phase (for an introduction, see Chapter 1). The photonic

Kagomé lattice without time–reversal symmetry breaking has been implemented

by Underwood et al. [73] with an array of microwave cavities [137]. The cavi-

ties, which are superconducting transmission line resonators [138], are disposed

in a planar honeycomb array, such that three resonators meet at each junction.

Additionally, the three–way junction may be replaced by superconducting ring

coupling circuits, whose virtual excitations mediate photon transfer between res-

onators. When the coupling ring is threaded with magnetic flux, the effective

photon hopping Hamiltonian [57], which may be obtained upon adiabatic elimi-

nation of the superconductor degrees of freedom, breaks time–reversal symmetry.

The resulting Peierls phases mimic a magnetic field with zero net flux through

each unit cell, in close analogy with Hamiltonians responsible for the quantum

anomalous Hall effect [12].

A photon cavity array with such properties may facilitate a variety of many–

body states [139, 140], arising from the interplay of the delocalization across the

lattice and nonlinearities at each cavity. For example, should qubits be placed
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in each resonator [141, 137], the ensuing Jaynes–Cummings model [142] modeling

the light–qubit coupling sustains polariton Mott insulator or superfluid phases

[143, 144, 145, 146, 147, 148, 149, 150]. (Polaritons are dressed particles formed

by a coherent superposition of the photonic mode of the cavity and the states

of the two–level system, and kinetic terms correspond to overlaps of these ex-

tended light–matter states.) The more general Rabi–Hubbard model has novel

quantum criticality, such as a Z2 symmetry–breaking quantum phase transition

[151]. Other novel situations, such as Bose–Hubbard models with attractive inter-

actions [152], may arise in arrays of resonators coupled to two–level systems. All

systems enumerated in this paragraph are permanently laser driven and subject

to photon decay and qubit relaxation, such that phase transitions occur between

steady states [137], in contrast to equilibrium quantum phase transitions at zero

temperature [153, 154].

Moreover, the Kagomé bandstrucure supports a flat band, which introduces a

small energy scale that enhances the effect of perturbations such as disorder, in-

teractions or dissipation. The ground state is determined fully by the interactions

acting in the macroscopically degenerate ground state manifold. In particular,

Bogoliubov perturbation theory [155] for the weakly interacting Bose gas fails

for a condensate in a flat band. Ground states of flat band lattices such as the

Kagomé, or the zig–zag lattice may include supersolids or fractionally filled solids

[156]. The Bose condensed state in the flat band of the quasi one–dimensional Lieb

lattice fragments into localized modes sustained by lattice frustration [157]. If in

addition to a flat band time–reversal symmetry is broken, one has the principal

ingredients to realize fractional quantum Hall phases in strongly–coupled arrays

of electromagnetic cavities [158, 159, 160].

The results presented in this chapter were previously reported in Ref. [58].

The starting point of this work was the observation that the time–reversal sym-

metry breaking Hamiltonian in Ref. [57] supports a quantum anomalous Hall phase

analogous to that proposed originally by Haldane [12]. Nevertheless, the result-
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ing tight–binding model is distinct from the QAHE honeycomb lattice model of

Ref. [12]: it has three bands, one of which can be tuned to be perfectly flat.

The time–reversal symmetry breaking terms open bandgaps, and the outer Bloch

bands acquire nonzero Chern numbers whereas the middle band always has Chern

number zero. Therefore there exists a region in the energy gap where topologi-

cally protected edge eigenstates are degenerate with the trivial band. If the latter

acquires dispersion, the otherwise protected edge states can scatter into the bulk,

which causes the anomalous Hall effect, characterized by a Berry phase around

the first Brillouin zone which is not an integer multiple of 2π.

The aim of this chapter is to focus on the single–particle physics of the Kagomé

lattice and to study the robustness of the quantum anomalous Hall phase to disor-

ders and nonlinearities, as well as discuss probes of band topology. The remainder

of this chapter is organized as follows. We introduce the tight-binding model in

Sec. 2.1. We find the edge eigenstates in open-boundary lattices in Sec. 2.2, and

study edge currents and the local density of states. In Sec. 2.3, we numerically

test the robustness of the quantum anomalous Hall phase to scalar and flux disor-

ders by computing Chern numbers in finite disordered lattices. In Sec. 2.4 we use

equations of motion for wavepackets prepared in a specific Bloch band in order

to extract its local Berry curvature. We focus on the interesting case of placing

the quantum anomalous Hall phase in a uniform magnetic field, for which we de-

vise a protocol in App. A. In Sec. 2.5 we extend the results of Sec. 2.4 to show

how one can determine band Chern numbers from interferometry experiments. In

Sec. 2.6 we derive conditions on the strength of the external field in order for the

semiclassical approach of the previous sections to be valid. Finally, in Sec. 2.7 we

address the stability of the topological phase to weak nonlinearities of the photon

cavities, which we model with the repulsive Bose–Hubbard model, and compute

topological invariants that indicate the existence of gapless Bogoliubov edge exci-

tations. Most of the results presented in this chapter can be found in published

form in [58].
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x,r1,k1

y

Figure 2.1: The Kagomé lattice with nonuniform flux [57]. Left: lattice periodic
in the x direction, with line boundaries (no C sites). The blue contour marks a
superunit cell generating the cylinder. Right: Projection of the first Brillouin
zone on the k1 direction.

2.1 Tight-binding model

In the typical circuit QED system, a coplanar resonator with length of a few

millimeters typically supports a single photonic mode. Furthermore, this photonic

mode may carry no polarization label, and can be thought of as the single type of

excitation of the microwave resonator [161]. These excitations may be transfered

from one waveguide to another via inductive or capacitive couplings.

In Ref. [57], a honeycomb array of waveguides with nano–Josephson circulators

was considered. Time–reversal symmetry was broken by threading magnetic flux

through nano–Josephson circulators at which three waveguides are capacitively

coupled in a 120 degree pattern. A tight–binding model for the microwave cavity

photons was obtained upon tracing out coupler circuit degrees of freedom. The

tight–binding model contains nearest–neighbor hopping terms on the Kagomé lat-

tice (Figure 2.1), which is the line graph of the honeycomb lattice. The magnetic

flux is nonuniform but amounts to 0 over the whole unit cell as in the quantum

anomalous Hall system of Ref. [12]. Here, triangular plaquettes are threaded by

flux 3φ, whereas flux through hexagonal plaquettes is −6φ.

Denote the three sites of the unit cell by A,B,C. Let a be twice the length of
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a bond, and pick lattice vectors

∆1 = a(1, 0), ∆2 = a

(
1

2
,−
√

3

2

)
. (2.1)

Two integers m = (m1,m2) determine the position of any unit cell, rm ≡ m1∆1 +

m2∆2. The first Brillouin zone (Figure 2.1) is spanned by:

g1 =
2π

a

(
1,

1√
3

)
, g2 =

2π

a

(
0,− 2√

3

)
. (2.2)

We denote high symmetry points in the first Brillouin zone by Γ = (0, 0) and

K± = ±
(

4π
3a
, 0
)

(see Figure 2.1).

Letting ψ†k =
(
a†Ak, a

†
Bk, a

†
Ck

)
, the tight–binding model can be written in the

basis of Bloch waves,

H =
∑
k∈BZ

ψ†kh(k)ψk, (2.3)

where the Bloch Hamiltonian is expressed in matrix form

h(k) =


~ω 2|t|eiφ cosα1 2|t|e−iφ cosα2

2|t|e−iφ cosα1 ~ω 2|t|eiφ cosα3

2|t|eiφ cosα2 2|t|e−iφ cosα3 ~ω

 , (2.4)

in terms of the following three dimensionless functions of momentum

α1(k) ≡ k.
∆1

2
, α2(k) ≡ k.

∆2

2
, and α3(k) ≡ k.

∆1 −∆2

2
. (2.5)

Since H is unchanged by φ → φ + 2π
3

, we restrict to φ ∈
[
0, 2π

3

]
. The diagonal

elements of (2.4) are the waveguide frequencies ω, which are typically one order

of magnitude larger than the band gap: |t|/~ is expected to lie below 100 MHz,

whereas ω is in the microwave (GHz) range in typical cQED implementations.

For φ = mπ
3

with m even, the energies of the three bands are E0 − ~ω = −2|t|

and E± − ~ω = |t|(1±
√

3 + 2
∑

cos(αj)), where the sum is over j = 1, 2, 3. The

middle band and the flat band are degenerate at k = 0 with energy −2|t|. The
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Figure 2.2: Left: Bandstructure along a line in the Brillouin zone which is
parallel to k1 (see Fig. 2.1). At φ = π/6 the middle band is flat. Right: At
φ = π/4 the middle band is dispersive. In both cases, the lower and upper bands
are topological. Chiral modes are localized at each edge of a cylinder (purple
right mover on lower edge, orange left mover on upper edge, with corresponding
currents sketched in Fig. 2.1.

top band and the middle band are degenerate at K± with energy |t|. The case of

odd m is analogous, with the exception that the bands flip sign. The flat band

consists of a set of orbitals localized on the hexagonal plaquettes. If the lattice

is periodic, state counting reveals that the Γ point degeneracy is topologically

protected [162]. The degeneracy at K± is protected by inversion symmetry I

Ih(k)I = h(−k), (2.6)

and time reversal time–reversal symmetry T

Th(k)T = h∗(−k). (2.7)

More precisely, for φ = mπ
3

, h(k) and its I and T transforms are similar up to a

gauge transformation. An important consequence of inversion and time–reversal

symmetry is that the Berry curvature of the dispersive bands is 0 everywhere

in the Brillouin zone except at K±, where the Berry phases are ±π. The only

way to open the gap while I and T hold is via anisotropies [58]. Hopping term

anisotropies can be tuned to bring the ±π Dirac cones together at an I and T
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Figure 2.3: Edge and bulk eigenstate energy dispersion for three different choices
of boundary conditions (line–line, armchair–armchair, line–armchair), at φ = π

4
.

The panels on the second row exhibit the smallest number of unit cells in the
direction with open boundaries, for which edge modes are supported.

symmetric point (Γ or M) and annihilate them.

Values φ 6= mπ
3

break T (but not I), opening both gaps. For φ = π
6

+ mπ
3

the

middle band is flat (Figure 2.2). Employing (1.65), we find that the band Chern

numbers of the lower, middle, and upper bands, respectively, are −sgn (sin 3φ) , 0

and +sgn (sin 3φ), where φ ∈
[
0, 2π

3

)
. The sin(3φ) function was chosen to obey the

2π/3 periodicity of the bandstructure with respect to the phase φ. The perfectly

flat band, if isolated from the other bands by energy gaps (at φ = π
6
), is necessarily

non–topological [163].

2.2 Chiral edge states

The result of bulk–edge correspondence implies that eigenstates must exist in

certain gaps. The condition is that the total Chern numbers of the bands below

the gap be nonzero. In this section, we find the edge mode dispersion relation

and eigenfunction for different choices of boundaries (Sec. 2.2.1). We numerically

study local observables accessible with current experiments in Sec. 2.2.2.
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2.2.1 Analytic solution

To obtain the edge eigenstates, consider a cylinder periodic in the ∆1 direction.

Assume for example that its boundary sites are of A,B type only (see Figure 2.1).

The cylinder is generated by translating the superunit cell (blue parallelogram in

Fig. 2.1) by integer multiples of ∆1. The superunit cell is obtained by translating

the triangular plaquette along ∆2. We number plaquettes in the superunit cell by

m2 = 0, 1, ...,m2max, as in Fig. 2.1. We will employ a partial Fourier transform

along ∆1,

aαm2(k1) =
1√
N1

∑
m1

e−ik1(m1a)am1,m2 , (2.8)

where α = A,B,C and N1 counts unit cells along ∆1. The problem is to diago-

nalize the one–dimensional Hamiltonian parametrized by k1:

h(k1) = |t|
∑
m2

[
2eiφa†Bm2

aAm2 cos
(
k1
a

2

)
+eiφ+ik1

a
4 a†Cm2

aBm2 + eiφ−ik1
a
4 a†Cm2

aB,m2+1

+eiφ+ik1
a
4 a†Am2

aCm2 + eiφ−ik1
a
4 a†Am2

aC,m2−1 + H.c.
]
. (2.9)

Eigenstates of (2.9) are best written in the basis {|αm2〉}, whose elements are kets

corresponding to wavefunctions that are exponentially localized on sublattice α

of the mth
2 triangular plaquette along the super unit cell (this is analogous to the

basis of Sec. 1.2.3):

|Ψ(k1)〉 ≡
∑

α=A,B,C

∑
m2

ψαm2(k1) |αm2〉 . (2.10)

The eigenvalue equation h(k1)|Ψ(k1)〉 = EΨ(k1)|Ψ(k1)〉 becomes, upon writing the

energy dispersion as U(k1) ≡ − [E(k1)− ~ω] /|t|,

−UψAm2 = e−ik1
a
4
−iφψC,m2−1 + 2 cos

(
k1
a

2

)
eiφψBm2 + eik1

a
4
−iφψCm2 , (2.11)

−UψBm2 = eik1
a
4

+iφψC,m2−1 + 2 cos
(
k1
a

2

)
e−iφψAm2 + e−ik1

a
4

+iφψCm2 ,
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−UψC,m2 = eik1
a
4
−iφψBm2 + e−ik1

a
4

+iφψAm2 + e−ikx
a
4
−iφψB,m2+1 + eik1

a
4

+iφψA,m2+1.

These equations hold for the bulk m2 = 0, ...,m2,max. The next three equations

correspond to unit cells at the boundary:

−UψC,−1 = e−ik1
a
4
−iφψB0 + eik1

a
4

+iφψA0, (2.12)

−UψAm2max = e−ik1
a
4
−iφψCm2max + 2 cos

(
k1
a

2

)
eiφψBm2max ,

−UψBm2max = eik1
a
4

+iφψC,m2max + 2 cos
(
k1
a

2

)
e−iφψAm2max .

For the line boundary the wavefunction vanishes on the missing C sites:

ψC,−1 = ψC,m2max = 0. (2.13)

Finally, edge eigenstates follow from (2.11,2.12,2.13) using the Ansatz

ψαm2 = λm2ψα0. (2.14)

The wavefunction ψαm2 , α = A,B,C, decays exponentially along ∆2, away from

the boundary sites.

The energy solutions are identical to those of a one-dimensional tight-binding

chain of lattice constant a
2
:

E+ = 2|t| cos

(
k1a

2

)
and λ+ = −

cos
(
k1
4
− 3φ

2

)
cos
(
k1
4

+ 3φ
2

) ,
E− = −2|t| cos

(
k1a

2

)
and λ− =

sin
(
k1
4
− 3φ

2

)
sin
(
k1
4

+ 3φ
2

) . (2.15)

Note that the edge state dispersion relation is independent of φ (see Figure 2.2).

If |λ±| < (>)1, then the wavefunction is localized at the top (bottom) boundary,

and the group velocity dE/dk1 is positive (negative). λ± may become singular

or 0, in which case the normalized wavefunction has 0 weight in the bulk and is

nonvanishing on sites corresponding to a unit cell situated at one of the two edges.
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For other boundary shapes (Figure 2.3), the edge mode and the middle bulk band

may overlap in energy or in momentum. The smallest lattice supporting a pair of

edge modes must contain at least one row of hexagonal plaquettes, regardless of

boundary condition, as shown in the bottom panels of Figure 2.3.

2.2.2 Local observables

The local density of states spatially resolves eigenstates within a narrow energy

window. Consider the full set of eigenstates {|Ψ〉} and eigenenergies {EΨ} of (2.3).

We define the local density of states as

ρ(E, r) ≡
∑

Ψ

δ(E − EΨ)|〈r|Ψ〉|2. (2.16)

The local density of states is normalized to the total number of energy levels

∫
dE
∑
m

ρ(E, rm) = 3N, (2.17)

where N is the total number of unit cells. We have numerically evaluated ρ(E, r)

for the cylinder lattice with line edges considered in 2.2.1. Figure 2.4 contains

plots of local density of states in several cases. In the flat band at φ = π
6

the

wavefunctions are localized in the hexagonal plaquettes due to destructive inter-

ference. When the flux φ is detuned from π
6
, the states in the dispersive middle

band are extended. If disorder is introduced into the flat band system at φ = π
6
,

the states inside the middle band are no longer perfectly localized on the hexagon

plaquettes. Edge eigenstates have non-zero spectral weight only close to the edges

of the sample.

The introduction of a small impurity at the boundary can mix all momenta

and the edge state can scatter into the bulk. One consequence of this is that

edge currents leak into the bulk. We may study this by introducing a δ–function

impurity at one of the sites on the boundary of the system. The lattice current

operator measures the number of particles that flow from site m to site n per unit
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Figure 2.4: The local density of states for a 23 × 23 site lattice is represented
here on color plots where lighter colors correspond to higher values (in arbitrary
units). The panels, in order, show: the flat band at φ = π

6
with spectral weight

confined to the hexagonal plaquettes; spectral weight at midgap energies indicating
wavefunctions confined to the edges of the sample; the dispersive middle band for
φ = π

4
containing extended states; local density of states of the disordered φ = π

6

system for an energy E close to the middle band.

time [164]

jmn = −ia†m(tmn + t∗nm)an + ia†n(t∗mn + tnm)am. (2.18)

Results for the current expectation values 〈Ψ|jmn|Ψ〉 for φ = π
4

are shown in

Figure 2.5. For an edge eigenstate with energy in the gap just above and not

overlapping with the middle band, the current will surround the δ–function ob-

struction without leaking into the bulk. If the edge eigenstate and the bulk band

are degenerate, particle current is transferred from the edge into the bulk with

finite probability. If we replaced the impurity by strong phase disorder (uniformly

distributed with amplitude WΦ = π
3
), bulk states would spread into the gap. There

is again a finite probability for the edge mode to scatter into the bulk. The non-

vanishing backscattering probability for edge eigenstates that are degenerate with

the bulk is associated with a nonquantized value for the Chern number integral,

which is indicative of a phase distinct from the quantum anomalous Hall phase,

named the anomalous Hall phase [165].
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Figure 2.5: Expectation value of the lattice current operator for φ = π
4

(band-
structure in Figure 2.2). Left panel: For intragap eigenstates, a δ–function
impurity will deviate edge current (red), which maintains chirality. The current
in a state with energy within the overlap region with the middle band is shown
in green. This corresponds to the anomalous quantum Hall phase. Right panel:
with disorder, the edge state can leak into the bulk with a finite probability.

2.3 Anomalous Hall Effect

While in the previous section we have discussed local observables, we now turn to

geometric phases for clean and disordered systems. This approach addresses the

robustness of edge states from the topological properties of the Bloch eigenstates,

discussed at length in Section 1.2.

Why edge states are not robust when degenerate with bulk bands can be

understood from geometric arguments. If the system is probed at an energy E

which intersects a bulk band, then the Berry phase in units of 2π takes the form

νn(E) =
1

2π

∮
C(E)

dk · An(k). (2.19)

The curve C(E) is the intersection of the two-dimensional surface of the band

En(k) with the (kx, ky) plane at fixed energy E. We may form the following

quantity from Eq. (2.19):

ν(E) =
∑
n

νn(E) =
1

2π

∑
n

∫
BZ

d2k θ [E − En(k)]Fn(k), (2.20)

which is a summation over the states whose energy falls below E (note that θ is the

Heaviside function [166]). For numerical evaluation it is convenient to recast this

in terms of the gauge invariant projector Pk = Pk(E) onto the Bloch states whose
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A B C

Figure 2.6: A: ν(E) of (2.21) for φ = π/4. B: ν(E) for φ = π
6

with increas-
ing amplitude of phase disorder: 6WΦ/π = 0, 2/5, 1, 9/5. For high enough dis-
order ν(E) is nowhere quantized. Points represent ensemble averages over 40
randomly picked disorder configurations, and error bars the standard deviation
within the ensemble. C: Analogous study with increasing amplitude of on-site
disorder W/|t| = 0, 1/2, 1, 3/2.

energy is less than E, the Avron–Seiler–Simon formula introduced in Eq. (1.77):

ν(E) =
1

2πi

∫
d2k Tr

(
Pk

[
∂kxPk, ∂kyPk

])
, (2.21)

with the trace taken over the band basis. We plot (2.21) as a function of energy

over the entire bandwidth in Figure 2.6A. The number ν(E) non–integer whenever

the energy E overlaps with a bulk band, which corresponds to edge modes that

can decay into the bulk of the sample.

In fermion systems, the non-quantized part is the intrinsic contribution to the

anomalous Hall effect [167, 168] of a partially filled band (non-quantized Hall

conductivity σxy), and can be interpreted as a Berry phase of quasiparticles at the

Fermi surface [165]. For bosons nonzero νn(E) signals anomalous transport of a

wavepacket at energy E in band n. Despite its form (2.20) as an integral over a

“Fermi sea” of occupied states, νn(E) is a property of single-particle eigenstates

(independent of particle statistics).

It turns out that the fate of the edge eigenstates is similar in a disordered

system. If translation symmetry is broken, as is the case with nonuniform disorder

potentials, the trace (2.21) can be taken with respect to the basis of states localized
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at each site, |rm〉:

ν(E) = − lim
Nsites→∞

2πi

Nsites

∑
m

〈rm|P (E) [−i[x, P (E)],−i[y, P (E)]] |rm〉. (2.22)

The total number of sites in the system is Nsites. In the thermodynamic limit of a

clean system, this formula is equivalent to (2.21).

In the presence of disorder, ν(E) is an integer as long as the energy E belongs to

an energy gap [169]. Transitions between distinct integer values occur if the energy

E crosses a region of extended bulk states. If the lattice is finite, it is necessary to

average over an ensemble of disorder configurations [170, 171, 169]. (No disorder

average is necessary in an infinite system, if the disorder is self-averaging). To set

up the numerical calculation, assume that disorder configurations are distributed

with measure dµ(δ). In a finite system, and for a fixed disorder function δ, (2.22)

becomes

νδ(E) = − 2πi

Nsites

∑
m

〈rm|Pδ(E) [−i[x, Pδ(E)],−i[y, Pδ(E)]] |rm〉, (2.23)

where all operators with subscripts δ are evaluated for a fixed disordered Hamil-

tonian Hδ. In (2.23), x, y are the position operators in Cartesian coordinates. We

retrieve the infinite system result by computing the ensemble average

ν(E) =

∫
dµ(δ)νδ(E). (2.24)

We have computed the Chern number at φ = π
6
, for two sorts of disorder: uniform

diagonal disorder ~ω → ~(ω + δωm), with ~δωm uniformly distributed with max-

imum amplitude W/2; and uniform hopping phase disorder φmn → φmn + δφmn

where δφmn has maximum amplitude WΦ/2. We implemented the computation

on a lattice of 24 × 24 sites (192 unit cells). Each ν(E) was averaged over 40

disorder configurations yielding the means and error bars in Figs. 2.6B,C. The

originally flat middle band spreads with disorder; the broadening of the middle
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band is associated with states leaking out of the hexagonal plaquettes due to the

detuning of the flux. Comparatively, the role of scalar or vector disorder potentials

is the same.

2.4 Berry curvature from dynamics

So far, we have shown how the Berry phase helps to discern between a quantum

anomalous Hall phase, with edge eigenstates protected against disorder, and the

anomalous Hall phase. Now we would like to turn our attention to a local probe

of the geometric phase, which derives from the study of dynamics of wavepackets.

The essential idea is that the Berry curvature of band n, Fn(k), acts as a

k–space analogue of the magnetic field. Its effect is measurable in the semiclas-

sical dynamics of accelerated wavepackets prepared in band n. Interferometry of

wavepackets allows us to access Berry’s phase around closed loops in k–space. We

recall that wavepackets accelerated in the ∆̂1 direction drift in the ∆̂2 direction,

which is associated with the phenomenon of polarization that was discussed in

Sec. 1.2.3. The motion of wavepackets subject to a uniform force is complicated

due to Bloch oscillations, but proposals do exist to access Berry’s phases in a cold

atom system relying on a measurement of the group velocity of a wavepacket in

an external gradient of the scalar potential [172]. Here we present an alternative

method to map Berry’s phases of wavepackets, based solely on interference, and

without the need to measure the group velocity of wavepackets.

Assume that it is possible to realize synthetic classical electric and magnetic

fields, E and B. To maintain the analogy with charged particles, assume that

this synthetic electromagnetic field couples to an effective charge for the particles,

denoted q. We may express the electric field in terms of the scalar potential

E(r) = −∂Φ(r)
∂r

. In the following, we will consider a single Bloch band En(k).

In addition, we will assume that this band does not become degenerate with the

other bands. We are interested in the semiclassical dynamics of a wavepacket
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of mean momentum and coordinate kc, rc prepared in band n. The wavepacket

contains Bloch waves according to a distribution of wavenumbers around kc. For

good k–space resolution, this distribution must occupy a small fraction of the first

Brillouin zone. The spread of the wavepacket in r–space will be over many lattice

sites, but must be sufficiently localized when compared to the confining potential.

The dynamics of a wavepacket are described by the coupled equations of motion

[93, 173, 174, 175, 176, 168] corresponding to its wavenumber and position

ṙc =
1

~
∂En(kc)

∂kc
− k̇c ×Fn(kc),

~k̇c = −q∂Φ(rc)

∂rc
+ qṙc ×B(rc). (2.25)

An implicit assumption for (2.25) is that the external fields are weak enough so as

to not cause Landau–Zener transitions to other bands. We will return to this point

in Sec. 2.6. Let us remark that in Eqs. (2.25) we are neglecting contributions to

the band energy from the rotation of the wavepacket about its central coordinate

rc due to the external magnetic field [174]. These contributions take the form

− q
2m

B ·Ln, where Ln is the magnetic moment of a wavepacket prepared in band n

and m is the effective mass of the wavepacket. We prove that these contributions

are indeed negligible in Sec. 2.6.

Note that Fn(kc) participates in a k–space analogue of the Lorentz force

in (2.25). This Berry–curvature induced contribution to the velocity of the wavepacket

is nonzero only for an accelerated wavepacket. This is the anomalous velocity in-

troduced by Karplus and Luttinger [177]. A direct consequence of Eqs. (2.25) is

that wavepackets which are accelerated by a tilt qE 6= 0 while keeping B = 0 de-

viate according to the sign of the Berry curvature. This fact was successfully used

in a recent experiment on Haldane’s honeycomb Chern insulator with fermionic

potassium atoms [41].

In [58], we have considered the effect of a uniform perpendicular magnetic

field, B = |B|ẑ, without any electric field E = 0. If the magnitude of the external
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magnetic field B = |B| is small in a sense that we will make precise in Sec. 2.6,

then the semiclassical equations above hold true and can be used to measure

Berry’s phases around closed contours in k–space. We refer the reader to App. A,

where we introduce a time–periodic lattice potential which in the rotating wave

approximation has the same effect as the Peierls phases corresponding to a uniform

magnetic field.

To derive the equations of motion in a uniform magnetic field, we use the

identity

a× (b× c) = b(a · c)− c(a · b) (2.26)

to eliminate either the momentum or the position variable between the two equa-

tions in (2.25). We obtain

ṙc =
ZB(kc)

~
∂En(kc)

∂kc
, (2.27)

~k̇c =
q

~
ZB(kc)

∂En(kc)

∂kc
×B. (2.28)

We have introduced in (2.28) the Berry curvature dependent scale factor

ZB(kc) =
1

1− q
~Fn(kc)B

, (2.29)

which is 1 if either the magnetic field or the band Berry curvature is vanishing.

Equation (2.28) implies that the force k̇c is perpendicular to the group velocity

∂En(kc)
∂kc

. Consequently, the motion conserves energy, as can also be seen by varying

the energy and using the second equation in (2.28)

δEn(kc) =
∂En
∂kc
· dkc
dt

δt = 0. (2.30)

Thus, any closed trajectory kc(t) from (2.28) is a constant energy trajectory as

shown in Fig. 2.7 . To obtain the trajectory in real space, use the expression for
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Figure 2.7: Constant energy trajectories of a wavepacket prepared in the lowest
band for φ = π

6
. Whenever the initial kc lies on a separatrix (dashed lines), the

trajectory can only close in the extended Brillouin zone; in r–space the particle ex-
ecutes Bloch oscillations. Note that we have reverted to the cartesian components
of momentum (kx, ky).

the Lorentz force, ~k̇c = qṙc ×B, which implies

ṙc = − ~
qB

k̇c × ẑ. (2.31)

The trajectory in real space is rotated by 90 degrees and rescaled by a magnetic

field–dependent prefactor, as compared to that in momentum space. If the kc(t)

is closed in the 1st Brillouin zone (continuous lines in Fig. 2.7), then rc(t) is also

closed. On any high-symmetry line (separatrix), kc is periodic in the extended

Brillouin zone (dashed lines in Fig. 2.7), whereas rc(t) undergoes Bloch oscillations.

The magnitude of the acceleration ~k̇c will be affected by the Berry curvature

dependent prefactor ZB(kc), which deviates significantly from 1 wherever the band

gap is small, as follows from Eqs. (1.15) and (2.29). This occurs in the vicinity of

the Brillouin zone corners K±.

Upon traversing its periodic trajectory [denoted C(E) for energy E] once, a

wavepacket acquires a phase factor. If this phase factor amounts to 1, then the

wavepacket interferes constructively with itself and can form a standing wave. To

determine the condition for the formation of a standing wave, we may requantize
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the semiclassical dynamics. For this purpose, note that the following Langrangian

[174] yields the second equation in (2.28)

L(kc, k̇c) = − ~2

2qB
(kc,1 ˙kc,2 − kc,2k̇c,1) + ~An · k̇c − En(kc). (2.32)

It is easy to show that the Euler–Lagrange [178] equations d
dt

∂L
∂k̇c
− ∂L

∂kc
= 0 applied

for (2.32) are equivalent to (2.28).

The standing wave condition for wavepackets then takes the form of a Bohr–

Sommerfeld condition that the action associated with the phase space variables

kc, k̇c be quantized in units of Planck’s constant [174, 93]

∮
C

πc · dkc = 2π

(
n+

1

2

)
~, (2.33)

where the momentum conjugate to the phase space variable kc is

πc =
∂L

∂k̇c
=

~2

2qB
kc × ẑ + ~An(kc). (2.34)

Using this form for πc, the associated action is

∮
C

πc · dkc = − ~2

qB

1

2

∮
C

(kc × dkc) · ẑ + ~ΓC , (2.35)

where we have denoted the Berry phase accumulated around C by

ΓC ≡ 2πνn(E) =

∮
C

dk · An(k). (2.36)

Note that νn(E) corresponds to the nth band only as defined in Eq. (2.19). Fur-

thermore, identifying 1
2
(kc× dkc) · ẑ = dSC as the (signed) differential area swept

in kc space by the wavepacket on trajectory C during a time interval dt, Eq. (2.33)

becomes

~SC

qB
+ 2π

(
n+

1

2

)
− ΓC = 0. (2.37)
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The first term may be interpreted as the inverse of the magnetic flux through the

area bounded by the real–space trajectory rc(t). This can be seen by recasting∮
C

(kc × dkc) · ẑ in terms of rc and ṙc by using the expression of the Lorentz

force. Equation (2.37) is a Bohr–Sommerfeld quantization condition for closed

trajectories in phase space. An analogous situation occurs in electronic systems

for the de Haas–van Alphen effect [93], where peaks in magnetization as a function

of the external magnetic field are a result of such resonant behavior. Tuning the

magnitude B through two consecutive resonances yields the momentum space area

SC of the momentum space trajectory C(E), which fixes the Berry phase along

C(E) up to multiples of 2π in (2.37). Thus, standing waves may be used to detect

the Berry curvature enclosed in contours of constant energy.

2.5 Chern numbers from interferometry

In the previous section, we determined a way to obtain the local Berry curva-

ture from semiclassical dynamics. In this section we directly determine the Chern

numbers of Bloch bands from the spectrum in a synthetic magnetic field. In a

magnetic field, the three original Bloch bands will split into magnetic subbands.

The resonant semiclassical trajectories of Sec. 2.4 correspond to magnetic sub-

bands which form when an infinitesimal synthetic magnetic field B is turned on.

The Chern number of the original Bloch band determines how this band splits

into magnetic subbands [173, 174, 175].

The maximum number of closed resonant trajectories within the Brillouin zone

is obtained by observing that the maximal area of a single resonant closed trajec-

tory C, SC , has to be equal to the area of the first Brillouin zone. This implies

that the number of subbands obtained from the nth Bloch band is given by:

Dn =

[
νn +

1

f

]
, (2.38)

where νn is the Chern number associated with the nth band, and f = Ba2
√

3
2

is the
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Figure 2.8: Low magnetic field B spectrum of the Kagomé lattice with φ = π
4
: at

0 external field, we recover the original bandstructure of Fig. 2.2. At flux p/q there
are 3q subbands with possible degeneracies. For example, at p/q = 1/5, there are
6 separated subbands in the upper band, 5 degenerate subbands in the middle
band, and 4 separated subbands in the lower band in agreement with Eq. (2.38)
and consistent Chern numbers -1 and 1 for the lower and upper Bloch bands in
the B = 0 bandstructure. The bands become degenerate at p/q = 1/4.

flux through the unit cell of a uniform synthetic magnetic field B, in units of h
e2

.

In (2.38), [x] is the floor function, i.e. the largest positive integer smaller than x.

For small enough field B the resulting subbands are non–degenerate.

The required ingredient is the spectrum of (2.3) when placed in a uniform

magnetic field. This is the Hofstadter problem [37, 179]. Let us pick the Landau

gauge, A = (−By, 0), where the two components are Cartesian. Due to the pres-

ence of a magnetic field, the Hamiltonian couples different points in the Brillouin

zone. If f is a rational number p/q with p and q relatively prime non-negative

integers, then the resulting Hamiltonian couples k2 to k2 ± 4πf

a
√

3
and to k2 ± 8πf

a
√

3
.

This momentum space coupling can be removed by remarking that translational

invariance is recovered if one reverts to a q times larger unit cell in real space, and

a q times smaller Brillouin zone, defined for our lattice as
[
0, 2π

qa

]
×
[
0, 4π

a
√

3

]
. The

original 3-band Hamiltonian becomes a 3q-band problem defined on the reduced

Brillouin zone. Details of this calculation are given in App. A.2. For now we fo-

cus on counting the magnetic subbands obtained from a given Bloch band, which

provides a direct way of determining the Chern number of the original (zero field)
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bands.

Assume for simplicity that the dimensionless flux per unit cell is f = 1
Q

for some

positive integer Q (see Fig. 2.8). For large enough Q, the field is weak, and (2.38)

becomes Dn = [νn +Q]. First note that D1 +D2 +D3 = 3Q, since ν1 +ν2 +ν3 = 0,

which is consistent with the fact that the spectrum has 3Q levels. Taking the

band-structure at φ = π
4

as representative for our time-reversal symmetry broken

phase with gapless edge modes, we predict that the lower, middle and upper bands

will split into Q − 1, Q and Q + 1 subbands, respectively. Thus Chern numbers

can be measured by fixing the external magnetic field to a small rational value

and counting resonant trajectories. The caveat is that for special fractions f

the magnetic subbands may be degenerate [173, 174, 175, 11]. For example, at

f = 1/5, the lower, middle, and upper Bloch bands split into [νn + 5] = 4, 5, 6

subbands, consistent with their Chern numbers ν = −1, 0, 1. There are a total of

15 subbands, but the 5 subbands corresponding to the middle band are degenerate.

The method described here would allow one to experimentally measure Chern

numbers by observing the bandstructure of Fig. 2.8, for example by accessing the

density of states from transmission spectra [73].

2.6 Bound on the strength of the magnetic field

When the gap between the magnetic subbands is large, it is not sensible to express

the wavepacket velocity in terms of the dispersion relation in zero magnetic field,

∂En/∂kc. We may, however, assume that the band Hamiltonian (2.4) is perturbed

by a small B. In this case the group velocity corresponding to the unperturbed

band En(k) is the leading contribution in ṙc.

To be safe from Landau–Zener tunneling of accelerated particles into a different

band [180, 181], the magnetic field has to be small. This translates to a condition

[93] on the period of a closed trajectory:

~
T
� Eg

√
Eg
E
, (2.39)
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where Eg is the size of the gap, which in our problem is of order |t|, and E is

the constant energy along the loop C(E). The period of motion can be further

reexpressed by making an estimate from Eq. (2.28),

T ∼ ~lC(E)
q
~ZB|∂En/∂kc|B

, (2.40)

where the averages are taken over the path C, whose length in momentum space

is denoted lC(E). Collecting equations yields the following condition

~lC(E)

qZB(kc)|∂En/∂kc|B
� 1

|t|

√
E

|t|
. (2.41)

For typical values, this bound is satisfied by taking the flux per unit cell in units

of the flux quantum to be very small f � 1.

Finally, let us recall that we have dropped in Eqs. (2.25) a contribution due

to the rotation of the wavepacket in a magnetic field (see, for example, work

by Chang and Niu [174]). This contribution would be incorporated by replacing

the Bloch band energy En(k) by Ẽn(k) ≡ En(k) − q
2m

B · Ln(k) in Eqs. (2.25)

and in the resulting treatment. The angular momentum of the wavepacket is

Ln(k) = Ln(k)ẑ, where

Ln(k) = i
m

~
∑
n′ 6=n

[
〈nk|∂h(k)/∂k1|n′k〉〈n′k|∂h(k)/∂k2|nk〉

En′(k)− En(k)
− c.c.

]
, (2.42)

consisting of a summation over bands distinct from n, and with h(k) as given

in (2.4). Note that the effective mass m drops out of Ẽn(k). Direct evaluation

of (2.42) shows that it is a contribution of order 1, and therefore the deviation

from the Bloch band energy Ẽn(k) − En(k) = O(B) may be neglected in the

limit of infinitesimal field (or large band gap). We have checked numerically that

the inclusion of contributions from Eq. (2.42) into the semiclassical equations of

motion produces an insignificant change in the trajectories of Fig. 2.7.
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2.7 Topological Bogoliubov Quasiparticles

In this section we address the stability of the topological phase in the presence of

interactions. A quantum spin Hall phase of fermions is stable to interactions which

are weak compared to the band gap [182, 183]. Strong enough repulsive interac-

tions stabilize a “topological Mott insulator” that has quantum Hall responses

[184]. In boson systems, when the interactions are strong, the quasiparticle or

quasihole bands of a Mott insulating phase at commensurate filling retain the

topological properties of the single particle problem [185, 186, 70] (see also Chap-

ter 3). Moreover, Bogoliubov quasiparticle bands inherit topological properties

from the single particle bandstructure [187, 188, 189, 190]. Here, using the Bo-

goliubov approximation, we show that weak repulsive interactions will not change

the effective free particle bands in such a way as to close the band gap and reopen

it.

The Bose–Hubbard Hamiltonian [74] exhibits a quantum phase transition from

a superfluid to a bosonic Mott insulator. Another model with effectively Hubbard–

type interactions and a similar quantum phase transition [144, 143, 150, 191] is

the Jaynes–Cummings Hamiltonian [142, 141], in which the photons are coupled

to a two level system situated at each site. Such interactions are realizable in

cQED experiments [140, 137]. Here we would like to restrict to the Bose–Hubbard

repulsive interactions and study the robustness of the topological phase if weak

interactions are turned on, while remaining in the superfluid phase. To work out

the effect of weak Bose–Hubbard terms, we start with the unperturbed Hamilto-

nian (2.4). The interaction Hamiltonian for the Bose-Hubbard model is quartic in

the creation and annihilation operators

HBH =
U

2

∑
m

a†mam(a†mam − 1) =
U

2N

∑
k1,k2,k,α

a†α,k1−ka
†
α,k2+kaα,k2aα,k1 , (2.43)

where N counts unit cells and we have used the Fourier transform on each sub-

lattice α = A,B,C as aα,k = 1√
N

∑
m ∈ α e

−ikRmam. We would like to describe
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the spectrum of elementary excitations above the ground state. The minimum of

the single–particle spectrum is at the Γ point: the ground state of the bosonic

system is a product state corresponding to all bosons condensing at k = 0 in the

lowest band (see Fig. 2.2). Let the minimum single particle energy at the Γ point

be E0. We restrict to a subspace of constant particle number n, where n ≡ Nn0,

where n0 is the number of condensate particles per unit cell. In the Bogoliubov

approximation [192] let,

aα,k ≡
√
Nn0δk + bα,k. (2.44)

Equation (2.44) defines the excited state operators bα,k 6=0. Neglecting cubic and

quartic terms in bα,k we find:

Ht = H +HBH = EG +
∑
kαβ

b†α,k
[
hαβ(k)− E0δ

αβ
]
bβ,k

+
Un0

2

∑
k 6=0,α

(
2b†α,kbα,k + bα,kbα,−k + b†α,kb

†
α,−k

)
. (2.45)

We let EG ≡ nE0 be the total ground state energy, and the remainder describes

the excitation spectrum. Focusing on the excitation spectrum, we drop the ground

state energy from the calculation. The Hamiltonian is diagonalized by a Bogoli-

ubov transformation [192], amounting to a rotation to a new set of operators b̃n,k,

which annihilates a quasiparticle in the nth band at momentum k (see App. B

for the diagonalization). Then (2.45) becomes, letting quasiparticle dispersions be

ξn(k),

Ht =
∑
k,n

ξn(k)b̃†nkb̃nk. (2.46)

We assume that the topological phase is stable as long as the bands are not

significantly changed by the Bose-Hubbard interaction so as to close a band gap in

the single particle spectrum. The Hubbard interaction induced dispersion ξn(k)

only changes significantly from En(k) of the original model in the vicinity of

the Γ point (see Figure 2.9). There, the quasiparticles and quasiholes have a
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Figure 2.9: Bogoliubov quasiparticle and quasihole dispersion ξn(k) for U/|t| =
0.5 at φ = π

6
. The low energy quasiparticle spectrum has a sound mode in the

vicinity of the Γ point.

linear dispersion corresponding to the sound mode [192]. Chern numbers can be

computed for Bogoliubov bands [189] extending the Avron et al. formula [103]. We

carry out the procedure in App. B and summarize the result of the computation

here: the top and bottom bands in Fig. 2.9 have Chern number -1. The flat bands

each have Chern number 0. The two middle bands have a total Chern number of

2. We conclude that Bogoliubov quasiparticles in the superfluid region at U � |t|

have nonzero Chern numbers. At weak interactions we expect quasiparticles with

a long lifetime, and the corresponding gapless edge excitations can be detected

experimentally.

2.8 Conclusions

Motivated by the recent experimental progress in the context of arrays of elec-

tromagnetic superconducting resonators [73], we have investigated the Hall effects

of light on the Kagomé lattice with artificial gauge fields introduced by Koch et

al. [57]. We have found that this model exhibits equivalents of the quantum Hall
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effect without Landau levels, and the anomalous Hall effect with a non-quantized

Chern number. In particular, we have shown that a topologically trivial band can

affect the quantization of Chern numbers as well as the robustness of the chiral

edge modes. We have discussed observables which are accessible experimentally.

We have introduced a method to measure Berry’s phases around loops of con-

stant energy in the Brillouin zone. The method is based solely on wavepacket

interference and can be used to determine band Chern numbers or the photonic

equivalent of the anomalous Hall response. It provides an alternative to a recent

method proposed to measure line integrals of the Berry gauge field in cold-atomic

systems, which relies on the measurement of group velocities of wavepackets and

a force-reversal protocol [172]. Interference experiments can also be envisioned to

probe the Landau levels, emerging when placing the Kagomé lattice in a uniform

magnetic field. Finally, we have shown that Bogoliubov quasiparticles arising in

the presence of weak nonlinearities in each cavity have nonzero topological in-

variants. An open and stimulating question for the future is concerned with the

influence of artificial gauge fields on the superfluid–Mott transition of light in

cQED photon-based lattices and the possibility of topologically ordered states.
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Chapter 3

Bose-Hubbard Haldane model

At the end of the previous chapter, we studied the properties of photons with

weak cavity nonlinearities on the Kagomé lattice and showed that the resulting

Bogoliubov quasiparticles have a well–defined topological bandstructure. In this

chapter we will consider the physics occuring in the vicinity of the Mott transition

at unit boson filling on the honeycomb lattice. In this case as well we will start

with a Chern insulator single–particle bandstructure, which will yield topologically

nontrivial quasiparticle excitations of the Mott insulator. These can be revealed in

a systematic expansion in t/U around the Mott insulator groundstate. In addition,

the presence of frustration in the kinetic terms leads to chiral ground states, among

which the Mott insulator with triangular plaquette currents is noteworthy.

In the presence of kinetic frustration, the superfluid state can spontaneously

break a symmetry since the condensate forms over a linear combination of de-

generate minima in the single particle spectrum. More importantly, for strong

interactions, the broken symmetry may not be restored. This leads to Mott in-

sulators with a spontaneously broken discrete symmetry, such as time-reversal.

Such chiral Mott insulators have been predicted in quasi-one dimensional systems

[193, 194, 195, 196], and in two dimensions [197, 198, 199, 200, 201, 202]

In this chapter we consider the Haldane model defined in Eq. (1.75), for bosons

with Hubbard repulsive interactions and at fixed filling of one particle per site
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n = 1. Our goal is to understand the influence of band topology in the superfluid

and Mott insulating phases. For weak interactions, the Bose condensed ground

state may be topologically trivial [203, 204, 205, 206], and determined solely by

the position of band minima. Band topology nevertheless affects transport prop-

erties of bosons in the ground and excited states [203, 204, 205, 206, 185, 186]. We

uncover a zero temperature phase diagram with three distinct phases: a uniform

superfluid (SF ), a chiral superfluid (CSF ) and a plaquette Mott insulator with

local current loops (PMI ). Nearest-neighbor and next-nearest neighbor currents

distinguish CSF from SF, and the phase transition between them is first order. We

combine here mean–field theory based on a strong–coupling expansion, variational

methods, and numerical exact diagonalization to reveal the ground state phase di-

agram. The results presented here make up the author’s contribution to Ref. [70],

where they are complemented by real space bosonic dynamical mean field theory

[207, 208, 209, 210, 211] as well as a detailed Gross–Pitaevskii study performed

by our collaborators I. Vasić and W. Hofstetter. The characteristic density fluc-

tuations, current correlation functions, and excitation spectra are measurable in

ultracold atom experiments.

This chapter is organized as follows. In Sec. 3.1 we introduce the model.

Section 3.2 is dedicated to the study of the ground state. Subsection 3.2.1 is

concerned with the weakly interacting model and the two types of superfluid that

it supports. In Sec. 3.2.2 we discuss the plaquette Mott insulator, whereas in

Sec. 3.2.3 we present our exact diagonalization studies of the ground states of

finite sized systems. Section 3.3 deals with the excitations inside of the Mott

insulating phase, and with the analysis of the topology of the quasiparticle bands

resulting from a strong–coupling expansion at strong interactions.
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3.1 Model

Our starting point is the Haldane model Hamiltonian introduced in Eq. (1.75),

which we rewrite in the form

HH = −t1
∑
〈i,j〉

b†ibj − t2
∑
〈〈i,j〉〉

eiφijb†ibj, (3.1)

where we set the next–nearest neighbor phases to φij = ±π
2
. The Fourier trans-

formed Bloch Hamiltonian reads

HH =
∑

k

ψ†(k) [h0(k)σ0 + h(k) · σ]ψ(k), (3.2)

where ψ†(k) = (b†Akb
†
Bk) is a spinor containing boson creation operators, and

h(k) =

(
−t1

∑
i

cos(k · ai),−t1
∑
i

sin(k · ai), 2t2
∑
i

sin(k · bi)

)
. (3.3)

Note that by virtue of the fact that h0(k) = 0, the spectrum E±(k) = ±|h(k)| is

particle–hole symmetric. In Fig. 3.1 we plot the dispersion relation of the lower

band for three choices of the hopping integrals t1, t2. There is a unique band

minimum at Γ for t1 < t2
√

3. In the opposite case, at t1 < t2
√

3, there are two

inequivalent band minima at KA,B, whereas at the critical hopping t1 = t2
√

3 the

three minima are degenerate. We can anticipate that this energy landscape will

give rise to two distinct types of superfluidity.

To the noninteracting Hamiltonian representing the Haldane model we add

repulsive on–site Hubbard interactions between the bosons [74, 154]

H = HH +
U

2

∑
i

ni (ni − 1)− µ
∑
i

ni. (3.4)

We have written (3.4) with a finite chemical potential µ, and we will mention

explicitly whenever we switch to the canonical ensemble. In the following sections,
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Figure 3.1: Dispersion of the lowest band E−(k): a) At t1 < t2
√

3 there is a unique
band minimum at the center of the Brillouin zone Γ. b) For t1 = t2

√
3, this band

minimum becomes degenerate with two inequivalent others at KA,B. c) When
t1 > t2

√
3, the band minima are shifted to KA,B.

we characterize different phases by the value of the condensate order parameter

ψi = 〈bi〉, (3.5)

local density fluctuations

∆ni = 〈n2
i 〉 − 〈ni〉2, (3.6)

and patterns of lattice currents. The expectation value of the current operator for

the bond j → i on the lattice is given by

Jij = −i(tji〈b†jbi〉 − tij〈b
†
ibj〉) = −2Im

(
tij〈b†ibj〉

)
, (3.7)

as can be derived from the lattice continuity equation, where tij is the hopping

integral between sites i and j.

3.2 Study of the ground state

3.2.1 Weakly interacting bosons

In this section we study the possible Bose condensed phases. Figure 3.1 indicates

two limits that give rise to distinct superfluids: At t2 = 0 our model corresponds
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to the graphene lattice and condensation occurs at the center of the Brillouin zone

Γ. For t1 = 0, the triangular sublattices A and B are decoupled, forcing the

condensate to separate into two components, one for each sublattice. To study

the condensate at finite t1 and t2, let us focus on the non–interacting case and set

U = 0. The momenta at the corners of the Brillouin zone satisfy

eiKA·bi = ei
2π
3 , eiKB ·bi = e−i

2π
3 , (3.8)

for i = 1, 2, 3. At the high symmetry points, the Hamiltonian takes the following

forms:

h(Γ) = 3t1σ1 (3.9)

and

h(KA,B) = ∓3
√

3t2σ3, (3.10)

which shows that the minimum of the lowest band shifts from the Γ point at the

center of the Brillouin zone to its two inequivalent corners at KA,B, whenever

t1 <
√

3t2.

The SF phase forms when t1 >
√

3t2. The condensate order parameter is

〈bi〉 =
√
n, where n = N/Nsites is the filling. To evaluate the ground state energy

of the SF state, consider the variational Ansatz

|ΦSF〉 =
1√
Nsites!

[
b†−(Γ)

]Nsites

|0〉, (3.11)

where the operator b†−(k = Γ) = 1√
2
[b†A(Γ) + b†B(Γ)] creates a boson of zero mo-

mentum, corresponding to the minimum of the lower band. The wavefunction of

Eq. (3.11) corresponds to Nsites bosons condensing at this minimum. The energy

of (3.11) evaluated with the full interacting model (3.4) is

E0

Nsites

= −3t1n+
1

2
Un2, (3.12)
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which is independent of the next–nearest neighbor hopping strength t2. This

energy is independent of a common phase rotation of b†−(Γ), which corresponds

to the existence of one Goldstone boson. Note that this ground state energy can

be obtained equivalently from the Gross–Pitaevskii energy functional [212, 70].

In (3.11), the next–nearest neighbor current expectation value (3.7) is

JSF
AA = −2n t2 Im exp(−iπ/2) = 2nt2. (3.13)

Next, we are concerned with the CSF, which is the ground state for t1 <
√

3t2.

Condensation can occur in an arbitrary linear combination of single particle ground

states at KA and KB, leading to a large degeneracy. We show below that repulsive

interactions in a finite size system favor condensation of equal numbers of bosons

on the two sublattices. Solving for the boson creation operator in the lower band,

we find that

b†−(KA) = b†A(KA), b†−(KB) = b†B(KB). (3.14)

The twofold degeneracy of the band minimum is analogous to that found in the

problem of a Bose-Einstein condensate in a double–well potential [213, 214]. In

the following, we prove that the presence of defects, or open boundary conditions,

produces a condensate in which A and B sublattices are phase coherent. Secondly,

we show that if discrete lattice symmetries are preserved, the ground state for weak

U > 0 consists of decoupled condensates on sublattices A and B.

We form first a condensate wavefunction from coherent superpositions of the

degenerate minima

|Φ′CSF(ϕ)〉 =
1√
N !

[
1√
2
b†A(KA) +

eiϕ√
2
b†B(KB)

]N
|0〉. (3.15)

The variational energy of this state is

E ′0
Nsites

= −3
√

3t2n+
Un

2

(
n+ 1− 1

Nsites

)
. (3.16)
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Note that in (3.15) the sublattices A, B are phase coherent; consequently the

nearest–neighbor current JAB on the unit cell at coordinate ri has a well defined

value ∝ sin [ϕ− (KA −KB) · ri]. The fact that JAB 6= 0 is consistent with the

fact that |Φ′CSF〉 breaks lattice translation and inversion symmetries.

We form a second wavefunction for the chiral superfluid from a uniform su-

perposition of all |Φ′CSF(ϕ)〉 for ϕ between 0 and 2π. This new wavefunction cor-

responds to decoupled condensates, and is both lattice translation and inversion

symmetric:

|Φ′′CSF〉 =
1

(N/2)!

[
b†A(KA)

]N/2 [
b†B(KB)

]N/2
|0〉. (3.17)

Note that now the nearest neighbor current JCSF
AB vanishes, in the absence of

phase coherence between the sublattices. The phases of the two sublattices can

be rotated independently without changing the energy, which corresponds to the

existence of two Goldstone modes. We find that the energy per site of |Φ′′CSF〉 is

E ′′0
Nsites

= −3
√

3t2n+
Un

2

(
n+ 1− 2

Nsites

)
. (3.18)

This is lower by nU/(2Nsites) than (3.16). Thus, if the system is finite, if the

interactions are weakly repulsive and if all discrete lattice symmetries are pre-

served, then the variational ground state is |Φ′′CSF〉. Moreover, the corresponding

momentum distributions are ρA(k) ≈ Nsites

2
δk,KA

, ρB(k) ≈ Nsites

2
δk,KB

.

For the operators bA,i on the same sublattice we find from Eq. (3.8) that

〈b†A,ibA,j〉 =
2

Nsites

∑
k

eik(ri−rj)〈b†A(k)bA(k)〉

= n exp

(
i
2π

3
m

)
, (3.19)

where m is some integer. The condensate at nonzero momentum exhibits nonuni-

form phase differences between next–nearest neighbors. Phase ordering directly
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a) b)

Figure 3.2: Reproduced from Ref. [70]. Sublattices become phase coherent in the
presence of defects, or in open boundary geometries. JAB currents develop in the
CSF if: in a) the top left link hosts a defect t1 = 4t2; in b) we impose open
boundary conditions in the horizontal direction. Arrows represent local currents
|JAB| ≈ |2t1n sin 2π

3
| =
√

3nt1. Bond currents which vanish away from the defect,
as well as JAA and JBB, are not represented. Results are obtained by minimizing a
Gross–Pitaevskii energy functional for a 120 site lattice for U = 1, t1 = 10, t2 = 10,
and average filling n = 1, corresponding to the CSF phase.

affects the next–nearest neighbor current expectation value

JCSF
AA = −2 Im

(
t2e
−iπ/2

〈
b†AibAj

〉)
= −2t2n sin [−π/2 + KA · (ri − rj)] = −nt2. (3.20)

We use the change of sign of the current operator expectation value between CSF

and SF, Eqs. (3.20) and (3.13) respectively, to identify a first order phase transition

between the two superfluids.

These results are confirmed numerically using Lanczos methods for small trans-

lation and inversion symmetric clusters in Subsec. 3.2.3. Nonetheless, the fact that

the states (3.15) and (3.17) become degenerate in the thermodynamic limit opens

up a possibility of a ground state that breaks lattice symmetries [215]. We inves-

tigate this issue further in Sec. 3.2.3.

The ground state is significantly different in the presence of a defect or open

boundaries, when coherence between the sublattices may be established. For ex-

ample, at the boundary of the lattice, A and B sublattice phases can be pinned

since the number of B neighbors for any A site is 2 instead of 3. Once the phases

are pinned at the boundary, the A–B sublattice phase coherence proliferates into
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the bulk. Another possibility to establish phase coherence between A and B sub-

lattices is to create a strong nearest neighbor bond at a given unit cell (possibly

imprinting a phase difference). As a consequence of long–range correlations be-

tween sites on the same sublattice, JAB at any other bond acquires a definite

value.

We conclude that

JCSF
AB = 0 (3.21)

in a finite system obeying lattice translation and inversion symmetries (i.e. a

lattice on a torus with finitely many sites), whereas

JCSF
AB 6= 0 (3.22)

in the presence of defects or if the system has open boundaries, which is the case

in experiment. These qualitative points were substantiated numerically through

a minimization of the Gross–Pitaevskii energy functional for finite geometries by

our collaborator Ivana Vasić in [70] (as exemplified in Fig. 3.2).

At the critical hopping strength t1 =
√

3t2, there are three degenerate min-

ima of the lowest band, but the mean-field analysis indicates that condensation

either at Γ or at both KA and KB is preferred. Finally, remark that although

at mean–field level in the CSF phase the two sublattices are decoupled, quan-

tum fluctuations obtained from Bogoliubov quasiparticles restore sublattice phase

coherence in periodic clean systems and select a sixfold degenerate ground state

whose JAB current patterns organize on hexagonal plaquettes analogous to the

ones in Figure 3.2 [70].

3.2.2 Mott Insulator with Plaquette Currents

In this section we do two things: we derive the boundaries of the unit filling Mott

insulating phase using the random phase approximation; by variational arguments

we prove that the Mott insulator supports local plaquette current patterns, but
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without long–range order.

The phase boundary between PMI and any one of the two superfluids can

be determined to good accuracy perturbatively in tij, the hopping integral matrix

in (3.4). There are a number of approaches to do this, but the key point is that one

starts with the “atomic insulator” limit where tij = 0. The ground state in this

limit is a product state over the atomic limit eigenstates of each site. Then one

organizes a perturbative expansion in t. In a standard mean–field approach [154],

the atomic limit Hamiltonian is obtained from (3.4) by decoupling the kinetic

terms b†ibj ≈ 〈b
†
i〉bj + b†i〈bj〉 − 〈b

†
i〉〈bj〉 to obtain the mean–field Hamiltonian

Hmf =
∑
i

H i
mf + const., (3.23)

given by a sum of local terms

H i
mf = −Ψmf

i b
†
i −
(
Ψmf
i

)∗
bi +

U

2
ni (ni − 1)− µni. (3.24)

Each lattice site is coupled to the neighboring sites through a sum of condensate

order parameters Ψmf
i =

∑
j tijψj, where the relation between ψj and the boson

annihilation operator is given in Eq. (3.5). To proceed, solve for the ground state

of (3.23), perturbatively in Ψmf
i . Then use this ground state as a variational state

for the original interacting Hamiltonian: the variational energy is a functional of

the fields Ψmf
i . Proving that quartic terms are bounded below, and carrying out the

expansion to second order allows one to detect whenever the Ψmf
i that minimize

the variational energy develop a nonzero expectation value, which corresponds

to a superfluid ground state. On the opposite side, Ψmf
i = 0 signifies that the

ground state was unchanged by the perturbation coming from kinetic terms. The

drawback of this method is that any resulting Mott state is featureless, a mere

product state with, say, one particle at each site
∏

i |1〉i.

We can incorporate kinetic terms at all orders in perturbation theory using the

Random Phase Approximation (RPA) [216, 217, 218, 219], which will allow us to
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achieve a Mott phase which exhibits entanglement between next–nearest neigh-

bors on the lattice. Specifically, we will determine the quantum phase transition

by inspecting the spectral function associated with the single particle Green’s

function:

Gij(τ1 − τ2) = −〈T bi(τ1)b†j(τ2)〉, (3.25)

where T is the time–ordering operator. The single particle Green’s function can

be reexpressed in terms of bosonic Matsubara frequencies ωn = 2πn/β, where β

is the inverse temperature (β →∞)

Gij(iωn) =

∫
dτ exp(iωnτ)Gij(τ). (3.26)

An analysis of the poles of Gij(iωn) will allow us to determine when the gap

associated with the Mott insulator closes.

The RPA relies on the approximation that the self–energy is local, which we

will make precise in the following treatment. First we note that this approximation

becomes exact in the limit of infinite lattice coordination number. The local self–

energies are determined from the site Hamiltonian [216, 217, 218, 219]

Hj =
U

2
nj(nj − 1)− µnj, (3.27)

together with the associated local Green’s function

G0
jj(iωn) = −〈Φ0j|b†j

1

iωn − E0 +Hj

bj|Φ0j〉+ 〈Φ0j|bj
1

iωn + E0 −Hj

b†j|Φ0j〉, (3.28)

where we have denoted by |Φ0j〉 the ground state of Hj:

Hj|Φ0,j〉 = E0|Φ0,j〉, (3.29)

assuming a translationally invariant system (uniform U and µ).
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At zero temperature, when the ground state is
∏

i |n〉i, equation (3.28) becomes

G0
jj(iωn) = G0(iωn) = − n

−(n− 1)U + µ+ iωn
+

n+ 1

−nU + µ+ iωn
. (3.30)

The local self–energy is defined from the local Dyson equation

Σ0
j(iωn) = iωn + µ−

[
G0
jj(iωn)

]−1
. (3.31)

The RPA consists of approximating the self–energy of the full lattice problem,

Σij(iωn), by the one site self–energy given in (3.31). This leads to an approxima-

tion for the single particle Green’s function Gij of (3.26) from the lattice Dyson

equation. Denoting the approximate form GRPA, the lattice Dyson equation reads

[
GRPA

]−1

ij
(iωn) = (iωn + µ) δij + tij − δijΣ0

i (iωn). (3.32)

For the calculation of the phase boundary it is convenient to introduce its Fourier

transform

[
GRPA

]−1
(iωn,k) =

[
iωn + µ− Σ0

ii(iωn)
]
σ0 − h(k) · σ. (3.33)

Equation (3.33) allows us to derive the single particle excitation spectrum of

the Mott state. The first step is to perform the analytic continuation to real fre-

quencies iωn → ω+iδ, where δ is a positive number, which is related to the particle

or hole excitation lifetime. The energy dispersion relations of particle or hole ex-

citations appear as poles of GRPA(ω,k). By performing a unitary transformation

to diagonalize h(k) · σ in (3.33) we can read off the particle or hole excitation

dispersion relations (denoted by ω+,α or ω−,α, respectively) [216, 217, 220]

ω±,α(k) =
U

2

[
(2n− 1)− 2

µ

U
+
Eα(k)

U
±
√

1 + 2(2n+ 1)
Eα(k)

U
+
Eα(k)2

U2

]
,

(3.34)
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where α takes values ± corresponding to one of the two non–interacting bands

E±(k).

We may now use Eqs. (3.9) and (3.10) for the minima of E±(k) to deter-

mine the phase boundaries. At filling n = 1, the gap in the spectrum closes at

tRPA,c
1 = U 3−2

√
2

3
for t1 >

√
3t2 where the transition from Mott insulator into SF oc-

curs, while for t1 <
√

3t2 the transition into the CSF is found for tRPA,c
2 = U 3−2

√
2

3
√

3
.

These two boundaries meet at a tricritical point with the line t1 =
√

3t2 corre-

sponding to a direct transition between the two superfluids [see the dashed lines

on Fig. 3.4c)].

The important feature of the Mott insulating phase is that it supports non–

vanishing density fluctuations at finite values of the hopping parameters t1, t2.

These density fluctuations are produced by the complex hopping term it2. Gen-

erally, we may express bond operator expectation values in terms of the single

particle Green’s function

〈b†ibj〉 = − 1

β

∑
n

exp(iωn0+)Gji(iωn). (3.35)

In RPA, we replace Gji by GRPA
ji , invert the matrix in (3.32), and expand in the

kinetic terms tij up to cubic contributions, which amount to closed loops on the

lattice which are threaded by some nonzero flux. From the result for 〈b†ibj〉 given

in Refs. [218, 219], we may read off the following expression for the current:

J
(2)
ij

U
= −2Im tij

(∑
k

tjktki

)
3n(n+ 1)(2n+ 1)

U3
+ . . . ,

leading us to

J
(2)
AA

U
=

36

U3
t2
(
t21 − 2t22

)
. (3.36)

Note that the triangular plaquette currents (3.36) would be vanishing in the ab-

sence of flux. Moreover, at this order in perturbation theory the current between

nearest neighbors vanishes. Contributions to JAB and JAA which are quadratic in
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t’s vanish because Peierls phases cancel when a particle hops from one site to its

neighbor and back. Third order contributions to JAB cancel when summed over

the 4 lattice paths composed of two bonds that begin at a site and end at a nearest

neighboring site.

It is informative to construct a variational state for the PMI which exhibits the

type of inter–site coherence described here. It amounts to exciting particle–hole

pairs on top of the uniform Mott insulator background:

|ΦPMI〉 = N e
α
U

∑
ij tijb

†
i bj |ΦMI〉,

|ΦMI〉 =
∏
i

|1〉i (3.37)

where N is a normalization constant, and α is a real variational parameter. This is

a well founded guess: the only term in the Hamiltonian that can produce particle–

hole excitations is some kinetic term tij, and the cost of a particle–hole pair in

the uniform Mott state is U . The problem is to minimize the variational energy

EPMI
0 = 〈ΦPMI|H|ΦPMI〉 with respect to α.

If we let A ≡ α
U

∑
ij tij, the variational energy can be expressed as

EPMI
0 = 〈ΦMI|(1 + A+ A2/2 + . . .)H(1 + A+ A2/2 + . . .)|ΦMI〉

= EMI
0 + 〈ΦMI|AH +HA|ΦMI〉+

1

2
〈ΦMI|A2H +HA2|ΦMI〉

+〈ΦMI|AHA|ΦMI〉+ . . . (3.38)

After some algebra this gives

EPMI
0 − EMI

0

U
= (2α + α2)n(n+ 1)

∑
k

|h(k)|2, (3.39)

where the summation is over the first Brillouin zone. Note that the variational

energy is minimized for α = −1, and moreover that at this value the energy of

|ΦPMI〉 is lower than that of |ΦMI〉 by n(n+1)
∑

k |h(k)|2. The current expectation

values up to cubic order in tij agree with the ones obtained from strong coupling
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perturbation theory (3.36).

Finally, the PMI has no long range current–current correlations. For 〈JAAJAA〉

between currents belonging to plaquettes which are not connected by a kinetic

term factorize and are proportional to the square of (3.36). Therefore, the con-

nected correlation functions of plaquette currents vanish identically for separated

plaquettes. This characterizes the plaquette Mott insulator as a state with local

plaquette currents without long range current-current correlations.

3.2.3 Exact diagonalization

In this section we use the ALPS implementation [221] of the Lanczos algorithm

[222] in order to study the ground state of the interacting model in Eq. (3.4) at

unit filling n = 1. We consider a lattice of 3×3 unit cells, implying Nsites = 18 and

N = 18 particles. The truncated boson Hilbert space contains states for which

the number expectation value at any site is bounded above 〈ni〉 ≤ 2. The Hilbert

subspace with this constraint has dimension 44152809. With periodic boundary

conditions, total momentum Q =
∑N

i=1 ki is a good quantum number and the

dimension of the Hilbert space for each momentum sector is reduced by a factor

of 9. The Brillouin zone contains 3×3 points and includes the inequivalent points

Γ and KA,KB, as shown in Figure 3.3.

Since total particle number is conserved, the spontaneous breaking of the U(1)

symmetry is not observable in the ground state. We rather identify the Mott

insulator phase as the region of the (t1/U, t2/U) plane where number fluctuations

at a site 〈n2
i 〉 − 〈ni〉2 are small [see Figure 3.4d)].

As shown in Sec. 3.2.1, bond current expectation values distinguish the chiral

superfluid from the uniform superfluid phase. The nearest neighbor current JAB

vanishes identically at n = 1. The next-nearest neighbor bond current JAA as a

function of t1 and t2 is consistent with the result from strong-coupling perturbation

theory [Eq. (3.36)]. The next-nearest neighbor current JAA changes sign at t1 =

t2
√

3, and JBB has analogous behavior [their common absolute value is plotted in
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Figure 3.3: Reproduced from Ref. [70]. Low lying energy levels in the spectra of
the 3× 3 unit cell lattice at unit filling, for: PMI (t1/U = 0.04, t2/U = 0.02), SF
(t1/U = 0.14, t2/U = 0.02), and CSF (t1/U = 0.04, t2/U = 0.08). The first 8
energy levels in each sector of total momentum Q are plotted. The 9 momentum
sectors in the Brillouin zone spanned by the vectors g1 and g2 are represented in
the top left panel. For example, sectors labeled 0, 7, 5 correspond to Γ, KA and
KB, respectively.

Figure 3.4b)]. This is the exact phase boundary found previously in the weakly

interacting regime and with DMFT for arbitrarily strong interactions. We thus

confirm the existence of the PMI state with nonzero triangular plaquette currents

at order t21t2/U
3 but vanishing nearest-neighbor currents.

To understand the momentum structure of the ground state, we consider the

momentum distributions,

na(k) ≡ 〈b†a(k)ba(k)〉 =
∑
j

eik·rj〈b†a0baj〉, (3.40)

where a = A or B denotes the sublattice. In agreement with analytical results in

the weakly interacting limit [Sec. 3.2.1], we find that in the SF the momentum dis-
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Figure 3.4: Reproduced from Ref. [70]. Comparison of DMFT, a) and c), and ED
results, b) and d). |JAA|/U is shown in a) and b). Panels c) and d) show density
fluctuations 〈n̂2

i 〉 − 〈n̂i〉2. The yellow dashed line in Panel c) represents the mean
field theory phase boundary from (3.34). The inset in a) shows the sign of JAA:
In the superfluid, the sign changes for t1 =

√
3t2 (solid line), while deep in the

Mott domain the boundary is given by t1 =
√

2t2 according to Eq. (3.36) (dashed
line). ED results are at fixed filling n = 1.

tribution nA(k)+nB(k) is sharply peaked at the Γ point. In the CSF phase, na(k)

are peaked at Ka, in agreement with the decoupled condensates wavefunction |Φ′′0〉

of Eq. (3.17). In the PMI, na(k) become more and more uniformly distributed

as the hopping amplitudes t1 and t2 approach 0. Regarding the symmetries, we

remark that lattice translation symmetry and the lattice inversion symmetry are

conserved by the ground state in the Q = 0 sector. Without breaking the discrete

lattice symmetries it is impossible to obtain the coherent superposition |Φ′CSF〉.

In conclusion, we confirm by studying the exact ground state of the 3 × 3

lattice all the qualitative features of the DMFT phase diagram [see Figure 3.4

for a comparison]. We can distinguish between the SF and the CSF by studying
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momentum distributions and currents, and determine sharply the phase boundary

between the two superfluids at the critical line t1 = t2
√

3 by detecting the change

in sign of the next-nearest neighbor currents JAA or JBB.

We stress that the results obtained in this section are for a finite sized lattice

Hamiltonian obeying translation and inversion symmetries. Consequently, the

finite size ground state in the Q = 0 sector obeys these symmetries. For an

infinite system obeying all symmetries, the ground state may be identified as a

specific linear combination of degenerate ground states that breaks the symmetries

[215]. To briefly explore this possibility, we plot the low energy spectra for each

phase, as shown in Figure 3.3. In the CSF phase, there are two low-lying states in

the Q = KA and Q = KB sectors, which may become degenerate with the ground

state for an infinite system or as U → 0. However, an analysis of the scaling of

the gap with system size is limited by the large dimension of the Hilbert space at

unit filling. Moreover, the U → 0 limit cannot be rigorously explored numerically

due to the necessary truncation of the bosonic Hilbert space.

3.3 Excitations of the Mott phase

In this section we study quasiparticle or quasihole excitations of the Mott insulator

phase. We use the single particle Green’s function G(iωn,k) to compute quasipar-

ticle and quasihole band dispersions. We characterize transport in excited bands

through band Chern numbers [11]. We have obtained G(iωn,k) from the strong

coupling random phase approximation [223, 224, 225], in agreement with DMFT

computations in [70].

3.3.1 Strong coupling expansion

We use the results of the strong coupling expansion with RPA introduced in Sub-

sec. 3.2.2 to study the spectrum of quasiparticle and quasihole excitations. We

extend the approach of Subsec. 3.2.2 by grouping the sites on the lattice into iden-
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tically shaped nonoverlapping clusters [223, 224, 225] (e.g. the collection of unit

cells pointing along a1 is a collection of 2 site clusters). Starting from the limit

of decoupled clusters (intercluster hopping vanishes) we treat intercluster hopping

perturbatively, summing all RPA contributions.

Let H ′H be the sum of intercluster hopping terms in HH. Let HI ≡ H − HH

denote the interaction part of the Hamiltonian. The Hamiltonian of decoupled

clusters is

HC = HI +HH −H ′H =
∑
j

HCj. (3.41)

The sum in the second equality is over decoupled cluster Hamiltonians HCj.

We now define the local Green’s function corresponding to one decoupled clus-

ter. Let the ground state of HCj be |Φ0j〉 with ground state energy E0. Denote

sites within a cluster using Latin indices a, b = A or B, such that baj annihilates a

quasiparticle at the ath site of the jth cluster. The local Green’s function becomes

[GRPA
jj (iωn)]ab = −〈Φ0j|b†bj

1

iωn − E0 +HCj

baj|Φ0j〉

+〈Φ0j|baj
1

iωn + E0 −HCj

b†bj|Φ0j〉, (3.42)

for each cluster j. In what follows, we assume that clusters are identical, and

therefore we will drop the cluster index denoting the local Green’s function simply

by [GRPA(iωn)]ab.

Note that Eq. (3.42) reduces to Eq. (3.30) of Subsec. 3.2.2 if we consider single-

site clusters. The spectral function has a pole at nU − µ with residue (n+ 1) and

a pole at (n − 1)U − µ with residue −n. If the cluster comprises the unit cell,

hybridization from the intracluster kinetic term results in pairs of quasiparticle

and quasihole poles. We commit to clusters consisting of a single unit cell. In this

case, the RPA approximation to the single particle Green’s function is [224, 225]

[
GRPA(iωn,k)

]−1
= [GRPA(iωn)]−1 −H ′H(k). (3.43)
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Figure 3.5: Reproduced from Ref. [70]. Typical spectral functions deep in the
Mott domain, for t1 = 3U/100, t2 = U/100, µ = U/2: a) and b) quasihole and
quasiparticle branches of the spectral function obtained from DMFT for a cylinder
geometry exhibiting edge modes for δ = U/1000. c) strong–coupling expansion
density of states A(ω) [in arbitrary units; according to Eq. (3.44)] for a torus
geometry and for two values of δ: U/1000 (solid black line) and U/100 (thick
dashed red line). Quasiparticle and quasihole bands are centered at U − µ and
−µ, respectively.

This is the equivalent of Eq. (3.33) in the cluster perturbation theory language.

The difference is that now all three of [GRPA(iωn,k)]ab, [GRPA(iωn)]ab and [H ′H(k)]ab

are 2 × 2 matrices acting on the sublattice basis. Tracing over sublattice indices

in Eq. (3.43), we obtain the spectral function

A(ω,k) = −(1/π) Tr Im GRPA(ω,k). (3.44)

Since GRPA(ω,k) in Eq. (3.43) is a rational function, the spectral function A(ω,k)

is a sum of Lorentzians. Deep in the Mott phase, the strong coupling spectral

function agrees with that obtained from DMFT, plotted in Figure 3.5 a),b) for a
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finite cylinder geometry. Note that the resolution of the edge states is dependent

on the inverse lifetime δ. In Figure 3.5 c) we plot the density of states A(ω) ≡∫
d2k A(ω,k) for two values of δ. The gap between quasiparticle (hole) bands

disappears when the inverse lifetime approaches the bandwidth, δ ∼ t1. In the

opposite regime, a clear gap is present and intragap edge modes are resolved for

δ � t1. We note finally that using larger clusters [224, 225] yields a GRPA whose

qualitative features are similar to those of Eq. (3.43). In particular, this approach

will not yield an estimate for the quasiparticle lifetime 1/δ. We expect that the

inverse lifetime, calculated from the strong–coupling expansion of the self–energy

including two–body scattering contributions, is, to leading order, [219] δ ∝ t21/U

which in the Mott phase is about two orders of magnitude smaller than t1.

3.3.2 Topological particle or hole excitations

We assume that δ � t1, such that the GRPA(ω,k) has well defined quasiparticle

and quasihole peaks. We use Greek indices α = +,− to denote the upper and

lower subbands. We denote the quasiparticle dispersion relation as ω+,α(k) and

the quasihole dispersion relation ω−,α(k). Quasiparticle and quasihole poles arise

from the equation

λ [ω±,α(k),k] = 0, (3.45)

where λ denotes any one of the two eigenvalues of [GRPA(ω,k)]−1 obtained from

Eq. (3.43). We are interested in band Chern numbers, which arise from the

Ishikawa-Matsuyama formula [108] of the many-body Hall conductivity

σxy = −
∫
d2kdω

8π2
εijTr

[
∂0G∂iG

−1G∂jG
−1
]
. (3.46)

The summation over indices i, j = 1, 2 is implicit and εij is the antisymmetric

tensor defined by ε11 = ε22 = 0 and ε12 = −ε21 = 1. Integrations are performed

over the Brillouin zone and over real frequencies ω. We have denoted partial

derivatives as ∂j = ∂/∂kj, where k0 ≡ ω, and k1,2 denote momentum.
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Let U(ω,k) be the unitary transformation that diagonalizes [GRPA(ω,k)]−1,

that is

[GRPA]−1
ab =

∑
αβ

UaαλαδαβU †βb. (3.47)

We introduce the matrix of Berry gauge fields

Ajαβ =
∑
a

iUaα∂jU †βa, for j = 0, 1, 2. (3.48)

Note that the diagonal component Ajαα is the Berry gauge field associated with

the αth band. If the Green’s function has only simple poles at ω±,α(k), then the

frequency integral of Eq. (3.46) can be performed [185, 186, 226], leading to

σxy = −
∑
αδ

∫
d2k

2π
εij
[
AiαδA

j
δα + vi−,αA

j
αδA

0
δα

]
ω=ω−,α(k)

. (3.49)

The frequency integral of Eq. (3.46) amounts to evaluating the integrand of Eq. (3.49)

at the two quasihole poles ω−,α(k). We have introduced band velocities

vj−,α(k) ≡ ∂jω−,α(k). (3.50)

It turns out that we can further simplify Eq. (3.49) by introducing the on-shell

Berry gauge field for quasihole bands as

Bih,αβ(k) =
∑
a

iUaα [ω−,α(k),k] ∂iU †βa [ω−,β(k),k] . (3.51)

Then σxy measures the flux of the on-shell Berry field strength through the Bril-

louin zone and splits into a sum over quasihole bands σxy =
∑

α=± να, where

να =
1

2π

∫
d2k

[
∂1B2

h,αα(k)− ∂2B1
h,αα(k)

]
. (3.52)

Direct evaluation of Eq. (3.52) gives ν± = ±1. The total Hall conductivity of the

two quasihole bands is hence σxy = 0. This corresponds to the Hall conductivity
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evaluated in the Mott gap. Bulk-edge correspondence implies that edge modes

exist in the gap between the two quasihole bands, which is consistent with the

spectral function that was obtained numerically using DMFT in Fig. 3.5. The

quasiparticle bands have ν± = ∓1, which follows from an analogous calculation.

Small finite inverse lifetime δ results in a shift of quasiparticle and quasihole

poles away from the real axis. The results of this subsection for να remain valid

as long as a gap exists between the two quasihole bands. Figure 3.5 shows that

whenever the inverse lifetime δ is on the order of the kinetic energy strength t1, the

Mott gap and the two gaps between excited bands are smeared off. It is therefore

necessary to require δ � t1 in order to resolve intra-gap edge modes from bulk

states in the density of states.

3.4 Conclusions

We have investigated the Haldane Bose–Hubbard model at unit filling. We have

mapped out the phase diagram as a function of the two hopping integrals and

found that it consists of two competing types of superfluid and a Mott insulator

supporting local plaquette currents. Using methods beyond mean–field theory,

we discovered that there is a reentrant transition into the Mott insulator. We

have discussed two distinct superfluid ground states, which are connected either

by a first order transition in the weakly interacting regime, or via two second or-

der transitions through an intermediate Mott insulator in the strongly interacting

regime. We have differentiated these phases using observables accessible in cur-

rent ultracold atom experiments, such as ground state density fluctuations and

local current loops. We have shown that quasiparticle or quasihole excitations of

the Mott insulator form bands with non-zero Chern numbers which predict the

existence of edge states in the gaps between excited bands.

The edge modes discussed in this section should be visible either in cold–atom

experiments using Bragg spectroscopy [227, 228] and photoemission spectroscopy
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[229]; or in photonic systems, where a wavepacket can be prepared at an energy

corresponding to the edge excitations [48]. Photon–photon interactions can be

induced by coupling an off–resonant superconducting qubit to a cavity [230, 116].

These findings can be probed in the near future in ongoing experiments. The

Haldane model for fermionic potassium atoms has recently been realized [41]. The

required Peierls phases were obtained by modulating the position of the retrore-

flecting mirrors of the optical lattice. The quantum anomalous transport (see

Ch. 2) was probed using band–mapping [127], which allowed for an observation of

the local Berry curvature. Introducing interactions in such a lattice would open

up the quest for interacting topological phases, such as the fractional Chern in-

sulator, or other novel states, such as fractionally filled Mott insulating phases.

Recent studies [231, 232, 130, 233, 234, 235] of fermions on the half–filled hon-

eycomb lattice have identified the emergence of d-wave superconductivity close

to the Mott transition, while Ref. [214] discusses a chiral spin superfluid phase

of two-component bosons in a double-well potential realized on the honeycomb

lattice which is related to the CSF /SF interplay discussed in this chapter.
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Part II

Quasi–one dimensional

topological states
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Chapter 4

Chiral Phases of Ladders

In this chapter, we introduce generic models exemplifying the fact that chiral

Meissner currents can persist in insulating phases of matter. Importantly, the

conditions required to stabilize the states discussed here are within reach in a

number of current experiments with ultracold atoms in quasi one–dimensional

lattices [78, 79, 236]. The material presented in this chapter was published in

Refs. [69] and [71].

On a lattice at commensurate filling, a bosonic Mott insulator [74, 237] is a

state that can be adiabatically connected to an atomic insulator. In the Hamil-

tonian describing the atomic limit the kinetic terms providing tunneling between

distinct sites are suppressed; consequently, the ground state is a product Fock

state in which the variance of particle number at each site vanishes. Recent

studies examine the possibility of nontrivial Mott states which, due to a bro-

ken symmetry, exhibit chiral current order and therefore quantum entanglement.

Chiral Mott insulators have been shown to be closely related to short-range en-

tangled topological phases of bosons, such as the boson topological insulator

[238, 239]. The boson topological insulator is a symmetry protected topologi-

cal phase [240, 241, 242, 243, 244, 15, 245], whose gapless boundary excitations

are protected by bulk symmetry, but do not possess topological order.

A route in the quest for nontrivial Mott insulators is to break time-reversal
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Figure 4.1: Energy scales and setup of bosonic two-leg ladder. Flux χ threads each
square plaquette. Hopping integrals (solid arrows) t, g and repulsive interaction
strengths (dashed arrows) U, V⊥ correspond to Eq. (4.1).

symmetry manifestly by an external magnetic field. With two bosonic species on

the lattice, the external field may be coupled to the pseudospin degree of freedom

within a Mott phase of fixed total density [246, 247, 248, 249]. The Mott phase of

spinful fermions in the time-reversal invariant Hofstadter model with additional

Rashba spin-orbit coupling possesses spiral spin order [250, 251]. The unit filled

bosonic Haldane model [12] of Chapter 3 sustains a Mott insulator with nontrivial

plaquette currents [70].

In this chapter, we focus on a strongly interacting boson tight-binding model

near half filling on a two–leg ladder in uniform flux (depicted in Fig. 4.1). The

Meissner effect [252] was demonstrated on this lattice with weakly interacting

ultracold 87Rb atoms [78]. In Ref. [69], we showed that the Josephson effect

in the pseudospin sector leads to extended Meissner currents or a vortex phase

[252, 253], while the total density retains Mott insulator correlations. Repulsive

interactions on a half–filled boson ladder stabilize a Mott insulator for total charge,

but allow charge neutral Meissner currents in the relative density. This result

was recently confirmed and extended numerically [254, 255]. In Ref. [71], we

showed that given certain commensuration conditions and with nearest–neighbor

repulsive interactions, the ground state corresponds to a coupled wire realization

of the Laughlin state [8] introduced by Kane et al. [256]. Analogous phases are

supported in spinful fermion ladders, and a duality transformation allows us to

determine a distinct class of spin chiral incompressible phases for fermions.

This chapter is organized as follows. In Sec. 4.1 we derive the phase diagram
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Sector Notation sine-Gordon term

+ Rung Mott
√

8φ+

+ Rung superfluid
√

8φ+ + 2πδnx

- Meissner
√

2θ−

- Vortex phase
√

2θ− + χx

+ & - Laughlin
√

2θ− −
√

8φ+

Table 4.1: Phases of the Josephson ladder appearing in the phase diagram of
Fig. 4.2. The “+/−” sector denotes total/relative vertical bond (rung) density
n1
i + /−n2

i (see Fig. 4.1). The “+” sector can be in a Mott insulator or superfluid
phase, whereas the “−” sector can be in a Meissner phase or a vortex phase
depending on the strength of the field. The Laughlin phase arises from a condition
that mixes the two sectors.

Phase Gapped modes per Gapless
Sector modes

Rung Mott – Meissner 1+1− 0
Rung Mott – Vortex phase 1+0− 1
Rung superfluid – Meissner 0+1− 1
Rung superfluid – Vortex phase 0+0− 2
Laughlin 1+&− 1

Table 4.2: Number of gapped modes in the Josephson ladder, for the phases
appearing in Fig. 4.2. The only gapped phase is the Rung Mott – Meissner phase.

in Figure 4.2 for a bosonic ladder at or near half-odd integer filling per site. Then,

Sec. 4.2 contains discussions of observables, such as currents and flux quantization,

which distinguish the possible ground states. Section 4.3 contains a complemen-

tary treatment of strongly coupled bosons in the Mott insulating state. Next, we

extend our results to spinful fermion ladders in Sec. 4.4. We propose in Sec. 4.5

experimental realizations in Josephson junction arrays and ultracold atoms in op-

tical lattices with the setups of Refs. [78, 79]. Sec. 4.6 generalizes the phases found

for two-leg ladders to N -leg ladders and bilayers. We summarize our results in the

concluding Sec. 4.7. Technical details in the Appendices will be referred to when

necessary.
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Figure 4.2: Schematic phase diagram of the Josephson ladder: a) with V⊥ = 0 and
no other repulsive long range interaction along the chains and b) for sufficiently
strong V⊥ 6= 0 (or for long ranged repulsion within chains), it is possible to stabilize
the Laughlin ground state. The red region corresponds to (4.31) with the lower
sign. As V⊥ is increased from 0, the Mott gap and the critical flux χc increase.
The phase notations are defined in Tables 4.1 and 4.2.
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4.1 The Josephson ladder

In this section, we introduce a relatively simple insulating system exhibiting the

Meissner effect [257, 258, 259]. We consider a bosonic quantum ladder with an

odd number of bosons per rung (Fig. 4.1). The two-leg ladder consists of two

one-dimensional chains with inter- and intrachain kinetic and interaction terms.

The lattice layout is depicted in Figure 4.1, which also summarizes the terms in

the Hamiltonian

H = −t
∑
α,i

eiaA
α
i,i+1b†αibα,i+1 − g

∑
i

e−ia
′A⊥ib†2ib1i + h.c.,

+
U

2

∑
α,i

nαi(nαi − 1) + V⊥
∑
i

n1in2i − µ
∑
αi

nαi. (4.1)

In Eq. (4.1), the operator b†αi creates a boson at site i in chain α = 1, 2. We

introduced the Peierls phases aAαi,i+1 acquired by a particle on chain α = 1, 2, and

a′A⊥i between chains. Lengths a and a′ are lattice spacings along and between

chains; see Fig. 4.1. The spatial indices run between 1, ..., L, with L + 1 ≡ 1

for periodic boundary conditions. U and V⊥ are repulsive on-site and “rung”

interactions.

The Hamiltonian (4.1) without interactions can be realized in photonic systems

(for a review see [36]). The weakly interacting limit has been realized experimen-

tally in an ultracold atom ladder [78]. Another possibility is to realize (4.1) in

Josephson junction arrays [260] or more generally quantum circuits [261, 262].

We briefly outline other results on the model in Eq. (4.1). Without gauge

fields and if V⊥ = 0, and µ insuring one boson per site, the model transitions

from a Mott insulator to a superfluid as g increases [263]. At arbitrary boson

filling and uniform flux there is a transition from the low-field Meissner phase

to a vortex phase [252] beyond some critical field strength, reminiscent of type-

II superconductivity. The low-field model with V⊥ = 0 at unit filling exhibits a

superfluid with Meissner currents and a Mott insulator with Meissner currents for
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weak enough U [196]. The ground state for half a flux quantum per plaquette at

integer filling is a chiral superfluid, a chiral Mott insulator or a Mott insulator, as

argued by Dhar et al. [193, 194] and Tokuno and Georges [196]. The same model

in the weakly interacting limit supports a staggered pattern of quantized orbital

current vortices [264, 265]. The model without flux and V⊥ = 0 was studied for

bosons with a hardcore constraint on site, U → ∞ [266]. The ground state was

shown to be a rung Mott insulator at half-filling. A recent numerical investigation

covers the phase diagram versus filling, flux and interchain tunneling, containing a

Meissner Mott insulator and a vortex phase Mott insulator at half-filling [254, 255].

In this section we will uncover the ground state of the model (4.1) at odd boson

filling per rung, i.e. 2N + 1 bosons for every two sites for N ≥ 0 an integer. For

V⊥ = 0, depending on different values of filling, flux, and interactions, we find the

following low field phases: Rung Mott – Meissner , Rung superfluid – Meissner ,

Rung Mott – Vortex phase , Rung superfluid – Vortex phase .

While it is unnecessary for the phases listed above, the repulsive interaction

V⊥ > 0 [or long–range repulsion within chain α, not listed in Eq. (4.1)] changes

slightly the phase diagram in that it controls the size of the gap above Rung Mott

– Meissner . In the limit of large interactions, one can draw an analogy with a

spin Meissner effect [69]. Moreover, for large enough V⊥, the ground state turns

into a low-dimensional Laughlin state if flux and doping are commensurate. We

note that a Hamiltonian related to (4.1) whose ground state is well approximated

by the Laughlin state at ν = 1
2

has been discussed by Kalmeyer and Laughlin

[267, 268], in search for a spin liquid ground state for the frustrated Heisenberg

antiferromagnet. This theory was developed in succeeding work including the

formulation of a Hamiltonian whose exact ground state is the Laughlin state at

ν = 1
2

[269, 270]. In this work we will identify the Laughlin state by comparing

the continuum form of our Hamiltonian with that of a coupled wire construction

[256, 271].

The remainder of this section is structured as follows. Subsec. 4.1.1 contains a
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discussion of the continuum limit and gauge invariance. Subsec. 4.1.2 discusses the

Meissner phase. In Subsec. 4.1.3 we address the Rung Mott transition within the

Meissner state. Subsec. 4.1.4 addresses the stability of the Rung Mott – Meissner

phase. In Subsec. 4.1.5 we introduce the condition that favors a low dimensional

form of the Laughlin state.

4.1.1 Continuum limit and gauge invariance

In what follows we will derive a continuum, or bosonized form [75, 272, 273] of

Eq. (4.1). We will be using the conventions of Ref. [75] throughout this chapter.

The resulting field theory will allow us to treat interactions nonperturbatively

and determine the possible ground states of the model in Eq. (4.1). We begin

by expressing the boson annihilation operator as ψα(x) = bαj/
√
a, when x = ja.

Then the bosonic creation operator in chain α becomes, in terms of new bosonic

fields θ and φ

(ψα)†(x) =
√
nα0
∑
p

ei2p(n
α
0 πx−φα)e−iθ

α(x). (4.2)

We sum over all integers p. The field θα(x) is the phase of the boson operator,

whereas φα(x′) describes deviations from the mean density: δnα ≡ nα − nα0 =

− 1
π
∇φα. The mean densities n1,2

0 should be taken equal in practice, n1,2
0 = n0.

However, we shall keep the dependence on n1,2
0 explicit to obtain more general

expressions. The doublet θ, φ satisfies the algebra

[
φα(x), θβ(x′)

]
= i

π

2
δαβSign(x′ − x). (4.3)

For the ladder Hamiltonian it is convenient to introduce rotated fields

θ± = (θ1 ± θ2)/
√

2, φ± = (φ1 ± φ2)/
√

2. (4.4)
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These obey the same algebra in (4.3) for the new indices α = ±. In this basis, the

model (4.1) becomes

H = H+
0 +H−0 +HSG. (4.5)

The first and second terms are Luttinger liquid Hamiltonians [75] for the symmet-

ric and antisymmetric sectors, respectively:

H+
0 =

v+

2π

∫
dx

[
K+(∇θ+)2 +

1

K+
(∇φ+)2

]
, (4.6)

H−0 =
v−

2π

∫
dx

[
K−(∇θ− + A−‖ )2 +

1

K−
(∇φ−)2

]
. (4.7)

A−‖ is a gauge field component whose line integral yields Aαij. It will be discussed

shortly. Note that in our geometry the artificial gauge field only couples to the

antisymmetric (pseudo spin) sector. Under rotation (4.4) velocities of excitations

and Luttinger parameters are expressed as:

v± = v

(
1± V⊥Ka

πv

)1/2

,

K± = K

(
1± V⊥Ka

πv

)−1/2

. (4.8)

Eqs. (4.8) are valid in the limit of weakly coupled chains g � t. Note that a weak

coupling Gross-Pitaevskii approximation of the bosonic operators in Eq. (4.2),

followed by a gradient expansion, would allow us to identify v = a
√
tU and K =√

t/U when nα0 = 1
2a

. However, for general microscopic parameters in (4.1), the

Luttinger parameter satisfies 1 < K for repulsive interactions, K = ∞ for free

bosons, K < 1 for repulsive long-range interactions, and K = 1 for the hard core

limit [75].

The third term of Eq. (4.5) is a sine-Gordon (Josephson) Hamiltonian aris-

ing from the interchain coupling. Denoting the gauge field component in the y

direction by A⊥, the coupling Hamiltonian reads

HSG = −2g
√
n1

0n
2
0

∫
dx cos(−

√
2θ− + a′A⊥)× (4.9)
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[
1 + 2 cos

(
2πn1

0x− 2φ1
)] [

1 + 2 cos
(
2πn2

0x− 2φ2
)]
.

nα0 represent the mean density in each chain. The values of A⊥, A‖, n
α
0 determine

which contributions are to be considered from HSG, based on lattice commensu-

ration conditions.

We used in Eq. (4.7) the antisymmetric combination of gauge fields

A−‖ =
A1
‖ − A2

‖√
2

. (4.10)

By convention, we require that the field Aα‖ (x) is related to the lattice gauge field

Aαij of Eq. (4.1) by an average over a straight line path between sites j and j + 1

on chain α: ∫ (j+1)a

ja

dxAα‖ (x) = aAαj,j+1. (4.11)

Similarly, the componentA⊥(x) appearing in Eq. (4.9) is related toA⊥,i of Eq. (4.1):

∫
rung at i

dyA⊥(y) = a′A⊥i. (4.12)

The integral is performed over a rung at position i, starting from chain 1 and

ending on chain 2.

Ground state expectation values will only depend on the curl of the gauge field

curlA = ∇A⊥(x)−
A2
‖(x)− A1

‖(x)

a′
. (4.13)

The lattice curl defines the flux through the plaquette

curlA =
χ

a′
. (4.14)

This equality defines the uniform flux perpendicular to the plane of the ladder. The

plaquette enclosed between the rungs j and j+1 is threaded by flux aχ = aa′curlA.
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The Hamiltonian (4.5) is invariant under the gauge transformation

Ãα‖ (x) = Aα‖ (x) +∇fα(x), (4.15)

Ã⊥(x) = A⊥(x) +
f 2(x)− f 1(x)

a′
, (4.16)

θ̃α(x) = θα(x)− fα(x). (4.17)

This preserves the algebra in Eq. (4.3).

In the following treatment, it is favorable to use the gauge

a′A⊥(x) = χx, Aα‖ = 0. (4.18)

The Hamiltonian in Eq. (4.9) becomes

HSG = −2g
√
n1

0n
2
0

∫
dx cos(−

√
2θ− + χx)× (4.19)[

1 + 2 cos
(
2πn1

0x− 2φ1
)] [

1 + 2 cos
(
2πn2

0x− 2φ2
)]
.

We summarize the notations of the phases allowed by Eq. (4.19) in Tables 4.1

and 4.2. A detailed discussion follows, but we anticipate the possible ground states

here (see Figure 4.2 for phase diagrams): At infinitesimal fluxes χ, the cosine

θ− establishes Josephson phase coherence between the chains (Meissner phase).

When the flux per plaquette is high, the phases follow the variations of the gauge

field, giving way to a Vortex phase . Turning to the charge sector, at filling factors

satisfying n1
0+n2

0 = 2N+1
a

, where N is nonnegative and integer, the cosine potential

in φ+ favors an insulating ground state for total rung density, denoted Rung Mott

. At incommensurate fillings, this turns into a Rung superfluid . We will introduce

another state which exists if repulsive long ranged interactions are present. This

state corresponds to a combined pinning of phase and charge fluctuations. We

will denote it Laughlin since it arises from a coupled wire construction [256] of the

bosonic Laughlin state at ν = 1/2 [8].
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4.1.2 Meissner phase

The description of the phase diagram follows with the application of a two step

renormalization group procedure. The renormalization group equations for Eq. (4.19)

are solved in more detail in [266]. Here we provide an approximate solution which

captures the essential physics.

First, we follow Ref. [252] and we focus on the term in Eq. (4.19) which is

the most relevant in the renormalization group sense. This is a Josephson phase

pinning between the two condensate phases θ1 and θ2:

HSG = −2g
√
n1

0n
2
0

∫
dx cos(−

√
2θ− + χx). (4.20)

The renormalization group treatment to second order in the coupling g is

detailed in App. C. We assume that χa� 1 such that the oscillatory argument in

Eq. (4.20) is negligible. We define the dimensionless coupling constant (in units

of the bandwidth) g− ≡ ga
v

. It flows to strong coupling if its bare value is nonzero

and if its scaling dimension 1/(2K−) is less than 2. Assuming small temperatures

T → 0, the renormalization of the coupling constant g− is stopped at energy scales

equal to the gap associated with the Josephson phase pinning. Inverting the RG

equation for g−, the gap has the following expression

∆− ∼ v

a

(
g−
) 1

2− 1
2K− . (4.21)

Here, we have approximated that K− renormalizes insignificantly. Therefore

Eq. (4.21) contains the bare coupling constant and Luttinger parameter.

For temperatures kBT < ∆−, the field θ−(x) is pinned to its classical value

〈θ−(x)〉 = χx/
√

2, leading to a vanishing of the interchain current and a saturation

of intrachain currents [252]. Eq. (4.21) implies that Josephson phase coherence

between the chains occurs as soon as a nonzero tunneling matrix element g is

turned on; moreover, the gap above this ground state is a power law in the bare

coupling g. We identify this as the Meissner state. This phase is associated
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with gapped excitations of the external gauge field [274]. We illustrate this in the

present situation considering the action for θ−. This is obtained easily from the

Hamiltonian (4.7) and (4.19) by a Legendre transform [75] (β = 1/kBT ):

S = S[θ−] + S[A] + ..., (4.22)

S[θ−] =
K−

2π

∫
dx

∫ β

0

dτ

[
1

v−
(∂τθ

−)2 + v−(∇θ− + A−‖ )2

]
−2g

√
n1

0n
2
0

∫
dx

∫ β

0

dτ cos(−
√

2θ− + a′A⊥),

S[A] =

∫
dx

∫ β

0

dτ
[
(curlA)2 + (∂τA)2

]
.

We will not require the φ+-dependent part of the action, hence the ellipsis in

Eq. (4.22). For the Maxwell part of the action, S[A], we assume that appropriate

dimensionful constants are absorbed in the derivatives.

Let us assume that quantum fluctuations are suppressed, amounting to neglect-

ing contributions in ∂τθ
− or ∂τA. This assumption is justified if the temperature

is large. The saddle point of the action corresponds to the classical ground state.

The saddle point condition δS/δθ− = 0 implies that the following equations hold

for the relative phase field

∇θ−sp = −A−‖

θ−sp =
1√
2
a′A⊥. (4.23)

At the saddle point A is constrained to be a (lattice) gradient of the arbitrary

scalar function θsp. Next, replace everywhere in Eq. (4.22) the fluctuating field θ−

by its saddle point value θ−sp. This is justified if g and the bandwidth v−K− ∼ at

are large. To obtain the resulting action for the external gauge field, perform

the gauge transformation (4.15), (4.16) with scalar fα(x) = θαsp [275]. The saddle

point action becomes

S =
v−K−

2π
β

∫
dx(Ã−‖ )2 − 2g

√
n1

0n
2
0β

∫
dx cos(a′Ã⊥)
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+β

∫
dx(curlÃ)2. (4.24)

The Maxwell term does not change under the gauge transformation, however the

action now contains mass terms which lead to a gapped dispersion of the modes

of Ã. This result would have been analogously obtained by integrating out the

gapped θ− field, but the approach above (see [275]) is less tedious.

Our treatment of the ladder Meissner effect in a continuum limit is reminiscent

of the Meissner state due to phase coherence across a long Josephson junction

[276, 277].

4.1.3 Rung Mott

We now address the emergence of Mott behavior in the Meissner state. We are

interested in odd mean particle number per rung, i.e.

n1
0 + n2

0 =
2N − 1

a
, N integer ≥ 1. (4.25)

The lowest value N = 1 corresponds to the half-filled boson ladder with one

particle every two sites. If Eq. (4.25) holds, Eq. (4.19) becomes

HSG = −2g
√
n1

0n
2
0

∫
dx cos(−

√
2θ− + χx)

[
1 + 2 cos

(√
8φ+

)]
.

We summarize the results of this section: in the absence of long ranged repulsive

interactions, there is a Mott ground state only in the Tonks gas limit U →∞. It

is protected by a gap which is exponentially small with respect to the Josephson

coupling g. Away from the Tonks limit, the Mott phase is stable if finite repulsive

interactions are turned on, in which case the Josephson gap is a power law of the

coupling constant g.

We now proceed to a proof of these results. Under the energy scale ∆− we may

replace θ− by its expectation value in Eq. (4.26). Then the effective Hamiltonian
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at low energies T < ∆− is

HSG = −4g
√
n1

0n
2
0

∫
dx cos(

√
8φ+). (4.26)

This term controls the Mott transition in the total density sector. Its scaling

dimension is 2K+. If K+ < 1, then this term as well flows to strong coupling,

leading to the formation of the Mott gap

∆+ ∼ ∆−(g+)1/(2−2K+). (4.27)

We defined the dimensionless quantity g+ = ga/v.

The phase appearing at T < ∆+ is the Mott insulator with Meissner currents

[69], Rung Mott – Meissner . Importantly, note that expression (4.27) holds if

K+ < 1, which generally corresponds to repulsive interactions of long range. These

can come from intrachain repulsions or from some value of V⊥ > 0. If V⊥ = 0 in

Eq. (4.1), then K+ = K and the Luttinger parameter K < 1 corresponds to long

range repulsion of one-dimensional bosons [75].

At the special value K = 1 bosons experience hard-core interactions (the

infinite interaction limit of the Tonks-Girardeau gas). The sine-Gordon term

cos(
√

8φ+) is marginal, within our approximation of renormalization group equa-

tions. Then the Mott gap turns on exponentially but is nonvanishing even if g is

infinitesimal [266]

∆+ ∼ ∆−e−αt/g. (4.28)

The Tonks-Girardeau gas has been proved experimentally [278, 279].

We have found that ∆+ � ∆−, which requires very small measurement tem-

perature for the observation of the Mott insulator. We have also concluded that

the Rung Mott phase exists in the Tonks limit U →∞ or if longer ranged repulsive

interactions are turned on. For large V⊥, U � t, g, the model of Eq. (4.1) maps to

a gauged spin-1/2 Hamiltonian describing the Mott insulator at unit filling and
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in this case formally ∆+ � ∆−, as we show in Sec. 4.3. The Rung Mott gap can

be estimated from mean field theory, and cross checked with numerically exact

density matrix renormalization group methods. For these results, the interested

readers may refer to App. G.

4.1.4 Rung Mott – Meissner stability

Assume that the conditions are met such that Rung Mott – Meissner is protected

by a gap ∆+ < ∆−. We can define critical values for flux and chemical potential

beyond which the Mott insulator with Meissner currents is not stable. We perform

the canonical transformation θ− → θ−+ χ√
2
x. The resulting form of Eq. (4.20) will

have no oscillatory phase in the sine-Gordon terms. On the other hand, Eqs. (4.7)

and (4.6) will contain terms of the form −
∫
dxµ−∇θ− −

∫
dxµ+∇φ+. For the

gapped phase to be stable, we require that µ± do not exceed the gaps ∆±. This

results in the following critical values for field and doping

χc =
π
√

2∆−

v−K−
,

µ+
c = ∆+. (4.29)

The Rung Mott state is stable for µ+ < µ+
c . The Meissner state is stable for

χ < χc. Two transitions out of this phase are possible:

1. for χ > χc, the sine Gordon term in θ− is irrelevant and the system enters

a Vortex phase [252]. The transition out of the Meissner phase by increasing χ is

of the commensurate-incommensurate type [280, 281, 282].

2. If µ+ > µ+
c , it is energetically favorable to add particles to the Rung Mott

state. Due to the incommensuration, this is the Rung superfluid phase. The Rung

Mott to Rung superfluid transition by variation of µ is also a commensurate-

incommensurate transition.

We conclude that Rung Mott – Meissner is stable to small flux and density vari-

ations, which leads to the finite domain depicted in Fig. 4.2. The commensurate-
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incommensurate phase transition obtained here upon increasing the flux beyond

χc resembles an experimentally probed magnetic field induced phase transition in

Zeeman-coupled spin ladders [283, 284].

4.1.5 Laughlin state at ν = 1
2

In order to energetically favor the Laughlin state, density will be allowed to deviate

from odd integer filling per rung. However, this deviation will be necessarily (very

close to) commensurate with the flux. Let us focus on the following terms of

Eq. (4.19):

HSG = −2g
√
n1

0n
2
0

∫
dx
[

cos(−
√

2θ− + χx)

+4 cos(−
√

2θ− + χx) cos(2πn1
0x− 2φ1) cos(2πn2

0x− 2φ2)
]

+ ...

= −2g
√
n1

0n
2
0

∫
dx
{

cos
[
−
√

2θ− +
√

8φ+ + χx− 2π(n1
0 + n2

0)x
]

(4.30)

+ cos
[
−
√

2θ− −
√

8φ+ + χx+ 2π(n1
0 + n2

0)x
]}

+ ...

The ellipsis in the first row represents terms containing only one of the factors

cos(2φ1 − 2πn1
0x), cos(2φ2 − 2πn2

0x), cos[
√

8φ− − 2π(n1
0 − n2

0)x]. We assume that

n1
0 ≈ n2

0 ≈ (2N + 1)/(2a), where the approximate equality is such that all three

factors are oscillatory and can be discarded. In the second row, we assume that

χ > χc such that cos(−
√

2θ− + χx) can be discarded as explained in Sec. 4.1.4.

Our purpose now is to tune flux and density such that one of the two terms in

Eq. (4.31) stays relevant. The oscillatory argument in the first or second term of

Eq. (4.31) vanishes if the following commensuration condition holds

a
[
2π(n1

0 + n2
0)± χ

]
= 0 mod 2π. (4.31)

Note that if the system is gapless any change in chemical potential results in doping

v+

πK+ δ
+ = −µ+. Therefore condition (4.31) can be attained within the gapless Rung

superfluid – Vortex phase by continuously changing flux and chemical potential.
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If we pick the lower sign for Eq. (4.31), Eq. (4.31) reduces to

HSG = −2g
√
n1

0n
2
0

∫
dx cos(−

√
2θ− +m

√
2φ+), m = 2. (4.32)

For a general integer m, Eq. (4.32) represents the correlated hopping term in the

coupled chain construction of the ν = 1
m

Laughlin state [256, 271]. Terms with

m > 2 have larger scaling dimension. In the following, we will provide some results

as a function of m for generality.

In the case m = 2, the scaling dimension of Eq. (4.32) is δ = 1/(2K−) + 2K+.

At V⊥ = 0 this term is irrelevant unless long ranged interactions along the chains

are present. The coupling constant g can become relevant in the presence of

sufficiently large V⊥ > 0. The associated energy gap is

∆ ∼ v

a

(ga
v

) 1
2−1/(2K−)−2K+

. (4.33)

When the coupling is marginal, the gap has an exponential dependence on g as in

Eq. (4.28). To summarize, the Laughlin state should be observable with sufficiently

strong repulsive interactions V⊥ (or sufficiently long range repulsive interactions

along the chains). Otherwise, when the coupling constant g is irrelevant, a gap

will still be observable in finite sized systems for a sufficiently strong bare value.

The addition of a particle spoils the commensuration between mean density

and flux, and therefore the term of Eq. (4.32) becomes gapless. However, a finite

chemical potential is required to add an extra particle to the system. We arrive

therefore at stability conditions analogous to Eqs. (4.29). A “surplus” chemical

potential δµ+ causing deviations in mean density from the background density

which satisfies Eq. (4.31) must not exceed ∆

δµ+ < δµ+
c = ∆. (4.34)
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Moreover, a “surplus” flux that causes deviations from Eq. (4.31) must obey

δχ < δχc =
π
√

2∆

v−K−
. (4.35)

A sketch of the possible region following from the present discussion is depicted on

Fig. 4.2B. However, the clear delimitation of such a region depends on the details

of the microscopic Hamiltonian. Note that another possibility would be to pick

the upper sign in (4.31), yielding a state related to the one discussed above by

particle-hole symmetry.

4.2 Observables

In this section we discuss various observable quantities that allow us to character-

ize the Rung Mott – Meissner and Laughlin phases. We begin with a definition

of the lattice current operators and a lattice version of the flux quantization con-

dition obtained from a Gross-Pitaevskii approximation of the boson operator, in

Sec. 4.2.1. We continue with a discussion of current operators (Sec. 4.2.2), flux

quantization (Sec. 4.2.3) and Hall responses from a Laughlin argument (Sec. 4.2.4)

in the Rung Mott – Meissner phase. The analogous discussion for the Laughlin

phase appears in Sec. 4.2.5. We discuss the gapless effective edge model of the

Laughlin state in 4.2.6.

4.2.1 Current operator and lattice flux quantization

The flux quantization condition for a superfluid [80] relates the winding number

of the boson phase around closed loops on the lattice with current circulation and

flux. We begin by fixing the definition for lattice current. Assuming a generic

quadratic Hamiltonian in the form H =
∑

ij |tij|eiφijb
†
ibj, the current operator is

obtained from the Heisenberg equation of motion ṅi = i[H,ni] ≡
∑

j jij, where

jij = −i|tij|eiφijb†ibj + H.c. (4.36)
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Figure 4.3: Two leg ladder. A: Periodic boundary conditions. Closed loops C1

and C2 traverse chains 1 and 2 in the counter-clockwise direction. Φ = Lχ/2 is the
net flux per chain. B: An Aharonov-Bohm flux through the periodic geometry.
C: The same flux can be achieved with open boundary conditions by threading
flux χ per plaquette.

For a bond b ≡ ij, where i and j denote sites, the current operator jij measures

the number of particles per unit time flowing from site j into site i. Consider

now a loop on the lattice, denoted by the sequence of bonds C = b0, b1, ... . In a

superfluid, writing boson creation operators as b†i ≈
√
n0e

−iθi , neglecting density

fluctuations, and expanding for small gauge invariant phases −θi + θj + φij, we

obtain the following condition for any closed loop C on the lattice.

∑
b∈C

1

2|tb|n0

〈jb〉+ ΦC = 2πNC. (4.37)

We have defined tb as the hopping integral on bond b. The phase ΦC =
∑

b∈C φb

corresponds to the line integral of the gauge field along curve C. The winding

number of the boson phase field around C is denoted by the integer NC. Eq. (4.37)

is the flux quantization condition for a lattice, which is consistent with the con-

tinuum result [80].

4.2.2 Current operators in the Rung Mott – Meissner

phase

We begin by computing the current expectation values in the Rung Mott – Meiss-

ner phase. The boson current operator is obtained from the following Heisenberg

equation

i[H,− 1

π

√
2∇φ−(x)] =

d

dt
(n1 − n2), (4.38)
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which can be separated into interchain and intrachain current operators

j⊥ = 2
g

πa
sin
(√

2θ− − χx
)
,

j‖ = j1
‖ − j2

‖ = −v−K−
√

2∇θ−. (4.39)

Whenever the relative phase between the chain condensates is pinned, i.e. for

energy scales below ∆−, we find

〈j⊥(x)〉 = 0, (4.40)

〈j⊥(x)j⊥(0)〉connected = 0,

〈j‖(x)〉 = −atχ. (4.41)

That is, “bulk” currents vanish, and so do their fluctuations for x larger than the

correlation length associated with the Josephson gap ξ− = v−/∆−. Counterflowing

“edge” currents have a difference −2ta2n0χ, where n0 = 1
2a

is the mean boson

density per chain. We remark that the form of the current operator expectation

value, Eq. (4.41), changes in the strong coupling limit U, V⊥ � t, g, where (see

Ref. [69] and Sec. 4.3) at second order in perturbation theory j‖(x) = −2a(t2/V⊥)χ.

In either the weak or the strong coupling regime, current j‖ persists in the Mott

phase, where the field φ+ is pinned to the classical value 〈φ+〉 = 0. In addition,

this phase exhibits vanishing density fluctuations

〈(n1 + n2)(x)(n1 + n2)(0)〉connected = 0, (4.42)

for all x greater than the correlation length ξ+ = v+/∆+, as a consequence of the

pinning of the field φ+(x) in the minimum of the cosine potential [75].

4.2.3 Flux quantization in the Rung Mott – Meissner phase

The current expectation values obtained in Eq. (4.39) obey a flux quantization

condition similar to Eq. (4.37). Consider that the loop is the boundary of the
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cylinder formed by the two periodic chains. In Figure 4.3A this is C = C1 − C2,

where the minus sign means that C2 is traversed in reverse. Then, using Eq. (4.39)

in (4.37) we obtain the following expression

2πNC1−C2 =
1

at

∫ La

0

dx〈j1
‖ − j2

‖〉+ Laχ = 0. (4.43)

The second equality follows from (4.41). The vanishing winding number of the

superfluid phase is a signature of the Meissner effect.

Let us now realize flux χ per plaquette via the choice A1
j,j+1 = −A2

j,j+1 = χ/2

in Eq. (4.1). With this choice, there is no net flux parallel to the axis of the

cylinder, as depicted in Figure 4.3A. Writing the condition in Eq. (4.37) for each

path C1 and C2 and using Eq. (4.43), we find

2πNC1 =
1

at

∫ La

0

dx〈j1
‖〉+ Laχ/2

= 2πNC2 =
1

at

∫ La

0

〈j2
‖〉 − Laχ/2. (4.44)

Eq. (4.44) represents the flux quantization condition in our setup. While Eq. (4.44)

holds for periodic boundary conditions, little changes qualitatively for open bound-

aries, with the loop C1 − C2 as in Figure 4.3C. For a loop surrounding the ladder,

there will be O(1/L) corrections, due to rung currents appearing at the open

boundaries. In general, the flux quantization provides a way to measure the wind-

ing of the phase of the boson wavefunction from current measurements, and detect

the presence of vortices in the sample.

4.2.4 σxy from the Laughlin argument in the Rung Mott –

Meissner phase

The Hall response is vanishing in the Rung Mott – Meissner phase. Suppose

a current j1
‖ = j2

‖ is generated along the horizontal direction in Figure 4.1. A

“voltage drop” to realize such a current can be realized by tilting both chains
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in the same direction, or by adiabatically threading a flux quantum between the

chain ends as depicted in Figure 4.3B [104, 105]. If σxy 6= 0, the response to this

must be a perpendicular flow of current amounting to a quantized charge after a

full period [285]. There is a converse situation, a tilt between the chains would

cause a uniform 〈j1
‖ + j2

‖〉 6= 0. However, since from Eq. (4.39) the commutator of

operators j⊥ and j1,2
‖ vanishes, the Kubo formula for the conductivity implies

σxy = 0. (4.45)

This result is expected as the Rung Mott – Meissner phase is fully gapped.

4.2.5 Local probes of the Laughlin phase

Similarly, we compute bosonic particle currents in the Laughlin phase. The pla-

quette currents of the bosonic particles are

j⊥ = 2
gn0

π
sin
(√

2θ− −m
√

2φ+
)
,

j‖ = j1
‖ − j2

‖ = −v−K−
√

2∇θ−. (4.46)

These lead to the following expectation value in the gapped phase

〈j⊥〉 = 0, (4.47)

i.e. bulk currents vanish. Moreover, since charge deviations from the mean value,

− 1
π
∇φ+(x), must vanish when integrated over the entire system, equation (4.46)

and the pinning condition 〈∇θ−〉 = m〈∇φ+〉 imply that the circulation of current

along the contour C1 − C2 in Figure 4.3 vanishes:

1

t

∫ La

0

dx〈j‖〉 =
1

t

[∫ La

0

dx〈j1
‖〉 −

∫ La

0

dx〈j2
‖〉
]

= 0. (4.48)
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The contrast between Eq. (4.48) and Eq. (4.43) can be used to distinguish between

the Laughlin and Rung Mott – Meissner phases. Moreover, in the vicinity of the

flux and density commensurate line we expect that the current takes the following

special form ∫ La

0

dx〈j‖〉 = −v−K−
[
χ− 2π(n1

0 + n2
0)
]
, (4.49)

i.e. it is a linear function in flux or in mean density that vanishes at χ = 2π(n1
0 +

n2
0). The observables discussed here constitute local probes which can be used to

discern the Laughlin phase in experiment.

4.2.6 Chiral edge modes in the Laughlin phase

In this subsection we discuss the structure of the edge theory when the bulk term

of Eq. (4.32) produces a gap. Let us define [256, 271] new chiral fields in the form

φαr = θα/m+ rφα (4.50)

for left (r = −1) and right (r = +1) moving excitations in chain α = 1, 2. The

following commutation relations follow from the algebra in Eq. (4.3),

[φαr (x), φβr′(x
′)] = ir

π

m
δrr′δαβSign(x′ − x). (4.51)

The algebra of the chiral modes in Eq. (4.51) implies that the momentum associ-

ated with φαr (x) is

Πα
r (x) ≡ m

2πr
∇φαr (x). (4.52)

Let us define new density and phase fields for the bulk, respectively:

φ = (−φ1
−1 + φ2

+1)/2, θ = (φ1
−1 + φ2

+1)/2. (4.53)
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These are related to the original fields θ±, φ± through

φ = −
√

2

2m
θ− +

√
2

2
φ+, θ =

√
2

2m
θ+ −

√
2

2
φ−. (4.54)

These fields obey the Kac-Moody algebra

[φ(x), θ(x′)] = i
π

2m
Sign(x′ − x). (4.55)

Using the new bulk variables we define the “bulk” charge density n = − 1
π
∇φ,

whereas the quasiparticle density is given by nQP = −m
π
∇φ. A kink of 2π in the

field 2mφ corresponds to the creation of one Laughlin quasiparticle. The correlated

hopping term Eq. (4.32) pins the left chiral field of chain 1 to the right chiral field

of chain 2:

HSG = −2gn0

∫
dx cos(2mφ). (4.56)

The full Hamiltonian is given by

H[φ(x), θ(x), φ1
+1(x), φ2

−1(x)] = H+
0 +H−0 +HSG. (4.57)

with HSG specified in Eq. (4.56) and H±0 as in Eqs. (4.7,4.6).

It is possible to obtain the effective low energy theory of the remaining two

gapless chiral modes φ+1 ≡ φ1
+1 and φ−1 ≡ φ2

−1. The detailed calculation is given

in App. F. The result of integrating out the massive field φ is a generic Luttinger

liquid

4πLedge =

∫
dx
(
φ̇rKrr′∇φr′ −∇φrVrr′∇φr′

)
. (4.58)

The matrix Krr′ = mrδrr′ is determined by Eq. (4.52). It describes two counter-

propagating modes on distinct edges of the Laughlin state ν = 1
m

[286, 3].

Note however that Eq. (4.58) does not describe a chiral Luttinger liquid. The

matrix Vrr′ is nonuniversal and has nonvanishing off-diagonal elements. These
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terms describe backscattering between the chiral fields. We provide the explicit

form of Vrr′ in App. F. The resulting Luttinger parameter Kedge engenders a more

complex charge fractionalization phenomenon [287, 288, 289, 290, 291]. Interest-

ingly, when backscattering terms between the edges are suppressed, current noise

between the edges probes the fractional charge of bulk quasiparticles [292]. This

has been demonstrated experimentally [293, 294], in the two-dimensional elec-

tron gas. Such experiments are feasible as well in ultracold atom systems, where

quantum point contacts have already been realized [295, 296, 297].

Let us consider briefly the case of N chains with the same coupling Eq. (4.32)

between consecutive chains. Backscattering terms between the chiral edge modes,

φ1
+1 and φN−1 vanish exponentially fast with N . The remaining action describes

the edge degrees of freedom. It consists of a chiral Luttinger liquid

4πLedge =
∑
r=±1

∫
dx
[
mrφ̇r∇φr − v(∇φr)2

]
. (4.59)

If the bulk were a continuous two dimensional manifold, this edge theory would

correspond to the bulk Chern Simons theory [298]

4πS[A] =
1

m

∫
dxdydt εµνρδAµ∂νδAρ (4.60)

for the external gauge field. δA = A−A is the deviation of the dynamical gauge

field from the fixed background field A. εµνρ is the Levi-Civita symbol. The rela-

tion between this bulk Chern-Simons theory and the edge theory is established by

requiring that the action defined over a two-dimensional manifold with boundary

be gauge invariant.

We stress again that the underlying assumption of this discussion was that the

coupling constant in (4.32) was relevant, which occurs for sufficiently strong V⊥ or

sufficiently long ranged repulsive intrachain interaction. However, in finite sized

systems, a gap can still be associated with (4.32) if g is larger or comparable to

the energy scale of the bandwidth, set by the intrachain hopping t.
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4.3 Strong coupling expansion in the Rung Mott

phase

Let us briefly return to the treatment of the Rung Mott – Meissner state in

Sections 4.1.3, 4.1.4 where we have determined that ∆+ � ∆− at weak V⊥. We

expect, however, that for V⊥, U � t, g in model (4.1) there is enough repulsive

interaction whenever two particles reside on the same rung of the ladder such that

a Mott insulator at 1 particle per rung is protected by a significant energy gap

∆+ � ∆−. In this section we use a low–energy gauged spin-1/2 Hamiltonian

describing the Mott insulator at unit filling to arrive at a phase diagram which is

consistent with the one obtained so far.

A spin–1
2

model with gauge fields describes the low–energy states in the limit of

strong interactions (for a derivation, see App. H). Such models have been derived

previously for the fermionic Hubbard model or for the boson Hubbard model with

two species [299, 300, 301, 302, 303, 304]. In our case, the particles on chains 1 and

2 are the Schwinger bosons in the representation of spin–1
2

operators. The relative

density corresponds to σzi = b†1ib1i − b†2ib2i. As demonstrated in boson language,

σz fluctuates in the Mott phase. This is due to a transverse magnetic field in the

x − y plane, −g cos(a′A⊥i)σ
x
i + g sin(a′A⊥i)σ

y
i . (We have used σx = b†1b2 + H.c.

and σy = −ib†1b2 + H.c.). The effective Hamiltonian describing the Mott insulator

at unit rung filling is:

Hσ = −
∑
〈ij〉

[
2Jxx(σ

+
i σ
−
j e

i
√

2aA−ij + H.c.)− Jzσzi σzj
]

−g
∑
i

[σxi cos(a′A⊥i)− σyi sin(a′A⊥i)] , (4.61)

with Jxx = t2

V⊥
and Jz = t2

(
− 2
U

+ 1
V⊥

)
, and

√
2A−j,j+1 = A1

j,j+1 − A2
j,j+1. Setting

V⊥ = U/2 or Jz = 0 yields the gapless XY phase of Eq. (4.61) and the Heisenberg

antiferromagnetic chain is reached for U → +∞. In the absence of gauge fields,

the XY term is ferromagnetic. For experimentally feasible values the Ising term
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Figure 4.4: Virtual doubly occupied states leading to the spin–1/2 model (4.61).
The Ising term consists of a ferromagnetic contribution proportional to t2/U and
an antiferromagnetic piece ∝ t2/V⊥, whose prefactors are fixed by the possible
situations of two particles on two neighboring rungs. The XY exchange term in
the third panel is proportional to t2/V⊥.

is antiferromagnetic (Jz > 0). Equation (4.61) can be deduced from the graphic

representation of virtual doubly occupied excited states in Fig. 4.4.

To bosonize (4.61) in one dimension, express the spin–1
2

operators in terms of

fermion field operators via the Jordan–Wigner transformation [75] σ+
i = c†ie

iπ
∑
j<i c

†
jcj ,

σiz = 2c†ici − 1. The resulting Hamiltonian for fermions is

Hσ = −
∑
i

[
2Jxx(c

†
ici+1e

iaχ + H.c.) + 4Jz(c
†
ici − 1/2)(c†i+1ci+1 − 1/2)

]
−
∑
i

geiπ
∑
j<i c

†
jcj(c†i + ci). (4.62)

The free part of the Hamiltonian corresponds to dispersion relation εk = −4Jxx cos(ka−

χ) and Fermi velocity vF = |4aJxx|. The Fermi wavevectors are kF = ± π
2a

+ χ

for the half-filled band. The Ising term for spins maps to nearest–neighbor in-

teractions for the fermions. The low–energy spectrum is then described by a

continuum bosonic theory as before. Introducing fields φσ, θσ with commutator

[φσ(x), θσ(x′), ] = iπ
2
Sign(x′ − x), the continuum Hamiltonian is

Hσ =
1

2π

∫
dx

[
vσKσ(∇θσ − Aσ)2 +

vσ
Kσ

(∇φσ)2

]
− 2Jz

(π2a)

∫
dx cos(4φσ) (4.63)

− 2g√
2πa

∫
dx cos [θσ(x) + a′A⊥]

[
1 + (−1)

x
a cos 2φσ(x)

]
.

The sine-Gordon term in (4.63) has been approximated by keeping only q ∼ 0
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SDW
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Rung Mott-
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Figure 4.5: Phase diagram for the strong coupling XXZ model (4.61). In the XY
limit, there is a spin–Meissner phase or a vortex phase (the direction of current
patterns is shown in each phase). The inset shows the Rung Mott lobe at one
boson per rung n0 = 1

2a
, obtained using DMRG for the one–dimensional model.

The dashed line is the mean-field theory result.

terms in the density operators. The speed of sound is vσ = vF [1 + 16aJz/πvF ]
1
2 ;

the Luttinger parameter Kσ = [1 + 16aJz/πvF ]−
1
2 is a measure of interaction

strength. Kσ = 1 for the XY limit and decreases as antiferromagnetic Jz > 0 is

turned on.

We now turn to the phase diagram in Fig. 4.5. Whenever Jz > Jxx, dominant

Ising interactions induce an antiferromagnetic spin density wave and current ex-

pectation values vanish. The corresponding inset shows a charge density wave of

the bosons b1,2, depicted as localized in the two layers. The φσ-dependent sine-

Gordon term is irrelevant if Kσ >
1
2
, or Jz < Jxx. The remaining sine-Gordon

term is ∝ g cos (θσ + χx), where we have chosen the Landau gauge with all flux

on the conversion term. At small flux and for Kσ >
1
8
, g flows to strong-coupling,

and it is associated with the following energy gap

∆σ ∼
uσ
a

(
ga

vσ

) 1

2− 1
4Kσ . (4.64)

109



As before, Eq. (4.64) is derived in perturbation theory in g � Jxx (see App. C).

For nonzero fluxes χ, ∆σ defines the critical flux χc at which the system under-

goes a commensurate–incommensurate transition to a vortex phase. Below χc, the

ground state is the spin–Meissner Mott state, characterized by zero interspecies

current, and counterflowing intraspecies currents. The correlator 〈σ+(x)σ−(0)〉 ∼

〈e−iθσ(x)e+iθσ(0)〉 ∼ 〈e−iθσ(x)〉〈eiθσ(0)〉 is asymptotically constant at large distances.

This situation corresponds to XY order polarized (definite 〈θσ〉) due to the in–

plane field g. The current operator expectation value in this phase can be calcu-

lated as [69],

〈j‖〉 = −2Jxx sin (aχ) ≈ −2Jxxaχ, (4.65)

which is to be compared with the weak–coupling result (4.41).

Above the critical field χc we obtain the Rung Mott – Vortex phase . When

flux is at half the elementary flux per plaquette, χ = π/a, the sine-Gordon term

oscillates (−1)
x
a g cos(θσ) and is naively irrelevant, but at second order in pertur-

bation theory the oscillatory part disappears and the contribution is proportional

to − g2

uσ
cos(2θσ) (see App. E). This pins the field θσ to one of two minima 0

or π resulting in the “orbital antiferromagnet” staggered current configuration

〈j⊥(x)〉 ∝ (−1)
x
a .

4.4 Hybrid fermion–Cooper pair analogues

In this section we prove that spinful fermions on the lattice of Fig. 4.1 have ground

states analogous to those of bosons presented in Sec. 4.1. This model, in the

absence of gauge fields, was introduced in Ref. [305] to qualitatively describe

the pseudo-gap phase of high-Tc superconductors [modeled as “hot spots” with

preformed Cooper pairs and “cold spot” Fermi arcs [306, 307, 308, 309, 310, 311,

312, 313, 314] as shown in Fig. 4.7b)]. We note that recently novel features in

high-Tc superconductors with magnetic fields or in relation with density wave

order have been discussed [315, 316, 317, 318, 319, 320, 321, 322].
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Figure 4.6: Possible coupling schemes for a fermion ladder: a) The Cooper pair
Rung Mott – Meissner state is realized by starting with superconductivity in 1.
The proximity effect induces superconductivity in chain 2, via a term labeled
SC proximity effect (see Table 4.3). At lower energy scales, the Rung Mott –
Meissner (or depending on filling and flux any other state of Table 4.3) forms.
b) Dual model: Starting with MI in chain 1, the proximity effect makes chain 2
insulating, via a Rung Mott term. At lower energy scales, the spin sector is in the
Spinon Meissner phase.

Sector Notation Phase description
sine-Gordon term

ρ,+ Rung Mott 2φ+
ρ

ρ,+ Rung superfluid 2φ+
ρ + 2(k1

F + k2
F )x

ρ,- Meissner 2θ−ρ
ρ,- Vortex phase 2θ−ρ − 2χx
ρ,+& - Laughlin 2θ−ρ − 2φ+

ρ

σ,+ SC proximity effect 2φ+
σ

σ,- Spinon Meissner 2θ−σ
σ,+&- Laughlin 2θ−σ − 2φ+

σ

Table 4.3: The analogue of Table 4.1 listing the ordering tendencies of the hybrid
fermion–Cooper pair ladder and the corresponding sine–Gordon terms generating
gaps in each sector.
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There exists a rich literature on the topic of two-leg fermion ladders [323].

For spinless fermions, a striking phenomenon in the presence of magnetic field is

the existence of the orbital antiferromagnetic phase, (also called d–density wave

[324], or staggered flux phase of the mean-field Hamiltonian proposed by Affleck

and Marston [325, 326] introduced in the context of high-Tc superconductivity)

coexisiting with the bond-density wave [327, 323, 328]. Carr and Tsvelik [329]

studied the model of spin-gapped chains coupled by Josephson terms in magnetic

fields and found competing charge density wave and superconducting correlations.

Roux et al. [330] have studied the magnetic orbital effect in doped two-leg spinful

fermionic ladders and found a reentrant transition into a spin gapped phase at high

magnetic flux. More recently, it was argued that the ground state of a ladder of

spinful fermions with ring exchange interaction has a d-wave metal ground state,

which is analogous to the composite Fermi-liquid description of the half-filled

Landau level [331].

We summarize the main results in this section: If superconducting correlations

dominate, ground states analogous to those of Sec. 4.1 occur. The Cooper pair

Rung Mott – Meissner ground state is separated by a finite gap from the rest of

the spectrum. This gap depends on the interchain coupling g like a power law even

when long range repulsive interactions are off. If charge density wave correlations

dominate, as happens when each chain is at half filling, then superfluidity and the

Meissner effect can occur in the spinon sector. To aid throughout the discussion,

Table 4.3 lists the phases encountered in this section, along with the relevant

charge or spin sector, and terms in the Hamiltonian inducing the particular order.

We start with a microscopic tight-binding model of spinful fermions with Hub-

bard interactions on the same ladder lattice of Fig. 4.1.

H = H1 +H2 +H⊥

Hα =
∑
σi

[
−tc†ασ(i)cασ(i+ 1) + H.c.

]
+
∑
i

Uαnα↑(i)nα↓(i)
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Bosonic pairs

Free fermions

Bosonic pairs

fer
mion

s

a) b)

Figure 4.7: Hybrid two-leg ladder system introduced in Ref. [305] with preformed
Cooper pairs in one chain and repulsive fermions in the other chain. Here, we
extend the model by discussing magnetic field effects.

H⊥ =
∑
σi

[
−geia′A⊥i c†1σ(i)c2σ(i) + H.c.

]
. (4.66)

The operator c†ασ(i) creates a fermion of spin σ =↑ or ↓ on chain α = 1 or 2 at

site i, and nασ(i) = c†ασ(i)cασ(i) is the fermion number operator. In Eq. (4.66) we

consider periodic boundary conditions, so the summations run from i = 1 to L

with L+ 1 ≡ 1.

To study the possible phases of this system it is again convenient to use

bosonization. We assume that interchain coupling is small. The basis suitable

for expressing the continuum Hamiltonian consists of field operators ψασ (x) =

cασ(j)/
√
a. In the free particle model, we assume that Fermi momenta kαF , the

coupling g, and the flux per plaquette χ are chosen such that the Fermi surface

contains two points. We approximate the spin s fermion field operator as a sum

over right-moving and left-moving contributions at the two Fermi points,

ψαs (x) = ψα+,s(x) + ψα−,s(x), (4.67)

with s = ±1 denoting the two spin species. Next, it is necessary to introduce

bosonic fields describing charge degrees of freedom, φαρ (x), θαρ (x); and spin degrees

of freedom, φασ(x), θασ (x). Each pair of operators obeys the algebra in Eq. (4.3),

and either one of the ρ fields commutes with the σ fields. The chiral fermion
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operators in Eq. (4.67) are [75]:

ψαr,s(x) =
Uα
r,s√

2πa
eirk

α
F xe
− i√

2
[rφαρ (x)−θαρ (x)+s(rφασ (x)−θασ )] (4.68)

for α = 1, 2, r = ±1. Ur,s are Klein factors enforcing Fermi statistics. For our

purposes it is sufficient to neglect their contribution and replace them by unity.

We have denoted the Fermi momentum in chain α by kαF . The continuum limit

Hamiltonian corresponding to Eq. (4.66) is

H = H1 +H2 +HI
⊥

Hα = Hα
0ρ +Hα

0σ +
Uα

2π2a

∫
dx cos(

√
8φασ). (4.69)

The Hamiltonians Hα
0ρ and Hα

0σ represent Luttinger liquids [see Eq. (4.6)] with

sound velocities and Luttinger parameters given by [75]:

Kα
ρ = 1/

√
1 +

Uαa

πvαF
, Kα

σ = 1/

√
1− Uαa

πvαF
,

vαρ = vαF

√
1 +

Uαa

πvαF
, vασ = vαF

√
1− Uαa

πvαF
. (4.70)

The tunneling term HI
⊥ in Eq. (4.69) is given explicitly in App. D, Eq. (D.1).

The essential property is that HI
⊥ contains terms ∝ exp(iθ1,2

σ ) and is therefore

irrelevant if a spin gap is open in chain 1 or 2 via the sine-Gordon potentials

in Eq. (4.69). Note that since the tunneling term also contains terms ∝ eiθ
α
ρ ,

the development of a charge gap due to umklapp terms would also make the

tunneling term irrelevant. For the moment, let us assume that the fermions are

at half-filling, k1
F + k2

F = π
a
, but that this condition is fulfilled while each chain is

away from half-filling, such that umklapp terms are irrelevant.

The sine-Gordon terms Uα are responsible for opening a spin gap ∆α
σ in chain

α whenever Uα < 0. Let us assume that the interactions in chain 1 are attrac-

tive, such that the associated coupling g1
1⊥ = U1 flows to strong coupling and a
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spin gap ∆1
σ opens. This phase is the Luther–Emery liquid [332]. We moreover

assume that interactions in chain 2 are repulsive, such that there is no spin gap.

Then the effective theory of chain 2 is described by a fixed point Luttinger liquid

Hamiltonian with parameter (K2
σ)∗ = 1. For energy scales under ∆1

σ, interchain

hopping terms HI
⊥ are irrelevant, and the coupling between the chains is given by

terms obtained at second order in perturbation theory. Karyn Le Hur has shown

that superconductivity is induced in chain 2 from the proximity with chain 1 of

preformed pairs [305].

The Hamiltonian at second order in g is (see Appendices D and E)

HII
⊥ = −g

′

a

∫
dx cos

[√
2φ2

σ

] {
cos
[
2(k1

F + k2
F )x− 2φ+

ρ

]
+2 cos

[
2χx− 2θ−ρ

] }
(4.71)

−g
′

a

∫
dx cos

[
2χx− 2θ−ρ

]
cos
[
2(k1

F + k2
F )x− 2φ+

ρ

]
,

where

g′

a
=

2g2

∆1
σ

1

πa
, (4.72)

2χx = a′A⊥↓ + a′A⊥↑, (4.73)

with infinitesimal χ representing the flux per plaquette per spin species.

Note that the first two of the three terms in Eq. (4.71) gap the field φ2
σ, trig-

gering the formation of Cooper pairs in the second chain [305]. We mark the

opening of the superconducting gap in the second chain by SC proximity effect on

Figure 4.6a). The coupling is represented between the blue dashed lines since it

occurs in the σ sector.

The first term of Eq. (4.71) is a spin conserving backscattering term

(ψ1
−r,σ)†ψ2

+r,σ(ψ2
−r,σ)†ψ1

+r,σ + H.c. (4.74)
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It favors a charge density wave. Its scaling dimension is

δ1 =
1

2
+
K1
ρ

2
+
K2
ρ

2
. (4.75)

The second term of Eq. (4.71) corresponds to the tunneling of Cooper pairs

(ψ1
−r,σ)†ψ2

+r,σ(ψ1
+r,−σ)†ψ2

−r,−σe
ia′(A⊥σ+A⊥−σ) + H.c. (4.76)

Due to this term, there is Josephson phase coherence between the Cooper pair

condensates. The scaling dimension associated to this is

δ2 =
1

2
+

1

2K1
ρ

+
1

2K2
ρ

. (4.77)

The third contribution in Eq. (4.71) corresponds to the operator

(ψ1
−r,σ)†ψ2

+r,σ(ψ1
−r,σ′)

†ψ2
+r,σ′e

ia′(A⊥σ+A⊥σ′ ) + H.c. (4.78)

It is a correlated hopping term that is irrelevant without longer ranged repulsive

interactions

δ3 =
1

2

(
K1
ρ +K2

ρ +
1

K1
ρ

+
1

K2
ρ

)
> 2. (4.79)

We will return to this term in Subsec. 4.4.2. It favors the Cooper pair Laughlin

ground state.

4.4.1 Cooper pair Rung Mott – Meissner phase

To realize the Rung Mott – Meissner phase, take U1 < 0 and U2 > 0 on the order

of the bandwidth 4t, such that K1
ρ = 2 and K2

ρ = 1/2. Then δ ≡ δ1 = δ2 = 7/4,

showing that it is possible to achieve an energy scale

∆∗ ∼ ∆1
σ

(
g′a

vF

) 1
2−δ

, (4.80)
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under which Mott insulating behavior and Meissner currents coexist. Note that

the Rung Mott – Meissner gap lies in general below the spin gap in chain 1, i.e.

∆∗ < ∆1
σ. We have let vF be a velocity close to the Fermi velocities of the two

chains. Remark the difference from the bosonic case, Subsec. 4.1.2. The Cooper

pair Rung Mott – Meissner gap has a power law dependence on the tunneling

between chains. We denote this phase by Rung Mott – Meissner between the ρ

sectors of chains 1 and 2 on Figure 4.6a) .

To characterize Rung Mott – Meissner , let us consider the relative charge

current

i[H,− 1

π

√
2∇φ−ρ ] =

d

dt
(n1 − n2)

which splits as before into two components

j⊥ =
4g′

a
〈cos(

√
2φ2

σ)〉 sin(−2χx+ 2θ−ρ ), (4.81)

j‖ = −v1
ρK

1
ρ∇θ1

ρ + v2
ρK

2
ρ∇θ2

ρ = −vF
√

2∇θ−ρ . (4.82)

These operators are the analogues of Eqs. (4.39). For energy scales smaller than

∆∗, they have the following expectation values

〈j⊥〉 = 0, 〈j‖〉 = −
√

2vFχ = −2
√

2atχ. (4.83)

The new factor in the second equation comes from the fact that we are considering

Cooper pairs (hence a
√

2) with magnetic flux χ per spin (hence the 2).

4.4.2 Cooper pair Laughlin phase

The third term in Eq. (4.71) produces a Laughlin state at ν = 1
2

for the Cooper

pairs. It can be made relevant by the addition of an interchain repulsive interac-

tion.

Let us assume that the two chains are identical Kρ = K1
ρ = K2

ρ and vρ = v1
ρ =
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v2
ρ; further we assume that they have attractive interactions and that φ1

σ and φ2
σ

are both gapped.

To make the third term of Eq. (4.71) relevant, it is sufficient to add an inter-

chain interaction

V =
aV⊥
π2

∫
dx(∇φ1

ρ)(∇φ2
ρ). (4.84)

We need to reexpress the Luttinger liquid Hamiltonian describing the density

sector H1
0ρ + H2

0ρ + V = H+
0ρ + H−0ρ. The new Luttinger liquid Hamiltonians are

characterized by parameters

v±ρ K
±
ρ = vρKρ, v

±
ρ /K

±
ρ =

vρ
Kρ

± aV⊥
π
, (4.85)

from which K±ρ = (1 − u ± v⊥)−
1
2 , where u = |U |a/(πvF ) and v⊥ = V⊥a/(πvF )

obey 0 < u, v⊥ < 1. Then the scaling dimension δ3 = (1−u−v⊥)
1
2 +(1−u+v⊥)−

1
2 .

For small u, we find that δ3 < 2 for large enough repulsive interactions V⊥ between

the chains.

By imposing the following constraint on the flux and density,

2(k1
F + k2

F )± 2χ = 0 mod 2π, (4.86)

the effective sine-Gordon Hamiltonian from Eq. (4.71) is

HII
⊥ = −g

′

a

∫
dx cos

[√
2(θ1

ρ − θ2
ρ)±

√
2(φ1

ρ + φ2
ρ)
]
. (4.87)

Upper and lower signs correspond to the constraint in Eq. (4.86). The canonical

transformation

(1/
√

2)Θα
ρ = θαρ ,

√
2Φα

ρ = φαρ (4.88)

performed for each chain α yields the interchain coupling

HII
⊥ = −g

′

a

∫
dx cos

[
Θ1
ρ −Θ2

ρ ± 2(Φ1
ρ + Φ2

ρ)
]
. (4.89)
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Equation (4.89) is formally identical to Eq. (4.32) and describes the Laughlin state

at filling ν = 1
2

for Cooper pairs, which are created by the operator (ψα−r,↑ψ
α
r,↓)
† ∼

eiΘ
α
ρ . The discussion of observables in this phase is analogous to the one in Sub-

sec. 4.1.5.

4.4.3 Dual phase: fermionic Mott insulator with spinon

currents

In this section we present a phase that is in some sense dual to the Rung Mott

– Meissner phase. That state involved inducing superconductivity through the

proximity effect, SC proximity effect , and the development of the Rung Mott –

Meissner state gaps in the density, or “ρ”, sector. The dual to this occurs at half-

filling in each chain k1
F = k2

F = π
2a

, when it is necessary to include the umklapp

terms in Eq. (4.69) ∑
α

Uα
2πa

∫
dx cos(

√
8φαρ ). (4.90)

The resulting phase will be the Rung Mott phase. In this Mott phase, a Spinon

Meissner phase will develop, which we summarize in Figure 4.6b).

To obtain the dual phase, assume that in both chains there are repulsive in-

teractions U ≡ U1 = U2 > 0 and that Kρ = K1
ρ = K2

ρ . Assume in addition that

K1,2
σ = Kσ ≥ 1, which makes terms generating a spin gap in (4.69) irrelevant. For

this, it is necessary that the repulsion U be on the order of the bandwidth. The

Mott gap has the asymptotic power law form,

∆ρ ∼
vF
a

(
Ua

vF

)1/(2−2Kρ)

. (4.91)

Then the tunneling term HI
⊥ is irrelevant, and we can proceed to obtain a Hamil-

tonian at second order in perturbation theory. The derivation of this Hamiltonian

can be found in App. D. We obtain

HII
⊥ = −g

′

a

∫
dx cos

(
2θ−σ − 2χσx

)
〈cos(

√
2φ1

ρ) cos(
√

2φ2
ρ)〉.

119



(4.92)

The expectation value is order 1 for energy scales under ∆ρ. We introduced

g′

a
= 4

g2

∆ρ

1

πa
, (4.93)

2χσx = −a′A⊥↓ + a′A⊥↑. (4.94)

For the second equation, we require that the two spin species have different charges

with respect to the gauge field. This results in a flux coupling to spin, denoted

χσ.

It is now easy to see that a spinon Meissner phase can arise. Under the Mott

gap, the effective scaling dimension of Eq. (4.92), which represents a Josephson

term for the spinon phase, is 1/Kσ. As before, we consider the low χσ limit, so

the oscillatory argument of the sine-Gordon term can be neglected in the renor-

malization group flow equations. Therefore we introduce a new energy scale

∆ ∼ ∆ρ

(
g′a

vF

) 1

2− 1
Kσ . (4.95)

This energy scale is under the Mott gap and characterizes the onset of spinon

Josephson phase pinning. In analogy to the situation studied before, Meissner

spinon currents are allowed in this phase

〈jσ⊥〉 = 0, 〈jσ‖ 〉 = −2
√

2atχσ, (4.96)

as obtained from the time derivative of the relative spin density − 1
π
∇φ−σ (x). The

√
2 comes from the definition of the spinon field (ψα)†r,↑ψ

α
−r,↓ ∼ e−i2rkF xe−i

√
2θασ ,

and the factor of 2 comes from (4.94).
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4.5 Experimental realizations

In this section we propose experimental realizations of Eq. (4.1) with ultracold

atoms in optical lattices (Subsec. 4.5.1) and with quantum circuits (Subsec. 4.5.2).

4.5.1 Ultracold atom implementation

Ladder implementation

Several aspects related to our model have been proven experimentally. The

Abrikosov vortex lattice was observed in rotating traps [333, 334]. The Joseph-

son effect was demonstrated with spatially separated Bose-Einstein condensates

[335, 336]. A recent experiment [78] demonstrates the Meissner effect in a ladder

optical lattice of about 40 rungs filled with approximately 5×104 87Rb atoms. For

the purposes of this subsection, we will use the notation of Ref. [78] and define

hopping matrix elements Jx and Jy. The square lattice is defined by translation

vectors dx,y. The tunneling along the x direction can be suppressed by means

of an inhomogenous electric field inducing a tilt ∆tilt � Jx between neighbor-

ing minima of the optical lattice. The tunneling can be restored resonantly by a

pair of far-detuned Raman running-wave beams (k1,Ω1) and (k2,Ω2). The fre-

quency detuning ω = |Ω1 − Ω2| is matched to the tilt ∆tilt. This driving scheme

gives a spatially modulated and time-dependent potential energy at every site,

Vm,n = V 0
K cos2 [q · (mdx + ndy)/2 + ωt/2]. Then the wavevector q = k1 − k2

induces a phase Φm,n = q · (mdx+ndy) for hops from site (m,n) to site (m+ 1, n)

(see also Ref. [337]). The effective Hamiltonian is

H = −
∑
m,n

(
KeiΦm,na†m+1,nam,n + Ja†m,n+1am,n

)
. (4.97)

For large tilts ∆tilt � V 0
K , the renormalized hopping strengths areK = JxV

0
K/(2

√
2∆tilt),

and J ≈ Jy. The experiment for the realization of the Meissner effect in a lad-

der started with a finite value of the flux and increased the coupling between the
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wires J [g in the notation of our Eq. (4.1)] in order to obtain a Meissner phase.

Decreasing J allowed a transition into a vortex phase below some critical rung

hopping matrix element J c.

In the experiment of Ref. [78] one can, in principle, control the lattice filling

such that on average an odd number of bosons per rung is achieved. The charge

gap of the Mott insulator can be probed by implementing an additional tilt of

the ladder lattice in the x direction. That is, ∆+ can be determined from the

particle-hole excitation probability in the total density sector under the tilt, as

exemplified in the classic experiment by Greiner et al [237].

Alternative implementation: Spin-orbit coupling of hyperfine states

Let us briefly discuss an alternative implementation in the setup of Ref. [38]. It is

possible to formally map the chains 1 and 2 into two internal degrees of freedom of

atoms in a single one-dimensional optical lattice. Coherent transport and splitting

of atomic wavepackets for different Zeeman states has been demonstrated [338].

As a concrete example, for 87Rb atoms, the Zeeman states with opposite magnetic

moments |1〉 = |F = 1,mF = −1〉 and |2〉 = |F = 2,mF = −1〉 experience oppo-

site Peierls phases in the presence of laser assisted tunneling [38]. This amounts

to a spin-orbit coupling term for the spinor Bose gas in one dimension.

The Josephson term couples the two Zeeman states, taking the form

− g|1〉i〈2|i − g|2〉i〈1|i

for an atom at site i. The Peierls phase corresponds to the transport of an atom

from site i to site i + 1, −teiaAαi,i+1|α〉i〈α|i+1 + H.c., where α = 1, 2 and A1
i,i+1 =

−A2
i,i+1. Importantly, the odd integer filling condition (4.25) becomes a simple

condition on the parity of the atom number at each site:

〈
|1〉i〈1|i + |2〉i〈2|i

〉
≡ 1 mod 2. (4.98)
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Figure 4.8: Two-leg ladder as quantum circuit, with Josephson junction compo-
nents on the rungs.

The odd–integer filled Rung Mott state can then be probed since atom number par-

ity can be imaged with current technology [339, 340]. The Rung Mott – Meissner

state can be obtained by preparing an odd filling Mott insulator, then tuning the

population of |1〉 versus |2〉 by the application of microwave fields and a magnetic

field to realize a Landau Zener sweep [38].

The Laughlin phase becomes possible for a finite value of V⊥ > 0. Interactions

between distinct spin species [341] can be tuned by magnetic Feshbach resonances

[342], which is a possible pathway towards stabilizing the Laughlin phase. In the

Laughlin phase, a lattice tilt would yield spin flip current.

More generally, long ranged repulsion between next-neighbor atoms can be

achieved with the dipole-dipole interactions of Rydberg atoms [343, 344, 345].

Dipolar molecule interactions can be used as well [346, 347]. We have argued

previously that free fermions interacting repulsively with the bosons give rise to

effective repulsive interactions between the bosons [69].

4.5.2 Quantum circuit implementation

It has long been known that the Meissner and the Vortex phase can be realized in

Josephson junction arrays [253, 348, 349]. When the Josephson coupling energy is

comparable to the capacitive charging energy of the superconducting islands, such

systems present a magnetic field tuned superconductor – insulator transition [350,
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Figure 4.9: Setup that allows threading of Aharonov Bohm flux, denoted Φ,
through the ladder.

351]. At small Josephson energy, the dynamics of the system is described in terms

of charges, whereas the large Josephson energy limit gives way to a description in

terms of vortices. The field tuned superconductor–insulator transition is a vortex

delocalization transition, proposed by Fisher [352]. Moreover, quantum Hall states

have been theoretically predicted for Josephson junction arrays: quantum Hall

phases of vortices stabilized by inherent long ranged interactions [353, 354]; and,

directly relevant to our discussion, a fractional quantum Hall state at ν = 1
2

was

predicted in Josephson arrays by Odintsov and Nazarov [355].

We propose here a quantum circuit [261, 262] realization of the Hamiltonian

in Eq. (4.1). In this circuit, the various energy scales are tuned to agree with the

effective continuum theory (4.5). We associate to the capacitive, inductive and

Josephson junction circuit components energy scales

EC =
e2

2C
, EJ =

Ic
φ0

, EL =
φ2

0

L
. (4.99)

Here φ0 = ~/(2e) is the reduced flux quantum. The critical current Ic of the

Josephson junction is in the nA-µA range. Typical capacitances C are in the fF

to pF range. Inductances L can be in the nH range.

To define the quantum circuit Hamiltonian, we define node fluxes [261] θ1,2
i

on the circuit in Figure 4.8. Josephson junctions connecting the chains 1 and 2
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correspond to cosine terms in the circuit Hamiltonian

−
L∑
i=1

E12
J cos(θ1

i − θ2
i + a′A⊥i). (4.100)

In addition to this, the mutual capacitance C12 between the chains leads to a

charging term
L∑
i=1

E12
C (n1i − n0

1i)(n2i − n0
2i). (4.101)

The offset charges on each superconducting island are denoted n0
αi.

We turn now to terms corresponding to individual chains. There is a charging

energy at the ith site in chain α due to the capacitive coupling Cα

L∑
i=1

Eα
C(nαi − n0

αi)
2. (4.102)

Additionally, we have assumed that the Josephson energy associated with a junc-

tion between sites i and i+ 1 is large compared to the charging energy Eα
J � Eα

C .

Then Josephson terms in each chain are replaced by inductive contributions

L−1∑
i=1

Eα
J

2

(
θαi − θαi+1 + aAαi,i+1

)2
. (4.103)

The Hamiltonian is the sum of Eqs. (4.100, 4.101, 4.102, 4.103). We now

estimate the involved energy scales. The chain Josephson energy scales must be set

large E1,2
J /h ≈ 10 GHz, compared to charging energy E1,2

C /h ≈ E12
J /h ≈ 2 GHz.

These values are commonly achieved in experiments [356, 357]. Note that typical

temperatures are 20 mK corresponding to frequencies of 0.4 GHz. This is well

below the superconducting gap of aluminum, about 2 K. Returning to the notation

of the original Hamiltonian in Eq. (4.1),

t ∼ Eα
J , U = Eα

C , g = E12
J , V⊥ = E12

C . (4.104)

The Luttinger parameter in each chain is very large if Eα
C is negligible and the
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Tonks limit would be achieved in a limit where the intra-chain charging energy

would formally become infinite.

One shared characteristic of Josephson junction array experiments is the pres-

ence of offset charge noise [262], which becomes difficult to control over large arrays

[351]. Control of offset charge is crucial for the realization of the Rung Mott phase.

Offset charges can in principle be tuned by voltage terms −V α
i (2e)nαi. With the

aid of these terms and tuning the mutual capacitance C12, it is possible to achieve

a stable state with an odd number of Cooper pairs on each rung. This was shown

in the context of a pair of superconducting islands [357, 358]. While control of

offset charge over a large array is hard experimentally, signatures of the phases

proposed here should in principle appear in arrays of several junctions. The charge

gap ∆+ can be probed by showing the absence of current when flux is threaded

through the cylinder of the ladder, as argued in Sec. 4.2.4. Experimentally this is

achieved by threading flux through two large external loops that wrap around the

cylinder (Figure 4.9). In the Laughlin phase, current through the rungs should be

observed while adiabatically threading AB flux through the ladder.

4.6 Two-dimensional generalizations

In this section we generalize the 2-chain ladder models of Sec. 4.1 to N -leg ladders.

We find that the Rung Mott – Meissner phase cannot be stable for N > 2 if we

keep the same average filling per chain n0 = 1
2a

. However, regardless of filling,

Josephson phase pinning terms are present and allow us to generalize the Meissner

phase in N -leg ladders. This is detailed in Sec. 4.6.1. We find that the Rung Mott

– Meissner can be actually stabilized if the ladder has (N − 1) bosons per unit

cell. In this case, a Mott phase can be stabilized on the inner chains of the ladder,

whereas Rung Mott – Meissner occurs on the outer chains. This is presented in

Sec. 4.6.2. Finally, we dedicate Subsec. 4.6.4 to two-dimensional generalizations

which involve bilayers formed by juxtaposing ladders.
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Figure 4.10: Planar array of N chains obeying Eq. (4.105). In the strong coupling
phase, only edge bonds in chains 1 and N carry nonvanishing current.

Figure 4.11: Three leg ladder construction for the Rung Mott – Meissner state.
There is Mott insulator of average filling n2

0 = 1/a on wire 2. The Josephson
coupling between chains 1 and 3 appears at second order in perturbation theory.

4.6.1 N-chain construction for the Meissner phase

Consider N identical bosonic chains (Figure 4.10) described by Luttinger liquid

Hamiltonians as in Eq. (4.6,4.7): the fields corresponding to the J th chain are

θJ(x) and φJ(x). Their commutation relation is [φJ(x), θJ
′
(x′)] = iπ

2
δJJ ′Sign(x′ −

x). Under the assumptions of Subsec. 4.1.2 for density and flux, we obtain the

following coupling Hamiltonian

H2D
⊥ =

N−1∑
J=1

HJ,J+1
⊥

HJ,J+1
⊥ = −g

a

∫
dx cos(θJ+1 − θJ − χx)×(

1 + 2 cos
[
2(φJ + φJ+1)

])
. (4.105)
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Under the energy scale ∆− of Eq. (4.21), the phase fields θJ+1 − θJ are pinned to

the classical value 〈θJ+1 − θJ〉 = −χx. The following Meissner currents result

j⊥ = 0,

jJ‖ = 0, J = 2, ..., N − 1

j1
‖ − jN‖ = −(N − 1)atχ. (4.106)

Concerning the possibility of a Mott transition, the N − 1 fields φ1 + φ2, ...,

φN−1+φN cannot be pinned, since they are not independent from the fields θ1−θ2,

..., θN−1 − θN . This is because there is a nonzero commutation relation:

[φJ(x) + φJ+1(x), θJ(x′)− θJ−1(x′)] = [φJ(x), θJ(x′)]

= i
π

2
Sign(x′ − x).

The field φρ = 1√
N

∑N
j=1 φ

j describing fluctuations of the total density remains

gapless, leading to a power law density–density correlation function. In conclusion,

the N -leg ladder leads to a Meissner effect with vanishing bulk current expectation

values. The Mott phase is unstable for N > 2. The Mott phase described by a

finite correlation length discussed for N = 2 is replaced by algebraic density–

density correlation functions for N ≥ 3.

If the flux and density are changed to satisfy ν = 1
2

filling, the coupled chain

construction of the bosonic Laughlin state is obtained. For N ≥ 3, it is possible to

form a closed loop contained entirely in the bulk, at each point on the loop having

one vertical bond (rung). Fractional statistics are manifest in the phase acquired

by bulk quasiparticles around such a closed loop [271].
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4.6.2 3-leg construction for the boson Mott insulator with

Meissner current

Let us return to the possibility of realizing the Rung Mott – Meissner phase in

an N -leg ladder. In order to achieve this phase, the densities need to be changed

from half-filling. In the simplest instance, it is possible to realize a Mott insulator

with Meissner current at the edges in a 3-leg ladder (see Fig. 4.11). Consider

the Hamiltonian of Eq. (4.1), with α = 1, 2, 3 denoting the three chains. Let

n2
0 = 1

a
= n1

0 + n3
0. Then the bosonized form of the chain number 2 is:

H2 =
v2

2π

∫
dx

[
K2(∇θ2)2 +

1

K2
(∇φ2)2

]
+
U2

a

∫
dx cos

(
2φ2
)
. (4.107)

Assuming K2 < 2 and U2 > U1,3, the middle chain undergoes a Mott transition

characterized by the energy scale

∆(2) ∼ v2

a

(
aU2

v2

) 1
2−K2

. (4.108)

The Josephson coupling terms are analogous to Eq. (4.19). For T < ∆(2), where

θ2 is disordered, the effective Josephson coupling between chains 1 and 3 appears

at order g2

∆(2) :

HSG = − 4g2

a∆(2)

∫
dx cos(−θ1 + θ2 + χx) cos(−θ2 + θ3 + χx)× (4.109)[

1 + 2 cos
(
2πn1

0x− 2φ1
)] [

1 + 2 cos
(
2πn3

0x− 2φ3
)]

= − 2g2

a∆(2)

∫
dx cos(−θ1 + θ3 + 2χx)

[
1 + 2 cos

(
2φ1 + 2φ3

)]
+ ...(4.110)

The ellipsis contains a term proportional to cos(−θ1 − θ3 + 2θ2), which is less

relevant. The remaining contribution is identical to Eq. (4.19), provided that

the following changes are made: field φ2 becomes φ3, θ2 → θ3, and χ → 2χ.

The transport observables are obtained from Subsec. 4.1.2 with the substitutions
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described in this paragraph.

The description of the phase for temperatures below ∆(2) is analogous to that

of the two chain ladder with double the flux, and a suppressed Josephson coupling

∝ g2/∆(2). The Josephson phase pinning gap ∆− is modified to account for the

fact that the renormalization group flow begins at the Mott energy scale of the

middle chain, ∆(2):

∆− = ∆(2)

(
g2

∆(2)

a

v

)(2− 1
2K− )

−1

, (4.111)

with K− as given in Subsec. 4.1.2 in Eq. (4.8). From here, ∆+ is obtained via

Eq. (4.27). Then we expect the following hierarchy

∆+ < ∆− < ∆(2). (4.112)

The large Mott gap in the middle chain, ∆(2), implies that an added particle will

go to one of the outer chains 1 or 3. This causes the Rung Mott phase to transition

to the Rung superfluid phase. Therefore doping leads to the phase Rung superfluid

– Meissner , along with a Mott insulator at unit filling in chain 2. This situation

is reminiscent of the d–Mott phase of spinful fermion ladders, where a hierarchy

of gaps leads to similar behavior [359, 360, 361].

The presence of the unit filled Mott insulating chain 2 induces Josephson cou-

pling between chains 1 and 3 at order g2/∆(2). To generalize, assume that the

ladder consisted of N + 2 chains, N of which were at unit filling in a Mott phase,

making up the bulk. The Josephson term between chains 1 and N + 2 would

appear at order gN+1/(∆(2))N in perturbation theory. This is the exponential

suppression of the tunneling term between the edge chains 1 and N + 2 due to the

insulating bulk.
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Figure 4.12: The couplings responsible for the two–dimensional Rung Mott –
Spinon Meissner state, obtained from Eq. (4.113)

4.6.3 2D construction for fermionic Mott insulator with

spinon currents

The coupling Hamiltonian of Eq. (4.92) can be generalized to N identical chains

[see Fig. 4.12]

H2D
⊥ =

∑
J

HJ,J+1
⊥ (4.113)

HJ,J+1
⊥ = −g

′

a

∫
dx cos

(√
2φJρ

)
cos
(√

2φJ+1
ρ

)
×

cos
[
−2χσx+

√
2(θJσ − θJ+1

σ )
]
.

Here 1 ≤ J ≤ N − 1, and HJ,J+1
⊥ is the same as HII

⊥ of Eq. (4.92) only for fields

corresponding to chains J and J+1 instead of 1 and 2. The scaling dimension of the

sine-Gordon operator is the one calculated in Subsec. 4.4.3. Assuming that only

the field φ1
ρ is pinned to its classical value, the sine-Gordon terms pin the density

fields φJρ , for all remaining chains J ≥ 2, inducing a Mott transition in each chain.

In addition, terms dependent on the spinon field phase differences θJσ − θJ+1
σ cause

a Meissner effect. Current vanishes on all “bulk” chains 2 ≤ J ≤ N − 1 and on all

vertical bonds (between chains 1 and 2,..., N − 1 and N). The Meissner current

at the edge is 〈jσN − jσ1 〉 = −2
√

2(N − 1)atχσ, as found in Sec. 4.4.3 for N = 2.
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Figure 4.13: Bilayer formed by an array of Nl two leg ladders. The χ flux [see
Eq. (4.19)] is produced by a magnetic field in the z direction (thin red arrows).
A magnetic field in the x direction (thick blue arrows) has flux χx through the
vertical square plaquettes lying parallel to the yz plane.

4.6.4 Coupled planes

It is possible to generalize the models of Sections 4.1 and 4.4 by Josephson cou-

pling more ladders to form bilayers. In the bilayer geometry, different magnetic

field orientations highlight the Meissner effect. The two–dimensional extension of

the Rung Mott – Meissner state is a stack of ladders in the Rung Mott – Meiss-

ner phase; nonetheless, the ground state has spinon superfluidity and Meissner

currents between any two consecutive ladders. The two-dimensional extension of

Laughlin is a stack of ladders in the Laughlin state; however, a nontrivial feature

of the bilayer ground state is that the charge fluctuations of the ladders are pinned

to each other.

We start with an array of two chain ladders such that the α = 1, 2 wire of the

I th ladder lies in the αth plane of the bilayer (Figure 4.13). Let the fields in the I th

ladder be θ1I , φ1I , θ2I , φ2I . We replace θ1,2, φ1,2 by these fields in Eqs. (4.5)-(4.7)

and (4.19) (Rung Mott – Meissner ) or (4.32) (Laughlin ) to obtain the Hamilto-

nian for the I th ladder. In addition, we assume that the Luttinger parameter K

and the velocity of excitations v are independent of the ladder index I.

Let us assume that hopping terms across ladders, which are characterized by

the hopping strength g2D along the z direction, contain a Peierls phase aAαI,I+1.

This is given by a magnetic field parallel to the x direction in Figure 4.13. We
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will pick a gauge such that the inter–ladder coupling is

H2D = −g2D

a

∑
α=1,2

Nl−1∑
I=1

∫
dx cos(θαI − θα,I+1 − aAαI,I+1), (4.114)

where Nl is the number of ladders forming the planar bilayer. Equation (4.114)

is the Josephson coupling within each layer of our bilayer. The flux through a

plaquette parallel to the yz plane is

χx = −aA1
I,I+1 + aA2

I,I+1. (4.115)

To study the relevance of the hopping term in Eq. (4.114), we rewrite the sum

over α in terms of θ−,I and θ+,I

H2D = −2
g2D

a

Nl−1∑
I=1

∫
dx cos

(
θ−,I − θ−,I+1

√
2

+
χx
2

)
(4.116)

× cos

(
θ+,I − θ+,I+1

√
2

−
aA1

I,I+1 + aAI,I+1

2

)
.

Phase locking in an array of ladders

If the identical ladders are either in the Rung Mott – Meissner state or in the

Laughlin state, the term (4.116) is irrelevant due to the second cosine factor of

the integrand. We can check this by inspecting the ordered fields in either of the

two phases [described by (4.26) or (4.32)], and using the fact that [φ+,I , θ+,I ] 6= 0.

Nonetheless a contribution at second order in perturbation theory is relevant (see

App. E). To derive this contribution we need to determine the relevant energy gap

that determines the correlation length. This gap is ∆+ for Rung Mott – Meissner

[see Eq. (4.27)] or ∆ for Laughlin [see Eq. (4.33)]. For generality we denote the

gap by ∆ladder. Unless mentioned otherwise, the results below hold regardless of

the phase of the individual ladders.
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The effective Hamiltonian at second order in perturbation theory in g2D is:

H2D = − g2
2D

a∆ladder

∫
dx cos(

√
2θ−,I −

√
2θ−,I+1 + χx). (4.117)

We have obtained a planar Meissner phase formally equivalent to the one pro-

duced by the Josephson term in Eq. (4.105). Note however that the bosons have

been replaced by (pseudo-)spinons b†2Ib1I ∝ e−i
√

2θ−,I . The spinon corresponds to

interwire hopping inside the I th ladder. The oscillatory argument of the cosine

[χx in Eq. (4.105)] is absent in Eq. (4.117). Therefore, the spinon Hamiltonian

has no effective magnetic field. With this, the phase pinning condition Eq. (4.117)

implies that

〈θ−,I〉 = 〈θ−,I+1〉 − 1√
2
χx. (4.118)

Using Eq. (4.39) for current operators in the I th ladder, we obtain

jI‖ = j1,I
‖ − j

2,I
‖ = −v−K−

√
2∇θ−,I . (4.119)

Then, using Eq. (4.118), we find that expectation values of currents in adjacent

ladders obey

〈jI‖〉 = 〈jI+1
‖ 〉. (4.120)

The current flows are pinned to each other.

Drag effects in bilayer geometry

We obtain here a Hamiltonian that manifests drag between Luttinger liquids [362,

363, 364] due to the Josephson coupling in Eq. (4.114). Start with many ladders

coupled with Eq. (4.114). Assume that there are Laughlin terms of the form (4.32)

in each ladder:

− 2gn0

∫
dx cos

[
−(θI1 − θI2) +m(φI1 + φI2)

]
. (4.121)
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Assume, as opposed to the previous subsection, that the intralayer coupling Eq. (4.114)

is the most relevant term. Eq. (4.114) realizes the phase pinning

〈θαI − θα,I+1〉 − aAαI,I+1 = 0, α = 1, 2. (4.122)

Then the Laughlin terms (4.121) are irrelevant at first order in perturbation theory

but give a contribution at second order:

− cos(−m
√

2φ+,I +m
√

2φ+,I+1). (4.123)

This term could have interesting consequences for transport. For example, this

is the form studied in the context of Coulomb drag between two (electron-like)

Luttinger liquids [Eq. (4) of Ref. [362]]. In that case, drag resistivity is defined

as ρI,I+1,d = −V I+1

jIL
, where ladder I is the active channel, where a drive current

is applied, and ladder I + 1 is the passive channel (not connected to any reser-

voirs) where a voltage V I+1 is measured. The results known from that problem

[362, 363, 365, 364] can be used here to describe the response at finite temper-

ature. Importantly, in our setup, the drag is not necessarily brought about by

Coulomb interactions between the ladders, but by the intralayer Josephson cou-

pling Eq. (4.105). Note that drag responses have been recently measured in pairs

of quantum wires separated by a small barrier [366]. There has been as well recent

work on topologically ordered states of bosons in bilayers [367, 368].

4.7 Conclusions

To conclude, we have presented tight-binding models of bosons and fermions on

quasi one-dimensional lattices whose ground states are incompressible states with

correlations illustrating chiral order. In particular, we have shown that a Mott

insulating phase with pseudospin Meissner effect [69] can be observed in current

experiments with ultracold atoms and Josephson junction arrays, and provided
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concrete experimental proposals for both setups. Moreover, we have argued that

in the presence of repulsive interactions this phase will transition into a low di-

mensional precursor of the Laughlin state, and enumerated observables that can

be used to detect this transition. The model presented here is not restricted to

bosons, and we have argued that a larger variety of phases can be obtained in a

spinful fermion ladder at or near half-filling. Finally, we have derived extensions

of the phases found on the ladder to two-dimensional lattices, either single-layered

or bilayers. The phase diagram that was presented here should be robust to small

amounts of disorder [74, 75, 369, 370, 371, 372].

We remark that a recent proposal appeared for the realization of the infinitely

thin cylinder limit of the Laughlin state [373], with the same filling factor but

periodic boundary conditions in the y direction. Refs. [254, 255] contain an

extensive DMRG treatment complemented by bosonization which yields the phase

diagram as a function of boson filling factor, on-site interaction U and flux; where

regimes coincide, our results agree. Connections between our results and phases

obtained from the interplay of band topology and Mott physics, such as topological

insulators with Hubbard interactions [182, 183], topological Mott insulators [184],

or chiral d+ id superconductors formed upon doping a Mott state, [233, 374, 235]

will be explored in future work.
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Chapter 5

Conclusions and Outlook

In this thesis we have explored tight–binding Hamiltonians which host topological

phases. In Part I, we have dealt with two–dimensional lattice models. Start-

ing with topological bandstructures, we explored the effects of band topology on

the correlated many–body ground states arising from the interplay of strong in-

teractions (the Bose–Hubbard model) and the kinetic energy. We have shown

that topological properties at the single–particle level find their way in the many–

body physics: The quasiparticles of a Mott insulator, at strong repulsive Hubbard

interactions [Chapter 3], or Bogoliubov quasiparticles in a superfluid, at weak

interactions [Chapter 2], inherit the topology of the underlying Chern insulator

bandstructure. Since such quasiparticles are expected to have a long lifetime,

we predict that their topologically protected edge modes or bulk bands can be

probed in current experiments. Moreover, we have encountered a situation where

the kinetic terms are frustrated, which leads to novel superfluid states that break

a discrete symmetry, such as the chiral superfluid. The unit filling plaquette Mott

insulator of Ch. 3 is an example of a nontrivial Mott phase with quantum entan-

glement brought about by local current loops.

We should like to enumerate some questions that follow naturally from Part I.

1. It is now known that topologically ordered states, such as the fractional Chern

insulators [27, 28, 29, 30, 31], are realizable when the bandstructure is altered
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such that a topological band is flat enough compared to the band gap to enhance

the effects of interactions. While engineering a flat band with nonzero Chern

number remains a daunting task, an alternate route to the fractional quantum

Hall effect can be achieved in synthetic dimensions, such as the internal degrees of

freedom (for example, distinct Zeeman states playing the role of distinct sites in the

synthetic direction) of atoms trapped in one dimensional real space lattices [375,

376, 236, 377], where boundary conditions, magnetic fields, the range of hopping

terms and interactions are tunable. 2. symmetry protected topological phases

in 2D, such as the boson topological insulator, have a field–theoretic description

[378], but the construction of microscopic Hamiltonians supporting such a phase

is still an open problem (for a recent proposal, see Ref. [239]). 3. inspired by Mott

insulating phases with some minimal amount of entanglement, we may wonder

what other kinds of Mott insulators may exist in two–dimensional lattices. An

intriguing phase is that of a fractionally filled, singly degenerate, insulating ground

state, a featureless bosonic Mott insulator (proposed for the Kagomé lattice at 1/3

filling [379] and honeycomb lattices at half–filling [380]), which is neither described

by a broken symmetry nor by topological order.

In Part II, we have shifted focus toward quasi one–dimensional systems. There

is a rich classification of symmetry protected topological phases in one dimension

[381, 382, 244], including the ground states of models such as the Su–Schrieffer–

Heeger model for polyacetylene [383], the Haldane spin 1 chain [240], or the

Affleck–Kennedy–Lieb–Tasaki model [241]. We have looked at quasi one di-

mensional systems, such as ladders, whose advantage is that they often allow

us to make inferences about the properties of the thermodynamic limit of two–

dimensional systems [359, 256, 271], while at the same time being amenable to

exact treatment, numerically through density matrix renormalization group meth-

ods [76, 77] and analytically via bosonization [75]. Looking at ladders in a uni-

form magnetic field, which have been realized in a variety of current experiments

[79, 78, 377], we have uncovered rich phase diagrams of Mott insulators with
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chiral currents, as well as low–dimensional precursors of Laughlin’s state for the

ν = 1/m fractional quantum Hall effect, which in this one–dimensional limit turn

out to be topological phases protected by inversion symmetry [373]. In view of

current experimental progress, we have proposed a series of local observables that

discriminate between the “topological” and non-“topological” states of quantum

ladders.

A number of pending questions remain on the topics of Part II: 1. the study

of the phase diagram can be carried out in an exact fashion using numerical tech-

niques, from which the energy scales required for the experimental realization can

be extracted. 2. It is known that topological order does not survive in one di-

mension [244], and that the topologically degenerate Laughlin state reduces to a

charge density wave in when the bulk of the sample becomes thin [384, 385]. The

determination of the minimal size of the bulk for which the fractional quantum

Hall state still survives is also a problem amenable to numerical treatment. 3.

For such one–dimensional topological phases, what are the order parameters that

distinguish them from nontopological states (for some proposals, see Ref. [386]),

and to what extent are local observables sufficient (apart from our recent propos-

als in [71], see Ref. [387])? We would like to end with one last wrinkle to the

variety of questions on topological phases. Topological classifications go beyond

the band theory of solids, or of two–dimensional correlated gases. In a recent ex-

periment Roushan et al. [120] have observed a topological transition by mapping

the Brillouin zone of a Chern insulator [12] to the parameter space of single qubit

system, and went on to explore two–qubit systems and their interaction induced

topological transitions. This experiment offers a glimpse into the exciting world

of topological phases in controllable quantum systems with a small number of

degrees of freedom.
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Appendix A

Realization of a synthetic gauge

field

We discuss here how to simulate the effect of a magnetic field in a system of

neutral particles. Such artificial magnetic fields, including frustrated or staggered

configurations, have been actively studied in recent years. In what follows, we

follow the line of thought of Kolovsky [337]. The method relies on adjusting the

potential terms individually for each site in the trapping optical lattice of the cold

atom system. In cQED systems, this is equivalent to adjusting the frequency of

each resonator individually and time–dependently, which has become experimen-

tally possible [159, 388, 389, 390]. The authors of Ref. [159] have already proposed

a means of realizing a synthetic gauge field in a square lattice array of coupled

photonic cavities.

A.1 Magnetic field from lattice modulation

Consider the time-dependent Hamiltonian

Hτ = H +
∑
m

[~ω + ~ω0 cos (Ωτ +m2θ)m1] a†mam. (A.1)
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We construct the solution to the Schrödinger equation as follows. If the hop-

ping is suppressed, |t| = 0, then the following function solves the time-dependent

Schrödinger equation:

|ψ〉 =
∑
m

eiφm |m〉,

φm(τ) = −ωτ − ω0

Ω
sin (Ωτ + θm2)m1. (A.2)

The solution for |t| 6= 0 is constructed from this as

|ψ〉 =
∑
m

dme
iφm |m〉, (A.3)

where the dm must now obey the following differential equation

i~ḋm =
∑

n

tm,ne
i(φm−φn)dn. (A.4)

In this last equation, the tm,n is the tight-binding hopping integral, which takes

the value |t|e±iφ for nearest-neighbors and zero otherwise, and φm are the phases

computed in Eq. (A.2). The perturbation has induced a time-dependent phase

factor ei(φm−φn) which we will now simplify by keeping only those parts that oscil-

late very slowly (rotating wave approximation). We use the following expansion

[166]

eiz sinα =
+∞∑
l=−∞

eilαJl(z), (A.5)

where Jl(z) are the Bessel functions of the first kind. Upon inspection of the

expansion in Eq. (A.5) and of the phase φm in Eq. (A.2) we find that, in gen-

eral, one must have the driving frequency Ω be an integer multiple of the on–site

frequency ω, i.e. lω, in order to obtain at least one time-independent term in the

expansion. The largest contribution is obtained if we take Ω = ω. We obtain the
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following effective changes to the hopping amplitudes

bond ‖ ∆̂1 : |t|e−iφ → |t|e−iφ · J−1

(ω0

Ω

)
e−im2θ,

bond ‖ ∆̂2 : |t|e−iφ → |t|e−iφ,

bond ‖
(
∆̂2 − ∆̂1

)
: |t|e−iφ → |t|e−iφ ·

[
J−1

(ω0

Ω
(m1 + 1)

)
e−iθm2 +

J−1

(
−ω0

Ω
m1

)
e−iθ(m2+1)

]
.

(A.6)

The ratio ω0

Ω
provides an additional experimental parameter to tune the hopping

strength via the Bessel functions of the first kind J−1.

The time–dependent perturbation induces spatially dependent phases and a

dressing of the hopping integral |t|. These spatially dependent phases mimic the

phases that would be produced by a gauge field in the minimal substitution. The

fact that an additional phase is acquired along oblique bonds parallel to ∆̂2− ∆̂1

implies that at the level of each unit cell the phases will correspond to a field

that is non–uniform across the unit cell. However, the total phase acquired by a

photon traversing around a parallelogram unit cell of area |∆1×∆2|, see Fig. 2.1,

is going to be a constant equal to f = 2θ. Since the uniformity of the field at the

level of the unit cell can be recovered by a gauge transformation, we perform all

of our calculations (App. A.2) for a uniform field.

A.2 Spectrum in a magnetic field

In this appendix we show the detailed calculations for the spectrum of the Kagomé

system placed in a uniform magnetic field B. The phase acquired by a particle

along an elementary parallelogram unit cell of the Kagomé lattice (see Fig. 2.1) is

f ≡ |B|a2
√

3
2
≡ 8πf ≡

√
3ba, where f is dimensionless, and b has units of inverse

length. The phase acquired by a photon around the unit cell is eight times the

phase acquired on a counter-clockwise loop around a triangular plaquette. Let us
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for simplicity pick the following gauge field in the Landau gauge, A = (−|B|y, 0),

where the two components are cartesian. Due to the presence of a magnetic field,

the Hamiltonian will couple ky to ky± b
2

and to ky± b. Without loss of generality,

we take ~ω = 0. The Hamiltonian reads

H = |t|eiφ
∑

k

eik.∆1a†Akx,kyaBkx,ky+b + a†Akx,kyaBkx,ky−b

+ei
f
16

(
e−ik.∆2a†C,kx,kyaB,kx,ky+ b

2
+ a†C,kx,kyaB,kx,ky− b2

)
+e−i

f
16

(
e−ik.(∆1−∆2)−i ba

√
3

8 a†A,kx,kyaC,kx,ky+ b
2

+ei
ba
√
3

8 a†A,kx,kyaC,kx,ky− b2

)
+ H.c. (A.7)

For rational values of f = p
q
, where p, q are relatively prime integers, one can reduce

the Brillouin zone from the original
[
0, 2π

a

]
×
[
0, 4π

a
√

3

]
to the magnetic Brillouin

zone
[
0, 2π

qa

]
×
[
0, 4π

a
√

3

]
. The couplings between different momenta disappear and

we have replaced the original problem with that of a periodic one–dimensional

chain of 3q sites. Let us take a generic wavefunction to be

|ψ〉 =

q−1∑
n=0,α=A,B,C

ψαna
†
αkx,k0y+n b

2

|0〉, (A.8)

where a†
αkx,k0y+n b

2

creates a photon on sublattice α at a given momentum. Then the

Schrödinger equation is equivalent to the following set of three Harper equations

Ekx,k0yψAm = |t|eiφ−i
f
16

(
e+i b

√
3

2 ψC,m−1 + e−i(kx,k
0
y+m b

2).(∆1−∆2)ψC,m+1

)
+|t|e−iφ

(
e−i(kx,k

0
y+m b

2).∆1ψB,m+2 + ψB,m−2

)
Ekx,k0yψBm = |t|eiφ

(
ei(kx,k

0
y+(m−2) b

2).∆1ψA,m−2 + ψA,m+2

)
+|t|e−iφ−

f
16

(
ei(kx,k

0
y+(m−1) b

2).∆2ψC,m−1 + ψC,m+1

)
Ekx,k0yψCm = |t|eiφ+i f

16

(
e−i(kx,k

0
y+m b

2).∆2ψB,m+1 + ψB,m−1

)
+|t|e−iφ+i f

16

(
ei(kx,k

0
y+(m−1) b

2).(∆1−∆2)+i ba
√

3
8 ψA,m−1 + e−i

ba
√
3

8 ψA,m+1

)
.
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(A.9)

The solution to these equations gives the spectrum of the system for every rational

flux f = p/q, and the pattern of splittings into magnetic subbands is known as the

Hofstadter butterfly [37]. The spectrum of the problem is periodic in f of period

2, for example f = 0 and f = 2 systems have the same spectrum etc.
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Appendix B

Bogoliubov transformation

This appendix contains the diagonalization of (2.45). The Hamiltonian matrix

can be written in the following basis

Φ†k =
(
bA,kb

†
A,−kbB,kb

†
B,−kbC,kb

†
C,−k

)
. (B.1)

Then

Ht =
∑
k∈BZ

Φ†kHt(k)Φk, (B.2)

where the Bogoliubov Hamiltonian may be expressed as

Ht(k) =


HAA(k) HAB(k) HAC(k)

HBA(k) HBB(k) HBC(k)

HCA(k) HCB(k) HCC(k)

 , (B.3)

whose elements are 2× 2 matrices defined as

Hαα(k) =

 hαα(k)
2
− E0

2
+ Un0

2
Un0

2

Un0

2
[hαα(−k)]∗

2
− E0

2
+ Un0

2

 ,

Hα 6=β(k) =

 hβα(k)
2

0

0
[hαβ(−k)]

∗

2

 . (B.4)
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Recall that E0 is the energy of the minimum of the lowest band in the single–

particle spectrum, obtained from the matrix h(k), expressed in the sublattice

basis as in (2.4). The b operators can be transformed to quasiparticle operators b̃

via a canonical transformation

Φk = B(k)Φ̃k, (B.5)

with Φ̃ defined as in (B.1) with b̃ replacing b. The conditions for B(k) to preserve

the bosonic commutation relations between the b̃ operators, [b̃αk, b̃
†
βk′ ] = δαβδkk′

and [b̃αk, b̃βk′ ] = 0, are equivalent to the following pseudo–unitarity condition [391]

B(k)ΣB†(k) = Σ, B†(k)ΣB(k) = Σ, where Σ = id3×3 ⊗ σ3, (B.6)

where id3×3 is the identity acting on sublattice space and σ3 is the third Pauli

matrix. B(k) must diagonalize the Bogoliubov Hamiltonian of Eq. (B.3); denote

the diagonalized matrix by K:

B(k)†Ht(k)B(k) = K(k). (B.7)

From the condition in (B.6) one can reexpress this as

ΣB†(k)ΣΣHt(k)B(k) = B−1(k)ΣHt(k)B(k) = ΣK(k), (B.8)

whence the matrices ΣK and ΣHt are similar and it suffices to diagonalize ΣHt

to determine the spectrum of Bogoliubov quasiparticles.

In fact, the eigenvectors of the diagonalization above can be constructed ex-

plicitly. By definition, Ht(k) is Hermitian and positive definite (note the −E0/2

subtraction of the band minimum). Then there exists a Cholesky decomposition

for Ht(k) [189, 391]: Ht(k) = C†(k)C(k), where C(k) is upper triangular, and in-

vertible. Now construct the matrix W (k) = C(k)ΣC†(k). It has the property that

it contains the spectrum of quasiparticles and quasiholes: there exists a unitary
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matrix U(k) such that U †(k)W (k)U(k) = diag(ξ1(k),−ξ1(−k), ...). Then let

B(k) ≡ C−1(k)U(k)diag(ξ
1/2
1 (k), ξ

1/2
1 (−k), ...), (B.9)

which is a pseudounitary matrix [cf. (B.6)] that satisfies

Ht(k)B(k) = ΣB(k)diag(ξ1(k),−ξ1(−k), ...). (B.10)

By application of (B.6), this gives the diagonalization of Ht(k) into a positive

definite diagonal matrix

B†Ht(k)B(k) = (ξ1(k), ξ1(−k), ...) = K(k). (B.11)

The Avron–Seiler–Simon formula [103] can be applied to obtain Chern numbers

of the Bogoliubov quasiparticle bands with the following band projector [189]:

Pj(k) = B(k)ΓjΣB
†(k)Σ, (B.12)

where Γj is a matrix with all entries zero except for the jth entry on its diagonal,

which is 1. Then the Chern number can be computed using:

νj =
i

2π

∫
BZ

d2kTr

{
[1− Pj(k)]

[
∂Pj(k)

∂k1

,
∂Pj(k)

∂k2

]}
, (B.13)

with the trace over the 6 quasiparticle and quasihole bands.

In the numerical implementation of Eq. (B.13), care must be taken that the

matrix U(k), obtained from a numerical diagonalization of the matrix W (k), is

expressed in a consistent basis when k is varied across the Brillouin zone. One

consistent choice of basis is to enforce that

U †(k)W (k)U(k) = diag(ξ1(k),−ξ1(−k), ξ2(k),−ξ2(−k), ξ3(k),−ξ3(−k)),

(B.14)
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with ξ1(k) > ξ2(k) > ξ3(k) ≥ 0. This involves a permutation of the ordered band

basis contained in U(k) and is consistent with the pseudounitary metric Σ chosen

above.
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Appendix C

RG equations for sine–Gordon

models

We consider a generic sine–Gordon Hamiltonian

H =
1

2π

∫
dx
[
uK(∇θ)2 +

u

K
(∇φ)2

]
+
g

a

∫
dx cos (βφ) , (C.1)

for which we derive the renormalization group equations for g and K to second

order in the perturbation g. We will finally use a duality relation to derive the

renormalization-group equations for g
∫
dx cos(βθ(x)). The dimensionless β is

related to the scaling dimension via δ = β2/4.

Following Ref. [75], we require that the two–point correlation function remain

invariant under a change of the low distance cutoff. We expand the interacting

theory zero temperature two–point correlation function

R(r1 − r2) = 〈eiφ(r1)e−iφ(r2)〉 (C.2)

to second order in g.

The expansion of the correlation function (equivalently, of the partition func-
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tion) to second order in the coupling g is

R(r1 − r2) = 〈eiφ1e−iφ2〉0 +
1

23

( g
ua

)2 ∑
ε′,ε′′=±1

∫
d2r′d2r′′〈eiφ1e−iφ2eiε′βφ′e−iε′′βφ′′〉0,c

(C.3)

For brevity, we denote φ1 = φ(r1) etc. Integrals
∫
d2r ≡ u

∫∞
0
dx
∫∞

0
dτ . The

connected correlation function means

〈eiφ1e−iφ2eiε′βφ′e−iε′′βφ′′〉0 − 〈eiφ1e−iφ2〉0〈eiε
′βφ′e−iε

′′βφ′′〉0 (C.4)

In the gaussian theory correlation functions of products of exponentials are power

laws: 〈∏
j

eiAjφj

〉
0

= δ

(∑
j

Aj

)
e−

K
2

∑
i<j AiAjF (ri−rj), (C.5)

where F (ri − rj) ≡ log |r1 − r2|/a and the length a is the small distance cutoff.

The simplest of these correlation functions is the two-point correlation function

R0(r1 − r2) = (a/|r1 − r2|)
K
2 .

The double integral in Eq. (C.3) is dominated by contributions from nearby

terms r′ ≈ r′′. Expanding in the small parameter r = r′ − r′′, we arrive at:

R(r1 − r2) = R0(r1 − r2)
(

1 +
y2β2K2

25
F (r1 − r2)

∫
r>a

dr

a

(r
a

)3−β
2

2
K )

.

We have introduced the dimensionless coupling constant y = ga
u

. Approximating

the parenthesis by an exponential function yields

R(r1 − r2) ≈ e−
K
2
F (r1−r2)e

y2β2K2

25
F (r1−r2)

∫
r>a

dr
a ( ra)

3−β
2

2 K

. (C.6)

We express the two-point correlator as

R(r1 − r2) = e−
Keff
2
F (r1−r2), (C.7)
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with

Keff(a) = K − β2y2K2

24

∫ ∞
a

dr

a

(r
a

)3−β
2

2
K

. (C.8)

The renormalization group equations arise by requiring that R(r1−r2), or equiva-

lently Keff, be invariant under a change of the low distance cutoff. We may rewrite

the equation above as

Keff(a) = K − β2y2K2

24

(∫ a+da

a

+

∫ ∞
a+da

)
dr

a

(r
a

)3−β
2

2
K

= K − β2y2K2

24

da

a
− β2y2K2

24

∫ ∞
a+da

dr

a

(r
a

)3−β
2

2
K

+ ...

The ellipsis denotes higher order terms in da
a

. Keff must remain constant with

respect to changes in the low energy scale a → a + da. The Luttinger parameter

K and the coupling y must flow to accommodate these changes:

K(a+ da) = K(a)− β2y2K2

24

da

a
. (C.9)

The rescaling of the integrand yields the equation for y

y2(a+ da) = y2(a)

(
a+ da

a

)4−β
2

2
K(a)

. (C.10)

Changing variable such that a(l) = ael yields the following equations

dK

dl
= −β

2

24
y2K2,

dy

dl
=

(
2− β2

4
K

)
y. (C.11)

In the weak-coupling limit we approximate K(l) ≈ K(l = 0) and the second

equation can be integrated to leading order in y. To obtain the analogous equations

for cos [βθ(x)], one needs to simply map K → K−1 in all equations.

As the sine–Gordon term flows to strong coupling, the spectrum will acquire

a gap ∆, determined as follows. We define the parameter l∗ at which y flows to
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strong coupling:

y(l∗) = 1 =
ga

u
e

(
2−β

2

4
K

)
l∗

. (C.12)

Then, we use the fact that within our notations the gap is defined as:

l∗ = ln
( u

∆a

)
. (C.13)

The asymptotic form for the gap ∆ follows from the previous equation:

∆ ∼ u

a
y

1

2−β
2

4 K . (C.14)

If the sine–Gordon term was instead
∫
dx cos(βθ), then this would be modified by

replacing K → K−1.
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Appendix D

Hamiltonian for spinful fermion

ladders

This appendix contains the derivation of Eqs. (4.71) and (4.92). For brevity, we

omit from the equations containing Hamiltonians the spatial integrals
∫
dx..., i.e.

all equations in this appendix represent Hamiltonian densities. Using Eq. (4.68)

we write the hopping term H⊥ in Eq. (4.66) in the continuum limit as

HI
⊥ = −ga

∑
σ

∑
r,r′

[
(ψ1

r,σ)†ψ2
r′,σe

ia′A⊥σ + H.c.
]

(D.1)

= − g

2π

∑
σ

eia
′A⊥σ ×

{
ei[−φ

−
ρ −θ−ρ +σ(−φ−σ−θ−σ )]ei(k

1
F−k

2
F )x + ei[−φ

+
ρ −θ−ρ +σ(−φ+σ−θ−σ )]ei(k

1
F+k2F )x

+ei[+φ
+
ρ −θ−ρ +σ(φ+σ−θ−σ )]e−i(k

1
F+k2F )x + ei[+φ

−
ρ −θ−ρ +σ(+φ−σ−θ−σ )]e−i(k

1
F−k

2
F )x
}

+ H.c.

Note that this part of the Hamiltonian is irrelevant if either one of the four

fields φ1,2
σ or φ1,2

ρ is gapped (either a spin gap or a charge gap develops in one

of the chains). However, relevant contributions in Eq. (D.1) give rise to nonzero

terms at second order in perturbation theory. The effective Hamiltonian density

corresponding to order g2

∆1
σ

is [see the derivation in App. E], assuming that a spin

gap ∆1
σ has developed in chain 1:

HII,hf
⊥ = − πa

∆1
σ

g2

{∑
σ

[
(ψ1
−,σ)†ψ2

−,σ + (ψ1
+,σ)†ψ2

+,σ

]
eia
′A⊥,σ + H.c.

}2

(D.2)
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− πa
∆1
σ

g2

{∑
σ

[
(ψ1
−,σ)†ψ2

+,σ + (ψ1
+,σ)†ψ2

−,σ
]
eia
′A⊥,σ + H.c.

}2

.

The square of Eq. (D.1) contains as well a set of contributions which are propor-

tional to exp(±2ikαFx). We have dropped these contributions from Eq. (D.2), since

they are oscillatory at or near half-filling in each chain, kαF ≈ π
2a

. The first term

of (D.2) contains terms which are proportional to exp [±2i(k1
F − k2

F )x], whereas

the second term contains contributions proportional to exp [±2i(k1
F + k2

F )x]. Each

of the two terms contains nonoscillatory contributions in addition to the ones men-

tioned.

From (D.2) we derive the effective Hamiltonian (4.71) of Sec. 4.4, corresponding

to the case k1
F + k2

F = π
a
, with k1

F 6= k2
F so as to make umklapp terms irrelevant in

each chain. In addition, assuming a spin gap in chain 1, ∆1
σ, terms proportional to

exp(iθ1
σ) are irrelevant. The resulting Hamiltonian at second order in perturbation

theory is

HII
⊥ = − g2

∆1
σ

1

πa

{
4 + 4 cos(

√
2φ1

σ) cos(
√

2φ2
σ) cos(−2θ−ρ + a′A⊥,↑ + a′A⊥,↓)

+ 2 cos(
√

2φ1
σ +
√

2φ2
σ) cos

[
−2φ+

ρ + 2x(k1
F + k2

F )
]

(D.3)

+ cos
[
a′A⊥,↓ + a′A⊥,↑ + 2x(k1

F + k2
F )− 2θ−ρ − 2φ+

ρ

]
+ cos

[
a′A⊥,↓ + a′A⊥,↑ − 2x(k1

F + k2
F )− 2θ−ρ + 2φ+

ρ

] }
.

Note that we have made explicit the oscillatory arguments 2x(k1
F + k2

F ). At half-

filling k1
F +k2

F = π
a

these are multiples of 2π, but we will be concerned in Sec. 4.4.2

with slight deviations from half filling.

From the analogue of (D.2) in the case of a charge gap (∆1
σ → ∆1

ρ) we derive

the effective Hamiltonian (4.92) of Sec. 4.4.3, corresponding to the case k1
F +

k2
F = π

a
, with k1

F = k2
F so as to make umklapp terms relevant in each chain. In

addition, assuming a charge gap ∆1
ρ, all terms containing exp(iθ1

ρ) are irrelevant.
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The resulting Hamiltonian at second order in perturbation theory is

HII
⊥ = − g

2

∆1
ρ

1

πa

[
4 + 4 cos(

√
2φ1

σ) cos(
√

2φ2
σ) cos(a′A⊥,↓ − a′A⊥,↑ + 2θ−σ )

+ 2 cos(2φ−σ ) cos(2φ−ρ ) + 2 cos(2φ+
σ ) cos(2φ+

ρ )

+ 4 cos(a′A⊥,↓ − a′A⊥,↑ + 2θ−σ ) cos(
√

2φ1
ρ) cos(

√
2φ2

ρ)
]
.(D.4)

In Sec. 4.4.3 we will assume that Kσ is large enough such that the terms favoring

the formation of a spin gap are irrelevant, and then the simpler form remains

HII
⊥ = − g

2

∆1
ρ

1

πa

[
4 + 4 cos

(
a′A⊥,↓ − a′A⊥,↑ + 2θ−σ

)
cos(
√

2φ1
ρ) cos(

√
2φ2

ρ)
]
. (D.5)

Apart from an additive constant, this is Eq. (4.92) in the main text.
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Appendix E

Effective Hamiltonian at second

order in perturbation theory

In this appendix we derive Eq. (D.2). The general result can be summarized as

follows. Let us consider a generic gapped (∆) unperturbed Hamiltonian and a sine-

Gordon perturbation T . Assuming that correlation functions of the perturbation

are cut off at separation larger than the correlation length ξ = u/∆ associated with

the gap, an effective sine-Gordon term of order T 2/∆ can approximate expectation

values of arbitrary observables at second order in T .

Let the gapped Hamiltonian density be

H(x) = H0[ϑ(x), ϕ(x)]− g

a
cos(αϑ(x)) +H′0[ϑ′(x), ϕ′(x)] (E.1)

where H0(x) (H′0(x)) is the Luttinger liquid Hamiltonian for conjugate fields ϑ, ϕ

(ϑ′, ϕ′). Let ∆ = u/ξ be the gap associated with the ordering of ϑ due to the

cosine potential, where u is the velocity of excitations characterizing H0.

Let T (x) be a sum of sine-Gordon terms added as perturbations to H(x):

T (x) = − t
a

[cos(ϕ′(x)− ϕ(x)) + cos(ϕ′(x) + ϕ(x))] . (E.2)

Importantly, the fields that T would pin do not commute with ϑ pinned by H, and
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are therefore irrelevant. However, the term cos(2ϕ′(x)) that appears in T 2(x), can

order ϕ′, which commutes with ϑ. At second order in perturbation theory in T

there appear terms which are relevant in the renormalization group sense, although

T itself is irrelevant.

The addition of T leads to the effective Hamiltonian density:

Heff = H− πa

∆
T (x)2. (E.3)

For any observable A, the expectation values with respect to H + T and with

respect to Heff are equal up to order T 2

〈A〉H+T = 〈A〉Heff
. (E.4)

In the remainder of this section we argue that this follows from an expansion of

the partition function.

Let us denote
∫
T ≡

∫
dxdτT (x, τ). The proof of Eq. (E.3) follows from

expanding an arbitrary expectation value to second order in T

〈A〉H+T =
Tr
{
e−

∫
dxdτ(H+T )A

}
Tr
{
e−

∫
dxdτ(H+T )

}
=

[
〈A〉H − 〈(

∫
T )A〉H +

1

2
〈(
∫
T )2A〉H

]
×
[
1 + 〈

∫
T 〉H −

1

2
〈(
∫
T )2〉H + 〈

∫
T 〉2H

]
+O

[
(

∫
T )3

]
= 〈A〉H +

1

2

[
〈(
∫
T )2A〉H − 〈(

∫
T )2〉H〈A〉H

]
+O

[
(

∫
T )3

]
.(E.5)

In the last equality we have dropped all contributions at first order in T . These

contain the disordered field ϕ.

Now, let

d12 =
√

(x1 − x2)2 + u2(τ1 − τ2)2 (E.6)
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and let T1 ≡ T (x1, τ1). Consider the following T T correlation functions

〈(
∫
T )2〉 =

∫
dx1dτ1dx2dτ2〈T1T2〉H

=

∫
dx1dτ1dx2dτ2R(d12) exp(−d12/ξ), (E.7)

where R(d12) is a power law and ξ is the correlation length associated with the

gapped mode ϑ. Switching to relative and center of mass coordinates, and assum-

ing β � 0, we obtain the approximate form

Eq. (E.7) = 2π

∫
dXdη

∫
d(d12) d12R(d12) exp(−d12/ξ)

≈ 2π(ξ − a)R(a)

∫
dXdη 1 ≈ 2πξR(a) (Lβ).

Then we may approximate

(

∫
T )2 =

∫
dx1dτ1dx2dτ2T1T2

≈ 2πξa

u

∫
dXdη T (X, η)T (X + a, η)

=
2πa

∆

∫
dXdη T (X, η)T (X + a, η)

=
2πa

∆

∫
T 2. (E.8)

By replacing (
∫
T )2 ≈ 2πa

∆

∫
T 2 in Eq. (E.5), we obtain the lowest order contribu-

tion, of order T 2, to the expectation value computed with respect to Heff. This

proves Eq. (E.3).
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Appendix F

Effective edge Hamiltonian

In this appendix, we derive the effective edge theory summarized in Sec. 4.2.6.

The Hamiltonian is expressed in Eq. (4.57), which we reproduce here

H =
v

2π

∑
α

∫
dx

[
K(∇θα)2 +

1

K
(∇φα)2

]
+
V⊥a

π2

∫
dx(∇φ1)(∇φ2)

−2gn0

∫
dx cos(θ1 − θ2 −mφ1 −mφ2). (F.1)

To obtain the effective gapless Hamiltonian describing the edge chiral fields φ−1 ≡

φ2
−1 and φ+1 ≡ φ1

+1, we integrate out the gapped degrees of freedom in (F.1).

Importantly, this relies on the assumption that the coupling constant g is rele-

vant, which assumes strong enough V⊥ (or long ranged intrachain repulsion), as

explained in the main text.

Readers may wish to skip the detailed calculation and go directly to Eq. (F.10),

for the effective Hamiltonian Hedge, and the discussion thereafter.

We recall here the linear transformations of fields in Eqs. (4.50) and (4.53):

φαr = θα/m+ rφα, α = 1, 2, r = ±1,

φ = (−φ1
−1 + φ2

+1)/2, θ = (φ1
−1 + φ2

+1)/2. (F.2)
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The bulk fields obey the following algebra:

[φ(x), θ(x′)] = i
π

2m
Sign(x′ − x), (F.3)

therefore the momentum associated to φ is Πφ = m
π
∇θ. The chiral fields obey:

[φαr (x), φβp (x′)] = irδαβδrp
π

m
Sign(x′ − x). (F.4)

The inverse transformations are

θα =
m

2

(
φα+1 + φα−1

)
,

φα =
1

2

(
φα+1 − φα−1

)
,

φ2
+1 = φ+ θ,

φ1
−1 = −φ+ θ. (F.5)

for α = 1, 2.

In terms of these variables, the sine-Gordon term is −2gn0

∫
dx cos(2mφ). Let

us assume that g is a large energy scale, so that we can approximate the sine

Gordon term by the quadratic contribution, i.e.

− 2gn0

∫
dx cos(2mφ) ≈ 4m2gn0φ

2 + const. (F.6)

In terms of φ, θ, φ+1 ≡ φ1
+1, φ−1 ≡ φ2

−1, the various contributions to Eq. (F.1)

are

∑
α

(∇θα)2 =
m2

2

[
(∇φ)2 + (∇θ)2

]
+
m2

2
[(−∇φ+1 +∇φ−1)(∇φ) + (∇φ+1 +∇φ−1)(∇θ)]

+
m2

4

[
(∇φ−1)2 + (∇φ+1)2

]
,∑

α

(∇φα)2 =
1

2

[
(∇φ)2 + (∇θ)2

]
− 1

2
[(−∇φ+1 +∇φ−1)(∇φ) + (∇φ+1 +∇φ−1)(∇θ)]

+
1

4

[
(∇φ−1)2 + (∇φ+1)2

]
,
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(∇φ1)(∇φ2) =
1

4
(∇φ+1 +∇φ)(∇φ−∇φ−1) +

1

4
∇θ(∇φ−1 +∇φ+1)− 1

4
(∇θ)2.

To obtain the effective Hamiltonian for the fields φ−1 and φ+1, we integrate

out θ, then the gapped mode φ. This integration is easily performed in Fourier

space. We use the Fourier transform convention

f(r) =
1

βL

∑
q

fqe
iqr, (F.7)

where r = (x, vτ), q = (k, ωn/v), qr = kx − ωnτ , and the Matsubara frequencies

are ωn = 2πn
β

for all integer n. The part of the action that depends on θ is

βLSθ =
∑
q

imkωn
π

φkθ
∗
k +

∑
q

k2θkF
∗
k +

∑
q

Gkθ
∗
kθk. (F.8)

We defined

Fk =

[
V⊥a

4π2
+

v

4π

(
Km2 − 1

K

)]
(φ+1,k + φ−1,k)

Gk = −V⊥a
4π2

+
v

4π

(
Km2 +

1

K

)
. (F.9)

For any field f that is a real-valued function of the coordinate x, the Fourier

transform has the property fq = f ∗−q. The θ integral is gaussian. We remark that

the φ integral introduces terms of order 1/g. We make the assumption that g is

large, and find that all contributions from the φ integral contain terms quartic in

derivatives, which we drop. Fourier transforming back to real space, the remaining

effective action yields the following Hamiltonian for the “edge” degrees of freedom

Hedge =

∫
dx
{
A
[
(∇φ+1)2 + (∇φ−1)2

]
+B(∇φ+1)(∇φ−1)

}
(F.10)

where the coefficients are given by
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A =
v

8π

(
Km2 +

1

K

)
+ Ā

B =
V⊥a

2π2
+ Ā

Ā =
1

4π

[
V⊥a
π

+ v(Km2 − 1/K)
]2

−V⊥a
π

+ v(Km2 + 1/K)
. (F.11)

Equivalently, these describe a Luttinger liquid with effective velocity of excitations

and Luttinger parameter

v2
eff = (A−B)(A+B), K2

eff = (A−B)/(A+B). (F.12)

It is instructive to consider a simple case. In the limit K = 1/m, there must be

no backscattering term in chain α of the form (∇φα+1)(∇φα−1). Note as well that

this value corresponds to long ranged repulsive interactions in each of the bosonic

chains [75]. Let us assume that V⊥ is small while the sine-Gordon term in (F.1) is

relevant in the renormalization group flow. For small enough V⊥, we approximate

A ≈ mv

4π
, B ≈ V⊥a

2π2
, Ā = O(V 2

⊥). (F.13)

That is, all backscattering terms in the effective Hamiltonian arise from V⊥. The

resulting Luttinger liquid Hamiltonian is characterized by the following velocity

and Luttinger parameter

v2
edge = (πmv − 2V⊥a)(πmv + 2V⊥a),

K2
edge =

πmv − 2V⊥a

πmv + 2V⊥a
. (F.14)

A useful check is to set V⊥ = 0. In this limit all backscattering terms between the

remaining gapless chiral fields must be absent, and the edge is described by the
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chiral Luttinger liquid Hamiltonian,

Hedge =
mv

4π

∫
dx
[
(∇φ+1)2 + (∇φ−1)2

]
. (F.15)
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Appendix G

Rung Mott – Rung superfluid

phase boundary

G.1 Atomic limit

The atomic limit serves to determine the boundaries of the Rung Mott phase as a

function of µ in the limit of vanishing hopping.

Consider the Hamiltonian of (4.1), suppressing gauge fields. We use the Fock

states of an isolated rung |n1n2〉, with n1,2 denoting the occupancy of each species.

The atomic limit Hamiltonian for the U(1) block acting over the subspace spanned

by the ordered basis |1, 0〉, |0, 1〉 is

H(1/2) =

 −µ −g

−g −µ

 , (G.1)

whose eigenvalues are −µ± g. Next, the block corresponding to two particles per

rung, acting on the subspace spanned by the ordered basis |2, 0〉, |1, 1〉, |0, 2〉, is

H(1) =


U − 2µ −

√
2g 0

−
√

2g V⊥ − 2µ −
√

2g

0 −
√

2g U − 2µ

 . (G.2)

164



The eigenvalues in this block are

U − 2µ,
1

2

(
U ±

√
16g2 + (U − V⊥)2 + V⊥ − 4µ

)
. (G.3)

For U →∞ the atomic ground state is the half filled ground state if V⊥+g > µ >

−g; for µ < −g, the ground state is the vacuum; for µ > V⊥+ g, the ground state

consists of 2 bosons per rung. For µ = −g and µ = V⊥ + g the atomic ground

state is degenerate. Next, we consider the effect of the kinetic term.

G.2 Phase diagram from mean-field theory

We obtain the boundary between the Mott phase half-filling and the superfluid

phase from a variational wavefunction which accounts for fluctuations by ±1 in

the total rung density around 1 boson per rung:

|ψ〉 =
∏
i

(ni|00〉i + ai|10〉i + bi|01〉i + xi|20〉i + yi|11〉i + zi|02〉i). (G.4)

We have let |n1n2〉i be the Fock state for the ith rung. We assume that the

coefficients are independent of the coordinate i, and therefore the normalization

condition is |n|2+|a|2+|b|2+|x|2+|y|2+|z|2 = 1. These coefficients are determined

from the minimization of the variational energy 〈ψ|H|ψ〉. The variational energy

per site is

Evar = U(|x|2 + |z|2) + V⊥|y|2 − µ〈b†1b1 + b†2b2〉

−g〈b†1b2 + b†2b1〉 − tZ
(
〈b†1〉〈b1〉+ 〈b†2〉〈b2〉

)
. (G.5)

The first row and the first term on the second row are obtained from the atomic

part of the Hamiltonian. In the kinetic part, Z = 3 is the number of near-neighbors

on the ladder.
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The order parameters depend on the coefficients in the variational wavefunc-

tion:

〈b†1〉 =
√

2x∗a+ y∗b+ a∗n,

〈b†2〉 = y∗a+
√

2z∗b+ b∗n,

〈b†1b2〉 = a∗b+
√

2x∗y +
√

2y∗z,

〈b†2b1〉 = b∗a+
√

2y∗x+
√

2z∗y,

〈b†1b1〉 = |a|2 + 2|x|2 + |y|2,

〈b†2b2〉 = |b|2 + 2|z|2 + |y|2. (G.6)

The order parameters determine the two phases of interest, Rung Mott and Rung

superfluid , based on the following classification: 〈b†1,2〉 = 0 and 〈b†1b2〉 = 0 in Rung

Mott , whereas 〈b†1b1 + b†2b2〉 6= 1 in the superfluid phase with the exception of a

special line that starts at the tip of the Mott lobe.

In the inset of Figure 4.5 of the main text, we have plotted the mean-field

phase diagram of hard core bosons at finite V⊥ with dashed lines. The hard core

constraint is implemented requiring |x| = |z| = 0. The boundaries of the Mott

lobe µ = −g and µ = V⊥ + g are consistent with the calculation in the atomic

limit. Remark that Josephson coupling itself is enough for the Rung Mott to exist:

In the limit V⊥ → 0, the Rung Mott phase is located between µ = ±g.

G.3 DMRG phase diagram

We use the density matrix renormalization group implementation of Ref. [221] to

draw the phase diagram for a one-dimensional system. We determine the ground

state at fixed particle number (setting µ = 0). For N particles on a finite ladder

of length L with open boundary conditions, half filling corresponds to N = L.

With respect to the reference ground state energy at half filling, the particle
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and hole excitation energies are

± µ± = E(N = L± 1)− E(N = L), (G.7)

and the Mott gap is defined as ∆+ ≡ µ+ − µ−. The particle and hole excitation

energies determine the boundaries of the Mott lobe. These phase boundaries can

be plotted in the t (hopping along the chains) and µ plane. The Mott phase has

a finite gap ∆+, which is expected to scale with the finite size of the system, L

[392],

µMI ∼ A0 + A1
1

L
+ A2

1

L2
,

µSF ∼ B0 +B1
1

L
. (G.8)

The corrected phase boundaries µ± are determined from extrapolations to the

thermodynamic limit 1/L→∞ from a polynomial fit. In the inset of Figure 4.5,

we show the results for finite-size extrapolation from L = 24, 36, 48, 64, 80, for

hardcore bosons with V⊥ = 1.0 and g = 0.25. The top and bottom curves represent

µ+ and µ−, respectively. The error bars from linear fits of µ±(1/L) are magnified

by a factor of 102. The lines going through the points are guides to the eye. The

DMRG routine of Ref. [221] was run with 2 sweeps, a maximum of 60 states in

the truncated space, and 20 warm-up states.
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Appendix H

Strong coupling expansion for the

Rung Mott phase

In this appendix we derive the spin chain Hamiltonian of Sec. 4.3. For brevity, we

present a derivation where gauge fields are set to zero, and restore them at the

very end. We are interested in the Hamiltonian connecting states with only singly

occupied rungs, via doubly occupied virtual states which have higher energy (of

linear order in U, V⊥). This Hamiltonian can be expressed as [303]

(Hσ)αβ = −
∑
〈ij〉

∑
γ

(Tij)αγ(Tij)γα
Eγ − 1

2
(Eα + Eβ)

, (H.1)

where 〈ij〉 represent two nearest–neighbors on the lattice and Tij is the kinetic

term corresponding to these two sites in (4.1). The states denoted by α and β

denote the unperturbed half-filled states,

α : |n1n2〉i|n1n2〉j ∈ { |10〉i|10〉j, |10〉i|01〉j,

|01〉i|10〉j, |01〉i|01〉j}.

The γ states are the excited states produced by a single application of the operator

Tij
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γ : |n1n2〉i|n1n2〉j ∈ { |20〉i|00〉j, |11〉i|00〉j, |02〉i|00〉j,

|00〉i|20〉j, |00〉i|11〉j, |00〉i|02〉j}.

The spin Hamiltonian becomes apparent through the identification | ↑〉 ≡

|10〉 and | ↓〉 ≡ |01〉. Our original bosons correspond to the Schwinger boson

representation of spin: σx = b†1b2 + b†2b1, σy = −ib†1b2 + ib†2b1, and σz = b†1b1− b†2b2.

In the ordered basis {| ↑〉, | ↓〉} ⊗ {| ↑〉, | ↓〉}, the Hamiltonian reads

Hσ =



−4t2

U
0 0 0

0 −2t2

V⊥
−2t2

V⊥
0

0 −2t2

V⊥
−2t2

V⊥
0

0 0 0 −4t2

U


, (H.2)

or, more compactly in terms of Pauli matrices

Hσ = −
∑
〈ij〉

(
2Jxx(σ

+
i σ
−
j + H.c.)− Jzσzi σzj

)
− g

∑
i

σxi ,

Jxx =
t2

V⊥
, Jz = t2

(
− 2

U
+

1

V⊥

)
. (H.3)

Above, we have used σ±i = 1
2
(σxi ±σ

y
i ). The conversion term g, or the spin-flip oper-

ator, does not create doubly-occupied states when acting on singly occupied rungs.

We have left out a constant term in the Hamiltonian equal to −t2 (2/U + 1/V⊥),

which does not affect the dynamics. Finally, gauge fields will appear in all terms

but the Ising term, which is related to the boson density and therefore does not

retain a Peierls phase. Restoring these to their nonzero values, we obtain (4.61).
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H. Terças, A. Nalitov, M. Abbarchi, E. Galopin, I. Sagnes, J. Bloch,

G. Malpuech, and A. Amo. Spin-Orbit Coupling for Photons and Polaritons

in Microstructures. Phys. Rev. X, 5:011034, Mar 2015.

[53] M. Schmidt, V. Peano, and F. Marquardt. Optomechanical Metamaterials:

Dirac polaritons, Gauge fields, and Instabilities. ArXiv e-prints, November

2013.

[54] Jia Ningyuan, Clai Owens, Ariel Sommer, David Schuster, and Jonathan

Simon. Time- and Site-Resolved Dynamics in a Topological Circuit. Phys.

Rev. X, 5:021031, Jun 2015.

[55] Victor V. Albert, Leonid I. Glazman, and Liang Jiang. Topological proper-

ties of linear circuit lattices. Phys. Rev. Lett., 114:173902, Apr 2015.
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Immanuel Bloch. Quantum phase transition from a superfluid to a Mott

insulator in a gas of ultracold atoms. Nature, 415:39–44, 2001.

[238] Xu, C. and Senthil, T. Wave functions of bosonic symmetry protected topo-

logical phases. Phys. Rev. B, 87(17):174412, May 2013.

[239] Zheng-Xin Liu, Zheng-Cheng Gu, and Xiao-Gang Wen. Microscopic real-

ization of two-dimensional bosonic topological insulators. Phys. Rev. Lett.,

113:267206, Dec 2014.

194



[240] F. D. M. Haldane. Nonlinear Field Theory of Large-Spin Heisenberg An-

tiferromagnets: Semiclassically Quantized Solitons of the One-Dimensional
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