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Abstract

This thesis aims to extend the range of Diffractive Optical Element (DOE) appli-

cations by developing models, algorithms and rapid prototyping techniques for DOEs

with diffraction angles > 10◦, which is beyond the limits of scalar paraxial diffraction

model. We develop an accurate and efficient scalar non-paraxial far-field propagator

to overcome the limits of the conventional scalar diffraction models. An iterative algo-

rithm based on this propagator is then developed for the design of wide-angle Fourier

elements. Experimental results confirm that our scalar non-paraxial propagator and

design algorithm can be used for the modeling and design of thin Fourier DOEs with

diffraction angles up to about 37◦ and perhaps even higher.

The remaining discrepancies in diffracted power between modeling, design and ex-

periment are then shown to result from both fabrication errors and by the fact that we

are approaching the limit of the Thin Element Approximation (TEA). The practical

limits of the TEA are investigated by comparison with the rigorous vectorial simu-

lations. We then develop, optimize and parallelize a rigorous diffraction model based

on the Finite-Difference Time-Domain method coupled with our scalar non-paraxial

propagator to overcome the limits of the TEA and the computational limitations of

current vectorial models. A genetic design algorithm based on this model is proposed

for the design of thick DOEs and this algorithm is currently being calibrated.

These models and algorithms have now brought us to the resolution limit of our ex-

isting photoplotter used for DOE fabrication. Therefore, we investigate the possibility

of building a new parallel photoplotter based on Two-Photon Polymerization (2PP)

as a way to rapid, cost-effective prototyping of high resolution (submicron) structures.

We design and fabricate spot array DOEs at Télécom Bretagne to parallelize the 2PP

fabrication process used at Joseph Fourier University in Grenoble by a factor of 625.

To further speed up the 2PP fabrication process, another prototype parallel 2PP pho-

toplotter using a Spatial Light Modulator, which can generate up to about 0.5 million

parallel beams, is designed and is currently being developed at Télécom Bretagne.

Keywords : diffraction, scalar non-paraxial, vectorial modeling, design and fabri-

cation, parallel 2PP.
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Résumé

Cette thèse vise à élargir l’éventail des applications des Elements Optiques Diffrac-

tifs (EODs) en développant des models, des algorithmes et des techniques de prototy-

page rapide pour des EODs avec des angles de diffraction > 10◦, au delà des limites

du model scalaire, paraxiale de diffraction. Nous développons un propagateur non-

paraxiale scalaire en champ lointain précis et efficace pour surmonter les limites des

modèles classiques de la diffraction scalaire. Un algorithme itératif basé sur ce propa-

gateur est développé pour la conception d’éléments de Fourier à grand angle de diffrac-

tion. Les résultats expérimentaux confirment que notre propagateur et notre algorithme

scalaire, non-paraxiale peuvent être utilisés pour la modélisation et la conception des

EODs minces avec angles de diffraction jusqu’à environ 37◦ et peut-être encore plus

élevé.

Nous montrons que les divergences qui subsistent entre la modélisation et

l’expérimentation de la puissance diffractée résultent surtout des erreurs de fabrica-

tion et par le fait que nous nous approchons de la limite de l’approximation d’un

élément mince (TEA - “Thin Element Approximation”). Les limites pratiques de la

TEA sont étudiées en comparaison avec le simulations rigoureuses vectorielles. Nous

développons, optimisons et parallélisons un modèle de diffraction rigoureuse basée sur

la FDTD (“Finite-Difference Time-Domain”) couplée avec notre propagateur non-

paraxiale scalaire pour surmonter les limites de la TEA et les limites de calcul des

modèles vectoriels actuels. Un algorithme de conception génétique sur la base de ce

modèle est proposé pour la conception des EODs “épaisses”, il est actuellement en

cours d’étalonnage.

Ces modèles et algorithmes nous ont maintenant conduits à la limite de résolution

de notre photoplotter existant utilisé pour la fabrication des EODs. Nous étudions la

possibilité de construire un nouveau photoplotter parallèle basé sur polymérisation à

deux photons (2PP) comme un moyen de prototypage rapide et rentable de structures

haute résolution (submicroniques). Nous concevons et fabriquons à Télécom Bretagne,

des EODs generant une matrice de points lumineux pour paralléliser le processus de

fabrication 2PP utilisé à l’Université Joseph Fourier de Grenoble par un facteur de 625.

Pour accélérer encore le processus de fabrication 2PP, nous concevons et assemblons

xix
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un autre photoplotter 2PP parallèle à base d’un modulateur spatial de lumière, qui

permet de générer jusqu’à environ 0,5 million de faisceaux parallèles. Ce phototracer

est actuellement en cours de développement à Télécom Bretagne.

Mots-clés: diffraction, scalaire non-paraxiale, modélisation vectorielle, conception

et fabrication, 2PP parallèle.



General introduction

Diffractive Optical Elements (DOEs) are increasingly being used for a broad range

of applications [1]. Example DOE applications are beam shapers (for laser welding,

cutting, machining), beam splitters (for optical telecommunications couplers), optical

disc read-heads (in CD, DVD, Blu-ray), pattern generators (for machine vision) and

anti-fraud protection (for security documents), etc. However, traditional theory, which

is the scalar paraxial diffraction model, is only valid for the modeling and design of

small diffraction angle and thin DOEs. Fabrication technology using high performance

facilities now enables manufacturing of wide diffraction angle or thick DOEs, leading

to the need for new modeling and design algorithms.

Optical diffraction is a physical phenomenon which occurs when a light beam en-

counters an obstacle and propagates in many different directions. The smaller the

obstacle, the larger the diffraction angles and the stronger the diffraction effects be-

come [2]. Unlike reflection and refraction which can be explained by the corpuscular

nature of light (i.e. geometrical optics), diffraction can be best described by the wave

nature of light (i.e. electromagnetic theory). The propagation of the diffracted wave can

be considered as the interference of Huygens-Fresnel secondary wave sources generated

by every point in the obstacle [3]. These waves are superposed together, creating a

diffraction pattern with a series of maxima and minima on the observing screen.

DOEs are micro or nanostructures which are designed to modify the spatial distri-

bution of a light beam to generate any desired pattern. DOEs can be categorized into

different types based on different criteria:

• Depending on how the light beam is modified:

– Amplitude element: the amplitude of light is modulated according to the

absorption inside the structure. As part of the light beam is absorbed, this

type of DOE has low performance in terms of diffraction efficiency [4].

– Phase element: the light propagates without absorption, only with a mod-

ulated phase according to the phase shift introduced by the structure.

• Depending on where the diffraction pattern is observed:

1
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– Fourier element: the diffraction pattern is observed at the far-field (typi-

cally on the order of decimeters beyond the DOE). This type of DOE is usu-

ally a diverging element, e.g. beam splitter, beam shaper, where the diffrac-

tion pattern is larger than the DOE size.

– Fresnel element: the diffraction pattern is observed at the near-field (typi-

cally on the order of millimeters). This type of DOE is usually a converging

element, e.g. microlens, where the diffraction pattern is smaller than the DOE

size.

• Depending on the observation direction of the diffraction pattern

– Transmissive element: the diffraction pattern is observed at the opposite

direction with the light source.

– Reflective element: the diffraction pattern is observed at the same direction

with the light source.

• Depending on the DOE thickness compared to the wavelength of light:

– Thin element: the DOE thickness is equivalent to a phase shift equal to or

smaller than 2π.

– Thick element: the DOE thickness is equivalent to a phase shift significantly

bigger than 2π.

Given a DOE structure, there are various diffraction models which allow the diffrac-

tion pattern to be calculated. This is the forward problem, or the modeling process, in

which diffraction theory often cannot be solved analytically, but can yield numerical

solutions with some simulation constraints and validity regions. These models can be

categorized depending on how the electromagnetic field is treated:

• Scalar theory: only one component (E or H) of the electromagnetic field is

calculated. Scalar theory is usually used for thin elements, and can be further

classified into:

– Scalar paraxial models: a paraxial approximation is used in calculating

the amplitude of the diffracted field. This is the traditional diffraction theory,

which is only valid for small diffraction angles.

– Scalar non-paraxial models: the amplitude of the diffracted field is calcu-

lated rigorously within the scalar domain.

• Vectorial theory: all electromagnetic components of the diffracted field are cal-

culated. This is generally required for sub-wavelength DOEs and thick elements.
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More interestingly, from a practical applications viewpoint, the inverse diffraction

problem is to create a DOE structure that will produce, by diffraction, a desired target

wavefront. This is the DOE design and fabrication process, which generally consists of

3 steps [3]. First, the target image is put into a design algorithm to create a Computer

Generated Hologram (CGH). This hologram is then fabricated as a DOE. Finally, the

optical function and performance of the DOE are verified experimentally on an optical

bench. Traditionally, the CGH has an analog (continuous) profile which is difficult to

fabricate accurately, leading to an experimental DOE performance significantly lower

than the performance in simulation. For this practical reason, the CGH is often quan-

tized into a digital profile with limited numbers of levels (e.g. 2, 4, 8, . . . levels) which

are easier to fabricate and result in an experimental DOE performance almost the

same as in simulation. However, due to the abrupt analog-to-digital conversion, the

quantization process often reduces the CGH performance in simulation [5]. Therefore,

an optimization algorithm (e.g. iterative transform [6, 7] or genetic algorithm [8, 9]) is

necessary to select the CGH with the best performance from all possible set of discrete

levels. In summary, to design a digital DOE, a mathematical model for the propagation

of the diffracted wave has to be chosen, and an optimization algorithm based on this

model is developed.

Motivation

This thesis aims to design, build and optimise DOEs operating in more complex

diffraction regimes than scalar paraxial theory, with a view to obtaining higher per-

formance components (improved diffraction efficiency, larger diffraction angles, new

wavelengths, . . . ) and in this way address applications which are for the moment in-

accessible. Example applications are DOEs in integrated optics [10], where the devices

are becoming more and more compact, which requires DOEs with large diffraction

angles. The model design - fabrication - experimental results - feedback used in this

thesis allows us to optimize the new complex diffraction regime DOE algorithms and

to determine their practical applicability domains in concrete examples. In this way

we go beyond the present limitations and make possible the design and fabrication of

new families of DOEs for a wider range of applications: wide angle diffraction Fourier

DOEs. The practical applications indicated in the thesis were chosen in close collab-

oration with the industrial partners of Télécom Bretagne (TB) and of its “start-up”

company, Holotetrix, specialised in the commercialisation of DOE prototypes and small

series production.

In this work, we focus on digital Fourier phase DOEs, as most of the applica-

tions addressed at TB use elements of this type. More specifically, in the preliminary

chapters, we will model and design test DOEs producing a diffracted output pattern
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that can be easily measured and tested, have practical applications and exploit a two-

dimensional output field (much work has already been performed on vectorial theory

modeled DOEs producing one-dimensional output fields but there are few publications

with more complex output patterns). Two examples are a 5x5 spot array and a grid

pattern shown in Fig. 1, in which the spot array will be useful for the verification of

diffraction efficiency, whereas the grid pattern will be helpful for the verification of

diffraction pattern distortion at high diffraction angles.

(a) (b)

Figure 1 — Output patterns of example DOEs (a) A spot array (for beam splitting

applications). (b) A grid pattern (for machine vision applications).

Organisation of the thesis

With respect to the content of this PhD research, the thesis will be organized as

follows. Chapter 1 shortly reviews the development history of diffractive optics, in-

cluding the modeling, design and current fabrication technologies. This chapter also

briefly introduces the issues that this thesis attempts to answer, i.e. identifying the

limitations of different diffraction models, development of efficient algorithms and new

optical lithographic system for the modeling, design and fabrication of high perfor-

mance DOEs. These issues are further explained in Chapter 2, which analyses in detail

the limits of current diffraction theories for the modeling and design of thin and thick

elements. For the modeling and design of thin elements, Chapter 3 proposes a scalar

non-paraxial propagator and iterative design algorithms based on this model. Chapter

4 presents a vectorial model and a genetic algorithm to overcome the limit of scalar

theory in the modeling and design of thick elements. The diffraction models and design

algorithms given in these two chapters are verified experimentally in Chapter 5. With

these models, we have reached the limit of our fabrication facilities and therefore, some

studies on the effects of fabrication limitations on the experimentally observed diffrac-

tion pattern are also included in this chapter. To overcome the limits of our current

parallel direct-write optical photolithographic system, a new photoplotter based on
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parallel Two-Photon Polymerization (2PP) has been built and is described in Chapter

6. Finally, Chapter 7 concludes the results of this work and proposes some directions

for the future.

Thesis contributions

• Analysis of the validity regions and computational constraints of different diffrac-

tion models in the scalar paraxial, scalar non-paraxial and vectorial regimes.

• Identification of the practical validity of the scalar paraxial regime by the fabri-

cation of test DOEs and the characterisation of their optical performance on an

optical bench.

• Development of DOE modeling and design algorithms in the scalar non-paraxial

regime. Optimization (design - fabrication - feedback) of each algorithm based on

the experimental results.

• Design and fabrication of submicron DOEs (down to 300 nm) where the diffraction

angle is up to about 37◦. The DOEs were designed using our scalar non-paraxial

algorithm and fabricated using Electron Beam Lithography at Karlsruhe Institute

of Technology in Germany.

• Investigation of the limits of the Thin Element Approximation by fabricating test

binary DOEs and measuring the Hermitian symmetry of their diffraction patterns

on the optical bench.

• Development and optimization of a rigorous vectorial diffraction method for the

modeling of thick DOEs. Parallelization of the algorithm on a super-computer.

• Study the effects of fabrication errors to the experimental diffraction efficiency and

the symmetry of the diffraction pattern.

• Preliminary development of parallel 2PP as a new fabrication technique for rapid

fabrication of high resolution (submicron) large diffraction angle DOEs.

List of publications:

• Journals:

1. G. N. Nguyen, K. Heggarty, P. Gérard, B. Serio, and P. Meyrueis, “Compu-

tationally efficient scalar non-paraxial modelling of optical wave propagation

in the far-field”, Applied Optics, Vol. 53, Issue 10, pp. 2196-2205, Mar. 2014.
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2. G. N. Nguyen, K. Heggarty, A. Bacher, P. J. Jakobs, D. Häringer, P. Gérard,
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design of Fourier phase elements”, Optics Letters, Vol. 39, Issue 19, pp. 5551-

5554, Sept. 2014.

3. G. N. Nguyen, K. Heggarty, K. Chikha, P. Gérard, and P. Meyrueis, “Diffrac-
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the illumination wavelength and effect of fabrication errors”, in preparation.
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CHAPTER 1 State of the art

In this chapter, the historical development of diffractive optics is quickly reviewed.

A brief overview of current fabrication technologies is also included. Finally, in the last

section of this chapter, a list of current difficulties and limitations for DOE modeling,

design and fabrication is given.

1.1 Development history of diffraction theory

Many books already provide detailed overview of the development of diffractive

optics [11–15], only some milestones are mentioned here:

• Diffraction effects were first reported by Grimaldi in 1665, where a small aperture

was illuminated by a light source and the light intensity was observed across a

plane behind the aperture. Grimaldi discovered a gradual transition from light to

dark rather than a sharp geometrical shadow of the aperture.

• In 1673, James Gregory observed the diffraction effects caused by a bird feather.

These effects cannot be explained by the corpuscular theory of light, which was

the accepted means at that time for explaining rectilinear optical propagation

phenomena such as reflection and refraction.

• The first proposal of the wave theory of light that would explain such effects

was made by Christian Huygens in 1678. Huygens expressed each point on the

wavefront of a diffracted field as a new source of a “secondary” spherical wave.

Thus, the wavefront travelling in free space can be found by constructing the

“envelope” of all these secondary wavefronts.

• In 1804, Thomas Young performed the double-slit experiment demonstrating in-

terference of light, where light could be added to light and produce darkness. This

strengthened the idea that light must propagate as waves.

• In 1818, by making some rather arbitrary assumptions about the amplitudes and

phases of Huygens’ secondary sources, and by allowing the various wavelets to

7
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mutually interfere, Augustin Jean Fresnel was able to calculate the distribution of

light in diffraction patterns with excellent accuracy.

• Over the next two centuries, Rayleigh, Sommerfeld, Fresnel, Fraunhofer and others

contributed to the understanding of diffraction, where light is treated as a scalar

field. This approach was later shown to be accurate if the structure is large com-

pared to the wavelength and the diffracted field is not observed too close to the

structure [16].

• In 1860, Maxwell identified light as an electromagnetic wave. This vectorial ap-

proach explains that at the structures, the electric and magnetic fields’ components

are coupled through Maxwell’s equations and cannot be treated independently [17].

• In 1948, Dennis Gabor invented holography, which was originally used in electron

microscopy [18, 19]. However, the first optical holograms were only realized in

1962 [20], following the discovery of laser. For his invention and development of

holography, Gabor was awarded the Nobel Prize in Physics in 1971.

• The development of diffractive optics design was later influenced by advances in

computer technology [21]. In the late 1960s, Adolf Lohmann and Byron Brown

calculated the first Computer Generated Holograms (CGHs) and fabricated them

using ink as an amplitude absorbing material [22–24]. In 1969, a phase element

was reported as more efficient [25].

• In 1970, Goodman showed that the fabrication introduced quantization of the

phase and the amplitude in the hologram [5]. To optimize the reconstruction in

the presence of quantization, the first design algorithms were implemented [26–28].

• During the 1980s, many techniques were developed for the fabrication of DOEs, e.g.

direct laser writing [29] and diamond turning [30]. A significant development was

inspired by fabrication technology in electronics, i.e. Electron Beam Lithography

(EBL) [31], allowing for manufacturing structures with ever-decreasing feature

sizes [32].

• Over the last two decades, Stefan Hell developed stimulated-emission-depletion

fluorescence microscopy which overcomes the Abbe diffraction limit [33–35]. For

his contribution to the development of super-resolved fluorescence microscopy, Hell

was awarded the Nobel Prize in Chemistry in 2014, but his work has also inspired

a revolution in optical lithography [36–39].

Design and fabrication continue to work in a push-pull relationship until today. A better

design results in the need to improve fabrication and a more accurate fabrication leads

to better understanding of design problem. The next section is dedicated to reviewing

the existing algorithms for the design of diffractive optical elements.
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1.2 Review of design algorithms

Fig. 1.1 illustrates the diffraction geometry of a typical DOE in three dimensions,

where U0 is the illuminating optical field, which is usually approximated as a plane

or converging spherical wave [11]. The diffracted field at the DOE plane and at the

plane of interest are U(x1, y1; 0) and U(x2, y2; z), respectively. The forward diffraction

problem is to model the diffracted field of a certain structure on the observation plane

U(x2, y2; z).

Figure 1.1 — Diffraction geometry.

The inverse diffraction problem is to calculate the DOE that produces a desired

output pattern with the best performance. This is the design process, which should take

into account as many fabrication constraints as possible. Due to the quantization often

occurring in the fabrication [5], the DOE function is quantized into a digital profile with

limited number of levels, as shown in Fig. 1.2. For phase elements, the design problem

is then equivalent to finding a set of discrete phase values in the DOE plane for which

the reconstruction closely matches the target pattern. Because the phase in the target

pattern is generally not important for the DOE applications, a random output phase

function is usually assigned to the output pattern [3]. This gives an important degree

of freedom for optimizing the intensity of the reconstruction pattern.

Figure 1.2 — Continuous thickness profile of a blazed grating, and a 4-level quan-

tized profile.

The quality of a CGH is assessed depending on the application, usually by diffraction
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efficiency η, uniformity u and/or mean-square-error (MSE) [3, 13,40]:

η =
Psignal
Ptotal

(1.1)

where Psignal and Ptotal are the diffracted power in the the signal window and the total

power in the output plane, respectively.

u =
Pmax − Pmin
Pmax + Pmin

(1.2)

where Pmax and Pmin represent the maximum and minimum power of the diffraction

spots in the reconstruction pattern.

MSE =
1

N2

N∑
m=1

N∑
n=1

(Pmn − P ◦mn)2 (1.3)

where Pmn and P ◦mn are the diffraction power of the pixel (m,n) in the reconstruction

and target pattern, respectively.

Depending on whether the optical propagation model from the input field to the

output plane can be inverted, a design algorithm can be categorized into:

1.2.1 Unidirectional algorithm

Fig. 1.3 illustrates a general unidirectional algorithm, where the optical propagation

can only be calculated in the forward direction. At first, an estimation, usually a random

function is generated for the field at the DOE plane. The optical propagation of this field

to the output plane is then calculated, and performance constraints, usually intensity

requirements, are imposed on the diffracted field. Depending on the specific algorithm,

the next estimation for DOE function is made, and the impact of the change on the

reconstruction performance is used as the basis for improving the design. Examples of

unidirectional design are Direct Binary Search (DBS) [41, 42] and Genetic Algorithm

(GA) [8, 9].

Direct Binary Search

The original idea of DBS is to scan all possible set of discrete phase levels for the

CGH in a pixel-by-pixel order and find the one with the best reconstruction. This

ensures that the algorithm results in the best solution, but at the expense of a huge

number of iterations. For example, designing a binary phase DOE with only 8 × 8

pixels would in theory require 264 ≈ 1.8× 1019 cycles (if symmetries are not taken into

account). This means an extensive calculation and therefore, the algorithm is limited

to DOEs with small number of pixels, even with accelerated versions [41].



1.2. REVIEW OF DESIGN ALGORITHMS 11

Figure 1.3 — Unidirectional algorithm flowchart.

For this reason, practical DBS algorithms [42–44] generally begin with a random

phase function and only make change to one of the CGH’s pixel if it has positive ef-

fects on the reconstruction. The process is repeated until there are no more single pixel

changes, within a limited number of iterations, that can produce a better reconstruc-

tion, i.e. the algorithm has converged to an optimum. The drawback of these algorithms

is that this optimum is usually a local one, instead of being the global optimum [2], as

shown in Fig. 1.4(a).

In order to avoid a local optimum, more complex algorithms have been developed,

e.g. Simulated Annealing (SA) [45–47] and Genetic Algorithm (GA) [8,9].

Simulated Annealing

SA is a stochastic optimization algorithm that was originally modeled after the crys-

tallization of metals when temperature decreases and later adapted for DOE synthesis.

Beginning with a first estimation, the forward optical propagation is performed repeat-

edly as the CGH’s pixels are changed randomly. Changes that have positive effects on

the reconstruction are accepted. Unlike the DBS, when a change to one pixel has neg-

ative effects on the reconstruction, a probability function is used to decide whether the

change is also accepted. As the algorithm iterates, the probability of accepting these

changes is decreased. In this way, the algorithm can avoid being “trapped” within a

local minimum, as would happen with DBS. Finally, the algorithm is stopped when

no pixel change is accepted, within a limited number of iterations, i.e. the algorithm

has converged to the global optimum. However, due to the random pixel change, SA

algorithms converge relatively slowly, often in several thousand iterations [3].
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(a) (b)

Figure 1.4 — (a) Stagnation effect where the design algorithm stops at a local

optimum. (b) Convergence to the global optimum.

Genetic Algorithm

A Genetic Algorithm (GA), as its name implies, is modeled after natural evolu-

tion based on breeding, mutation and selection. Typical GAs [8,9] use a large number

of CGH estimations, which is called the first generation. The optical propagation of

each CGH estimation is calculated and its performance is evaluated. Better-performing

estimations are selected for “breeding” to create the next generation. This manner of se-

lective breeding is repeated until an optimum is found. To avoid a local optimum, a few

random mutations are inserted to maintain diversity within the successive generations.

Therefore, GA generally converges to the global optimum DOE function, usually faster

than SA thanks to the pixel change mechanism, often in several hundred iterations [3].

Due to the long calculation time, unidirection algorithms are best suited to the fine

optimization of DOEs having a small number of pixels, e.g. spot-array generators. For

designing DOEs with a large number of pixels, bidirectional algorithms are often more

suitable.

1.2.2 Bidirectional algorithm

If the DOE function can be inversely calculated from the field in the output plane,

the designer has the option to use a bidirectional algorithm, which is shown in Fig.

1.5. The first estimation for the output field is usually made by converting the target

pattern to amplitude values and generating random phase values. An inverse optical

propagation is calculated, and some hologram constraints, such as phase quantization,

are applied to get the input field. A forward optical propagation of this field is then

simulated, and performance constraints are imposed to update the estimation of the

output field. The cycle is repeated until the design converges to the optimum DOE
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function, usually in just a few ten to hundred iterations [3]. Examples of bidirectional

algorithm are the Iterative Fourier Transform Algorithm (IFTA) [6,48,49] and Iterative

Angular Spectrum Algorithm (IASA) [7, 50].

Figure 1.5 — Bidirectional algorithm flowchart.

For designing multilevel DOEs, bidirectional algorithms converge even better and

more quickly as the quantization constraints are less severe. Conversely, unidirectional

algorithms for multilevel DOEs converge much more slowly as the number of possible

structures to test increases greatly. Therefore, bidirectional algorithms are generally

accepted as best practical algorithms in most cases [51]. Independent of the algorithm

used, the design should account for fabrication parameters and contraints. For this

reason, common fabrication technologies and their limitations will be described briefly

in the following section.

1.3 Review of fabrication technology

1.3.1 Diamond machining

One of the first techniques for DOE fabrication is diamond machining, where the

diffractive microstructures can be generated directly through mechanical removal of

optical material. These mechanical methods use a sharp and hard, usually diamond

tip to scrape away the optical material in a manner based on computer control. Fig.
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1.6(a) illustrates the ruling process of a blazed grating using a diamond tip adapted to

grating geometry. Diffractive microstructures can also be generated by turning process,

as shown in Fig. 1.6(b).

(a) (b)

Figure 1.6 — (a) Mechanical ruling of a blazed grating using a diamond tip adapted

to grating geometry [2]. (b) Diamond turning of a microlens [3].

Due to the finite size of the tip, the tool cannot create a perfectly accurate surface

profile. Advanced diamond machining methods can produce high quality elements,

but they are relatively slow and therefore are commonly used for DOE prototyping

[3]. Moreover, DOE fabrication using diamond ruling or turning is generally limited

to either straight line or circularly symmetrical elements. Most current technologies

usually use lithographic processes to fabricate complex micro- or nano-structures by

patterning a layer of a photosensitive material, generally photoresist on a substrate,

or by etching the substrate itself. The patterning of the photoresist is performed by

exposing it to an optical or electron beam, either through an optical mask or directly

(without using a mask). A series of chemical treatments then etches the exposed pattern

into the photoresist, or the substrate.

1.3.2 Mask based lithography

In general, the most common processes for DOE fabrication involve photolitho-

graphic methods that are derived from the electronics industry. They are based on the

same processes used to fabricate integrated circuits, which is illustrated in Fig. 1.7.

Firstly, a photoresist layer is deposited on a substrate by spin coating. The photoresist

is usually a viscous, liquid solution, and the substrate is spun rapidly to produce a rel-

atively uniform layer. The thickness of the photoresist layer depends on the viscosity

and the spin coating speed. Secondly, a binary mask of alternating transparent and

opaque areas is fabricated using some type of pattern generator. The mask is laid on a

substrate coated with a thin layer of photoresist, which is exposed to ultraviolet light
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through the mask. The exposure to light causes a chemical change that allows some

of the photoresist to be removed by a special solution, called “developer”. Positive

photoresist becomes soluble in the developer when exposed, while with negative pho-

toresist, unexposed regions are soluble in the developer. After the resist is developed,

a pattern is created in the photoresist layer. The substrate is then etched into the

substrate until the required depth is reached. The photoresist pattern is then removed,

resulting in a binary (two-level) element.

Figure 1.7 — Basic procedure of binary DOE fabrication process using mask based

lithography.

If a multi-level DOE is required, the etched substrate from the previous step is re-

coated and re-exposed to a second binary mask, as shown in Fig. 1.8. After development,

the substrate is again etched until the required depth is reached. The result is a four-

level profile. The process is repeated until a 2L level DOE is created. DOEs fabricated

using this approach are commonly referred to as binary optics.

Figure 1.8 — Basic procedure of 2L level DOE fabrication process using mask based

lithography.
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One drawback of this approach is the need for multiple processing steps to fabricate

multi-level DOEs. This increases production costs over single-step procedures, not to

mention that multiple mask alignments can introduce errors which decrease the DOE

performance. Another disadvantage is the need for manufacturing fixed photomasks.

For these reasons, maskless lithography, where lithography patterns can be changed

programmably, is increasingly being used. For DOE fabrication at TB, we generally

use a parallel direct-write lithography, which is available in the Optics department’s

cleanroom.

1.3.3 Parallel direct writing

Fig. 1.9(a) shows the basic principle of our parallel direct-write photoplotter. Firstly,

a photoresist layer is spin-coated on a substrate, usually glass. We use the photoresist

S1800 series from Micro Resist Technology, which is a positive photoresist. This series

has different viscosities and therefore allowing us to put down photoresist layers with

different thicknesses ranging from a few hundreds nm to above 10 µm. The error in

the uniformity of the photoresist layer in our spin-coating process is about 20 nm. The

photoresist is then exposed to a pattern of intense light with a wavelength to which

the photoresist is active. In our case, we use a lamp at 436 nm.

(a) (b)

Figure 1.9 — (a) Basic procedure of direct laser writing. (b) Principle of parallel

direct-write lithography at TB.

Fig. 1.9(b) illustrates the idea of our parallel direct-write photoplotter, where a

programmable Spatial Light Modulator (SLM) is used as a reconfigurable mask. This

SLM is in fact a 1050× 1400 pixel Liquid Crystal Display (LCD), where the intensity

of light passing through each pixel can be controlled. A reduction lens is used to image
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the pattern on the LCD into the photoresist layer. By this way, the write beam is

parallelized and an area of about 6×4 mm2 (1.5 Mpixels) can be exposed at the same

time. Bigger areas can be exposed in a short time (1 cm2/min) by moving the nano-

precision 2D translational stage.

After exposure, the substrate is put into the developer solution to etch the exposed

pattern into the photoresist layer. Etching into the substrate might be necessary de-

pending on specific applications, but it is usually not needed in our process, as the

controlled thickness of the photoresist layer can itself produce the desired dephasing of

the incident wavefront. Hence, to obtain a π phase shift for binary (i.e. 2 levels) phase

DOE, the spin-coating speed should be chosen so that the thickness of the photoresist

layer is d = λ/2(n− 1) [3], where n is the refractive index of the photoresist material

at the DOE working wavelength λ. The fabricated structure is then measured under

an interferometric microscope, where the lateral dimensions and the etching depth can

be verified.

Our fabrication process has been shown to be cost-effective and particularly adapted

to DOE prototyping [52]. However, its resolution limit is still the same as that of a

visible spectrum direct-write lithography, which is about 1 µm. To test our scalar non-

paraxial diffraction propagator and design algorithms with visible spectrum DOEs,

and to fabricate our submicron DOEs, we also collaborated with Karlsruhe Institute

of Technology (KIT) in Germany for the use of Electron Beam Lithography [53].

1.3.4 Electron Beam Lithography

The principle of EBL is similar to that of a serial direct-write lithography, except

that an electron beam is used for exposure. To avoid electric charging, a metallic layer

(usually Chromium) is deposited on the substrate by sputtering, before spin coating

of photoresist, as shown in Fig. 1.10(a). The photoresist used here is Poly-methyl

methacrylate (PMMA), which is a negative resist. This photoresist layer is then exposed

directly (without a mask) and sequentially by moving the two-dimensional translational

stage according to the DOE pattern. After developing, the exposed pattern is etched

into the photoresist layer. As the metallic layer is highly reflective, in order to fabricate

transmissive elements, a series of chemical treatments, e.g. Reactive Ion Etching (RIE),

is necessary to etch the exposed pattern into the substrate and to remove the unexposed

photoresist as well as the metallic layer.

Fig. 1.10(b) shows an image of the EBL system at KIT. This system is able to

fabricate structures of 200 nm in thick PMMA layer (resist thickness of 3200 nm) or

down to 20 nm in thin PMMA layer (resist thickness of 100 nm). Due to the need of

RIE in our DOE fabrication, the real critical dimension is the resolution limit of RIE

system, which is about 100 nm. The main drawbacks are the high cost and the slow
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(a) (b)

Figure 1.10 — (a) Basic procedure of EBL. (b) An electron beam writer, which is

a Vistec VB6 UHR-EWF (Ultra High Resolution-Extra Wide Field, photo courtesy

of the KIT).

exposure process of EBL system, resulting in a long writing time (several hours) for

relatively small areas (usually a few mm2).

1.4 Design and experimental requirements

1.4.1 Non-pixelated elements

Although our fabrication facilities have been advancing, it is important to note

that the isolated pixels in the designed DOE will be rounded in the fabrication [54],

resulting in an experimental performance considerably lower than that predicted by

simulation. In order to avoid pixel rounding, the DOEs will have to be fabricated at

a pixel size which is several times bigger than the resolution limit. This sort of DOE

makes bad use of the available resolution of the fabrication machine, particularly our

direct write machine. As a result, the diffraction pattern will contain many higher

diffraction orders which reduce the real experimental diffraction efficiency of the DOE

in the useful diffraction order [55]. Notice that the simulations generally don’t allow

for this in their calculation of the diffraction efficiency so the experimental efficiency

is usually considerably worse than the simulations suggest.

For these reasons, it is generally much more efficient to avoid isolated pixels in the

design, usually by zero padding of the target image in a field of zeros much bigger

than required to strongly oversample the DOE. This technique leaves lots of space for

amplitude freedom in the output plane (zones outside the signal window) so the design
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algorithm has more space to put the noise and it can converge to better solutions [56].

The advantage of this techniques is that it reduces the number of isolated pixels in the

DOE design, simplifies the fabrication and greatly improves the practical performance.

Another technique to enhance the DOE practical performance is to replicate the

DOE several times in fabrication to simplify illumination by an expanded laser beam

and to suppress the speckle noise in the diffraction pattern [26,57].

1.4.2 Replicated structures

Figure 1.11 shows several configurations of the DOE illumination in practice, where

the square represents the DOE area and circle indicates the illuminating area. If the

illuminating area is bigger than the DOE size, the light outside the DOE region will

contribute to background intensity (for Fresnel elements) or zero order (for Fourier

elements) in the diffraction pattern. On the other hand, if parts of the whole DOE

region are not illuminated, the diffraction efficiency and uniformity will be reduced

compared to the design [58]. One solution is to spatially repeat the original DOEs on a

contiguous square grid to obtain a total DOE size several times in fabrication to obtain

a bigger total DOE size, which would be easier to illuminate in experiment.

Figure 1.11 — Several configurations of possible DOE illumination.

Another advantage of this technique is that it reduces the speckle effect in the ex-

perimental diffraction pattern. This effect is due to the size of the illumination area,

which is often considered as infinite in the DOE calculation. As a result, the exper-

imental diffraction pattern is the simulated one convolved with that of the circular

aperture. This means that each pixel in the diffraction pattern is broadened by the

Airy disk pattern. If there are many closely separated spots in the target image, the

fields of these spots will interfere. Since the phase of the pixels is randomly assigned in

simulation, the interference leads to a random series of maxima and minima on the ob-

serving screen, as shown in Fig. 1.12. As the illumination area is bigger, the diffraction

pattern of the aperture is smaller, reducing the speckle noise in the diffraction pattern.
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(a) (b)

Figure 1.12 — Diffraction pattern of a spot array DOE: (a) with and (b) without

speckle effect.

In summary, for these practical reasons, CGHs are generally calculated by zero

padding of the target images in big fields of zeros, leading to large numbers of sam-

ples, usually 1024×1024 pixels. Assuming that each pixel is 1 µm, the size is usually

about 1×1 mm2. The designed DOEs are then spatially replicated in fabrication on a

contiguous square grid to obtain a total DOE size of at least 4×4 mm2.

1.5 Thesis problem formulation

As discussed in the previous sections, the push-pull relationship between design

and fabrication has driven the development of diffractive optics for many years. Al-

though many high performance design algorithms have been implemented, the quality

of the calculated DOEs strongly depends on the diffraction model used in the design.

Traditional diffraction theory, which is the scalar paraxial model, is only accurate for

thin elements with feature size much bigger than the illumination wavelength [11].

Meanwhile, fabrication technologies are now able to fabricate thin and thick elements

with feature size on the order of or smaller than the illumination wavelength. These

DOEs operate beyond the validity of scalar paraxial diffraction regime, leading to the

need for new modeling and design. Mathematical models of more complex (scalar non-

paraxial, vectorial) diffraction theories are available but often have strongly limited

validity regions and computational complexity constraints.

This thesis aims to analyse, identify and overcome the limitations of the scalar

paraxial and more complex diffraction models. Their practical validity domains are

verified experimentally by fabricating large diffraction angle DOEs and characterizing

their optical performance on an optical bench. A new propagator is developed for the

modeling of far-field diffraction in the scalar non-paraxial domain. Measurement results
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of test DOEs fabricated at 1 µm using our parallel direct-write lithography show that

our propagator expands the applicable domain of scalar theory beyond the validity of

scalar paraxial regime, with very little extra computational expense. We then develope

iterative algorithms based on this scalar non-paraxial propagator. Experimental results

of test DOEs fabricated at 400 and 300 nm using EBL at KIT verify the accuracy of

our modeling and design for submicron structures. As the design has been calibrated, a

parallel Two-Photon Polymerization is currently being built as a new fabrication tech-

nique for rapid manufacturing of submicron DOEs. On the other hand, as wide angle

may also be obtained with microscale structures having deeper etching depth, i.e. those

with the phase shift > 2π, which can now be fabricated using our current photoplotter,

we develope a rigorous vectorial method for the modeling and design of thick DOEs.

In these ways, we hope to design and fabricate higher performance components for

research and industrial applications which are for the moment inaccessible.

The next chapter is dedicated to reviewing and analysing the validity regions and

computational constraints of different diffraction models.





CHAPTER 2 Diffraction models

In this chapter, we will introduce the theoretical background of the various different

ways of modeling the diffraction process. These models constitute the heart of the

algorithms developed to calculate and optimize Diffractive Optical Elements (DOEs).

The validity regions and computational constraints will be analysed in details in order

to identify the practical limits of different diffraction models.

2.1 Introduction

Fig. 2.1 illustrates the diffraction geometry of a typical DOE in two dimensions,

where U0 is the illuminating optical field, which is usually a plane or converging spher-

ical wave. The diffracted field at the DOE plane and at the plane of interest are

U(x1, y1; 0) and U(x2, y2; z), which are sampled at intervals δ1 and δ2, respectively. The

rigorous solutions [17] for the diffraction problem are given by the Maxwell’s equations

(for linear, isotropic and nondispersive medium in the absence of charges ρ = 0 and

currents J = 0):

~∇× ~E = −µ∂
~H
∂t

(2.1)

~∇× ~H = ε
∂ ~E
∂t

(2.2)

~∇ ·
(
ε~E
)

= 0 (2.3)

~∇ ·
(
µ ~H
)

= 0 (2.4)

In these expressions, ~E and ~H are the electric and magnetic field, which are func-

tions of both position ~r (x, y; z) and time t. The symbols × and · represent the vector

cross product and vector dot product, with ~∇ = ∂
∂x
~x + ∂

∂y
~y + ∂

∂z
~z, where ~x, ~y, and ~z

are unit vectors in the x, y, and z directions, respectively. µ and ε are the permeability

and permittivity of the medium in which the wave is propagating, respectively, where

µ = µ0 is a constant. In general, the electromagnetic field is polychromatic, but can be

23
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Figure 2.1 — Two-dimensional diffraction geometry, with the problem divided into

different regions, where U stands for both the electric and magnetic fields.

decomposed into a sum of monochromatic fields. Such fields are often closely approx-

imated in practice and easier to analyze, where the electric and magnetic field can be

written explicitly as:

E (~r, t) = Re {E (~r) exp (−j2πνt)} (2.5)

H (~r, t) = Re {H (~r) exp (−j2πνt)} (2.6)

where Re {} signifies “real part of” and ν is the optical frequency. Respectively, E (~r)

andH (~r) are electric- and magnetic-field complex-amplitude vectors: ~E = (Ex, Ey, Ez),
~H = (Hx, Hy, Hz). However, the Maxwell’s equations generally have no analytical

solutions, but can be solved numerically using several vectorial methods [2], e.g. the

Rigorous Coupled Wave Analysis (RCWA) or Finite-Difference Time-Domain (FDTD)

methods, as will be reviewed in the next sections.

Although in theory it is possible to calculate directly the diffraction pattern at the

output plane U(x2, y2; z), these methods in practice are computationally very expensive

and often limited to 2D or small/periodic 3D structures [59]. A more common approach

to model more complex types of diffractive structures which have a wider range of prac-

tical applications is to divide the problem into two regions where the fields U(x1, y1; 0)

and U(x2, y2; z) can be solved separately. Traditional diffraction methods use the TEA

for the DOE region and a scalar propagation in the free-space region, such as the

Fraunhofer approximation or the Angular Spectrum Method (ASM) [11]. The origi-

nal Radiation Spectrum Method (RSM) [60] also uses the TEA for the calculation of

U(x1, y1; 0), but the free-space region is modeled using a vectorial propagation. Some

methods based on a vectorial model for the DOE region (FDTD) coupled with a scalar

free-space propagation (ASM) have also been described in the literature [7, 61], while

the most recent work has focused on the coupling of FDTD in the DOE region with a

vectorial method (RSM) for the free-space region [62, 63]. It appears that the FDTD

+ RSM model is equivalent to the FDTD + vectorial ASM [64], as the RSM and the

vectorial ASM obtain the same calculated fields, with the only assumption that the

field propagating in free space is considered as the sum of only forward plane waves
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(no backward plane waves) [60]. This assumption corresponds to the classical DOE

applications where there is only one illumination on one side of the DOE (i.e. no il-

lumination in the inverse direction), as shown in Fig. 2.1. Theoretically the FDTD +

vectorial ASM or FDTD + RSM are then fully vectorial models which allows for the

accurate calculation of non-paraxial electromagnetic field components in classical DOE

applications. However, they are not pratically usable for far-field propagation due to

their sampling constraint, as will be shown later in this chapter.

Details on the advantages and disadvantages of the different approaches will be

given in the following sections.

2.2 DOE region

2.2.1 Thin Element Approximation

In the Thin Element Approximation (TEA), the diffraction inside the structure is

neglected and it is assumed that the illumination wave transmits through the structure

without changing the propagation direction. The field after the structure can be calcu-

lated approximately as a multiplication of the incident field U0 with the transmission

function of the structure t(x, y) [11]:

U(x1, y1; 0) = t(x, y) · U0 (2.7)

In general t(x, y) is a complex function:

t(x, y) = T (x, y) · exp{jφ(x, y)} (2.8)

where T (x, y) is the amplitude modulation (0 ≤ T (x, y) ≤ 1) and φ(x, y) is the phase

shift due to the transmission through the structure. For example, a square aperture,

which is an amplitude DOE, has the transmission function given by:

t(x, y) =

1 inside the aperture

0 outside the aperture
(2.9)

For phase elements, the light propagates without absorption, i.e. T (x, y) = 1, but

with a modulated phase according to the phase shift introduced by the structure. Fig.

2.2 shows a L level phase DOE illuminated by a plane wave at normal incidence in

free-space. The optical path difference (OPD) between two rays transmitted through

a thickness step δd can be calculated as [65]:

OPD = δd · n− δd · 1 = (n− 1)δd (2.10)
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which results in the phase step:

δφ = k ·OPD =
2π

λ
(n− 1)δd (2.11)

As the phase is periodic with the period of 2π, the phase step should be δφ = 2π/L.

The total thickness of the DOE is given by d = (L− 1)δd, resulting in [2, 65]:

d = (L− 1)
λ

2π(n− 1)
δφ = (L− 1)

λ

2π(n− 1)

2π

L
=
L− 1

L

λ

n− 1
(2.12)

Figure 2.2 — Propagation of two light rays through a L level phase DOE in the

TEA.

This approach is sometimes called as the transmission function approximation [66],

which has been shown to be accurate and efficient for DOEs having thickness equiva-

lent to a phase shift smaller than 2π and feature size much bigger than the wavelength.

However, for the cases where there is interaction between the incident field and the

structures (e.g. for DOEs having the sub-wavelength feature sizes, or thickness equiv-

alent to a phase shift significantly bigger than 2π), vectorial theory has to be used in

order to solve the diffracted field U(x1, y1; 0) exactly [11].

2.2.2 Vectorial theory

The Finite-Difference Time-Domain (FDTD) method is perhaps the most straight-

forward numerical solution to the Maxwell’s equations. The Rigorous Coupled Wave

Analysis (RCWA), also called as Fourier Modal Method (FMM) [67], is another vecto-

rial method but can only be applied for infinite periodic structures. In this thesis, as

we aimed to develop a vectorial diffraction model for a wider range of applications, the

FDTD is more suited. The basic FDTD principle will be summerized here, details for

the RCWA/FMM can be found in [68–70].
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In the FDTD, finite differences are employed as approximations to both the spa-

tial and temporal derivatives. The second order approximation for the derivative of a

function f(x) at a point x0 is given by:

∂f(x)

∂x

∣∣∣∣
x=x0

≈ f(x0 + ∆x)− f(x0 −∆x)

2∆x
(2.13)

where ∆x is a small sampling step. The approximation is more accurate with smaller

value of sampling step ∆x [71]. Full details and a mathematical derivation of FDTD

can be found in [72], the basic principle can be summerized as follows :

1. Sample the calculation region into a high resolution spatial and temporal grid.

Discretize the electric and magnetic fields in both space and time.

2. Replace all the derivatives in the Maxwell’s equations with finite differences. Solve

the difference equations to obtain the relations between the (unknown) future

fields in terms of (known) past fields and between the neighboring spatial points.

3. Propagate the electric and magnetic fields one time step into the future so that

they are now calculated fields.

4. Repeat the calculation until the fields have been propagated over the desired du-

ration.

Figure 2.3 illustrates one-dimensional FDTD using a more convenient discretization,

where the electric and magnetic fields are evaluated as half-step apart (in both space

and time) [73]:
∂f(x)

∂x

∣∣∣∣
x=x0

≈
f(x0 + ∆x

2
)− f(x0 − ∆x

2
)

∆x
(2.14)

The relations between the future fields in terms of past fields and between the neigh-

boring spatial points are as follows:

Figure 2.3 — Yee grid and leap-frog time steps.

E|n+1
i ≈ E|ni +

1

ε|i
∆t

∆x

[
H|n+0.5

i+0.5 −H|n+0.5
i−0.5

]
(2.15)
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Hn+0.5
i+0.5 ≈ H|n−0.5

i+0.5 +
1

µ0

∆t

∆x

[
E|ni+1 − E|ni

]
(2.16)

This discretization calculates different field components at different grid locations. As a

consequence, the output field components must be interpolated to a common point [74].

The spatial grid resolution ∆x must be fine enough to display the finest structures

of the ε distribution and the fields: ∆x ≤ λ/(20nmax), with nmax being the highest

refractive index in the simulation domain [72]. Furthermore, in order for the method to

converge to the correct result, the temporal step must be smaller than the time needed

for the electromagnetic wave to propagate to the next spatial grid location ∆t ≤ ∆x/c,

where c is the speed of light in the propagation medium. In other words, the temporal

resolution must be fine enough to “capture” the propagation of light between two

nearest neighbors. This condition is expressed by ∆t = S∆x/c, where S is the Courant

factor, which must satisfy S ≤ 1/
√
ND, with ND is the number of dimensions of the

simulation [71].

Due to these strong spatial and temporal converging conditions, in practice the

FDTD calculation requires an extremely high memory usage and very long calculation

time. For example, a 3D FDTD modeling the traveling of light through a free-space

region of 16×16×32 µm using 20 samples/µm requires about 10 GByte of Random-

Access Memory (RAM). The simulation time on a Linux computer with an Intel core

i5 @ 3.2 GHz processor and 16 GByte of RAM is about 50 minutes. If a structure of

refractive index n = 2 is added, the resolution has to double. The required amount of

RAM increases by 8, which is beyond the amount of available memory of most current

desktop PCs. The computational time increases by at least 16 [75], which means more

than 10 hours for a single FDTD propagation, not to mention that a design algorithm

often requires hundreds of iterative propagations.

For these reasons, FDTD is often limited to a small region, usually about ten times

the wavelength around the DOE. For infinite periodic structures, the RCWA/FMM

should be used, since the computational effort is much lower than the FDTD, and

the far-field diffraction pattern can be obtained directly [68–70], as will be shown in

Chapter 4. If an object is very small compared to a wavelength, effective medium

theory [63] generally provides more efficient solutions. Alternatively, if the wavelength

is very small compared to the physical features of interest, the TEA is a much more

efficient way to solve the problem.

Once the field at the DOE plane U(x1, y1; 0) has been solved, the diffracted field

U(x2, y2; 0) on the far-field observation plane (usually about 10 cm beyond the DOE)

can be calculated using a free-space propagator. In practice, FDTD is usually not

applicable for this region due to the extensive memory and calculation requirements

and another method is necessary for the calculation of the free-space propagation to

the observation plane.
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2.3 Free-space propagation region

2.3.1 From vectorial to scalar theory

In the free-space region, as the propagation medium is homogeneous (ε = constant),

it is possible to reduce the Maxwell’s equations into a single scalar wave equation.

Details on the mathematical derivation can be found in [11].

∇2u (~r, t)− n2

c2

∂2u (~r, t)

∂t2
= 0 (2.17)

where the scalar field u (~r, t) stands for any of the x−, y− or z− directed components

of the vector fields ~E and ~H. This means that all components of the electromagnetic

field can be solved, if required, using this equation despite of its scalar being.

For monochromatic wave, the scalar field can be written explicitly as:

u (~r, t) = Re {U (~r) exp (−j2πνt)} (2.18)

where U (~r) is a complex function of position:

U (~r) = A (~r) exp [−jφ (~r)] (2.19)

where A (~r) and φ (~r) are the amplitude and phase of the wave, respectively. It follows

from Eq. (2.17) that U (~r) must obey the time-independent equation:(
∇2 + k2

)
U (~r) = 0 (2.20)

where k = 2πnν/c = 2π/λ is the wave number and λ = c/ (nν) is the wavelength in the

dielectric medium. Eq. (2.20) is known as the Helmholtz equation, which is valid for

any monochromatic optical disturbance propagating in homogeneous dielectric medium

(n ≥ 1). This scalar equation gives an exact solution to Maxwell’s equations for the

propagation of an electromagnetic field in free-space. It can be further reduced to a

simpler and more usable expression, which is the Angular Spectrum Method (ASM).

2.3.2 The Angular Spetrum Method

In the ASM, the complex field across the source plane is decomposed into a sum

of plane waves propagating with direction cosines α, β, γ, where α2 + β2 + γ2 = 1,

as illustrated in Figure 2.4. For this reason, this method is also called as the angular

spectrum of plane waves [76–78]. The angular spectrum of the field across a plane at a

distance z is given by a Fourier Transform (FT):

A (fx, fy; z) =

∫∫ ∞
−∞

U (x2, y2; z) exp [−j2π (fxx2 + fyy2)] dfxdfy (2.21)
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where the FT operation can be seen as a decomposition of a complicated function into a

collection of simpler functions, and fx = α/λ, fy = β/λ are the spatial frequencies [11].

The field can therefore be represented by an Inverse Fourier Transform (IFT) of its

spectrum:

U (x2, y2; z) ∝
∫∫ ∞
−∞

A (fx, fy; z) exp [j2π (fxx2 + fyy2)] dfxdfy (2.22)

Note that the field is expressed as “proportional to” by the symbol ∝, since we are

not interested in the exact values but in the normalized field distribution. The physical

meaning is that in practice, all measured light fields must be normalized. Therefore

the constant complex number in front of the integral is not necessary to be written

explicitly.

Figure 2.4 — The wave propagation direction.

In addition, U(x2, y2; z) must satisfy the Helmholtz equation (2.20). Solving the

second order differential equation leads to an elementary solution [11]:

A (fx, fy; z) = A (fx, fy; 0)G(fx, fy; z) (2.23)

where G(fx, fy; z) = exp
(
jkz
√

1− λ2(f 2
x + f 2

y )
)

is the Transfer Function and

A(fx, fy; 0) is the FT of the field at the DOE plane U(x1, y1; 0). The diffraction pattern

at the output plane is therefore given by:

U (x2, y2; z) ∝
∫∫ ∞
−∞

A(fx, fy; 0)G(fx, fy; z) exp [j2π(fxx2 + fyy2)] dfxdfy (2.24)

In simulation, the Angular Spectrum equation (2.24) can be evaluated directly as:

U(x2, y2; z) ∝ IFT
{
A(fx, fy; 0)G(fx, fy; z) · circ

(
λ
√
f 2
x + f 2

y

)}
(2.25)

The computational complexity is O(N2(1 + 2 log2N)). Notice that if the source field is

sampled uniformly at distance δ1, the spatial frequencies fx, fy will be equally spaced
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with δf = 1/(Nδ1) due to the discrete FT property. The maximum direction cosines

α, β are therefore αmax = βmax = Nλδf/2 = λ/(2δ1). In reality, all direction cosines

must be real, which means that α, β have to satisfy α2 + β2 < 1. However, this is not

always the case in simulation, i.e. if δ1 < λ/
√

2. Under such a condition, there will be

some positions where α2 + β2 > 1, so γ is imaginary since α2 + β2 + γ2 = 1, and α

and β are no longer interpretable as direction cosines. These components correspond

to evanescent waves, which are rapidly attenuated and cannot propagate farther than

a few wavelengths from the DOE. As a consequence, a circ function is usually added

into the simulation of the ASM [11] so that there is no contribution of the evanescent

waves to the field at the observation plane.

The main disadvantage of this method is that the sampling distances at the DOE

plane and the output plane are the same δ2 = δ1, which imposes constraints on the

simulation. In addition, to adequately sample the transfer function G(fx, fy; z), its

phase term must satisfy an additional sampling condition [79, 80]. Expressed for one-

dimension in the frequency domain, this condition is:

δf

∣∣∣∣∂φG∂f
∣∣∣∣
max

≤ π, where φG(f) = kz
√

1− λ2f 2 (2.26)

Replacing |f |max = Nδf/2 and δf = 1/(Nδ1) results in the validity region

z ≤ Nδ2
1

λ

√
1− λ2

4δ2
1

, if δ1 ≥ λ/2 (2.27)

which means that this method can only be used without numerical artifact for short

propagation distances [81]. For example, with typical values for current DOEs, such as

λ = 1.55 µm, δ1 = 1 µm and N = 4096, the validity distance is z ≤ 1.67 mm. Notice

that for DOEs having feature sizes smaller than half the wavelength (δ1 ≤ λ/2), the

ASM should not be used because the sampling condition is invalid.

From the above discussions, we can see that the maximum diffraction angle, which

can be obtained by inverse cosine of the minimum and real γ, is independent of the

number of samples. This means increasing N will only result in finer spacing and a

greater validity distance, but not in higher diffraction angle. To model wider angles of

diffraction, we can instead decrease the sampling distance in the source plane δ1, but

the validity distance will also be reduced.

Notice that, in case all components of the electromagnetic field are required (e.g.

when polarization or Poynting vector have to be taken into account), they can be solved

separately using the same scalar ASM equation (see Section 2.3.1). This is the basic

idea for the vectorial ASM [82–84], which is equivalent to using the scalar ASM to

calculate one component of the electromagnetic field and taking the Maxwell’s partial

derivatives to get the other components [64]. Another equivalence is the RSM [60],



32 CHAPTER 2. DIFFRACTION MODELS

which is a vectorial modal method originally used for the analysis of integrated optics

structures. The drawback of these approaches is the sampling condition δ2 = δ1, which

is the same as the scalar ASM. For this reason, these methods have generally been

limited to the modeling of near-field focusing [63,85,86].

2.3.3 The Rayleigh-Sommerfeld diffraction formula

Unlike the ASM which is a solution of the Helmholtz equation, the Rayleigh-

Sommerfeld (RS) diffraction formula is a mathematical model of the Huygens-Fresnel

principle, where the observed field U (x2, y2; z) is considered as a superposition of di-

verging spherical waves originating from every secondary point source within the DOE

U (x1, y1; 0). Fig. 2.5 shows the diffraction geometry in three dimensions. The Rayleigh-

Sommerfeld diffraction formula is given in [11] as:

U (x2, y2; z) ∝
∫∫ ∞
−∞

U (x1, y1, 0)

(
jk − 1

r

)
exp (jkr)

r2
dx1dy1 (2.28)

where r is the distance between an arbitrary point in the source field plane to an

arbitrary point in the observation plane

r =

√
z2 + (x2 − x1)2 + (y2 − y1)2 (2.29)

Figure 2.5 — Diffraction geometry.

Despite the apparent differences of their approaches, the ASM and the RS solution

yield identical predictions of diffracted fields [87]. Eq. (2.28) can be seen as a convolution

of the source-plane field U(x1, y1; 0) with an Impulse Response

g(x, y; z) =

(
jk − 1

r

)
exp (jkr)

r2
(2.30)
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where the ASM (2.24) is shown to be the FT representation of the convolution, in

which A(fx, fy; 0) and the Transfer Function G(fx, fy; z) are the Fourier transforms of

U(x1, y1; 0) and g(x, y; z), respectively.

Similar to the ASM, to adequately sample the impulse response g(x, y; z), its phase

term must satisfy a sampling condition [79, 80]. Expressed for one-dimension in the

source plane, this condition is:

δx

∣∣∣∣∂φg∂x

∣∣∣∣
max

≤ π (2.31)

Assuming that r � λ, g(x; z) ≈ jk exp(jkr)/r2 and the phase term can be approxi-

mated as φg = kr + π/2, where r =
√
z2 + x2. Replacing |x|max = Nδ1/2 and δx = δ1

results in the validity region:

z ≥ Nδ2
1

λ

√
1− λ2

4δ2
1

if δ1 > λ/2 (2.32)

which means that the RS diffraction formula can be used for the region where the ASM

is invalid (see Eq. (2.27)). Notice that if δ1 ≤ λ/2, the RS diffraction formula is valid

for all values of z > 0. Within this validity region, the RS diffraction formula can be

evaluated numerically in different ways as follows:

Rayleigh-Sommerfeld direct integral

For a point on the observation plane, the Rayleigh-Sommerfeld integral (2.28) can

be evaluated numerically as a Riemann sum:

U(x2|m, y2|n; z) ∝
N∑
i=1

N∑
k=1

U(x1|i, y1|k; 0)g(x2|m − x1|i, y2|n − y1|k; z)δ2
1 (2.33)

where δ1 is the sampling interval on the source field plane and m,n are the indices of

the observation point (m,n = 1, . . . , N). The advantage of this simulation is that the

sampling distance on the observation plane δ2 can be adjusted freely. Therefore, we can

increase N or δ2 to model wider angles of diffraction. However, the main drawback of

this approach is its high complexity O(N4), which requires a long computation time,

especially for the high resolution/large DOEs that can now be fabricated.

Rayleigh-Sommerfeld convolution

Using the convolution theorem, the Rayleigh-Sommerfeld diffraction formula (2.28)

can also be evaluated numerically using the Impulse Response approach:

U(x2, y2; z) ∝ IFT {FT [U(x1, y1; 0)]FT [g(x1, y1; z)]} (2.34)
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The computational complexity is O(N2(1 + 3 log2N)), which is much lower than the

direct integral approach in Eq. (2.33). However, the disadvantage is that, as for the ASM

approach, δ2 = δ1 and we have no control over the grid spacing in the observation plane.

This condition limits application to either small diffraction angles or short propagation

distances, because the only way to obtain non-paraxial diffraction at the far field is

to increase the number of samples, which is not always possible due to the limited

computer memory and calculation time. For example, with typical values of current

DOEs such as δ1 = δ2 = 1 µm and N = 4096, to model up to an angle of 45◦, the

maximum propagation distance that can be evaluated is specified by:

tan 45◦ =
O2P2max

zmax
⇒ zmax =

Nδ2

√
2

2
≈ 2.9 mm (2.35)

where O2 and P2max are the origin and the maximum angular extent of the observation

plane, respectively (see Fig. 2.5).

Because of these difficulties (i.e. strong sampling constraint and high computa-

tional complexity), some approximations are often made to the ASM or RS diffraction

formula, to reduce these rigorous free-space propagators to less accurate but more

tractable expressions.

2.3.4 The scalar paraxial approximation

The scalar paraxial approximation, as its name implies, is valid for small diffraction

angles and has been shown to be relatively accurate and very useful in practice [88].

Depending on whether the approximation is made to the ASM or RS diffraction for-

mula, different versions of the paraxial approximation can be derived, with different

sampling requirements and validity regions.

Paraxial Angular Spectrum Method

Using the binomial expansion for the direction cosines α, β ≈ 0 (α = λfx, β = λfy)

γ =
√

1− α2 − β2 ≈ 1− α2 + β2

2
(2.36)

the angular spectrum (2.24) can be rewritten as:

U(x2, y2; z) ∝
∫∫ ∞
−∞

A(fx, fy; 0)H(fx, fy; z) exp [j2π (fxx2 + fyy2)] dfxdfy (2.37)

where H(fx, fy; z) = exp
[
−jπλz

(
f 2
x + f 2

y

)]
is the paraxial Transfer Function. This

equation is only valid in the paraxial approximation and should not be confused with

the non-paraxial one. In simulation, this equation can be evaluated as

U(x2, y2; z) ∝ IFT {A(fx, fy; 0)H(fx, fy; z)} (2.38)
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where A(fx, fy; 0) is the FT of U(x1, y1; 0) . The computational complexity is the same

as that of the ASM: O(N2(1 + 2 log2N)). The sampling distance is also the same (δ2 =

δ1) and we have no control over the grid spacing in the observation plane. Furthermore,

Voelz et al. [80] showed that the phase term of H must satisfy an additional sampling

condition. Expressed for one-dimension in the frequency domain, this condition is:

δf

∣∣∣∣∂φH∂f
∣∣∣∣
max

≤ π, where φH(f) = −πλzf 2 (2.39)

Replacing |f |max = Nδf/2 and δf = 1/(Nδ1) results in the validity region z ≤ Nδ2
1/λ,

which means that this method can only be used for short propagation distances.

Although the paraxial ASM has no advantages over the non-paraxial one, it is

useful for evaluating the accuracy of the paraxial approximation. It should be noticed

that this validity region can also be derived directly from Eq. (2.27) for the non-

paraxial ASM, using the assumption that λ2/(4δ2
1)� 1, or equivalently δ1 � λ/2. An

alternative, less stringent condition is λ2/(4δ2
1) < 0.1, leading to δ1 > 1.58λ, where

the inequality is now > rather than �. For example, if λ=0.633 µm and δ1=1 µm,√
1− λ2/(4δ2

1) = 0.949, resulting in an error in the assumption of about 5%, which

will be further demonstrated in the next chapter. This condition suggests that the

paraxial approximation is relatively accurate (within a few percent error) for the free-

space propagation if the DOE feature size is larger than about 2 times the illumination

wavelength.

For paraxial diffraction in longer propagation distances, several approximations for

the distance r can be made to the RS equation (2.28), resulting in the Fresnel diffraction

formula.

Fresnel approximation

Assuming that the propagation distance is much larger than the wavelength r � λ,

the RS equation can be rewritten:

U (x2, y2; z) ∝
∫∫ ∞
−∞

U (x1, y1, 0)
exp (jkr)

r2
dx1dy1 (2.40)

As the accuracy of r in the denominator is generally much less significant than in the

exponent, r ≈ z can be used for the denominator, while the binomial expansion of

(2.29) is used for the exponent term:

r ≈ z +
(x2 − x1)2 + (y2 − y1)2

2z
(2.41)

Equation (2.40) can be rewritten as

U(x2, y2; z) ∝
∫∫ ∞
−∞

U(x1, y1; 0) exp

{
j
k

2z

[
(x2 − x1)2 + (y2 − y1)2

]}
dx1dy1 (2.42)
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which is a convolution of the source-plane field U(x1, y1; 0) with an Impulse Response

h(x, y; z) = exp
[
j k

2z
(x2 + y2)

]
. Extracting the constant phase term out of the integrals,

we obtain the Fresnel diffraction formula for the paraxial approximation:

U(x2, y2; z) ∝
∫∫ ∞
−∞
{U(x1, y1; 0)h(x1, y1; z)} exp

[
−j 2π

λz
(x1x2 + y1y2)

]
dx1dy1

(2.43)

In simulation, the Fresnel equation (2.43) can be evaluated directly as:

U(x2, y2; z) ∝ FT {U(x1, y1; 0)h(x1, y1; z)} (2.44)

with the computational complexity of O(N2(1 + log2N)), which is much lower than

that of the RS direct integral (2.33). The spatial frequencies are specified by fx =

x2/(λz), fy = y2/(λz), or equivalently δf = δ2/(λz). Due to the discrete FT property:

δf = 1/(Nδ1), the grid spacing in the observation plane can be obtained as:

δ2 = λzδf =
λz

Nδ1

(2.45)

which is more flexible than that of the ASM or RS convolution (2.34).

According to [80] or equivalently [89], the sampling criterion for Fresnel propagation

is that the phase term of the h function satisfies the condition in one direction in the

source plane:

δx

∣∣∣∣∂φh∂x

∣∣∣∣
max

≤ π, where φh =
kx2

2z
(2.46)

Replacing δx = δ1, |x|max = Nδ1/2 and k = 2π/λ results in the validity region z ≥
Nδ2

1/λ, which can also be approximated from Eq. 2.32 for the RS diffraction formula.

The accuracy of the Fresnel propagation is therefore similar to that of the paraxial

ASM.

Notice that we could also evaluate the Fresnel convolution (2.42) directly as:

U(x2, y2; z) ∝ IFT {FT [U(x1, y1; 0)]FT [h(x1, y2; z)]} (2.47)

which is equivalent to the paraxial ASM (2.38) whereA(fx, fy; 0) and the Transfer Func-

tion H(fx, fy; z) are the Fourier transforms of U(x1, y1; 0) and h(x, y; z), respectively.

However, this approach has the same validity distance as the numerical evaluation

(2.44), with a fixed grid spacing δ2 = δ1 and a higher computational complexity (three

Fourier transforms instead of one). This simulation is therefore rarely used in practice.

If the diffracted field is observed on a plane very far from the DOE plane, the scalar

paraxial approximation can be further reduced:
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2.3.5 The scalar paraxial approximation in the far field

Fraunhofer approximation

If another assumption is used additionally (z = ∞), so that the quadratic phase

factor exp
[
j k

2z
(x2

1 + y2
1)
]

in equation (2.43) is approximately unity over the entire

aperture, the field at the observation plane can be found directly as a FT of the

aperture distribution itself:

U (x2, y2; z) ∝
∫∫ ∞
−∞

U (x1, y1; 0) exp

[
−j k

z
(x2x1 + y2y1)

]
dx1dy1 (2.48)

This is the Fraunhofer diffraction, which is just a special case of the Fresnel diffraction

where the propagation distance is at the far-field [11]

z > ZF =
2D2

λ
(2.49)

with D is the diameter of the illumination area. This criterion is known as Fraunhofer

distance in antenna theory [90], which can be written in terms of a tolerance on defocus

smaller than λ/16 [91].

For example, at a wavelength of 633 nm and a DOE illumination beam of 4 mm,

the observation distance z should strictly be greater than 50 m, which is rare in nearly

all practical systems using DOEs. However, the Fraunhofer diffraction pattern can be

observed at distances much closer provided the DOE is illuminated by a spherical wave

converging toward the observer, or if a positive lens is properly situated right before

or after the DOE. These setups aim to bring the image from infinity to the focal point

of the converging beam or lens [11,92].

In simulation, the Fraunhofer diffraction formula can be evaluated as a FT, with

the computational complexity of O(N2 log2N). As it is a special case of the Fresnel ap-

proximation, the spacing in the observation plane must obey the same spatial mapping:

δ2 = λz/(Nδ1). It is also possible to calculate diffraction patterns in the far-field by

using the Fresnel approximation to retain the full accuracy of the paraxial regime [11],

at the expense of a slightly higher computational complexity.

Angular Fraunhofer approximation

A different version of the paraxial far-field approximation has been used in [93],

where the diffraction pattern is calculated in angular instead of spatial coordinates:

U (α, β; z) ∝
∫∫ ∞
−∞

U (x1, y1; 0) exp

[
−j 2π

λ
(αx1 + βy1)

]
dx1dy1 (2.50)

This approximation can be simulated by a FT, where the angular coordinates α and β

are equally spaced. However in practice, the required output field is usually in spatial
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coordinates on a uniform sampling grid with the sampling interval δ2. A resampling

step is therefore necessary to interpolate the field from angular U(α, β;R′) to spatial

coordinates U(x2, y2; z) on a uniform sampling grid with the sampling interval δ2. For

example with nearest-neighbor interpolation, which is the simplest method [94], the

field in the output plane U(x2, y2; z) at the position (x2 = mδ2, y2 = nδ2) is calculated

by:

U(mδ2, nδ2; z) ≈ U(pδα, qδβ;R′) (2.51)

in which m,n, p, q are integers −N/2 ≤ m,n, p, q ≤ N/2− 1, with pδα ≈ x2/R
′, qδβ ≈

y2/R
′. The sampling interval of the direction cosines is specified by δα = δβ = λδf ,

where δf = 1/(Nδ1). The computational complexity of the algorithm is therefore

O(N2(1 + log2N)). Although there is no approximation for the spatial distribution

of the diffracted field in this method, a paraxial approximation has been used for the

amplitude of the field, as will be shown in Chapter 3. Examples of far-field diffraction

patterns and numerical artifacts can be found in [11] and [95], respectively.

From the above discussion, we can see that there seems to be no ideal solution for

the calculation of far-field non-paraxial diffraction patterns. For this reason, researchers

have been searching for different ways of modeling scalar non-paraxial far-field diffrac-

tion [96–98]. A potential way to get around this problem is the repeated calculation

method, where the above propagators can be used for different calculation windows or

consecutive propagation steps.

2.3.6 Repeated propagation method

Multi-window propagation

For diverging elements where the Fourier pattern is much bigger than the DOE size,

the output plane can be divided into small zones of the same size as the input plane,

and an off-axis propagation method can be repeated over and over at different points

to calculate the entire diffraction pattern. For example, Shen et al. [99] developed

a modified RS convolution which allows calculation of output planes that are not

necessarily centered around the optical axis, but the sizes of the calculation windows at

the source and destination plane remain the same. This leads to the idea of calculating

a repeated RS convolution when the diffraction pattern is bigger than the DOE size, as

illustrated in Fig. 2.3.6. However, with this approach, to obtain the same size output

plane at the same sampling points as the standard RS integral, the output plane must

be calculated at an unnecessarily large number of points, leading to a huge increase in

computational effort. If each zone contains one sampling point on the output plane, the

convolution has to be repeated N×N times to obtain the entire diffraction pattern. As

the computational complexity of the modified convolution [99] is O(N2
F (2+3 log2NF )),
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where NF = 2N − 1, the computational complexity of the repeated convolution is

O(N2N2
F (2 + 3 log2NF )), which is even higher than that of the RS integral.

Figure 2.6 — Principle of a repeated calculation based on off-axis RS convolution.

Multi-step propagation

The diffracted field on the source plane can also be propagated to the output plane

via multiple intermediate planes using any of the above propagators. For example, a

two-step propagation has been used for the Fresnel propagator [100], as illustrated in

Fig. 2.7. It is also possible to derive a scaled paraxial ASM where the field is propa-

gated via an intermiate plane before propagating to the observation plane [101]. The

main advantage of these scaled scalar paraxial propagators over the original versions

is that the sampling distance in the observation plane can be adjusted via the scaling

parameter δ2 = mδ1, where m = (z − z1)/z1 can be changed by choosing the interme-

diate plane. Attempts have been made to develop scaled versions of the non-paraxial

ASM [102, 103] but they are only applicable to high numerical converging elements,

which basically means only the near field diffraction pattern. The disadvantage of this

approach is the increase in computational complexity and the introduction of other er-

rors due to the cascaded aperture effect [81]. Details on the mathematical derivation of

the scaled scalar paraxial propagators and a demonstration for the cascaded aperture

effect are given in Appendix A. Once the diffracted field at the observation plane has

been calculated, the diffracted power can be estimated in different ways as given in

Appendix B.
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Figure 2.7 — Two-step propagation geometry.

2.3.7 Comparison of different free-space propagation methods

In the previous sections, we have analyzed the numerous free-space propagation

methods, whose simulation constraints and validity regions are summerized in Table

2.1. From the above discussion, we can see that there seems to be no ideal solution for

the calculation of the very useful practical case of far-field non-paraxial (wide angles)

diffraction patterns. While the direct RS integral imposes no constraints, its compu-

tational complexity limits its application in many situations. The RS convolution and

the ASM greatly reduce the computational complexity, but they impose sampling con-

straints that limit either the diffraction angle or propagation distance. A multistep RS

convolution or ASM where a long distance is split into a sequence of shorter propaga-

tions [95,104] offers a potential way to get around this problem, but there are increases

in computational complexity and the introduction of other errors due to the cascaded

aperture effect [81]. Another approach is a repeated RS convolution or ASM propaga-

tion where the output field is divided into small zones of the same size with the DOE

plane at the expense of increased computational effort. Due to these reasons, some ap-

proximations are often made to the ASM or RS diffraction formula, which are rigorous

for the free-space propagation.

On the other hand, scalar paraxial methods are computationally efficient but cannot

model correctly wide diffraction angles. The paraxial approximation is relatively accu-

rate (within a few percent error) if the DOE feature size is larger than about 2 times

the illumination wavelength, or equivalently diffraction angles smaller than about 10◦.

It has been reported by Harvey et al. [105] that in fact the scalar regime can evaluate,

to a high degree of accuracy, non-paraxial diffraction effects of diffractive gratings on

an output hemisphere in the far-field by using a simple FT. In a related approach, Cole
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Table 2.1 — Simulation constraints and validity regions of different diffraction mod-

els for the free-space propagation.

Diffraction Sampling Computational Validity
Remakrs

model constraint complexity region

ASM δ2 = δ1 N2(1 + 2 log2N) z ≤ Zr
RS integral δ2 flexible N4

z ≥ Zr
Rigorous scalar,

RS convol. δ2 = δ1 N2(2 + 3 log2N) Zr =
Nδ21
λ

√
1− λ2

4δ21

Repeated RS δ2 = δ1 4N4(2 + 3 log2 2N)

Parax. ASM δ2 = δ1 N2(1 + 2 log2N) z ≤ Zp Scalar paraxial,

Fresnel δ2 = λz/(Nδ1) N2(1 + log2N) z ≥ Zp Zp = Nδ2
1/λ

Scaled
δ2 = mδ1 3N2(1 + log2N) z ≥ sZp

Scalar paraxial,

Fresnel s = max(m, |1−m|)
Scaled

δ2 = mδ1 2N2(1 + log2N)
z ≤ mZp, Scalar paraxial,

parax. ASM z ≥ |1−m|Zp m ≥ 1/2

Fraunhofer δ2 = λz/(Nδ1) N2 log2N z ≥ 2D2/λ
Scalar paraxial,

Angular Fra. Resampling N2(1 + log2N) far-field

et al. [106] have studied non-paraxial diffraction effects in lens based imaging system,

where the applicable range of scalar diffraction theory is extended for numerical aper-

tures up to about 0.6, corresponding to diffraction angles up to about 37◦ in free space.

However, the extension of these approaches to more complex diffractive structures and

especially by the projection from the hemisphere to the more usual observation plane

has not been studied in detail.

2.4 Conclusion

In conclusion, there is no ideal solution for the calculation of far-field non-paraxial

diffraction patterns, as most of the current diffraction models are either fast but inac-

curate or rigorous but slow. Vectorial methods are rigorous but can only be used for a

very small DOE, usually around the DOE region, due to the extensive calculation re-

quired. For the free-space propagation region, the ASM and the RS diffraction formula

model the diffraction problem accurately but their applications are often limited due to

the imposed sampling constraints and computational complexity. On the other hand,

the TEA and the Fraunhofer approximation offer a fast way to calculate the diffracted

field at the DOE plane and far-field output plane, respectively. These approximations

have been used for the modeling and design of Fourier elements in most cases, but

they are only applicable to thin elements and small diffraction angles, respectively. We

will now present in Chapter 3 the efficient diffraction propagators we have developed

to overcome these limitations and enable the rapid calculation of non-paraxial Fourier
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elements. The limit of the TEA and our methods to overcome this limitation in the

modeling and design of thick elements will be discussed later in Chapter 4.



CHAPTER 3 Scalar theory for the

modeling and design of

DOEs operating in the

non-paraxial far-field

diffraction regime

In this chapter, we aim to extend the applicable range of scalar diffraction the-

ory for general (not limited to lens or one-dimensional grating) far-field elements by

presenting a projection step in combination with the Harvey model [105] to estimate

the non-paraxial diffraction pattern of a DOE at an observation plane in the far-field.

The computational results for a sample DOE are compared with the results obtained

by the Rayleigh-Sommerfeld integral [11], which is more rigorous but much more time

consuming. It is shown that our proposed method is more accurate than the traditional

Fraunhofer diffraction pattern [11], avoids the complex sampling constraints encoun-

tered with Angular Spectrum based approaches and gives results that are very close

to the experimentally observed non-paraxial patterns, while the computation effort

remains very close to that of FT based methods. The results in [107] confirm that,

scalar theory can be applied to model DOEs for diffraction angle up to about 33◦ and

perhaps even higher [106] with some decrease in calculation accuracy, provided that

the diffractive structures are not so small that vector diffraction theory is required.

3.1 Proposed scalar non-paraxial method

Harvey et al. introduced a non-paraxial scalar treatment that is accurate for large

diffraction angles [105,108], where the complex valued diffracted wave field is observed

on a hemisphere with radius R from the origin of the DOE plane, as shown in Fig. 3.1.

In this model, all terms from the binomial expansion for the distance from the source

43
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point to the observation point

r =
√

(x− x1)2 + (y − y1)2 + z2 = z

√
1 +

[
x2

1 + y2
1

z2
+
x2

2 + y2
2

z2
− 2(x1x2 + y1y2)

z2

]
(3.1)

are retained. The Rayleigh-Sommerfeld diffraction formula (2.28) can be rewritten as

(r � λ):

U(α, β;R) ≈ γ exp(jkR)

jλR

∫∫ ∞
−∞

U(x1, y1; 0)
exp(jkW )

(1 + ε)2
exp

[
−j2π

λ
(αx1 + βy1)

]
dx1dy1

(3.2)

with ε = (r − R)/R and W is a wave-front aberration function which contains all the

higher orders of the expansion [105]. The direction cosines of the propagation vector

are calculated from the spatial coordinates of the observation point (x, y, z):

α =
x

R
, β =

y

R
, γ =

z

R
, with R =

√
x2 + y2 + z2 (3.3)

Figure 3.1 — Diffraction geometry of the Harvey model.

This approximation is derived using only the assumption that r � λ. Harvey [109]

also showed that the aberration can be negligible (W ≈ 0) when the illumination is a

converging spherical wave, as is often the case with DOEs in practice or very nearly so

when the illumination is a plane wave or unfiltered laser beam. Another approximation

can be made with the assumption that the radius of the observation hemisphere is

much larger than the width of the source field, so that r ≈ R and therefore ε ≈ 0.

These assumptions are well satisfied for many practical applications where the DOE

size is often less than 1 cm and the propagation distance is generally a few tens cm. The

Fourier diffraction pattern can be observed at a finite distance (z = R) if a converging

spherical wave is used for illumination, which is equivalent to the classical 1f setup,
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where a focusing lens is placed right after the DOE [11]. These illumination and imaging

conditions will be used for all simulation methods discussed in the next section.

In these conditions, the diffracted wave field on the hemisphere can be calculated

directly by a single FT:

U(α, β;R) ≈ γ exp(jkR)

jλR
FT {U(x1, y1; 0)} (3.4)

However, the observation space in practice is usually a plane, which means that a

projection of the field from the hemisphere to the plane is required.

3.1.1 Hemisphere-to-plane projection

An arbitrary position on the plane z = R has the diffraction angles (α, β, γ) and

the spatial coordinates specified by

R′ =
R

γ
, x2 =

Rα

γ
, y2 =

Rβ

γ
(3.5)

where R′ is the distance from the origin of the DOE plane to the observation point in

the output plane (x2, y2, z). The field at this position can be estimated by one-to-one

mapping.

Plane wave projection

As a first approximation for this projection (Fig. 3.1), we assume a local plane wave

travelling from every point (α, β;R) on the hemisphere to the corresponding position

(x2, y2, z) on the tangential observation plane with the same magnitude and a phase

delay due to an optical path length: OPL = R′ − R. The field on the plane can be

calculated directly from the field on the hemisphere as:

U(α, β; z) = U(α, β;R′) = exp[jk(R′ −R)]U(α, β;R) (3.6)

where U(α, β;R′) is the field in the output plane expressed in terms of angular coordi-

nates.

In this way, each point on the sphere is mapped onto one point on the plane by

considering theoretically straight rays, so for example, a regularly spaced array of

diffraction spots on the output hemisphere becomes an irregularly spaced (distorted)

array of spots on the observation plane. In reality light does not propagate like this - it

will continue diverging/spreading from the hemisphere to the plane, as shown in Fig.

3.2(a). As the light field spreads out, it will cause not only distortion in spot position

but also a reduction in the intensity of the off-axis spots when they reach the plane.
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Spherical wave projection

A more accurate approximation would be to consider the field at each position on

the hemisphere as a local spherical wave exp(jkr)/r originating from the DOE and

travelling towards the observation plane. The field on the plane is therefore:

U(α, β;R′) =
R

exp(jkR)
U(α, β;R)

exp(jkR′)

R′
=
R

R′
exp[jk(R′ −R)]U(α, β;R) (3.7)

With this more precise approximation we take the diverging/spreading effect into ac-

count. This approach remains a one-to-one mapping, and the total power is conserved.

Strictly, in reality, there is not only propagation of light from the hemisphere, but also

superposition of light from different parts of the hemisphere at the same point on the

plane, which means we have another diffraction step from the hemisphere to the tan-

gential plane. In the model we present here, we consider and show that the spherical

wave projection is sufficient for our requirements.

Substituting (3.4) in (3.7) results in the diffraction pattern:

U(α, β;R′) ≈ γ exp(jkR′)

jλR′
FT {U(x1, y1; 0)} (3.8)

which is in fact equivalent to a multiradii approach, where every point on the obser-

vation plane is considered as belonging to different hemispheres with different radii

R′, as shown in Fig. 3.2(b), and the Harvey equation can be applied directly on the

observation plane.

(a) (b)

Figure 3.2 — (a) The diverging effect from the hemisphere to the observation plane.

(b) Multiradii approach.
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3.1.2 Resampling from angular to spatial coordinates

In all cases, in simulation the direction cosines α and β are equally spaced, and

γ = (1−α2−β2)1/2 is a nonlinear function. The output plane spatial coordinates x2, y2

calculated by the spatial mapping (3.5) are therefore unequally spaced. A resampling

step is therefore required to interpolate the field in the output plane U(α, β;R′) to

U(x2, y2; z) on a uniform sampling grid with the sampling interval δ2. For example

with nearest-neighbor interpolation, which is the simplest method [94], the field in the

output plane U(x2, y2; z) at the position (x2 = mδ2, y2 = nδ2) is calculated by:

U(mδ2, nδ2; z) ≈ U(pδα, qδβ;R′) (3.9)

in which m,n, p, q are integers −N/2 ≤ m,n, p, q ≤ N/2− 1, with pδα ≈ x2/R
′, qδβ ≈

y2/R
′. The sampling interval of the direction cosines is specified by δα = δβ = λδf ,

where δf = 1/(Nδ1). The computational complexity of the algorithm is therefore

O(N2(1 + log2N)) plus the complexity of the interpolation step. We use a bilinear

interpolation because of its low complexity, which is O(4N2), and show that its per-

formance in preserving fine details of the output field is sufficient.

Note that there is no specific requirement on δ2, as in the direct RS integral, while

the diffraction angle can be widened up to 90◦ by decreasing the sampling interval in

the source plane δ1, similar to the ASM.

3.1.3 The diffraction position

Due to the diverging of the field from the hemisphere to the plane, the positions of

the diffracted spots are distributed as a non-linear function [105]. The diffraction angle

of the order (m,n) in a 2D diffraction pattern can be calculated as:

tan θ =
λ

δ1

√
(m/N)2 + (n/N)2

1− (λ/δ1)2[(m/N)2 + (n/N)2]
(3.10)

For low diffraction orders (m,m� N) or structures with pixel size much bigger than

the operating wavelength (δ1 � λ), where the diffraction angle is small, this equation

can be simplified into the paraxial approximation:

tan θ ≈ λ

Nδ1

√
m2 + n2 (3.11)

3.1.4 The diffracted power

As a result of the projection from the hemisphere, the propagation direction of

non-paraxial diffraction is no longer perpendicular to the observation plane. The total
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power incident on a surface area A can be calculated using the scalar equation (B.9):

P =

∫∫
A

pγ dx2dy2 (3.12)

where γ is the cosine of the angle between the direction of power flow ~k and the normal

of the surface ~n. When ~k is nearly normal to the surface, γ ≈ 1 and the total power

P is simply the integral of the power density p over the detector area, which is a

paraxial approximation. Mathematical derivation of the scalar power estimation from

the rigorous Poynting vector can be found in Appendix B.

Figure 3.3 — Diffraction power estimation.

In simulation, the spot power is then estimated by the sum of the total light over

the spot area:

P ∝
∑

spot area

|U |2 cos(~kij, ~n)δ2
2 (3.13)

where the spot area is defined as a square of arbitrary but constant size for each spot

and centered on the spot, as shown in Fig. 3.3. This calculation technique is based on

what happens experimentally in practice where the active area of a photodetector is

centered on the spot.

Paraxial diffraction in the far field can be seen as a special case of our proposed

method, in which γ ≈ 1, R′ ≈ R = z and Eq. (3.8) then simplifies into the angular

Fraunhofer approximation:

U(α, β; z) ≈ U(α, β;R′) ≈ exp(jkz)

jλz
FT {U(x1, y1; 0)} (3.14)

Similar to the multiradii approach, a nonlinear mapping such as Eq. 3.9 can be used to

resample the field from angular to spatial coordinates. On the other hand, as γ ≈ 1, the

observation plane sampling grid (3.5) is approximately uniform (i.e. linear mapping),

and we obtain the Fraunhofer approximation in spatial coordinates [100,110]:

U(x2, y2; z) ≈ exp(jkz)

jλz
FT {U(x1, y1; 0)} ,where x2 ≈ Rα⇒ δ2 ≈ Rδα =

zλ

Nδ1

(3.15)

with the power evaluation (3.13) simplified into the calculation of intensity as the

squared magnitude of the diffracted field [11].
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3.1.5 Computer simulations and discussions

To assess the accuracy of our projections and to compare our proposed model with

the scalar methods reviewed in Chapter 2, a binary phase Fourier DOE was designed

using a standard multi-stage IFTA [6,51]. The target image was a 5×5 spot array with

equal spot intensity and spacing and the designed DOE had a smallest pixel size of 1

µm, as shown in Fig. 3.4. A converging spherical wave at the wavelength of 1.55 µm

and a circular aperture were used to generate the far-field diffraction pattern of the

replicated DOE at the propagation distance of 18 cm. These parameters were chosen to

be compatible with our DOE fabrication facilities for experimental testing. The output

field was simulated using different methods, and the RS integral result was used as

the reference for our analysis, since no approximation is used and no specific sampling

requirement is imposed in this simulation, which allows for a rigorous scalar calculation

of the entire output field.

(a) (b)

Figure 3.4 — (a) Target image, which is a 256×256 pixel image at diffraction

distance of 18 cm, spot separation of about 3.5 cm. (b) Fourier DOE designed by

an IFTA, where a period is 8 µm.

Hemisphere-to-plane projection

In order to see the difference between the diffracted fields calculated from different

simulation models, we use the ratio of difference, which is defined similarly to the

visibility function [111]:

Ratio of difference =
|U | − |URS|
|U |+ |URS|

(3.16)

where U is the simulated diffraction using (3.14), (3.6) or (3.7). The advantage of

this metric over the absolute difference and the square error is that the difference is

normalized and therefore an angular dependent effect can be seen.

Fig. 3.5 shows the ratio of difference between the output field calculated using

the Fraunhofer approximation, our proposed projections and the RS integral. In Fig.
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3.5(a) for the angular Fraunhofer approximation, we can clearly see different rings

corresponding to the angular dependent difference between the calculated field and the

RS integral simulation result. This is as expected, due to the paraxial assumptions

used in the approximation. The root-mean-square (RMS) of the ratio of difference is

0.345. The Harvey method plus plane wave projection reduces the ratio of difference,

where the RMS is 0.199. However, different rings are still clearly visible, as shown in

Fig. 3.5(b). The reason is due to the assumption that the field at each position on

the hemisphere is a local plane wave travelling towards the observation plane without

taking into account the diverging effect. As the light field spreads out, this will cause

not only distortion but also a reduction in the intensity of the off-axis spots. The higher

the diffraction angle, or the longer the propagation distance from the hemisphere to

the plane, the more distorted is the output field.

(a) (b) (c)

Figure 3.5 — Ratio of difference to the RS calculated diffraction pattern for the

observation plane diffraction patterns calculated using: (a) Angular Fraunhofer ap-

proximation. (b) Harvey method plus plane wave projection. (c) Harvey method plus

spherical wave projection.

On the other hand for our spherical wave projection, where the diverging/spreading

effect has been taken into account, Fig. 3.5(c) shows the ratio of difference at almost a

constant value over the calculation window, with the RMS of 0.02. Since the projection

is still a one-to-one mapping, i.e. the superposition effect on the observation plane is

not taken into account, some residual amount of error remains in addition to the

aberrations of the Harvey propagation. However, if the propagation distance is much

larger than the DOE size, which is the case in the majority of DOE applications, the

magnitude of the error between the RS integral and our spherical wave projection is

often small, as will be shown in the next section for the test DOE, where the error is

about 1% for diffraction angle up to 33◦. For higher diffraction angles, corresponding

to finer detailed structures, the scalar transmission assumption of the DOE will break

down and vector diffraction theory is necessary to take into account the effects of the

electromagnetic fields inside the diffractive structure.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.6 — Comparison between the simulated diffraction patterns of the test

DOE obtained by using: (a) RS convolution, (b) ASM, (c) RS integral, (d) Fraunhofer

approximation, (e) Angular Fraunhofer approximation with nonlinear mapping, (f)

Multiradii approach. Due to the sampling constraint, the RS convolution and the

ASM only obtain a small area around the optical axis.
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Comparison with other methods

To compare our proposed method with the conventional propagation techniques,

the far-field diffraction of the test DOE was reconstructed using the ASM (2.25), RS

convolution (2.34), RS integral (2.33), Fraunhofer approximation (3.15), angular Fraun-

hofer approximation (3.14) and multiradii approach (3.8). The output plane sampling

interval (3.15) of the Fraunhofer approximation was used for both the RS integral and

our model for further analysis. The calculated diffraction patterns on the observation

plane are illustrated in Fig. 3.6, with δ1=1 µm and N = 4096 pixels. The zoomed

images of the top left corner of the simulated diffraction patterns, except for the RS

convolution and ASM, are shown in Fig. 3.7, respectively.

Note that our target image was an equally distributed 5×5 spot array covering an

area of a few 10×10 cm2. Due to the sampling constraint on the output plane (δ2 = δ1),

the result of the RS convolution covers an area of only about 4×4 mm2 around the

central spot and is clearly unusable under such conditions, as shown in Fig. 3.6(a).

Similarly in Fig. 3.6(b), the ASM models only the central spot area, but incorrectly

because the sampling condition (2.27) for this algorithm at this propagation distance

is not satisfied. The reference output pattern obtained by the RS integral is shown

in Fig. 3.6(c), which is an unequally distributed 5×5 spot array. Fig. 3.6(d) shows

the spot array calculated by the Fraunhofer approximation, which is very similar to

the target image but incorrect in practice (see Fig. 5.4 for experimetal result), as this

simple approach does not correctly model non-paraxial diffraction angles. The result of

our proposed method is illustrated in Fig. 3.6(f), which is visually very similar in both

spots distribution and spots shape to the pattern obtained by the reference RS integral.

These effects are also predicted correctly by the angular Fraunhofer approximation

with nonlinear mapping, as shown in Fig. 3.6(e), but this method over estimates the

amplitude of the spots at non-paraxial angles, as will be shown later in Table 3.1.

More specifically, two main differences can be seen between the RS integral and the

Fraunhofer approximation for non-paraxial diffraction angles. The first difference is in

the spot positions, where a linear spatial distribution is obtained in the Fraunhofer

pattern, but a nonlinear one is obtained using the RS integral. This behaviour can

be seen at the outermost spots which are distributed on parabolic functions instead

of the straight lines obtained in the Fraunhofer pattern, as shown in Fig. 3.6(c) and

3.6(d), respectively. The other difference is in spot power, which depends on the spot

amplitude and area. The Fraunhofer approximation tends to under estimate the spots

size at non-paraxial angles, where all spots are circular in shape of the same size, as

shown in Fig. 3.7(b). As in the RS integral calculation, the spots predicted by our

method are broader away from the axis due to the diverging effect of the field from

the hemisphere to the plane, creating elliptical spots, as shown in 3.7(d). On the other

hand, both the Fraunhofer approximations over estimate the amplitude of the spots at
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(a) (b) (c)

(d) (e) (f)

Figure 3.7 — Zoomed images of the top left corner of the simulated diffraction

patterns obtained by using: (a) RS integral, (b) Fraunhofer approximation, (c) An-

gular Fraunhofer approximation with nearest-neighbor interpolation, (d) Multiradii

approach with nearest-neighbor interpolation, (e) Angular Fraunhofer approximation

with bilinear interpolation, (d) Multiradii approach with bilinear interpolation.

non-paraxial angles, where a ratio of (γ/R′)/(1/z) = γ2 is dropped compared to the

multiradii Harvey method (3.8). This amplitude difference can be seen in Fig. 3.7(b)

and 3.7(c), where the spots’ peaks are higher than those in Fig. 3.7(a) and 3.7(d).

These factors can be important for non-paraxial diffractive applications such as beam

shaping or beam splitting where high spot power uniformity is often required.

Table 3.1 — Simulated diffraction angles and efficiencies of sample diffraction orders

calculated by different methods. The RS convolution and the ASM are not shown as

they are inapplicable to calculate the entire output field due to sampling constraint.

Method Time
Diff. angle (◦) of order mn Diff. eff. (%) of order mn

01 11 02 12 22 01 11 02 12 22

RS convol. 4.8 s Inapplicable

ASM 4.5 s Inapplicable

RS integral 2 days 11.1 16.0 22.8 25.7 33.2 2.73 2.32 2.55 2.56 2.05

Fraunhofer 1.8 s 11.0 15.3 21.2 23.4 28.7 2.75 2.35 2.62 2.66 2.23

Angular Fra. 3.5 s 11.1 16.0 22.8 25.7 33.2 2.93 2.68 3.49 3.84 4.16

Multiradii 3.7 s 11.1 16.0 22.8 25.7 33.2 2.72 2.29 2.53 2.53 2.03
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Table 3.1 compares the simulation time together with output diffraction angles and

spot efficiencies for the different methods, in which N = 4096 pixels and Eq. (3.13) is

used for power calculation with the spot area of 50×50 pixels. The simulation time was

obtained on a PC with an Intel core i5 @ 3.2 GHz processor and 16 GByte of RAM run-

ning under Linux. For reasons which will be explained in the next section, the designed

DOE was oversampled by a factor of 8, leading to δ1 = 0.125 µm. Note that there

is almost no difference in the spot diffraction angle between the RS integral, angular

Fraunhofer approximation and our multiradii Harvey technique, while the maximum

difference for the Fraunhofer approach is about 13.6%. For diffraction efficiency, as the

angular Fraunhofer approximation predicts correctly the spots’ diffraction angle and

spots’ sizes, but over estimates the amplitude of the spots by a factor of 1/γ2, the

diffraction efficiency is over estimated by 1/γ4. For example, the ratio of diffraction

efficiency of order 22 between the RS integral calculation and the angular Fraunhofer

approximation is 4.16/2.05 ≈ 1/ cos4 33.2◦. The Fraunhofer approximation over esti-

mates the spots’ magnitude by the same factor, but under estimates the spots sizes,

and therefore the error in predicting spots’ diffraction efficiency is reduced, with the

maximum difference of about 9%. As is to be expected the differences between both the

Fraunhofer approximations and the RS integral are greater for the higher diffraction

angle spots. The difference between our method and the RS integral is about 1%, which

is mainly due to the interpolation step, but can be reduced by increasing the number

of samples N or using a more accurate interpolation method, at the expense of slightly

increased calculation time. We will later show in Chapter 5 that this simulation error

can be negligible compared with the errors often occured in the fabrication process.

3.1.6 Summary of scalar non-paraxial far-field method

In summary, a new technique to calculate the scalar non-paraxial diffraction pattern

of a DOE at an observation plane in the far-field by combining a projection step with

the Harvey model has been proposed. Numerical results for sample DOEs show that

the proposed spherical wave projection, or equivalently the multiradii approach is more

accurate than the traditional Fraunhofer approximations in predicting both diffraction

order position and diffraction spot power. The error compared with the rigorous RS

integral is about 1%, while its computation is much less time-consuming. Moreover,

our method does not impose strict sampling requirements on the output plane, unlike

the RS convolution and the ASM, so the diffraction pattern in the far-field can be

calculated using a simple FT and a projection step. Simulation results show that our

method can be used to model DOEs for diffraction angles up to about 33◦ and perhaps

even higher with only some decrease in calculation accuracy. The next section will

present an iterative scalar algorithm for designing non-paraxial Fourier DOEs based

on our proposed propagation model.
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3.2 Iterative scalar non-paraxial algorithms for

Fourier elements

As indicated in Chapter 1, recent developments in fabrication technology have en-

abled the manufacturing of DOEs with nanoscale features [112], which are comparable

to or smaller than the illuminating wavelength. These DOEs diffract light at large an-

gles and therefore can be used in a promising field of applications [2]. However, scalar

paraxial theory is not valid for the design of such DOEs [11], while rigorous but exten-

sive calculation vector diffraction models are often limited to 1D gratings and relatively

simple 2D structures [61,113]. It has been reported [7,50] that scalar non-paraxial the-

ory can be used, within the limit of the Thin Element Approximation (TEA), for the

design of some Fresnel DOEs having sub-wavelength features. In this section, we design

2D Fourier DOEs based on our efficient scalar non-paraxial propagator, which has been

shown to be valid for far-field diffraction by structures having features on the order of

the wavelength.

3.2.1 Limit of the iterative scalar paraxial design

The family of IFTAs has been proven to be one of the most optimized algorithms

for designing phase DOEs [6, 51]. The applicable domain of current IFTA is however

limited by the validity of the diffraction model, which is the scalar paraxial theory. Fig.

3.8 shows a desired image pattern, which is a grid pattern with the maximal diffraction

angle of about 29◦ at the corners of the grid. A Fourier DOE was designed at δ1

= 400 nm and λ = 633 nm using a standard multi-stage IFTA [6]. As expected, the

reconstruction pattern of this DOE shows two types of distortions. The first distortion is

in diffraction position, which is similar to the pincushion distortion in lens systems [111,

114]. The other distortion is in intensity distribution, where the power decreases from

the center towards the grid corners, or equivalently with increasing diffraction angle.

These distortions are due to the approximations in calculating diffraction position,

diffraction amplitude and diffraction power in the scalar paraxial theory.

For a usual IFTA to function correctly, it is necessary to “back propagate” the field

from the output plane to the DOE plane. In the case of our diffraction model, to design

a non-paraxial IFTA, it is necessary to “back propagate” the field from the output

plane to the hemisphere and then from the hemisphere to the DOE plane, as shown

in Fig. 3.9. The hemisphere to DOE back propagation is relatively straight-forward:

a simple inverse FT . However, the output plane to hemisphere back projection is

more complicated. We propose two algorithms based on different projections between

the observation plane and the hemisphere. In both algorithms, the spot intensity is

corrected according to the diffraction angle (P ∝ γ|U |2). Other than this, the same
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(a) (b)

Figure 3.8 — (a) Desired output pattern. (b) Reconstruction pattern of a DOE

designed using the standard IFTA.

constraints are used in the DOE plane for the quantization and in the image plane for

optimizing the diffraction efficiency and uniformity of the diffraction pattern.

Figure 3.9 — Non-paraxial Fourier DOE design algorithm using single projection

from the output plane to the hemisphere and IFTA between the hemisphere and the

DOE plane.

3.2.2 Single projection

Fig. 3.10 illustrates the single projection algorithm, where the desired pattern on

the output plane is back projected to the hemisphere only once, before an IFTA is

operated between the DOE plane and the hemisphere. The projected pattern in angular

coordinates on the hemisphere is shown in Fig. 3.11(a), where a nearest neighbour

interpolation [94] is used for mapping the field from spatial to angular coordinates.

This pattern looks similar to the barrel distortion in lens systems [111, 114], and will
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Figure 3.10 — Non-paraxial Fourier DOE design algorithm using single projection

from the output plane to the hemisphere and IFTA between the hemisphere and the

DOE plane.

compensate the pincushion distortion due to the diverging from the hemisphere to the

output plane. In this image, the spot intensity has also been corrected according to

the diffraction angle. The DOE is then designed by using the standard multi-stage

IFTA using this “distorted” image as the target pattern. Fig. 3.11(b) illustrates the

reconstruction on the observation plane of our designed DOE, which shows better

reconstruction in both diffraction position and intensity than the one designed by the

standard IFTA.

However, as nearest-neighbor interpolation is a one-to-one mapping [94], the output

pattern contains an error of up to 1 pixel in diffraction position, as shown in Fig. 3.11(c).

In practice, the diffracted beam diverges from the hemisphere to the output plane and

therefore, the field at one point on the output plane should be calculated from the field

at several points on the hemisphere and vice versa. Attempts to use a many-to-one

mapping based on a bicubic interpolation [94] in the single projection algorithm lead

to a stagnation (i.e. local optimum) of the iterative algorithm, as shown in Fig. 3.11(d),

where the lines are discontinuous. We therefore looked to improve the convergence of

the design, so that it can converge to the global optimum at the end of the iteration

by using an iterative projection algorithm.
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(a) (b)

(c) (d)

Figure 3.11 — (a) Projection of the grid pattern on the hemisphere using nearest-

neighbor interpolation. (b) Reconstruction pattern of the DOE designed using single

projection with nearest-neighbor interpolation. (c) Zoomed image of the top left corner

of the pattern in (b). (d) Reconstruction pattern of the DOE designed using single

projection with bicubic interpolation.

3.2.3 Iterative projection

Fig. 3.12 illustrates the iterative projection algorithm, where the projection is used

back and forth between the hemisphere and the output plane, together with the forward

and backward FT between the DOE plane and the hemisphere. As the algorithm uses

two-step propagation iteratively, the complexity of this algorithm almost doubles that

of the single projection one. In return, the algorithm converges to a far more optimized

solution, even with the use of a many-to-one mapping, as shown in Fig. 3.13(a) for

bicubic interpolation. A closer look on Fig. 3.13(b) confirms that this algorithm pro-

duces an output pattern better than the single projection one in diffraction position,

although some “ringing”, which is due to the bicubic interpolation [94], is still visible.



3.2. ITERATIVE SCALAR NON-PARAXIAL ALGORITHMS FOR FOURIER ELEMENTS

59

Figure 3.12 — Non-paraxial Fourier DOE design algorithm using iterative projec-

tion between the output plane and the hemisphere and IFTA between the hemisphere

and the DOE plane.

(a) (b)

Figure 3.13 — (a) Reconstruction pattern of a DOE designed at δ1 = 400 nm

using iterative projection with bicubic interpolation. (b) Zoomed image of the top

left corner of the pattern in (a).
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Table 3.2 — Comparison between the performance of different design algorithms

(after 110 iterations).

Method Design time (s) Output MSE

Standard IFTA 16 2.43

Single projection (nearest) 26 0.39

Single projection (bicubic) 26 0.62

Iterative projection (bicubic) 52 0.24

Table 3.2 compares the performance of different algorithms in designing 1024 x

1024 pixel binary Fourier DOEs at λ = 633 nm and δ1 = 400 nm. The design time was

obtained on the same computer as before, i.e a PC with an Intel core i5 @ 3.2 GHz

processor and 16 GByte of RAM running under Linux. The output patterns of these

DOEs were then reconstructed using our scalar non-paraxial diffraction propagator.

The mean-squared-error (MSE) of the reconstructions with respect to the target image

were calculated, which shows better reconstruction with lower MSE value [3].

MSE =
1

N2

N∑
m=1

N∑
n=1

(Pmn − P ◦mn)2 (3.17)

where Pmn and P ◦mn are the diffraction power of pixel (m,n) in the reconstruction and

target pattern, respectively.

(a) (b)

Figure 3.14 — Reconstruction pattern of the DOEs designed at δ1 = 300 nm using

(a) standard IFTA, (b) iterative projection with bicubic interpolation.

Eq. 3.10 suggests that to design DOEs with wider angles of diffraction, we can

increase either the ratios m/N , n/N or λ/δ1. While the maximum of the former in our
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grid pattern is 0.25 (at the corners of the grid), the latter can be increased more freely

by using a longer wavelength or a smaller pixel size. In this way, it is possible (within

the scalar theory) to design DOEs with diffraction angle up to 90◦ with the iterative

projection algorithm, but in practice, it is limited by the fabrication technology. With

this approach, we have designed and fabricated of DOEs at pixel size of 400 and 300

nm, where the maximum diffraction angle at the wavelength of 633 nm is about 29

and 37◦, respectively. The simulation results of the DOEs designed at 300 nm using

the standard IFTA and our iterative algorithm are shown in Fig. 3.14(a) and 3.14(b),

respectively. The experimental verification for all the design algorithms presented in

this section will be given in Chapter 5.

3.2.4 Summary of iterative scalar non-paraxial far-field algo-

rithms

In summary, we have developed a fast algorithm but accurate in assigning both

diffraction position and diffraction power by using an iterative projection between the

output plane and the hemisphere and an iterative FT between the hemisphere and

the DOE plane. The algorithm can be used to design non-paraxial Fourier elements

which have many applications in practice, e.g. beam splitters, beam shapers, where the

propagation distance is often much larger than the DOEs size [3]. The reconstruction

pattern of the DOEs designed by our algorithm shows better distribution in both

position and intensity than those designed by a standard multi-stage IFTA and very

close to the desired pattern, even for large diffraction angle (up to 37◦). The validity

of our design algorithms no longer requires the paraxial approximation and therefore

primarily depends on the TEA, which is used to relate the DOE phase profile and the

optical field at the DOE plane [11]. However, the accuracy of the approximation does

not yet appear to be fully understood in the literature: some publications indicated that

DOE feature sizes should be at least ten times the illuminating wavelength [115, 116],

recent work showed that this approximation can be used for some DOEs having features

on the order of, or even smaller than the illuminating wavelength [7, 50]. The limit of

this approximation will be analyzed using vectorial theory in the next chapter.

3.3 Conclusion

In conclusion, we have developed a scalar non-paraxial diffraction model and an

iterative algorithm based on this propagator for the modeling and design of wide-angle

Fourier elements. Simulation results showed that our scalar non-paraxial propagator is

equivalent to but much faster than the rigorous scalar Rayleigh-Sommerfeld diffraction

integral, and that our iterative algorithm converges to much more optimized solutions
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than the standard IFTA at the same order of computational complexity. This approach

can be used to model and design Fourier DOEs with diffraction angles up to about 37◦

and perhaps even higher, which is beyond the limit of the scalar paraxial diffraction

regime. The validity of our modeling and design algorithms therefore primarily depend

on the TEA, which is used to relate the DOE phase profile and the optical field at the

DOE plane. In the next chapter, the practical limit of this approximation is examined,

and a vectorial approach is proposed to overcome these limitations.



CHAPTER 4 Vectorial theory for the

modeling and design of

DOEs operating in the

non-paraxial far-field

diffraction regime

In the previous chapter, we have demonstrated that wide-angle diffraction, which is

the aim of this thesis, can be obtained with thin DOEs having feature sizes on the order

of, or even smaller than the wavelength, at the cost of a more expensive fabrication

process [117]. However, high resolution DOEs are not the only way to obtain large

diffraction angles. It is known in optical holography (e.g. volume Bragg gratings [11])

that wide diffraction angles may also be obtained with µm feature size DOEs having

deeper etching depth, i.e. those with the thickness much larger than the wavelength.

This type of DOE is important to us as it can now be fabricated in our cleanroom, but

the synthesis of thick DOEs appears to have been little studied.

Although our scalar non-paraxial propagator is rigorous for free-space propaga-

tion [107], the validity of the diffraction model primarily depends on the Thin Element

Approximation (TEA), which is used for the DOE region [7, 11]. This approximation

cannot be used for phase shift > 2π (i.e. thick DOEs), and yet there seems to be no

good way to model these structures. In this chapter, we aim to develop a rigorous vec-

torial method for the modeling and design of thick DOEs. Firstly, the practical limit

of the TEA will be examined by comparison with rigorous vectorial simulations, i.e.

Finite-Difference Time-Domain (FDTD) and Fourier Modal Method (FMM). We use a

well-known and widely used open-source FDTD library implemented by Massachusetts

Institute of Technology (MIT), which is called MIT Electromagnetic Equation Propaga-

tion (MEEP) [75]. For FMM (also called the Rigorous Coupled Wave Analysis [67,118]),

the Grating Toolbox of VirtualLabTM , which is a commercial software developed by

LightTrans GmbH, is used [119]. While FMM/RCWA is generally limited to periodic

63



64
CHAPTER 4. VECTORIAL THEORY FOR THE MODELING AND DESIGN OF DOES

OPERATING IN THE NON-PARAXIAL FAR-FIELD DIFFRACTION REGIME

structures [120], the FDTD method can be used with various boundary conditions. De-

tails on the different boundary conditions are given in Appendix C. Both methods are

often limited to 1D or relatively small 2D structures due to the extensive calculation

required.

To cope with the differences in the diffraction efficiencies obtained by the various

calculation methods and experimentally in practice, we show that diffraction symmetry

can be used as a simple yet efficient metric for evaluating the accuracy of the simula-

tions. This metric will be shown as consistent, despite the variations in the simulated

and experimental diffraction efficiencies. In what follows, we will present a rigorous

diffraction model based on FDTD coupled with our free-space propagator and propose

a genetic design algorithm based on this model to overcome the theoretical limits of

the TEA and the computational limitations of current vectorial models.

4.1 Limit of the Thin Element Approximation

4.1.1 The diffracted electromagnetic components

Perhaps one of the most noticable examples of the limits of the TEA is the pre-

diction of the direction of the diffracted electromagnetic field after the structure. As a

simple illustration of this limitation, Fig. 4.1(a) shows one period of a 1D binary grat-

ing illuminated by a linear s-polarized plane wave, i.e. the illumination wave has two

components: Ey and Hx. As the electric field oscillates in the direction perpendicular

to the two-dimensional plane, it is often called Transverse Electric (TE) field [64,116].

If we apply the TEA to this structure to calculate its diffraction pattern, the

diffracted field after the structure will consist of only the two components, with a phase

shift due to the Optical Path Length difference, i.e. Ey · exp{jφ(x)}, Hx · exp{jφ(x)}.
However, a more rigorous FDTD simulation shows that the diffracted field after the

grating has three components: Ey, Hx and Hz, as shown in Fig. 4.1(b)-4.1(d). In this

simulation, the periodic and perfectly matched boundary conditions (see Appendix C)

were used in the x− and z− direction, respectively. The spatial and temporal samplings

were chosen fine enough to ensure convergence of the FDTD algorithm [72]. This result

suggests that the TEA fails to predict the diffraction of the electromagnetic component

perpendicular to the direction of the grooves, i.e. Hx and it should only be used for

the component parallel to the grooves, i.e. Ey. The diffracted magnetic components

can then be determined by taking partial derivatives of the first Maxwell equation, i.e.

Hx ∝ ∂Ey/∂x, Hz ∝ ∂Ey/∂z, which is rigorous in the vectorial domain [64].

In other words, the TEA fails to predict the generation of the Hz component after

the structure. This can be explained due to the oscillation of Hx in the direction
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(a) (b)

(c) (d)

Figure 4.1 — FDTD simulation (MEEP) of a periodic 1D binary grating illuminated

by a linear s-polarized plane wave and the diffracted fields. (a) One period of the

grating structure and the illumination field. (b) Ey. (c) Hx. (d) Hz.

perpendicular to the grooves, leading to diffraction of the magnetic field into the z

direction at the interface between different media. Fig. 4.2 shows the state of Hz of the

previous example after a few optical cycles, i.e. the electromagnetic field has propagated

to the grating and interacted with the structure. Note that the illumination wave on

the left hand side of the grating structure has no Hz component, but spherical Hz waves

are generated at four corners of the ridge. The effect is similar for the case of linear p-

polarized plane waves, i.e. Transverse Magnetic (TM) field, where the illumination has

two components Hy, Ex and the diffracted field contains three components Hy, Ex, Ez.

For 2D DOEs, the diffracted field after the structures will generally consist of all six

electromagnetic components, regardless of the polarization of the illumination wave.

From the above qualitative analysis, it is necessary to quantitatively assess the error

of the TEA. Fig. 4.3 shows the normalized amplitude and the phase distribution of Ey
immediately after the grating of the above example. The illumination wavelength, the

grating period and the fill-factor were λ = 1 µm, T = 8 µm and f = 0.5, respectively.

The etch depth was chosen as the optimal value predicted by the TEA: d = λ/2(n−1) =

1 µm, where n = 1.5. The FDTD simulation was run for a sufficiently high number of

time steps to ensure that the field had stabilized, i.e. the spherical waves generated from

neighboring grating periods had contributed to the diffracted field in the simulation

region. The phase was unwrapped to avoid 2π discontinuities in the phase response

[121]. The amplitude and phase predictions of the TEA are also shown for comparison,

which demonstrates that the TEA incorrectly predicts the diffracted field immediately
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(a) (b)

Figure 4.2 — The state of Hz obtained by the FDTD simulation (MEEP): (a) after

4.5 optical cycles, and (b) after 6 optical cycles.

after the DOE. It is therefore necessary to quantitatively assess the contribution of the

TEA prediction error to the more useful far-field diffraction pattern.

(a) (b)

Figure 4.3 — Normalized amplitude (a) and phase (b) of the diffracted field imme-

diately after the grating. The results were obtained using the TEA (Ey · exp{jφ(x)})
in comparison with the FDTD simulation (MEEP).

Although rigorous vectorial diffraction models have been used for decades [69, 70],

there appears to be little or no experimental work verifying the limits of the TEA

in predicting the far-field diffraction efficiency, as it is often difficult to separate the

simulation errors from the fabrication errors [3]. We have noticed that the symmetry

variation of the diffraction pattern of binary DOEs can be used as a simple yet efficient

way to determine the limits of the TEA. It can be seen from Fig. 4.3 that although the

structure is a binary element, the diffracted field obtained by the FDTD simulation is

a complex instead of a real function as predicted by the TEA. As a result, the far-field

diffraction pattern will not have Hermitian symmetry as predicted by scalar diffraction

theory [2,11]. However, as the grating has reflection symmetry, the diffracted field after

the structure has the same symmetry, as shown in Fig. 4.3. The far-field diffraction
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pattern will therefore have the same reflection symmetry which coincides with the

Hermitian symmetry in 1D, but this is not the case for general 2D binary structures,

as will be shown in the next section.

4.1.2 Symmetry of the far-field diffraction pattern of binary

elements

In experiment, we have observed variations in the symmetry of the diffraction pat-

tern by Fourier DOEs fabricated at feature sizes on the order of the illumination wave-

length. In this section, we will assess the limit of the TEA in predicting two types of

symmetries that are frequently used in practice, which are Hermitian and reflection

symmetry [11,122].

Hermitian symmetry of binary Fourier DOEs

Fig. 4.4(a) shows an asymmetrical binary Fourier DOE, which was designed to

generate a 5×5 spot array as illustrated in Fig. 4.4(c). The far-field diffraction pattern

of this DOE with the refractive index n = 1.64 and the feature size s = 1 µm was then

reconstructed in simulation at λ = 633 nm using the TEA for the DOE region and

a scalar non-paraxial propagator for the free-space propagation region. For reference,

the FMM, which is a rigorous vectorial diffraction method included in LightTrans

VirtualLabTM , was used, since the far-field diffraction pattern can be obtained directly

by the FMM [69,70], without the need of a near-field to far-field transformation as in the

FDTD [123, 124]. As the rigorous Rayleigh-Sommerfeld diffraction integral had been

shown to be equivalent to our scalar non-paraxial diffraction model, which is based

on a single Fourier Transform (FT), we would expect the symmetry of the far-field

diffraction pattern to depend on the symmetry of the FT. At the optimum etching

depth predicted by the TEA, the phase shift between the binary levels is π, which

means that the diffracted field after a binary DOE can be represented in the TEA by a

real function f(x, y) (i.e. ej.0 = 1, ej.π = −1). Therefore the diffraction pattern F (X, Y )

should have Hermitian symmetry [11]:

f(x, y) = f ∗(x, y)→ F (X, Y ) = F ∗(−X,−Y ) (4.1)

where F (X, Y ) is the FT of f(x, y) and the symbol ∗ denotes the complex conjugate.

This means that the diffracted powers of the spots should be Hermitian symmetric,

as |F (X, Y )|2 = |F (−X,−Y )|2. Table 4.1(a) lists the simulated diffraction efficiency

of different diffraction orders η(m,n) obtained by the TEA and our scalar model.

Indeed, Hermitian symmetry can clearly be seen, i.e. η(m,n) = η(−m,−n), with

m,n = −2, . . . , 2.
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(a) (b) (c)

Figure 4.4 — (a) A period of an asymmetrical binary Fourier DOE. (b) A period of

a symmetrical binary Fourier DOE, where the dashed line is the reflection symmetry

axis. (c) Target image.

However, when the vectorial FMM simulation technique is used, although the pre-

dicted diffraction angles are the same as the scalar simulation, the predicted diffraction

efficiencies differ considerably. In particular, the symmetry of the diffracted pattern

changes, i.e. η(m,n) and η(−m,−n), as shown in Table 4.1(b). This can be explained

by the previous example FDTD simulation. Although the asymmetrical DOE is binary

at the optimum etching depth predicted by the TEA, the phase of the diffracted field

after the structure is a continuous function instead of a π phase shift between binary

levels, as shown in Fig. 4.3(b). As the result, the diffracted field after the structure is a

complex function, and the far-field diffraction pattern, which can be calculated based

on a FT, is not Hermitian symmetric.

Table 4.1 — Simulated diffraction efficiency (%) of diffraction orders (m, n) of the

asymmetrical DOE using: (a) the TEA + our free-space propagator and (b) the FMM

(LightTrans VirtualLabTM ).

(a)

m
n

-2 -1 0 1 2

-2 2.33 2.74 2.63 1.87 2.34

-1 2.13 2.27 2.64 2.88 2.33

0 2.61 2.55 2.30 2.55 2.61

1 2.33 2.88 2.64 2.27 2.13

2 2.34 1.87 2.63 2.74 2.33

(b)

m
n

-2 -1 0 1 2

-2 2.54 2.69 2.71 1.67 2.55

-1 2.04 2.19 2.43 2.60 1.68

0 2.83 2.28 2.51 2.62 2.84

1 2.25 2.67 2.43 2.52 2.22

2 2.41 1.37 2.74 2.45 2.19

In order to show the limit of the TEA in predicting the diffraction symmetry of

binary Fourier elements, we define an average Hermitian symmetry factor as follows:

SH =
1

NH

∑
s,where s =

η(m,n)

η(−m,−n)
,with s ≤ 1 (4.2)
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In this expression, NH is the number of Hermitian symmetric pairs of diffraction spots

predicted by the TEA and the free-space propagator, e.g. NH = 12 for the case of our

5×5 spot array DOE. The far-field diffraction patterns of the DOE at different feature

sizes were reconstructed using the FMM. The average Hermitian symmetry factor was

calculated at different feature sizes and shown in Fig. 4.5 in comparison with the TEA

prediction, i.e. SH = 1. It can be seen that the FMM average Hermitian symmetry

factor drops rapidly after the DOE feature size of 1 µm, which is less than 2 times

the wavelength, and the slope is even steeper when the feature size is smaller than the

wavelength.

Figure 4.5 — Average Hermitian symmetry factor at different DOE feature sizes.

FMM simulations of DOEs having feature sizes larger than 2.5 µm were not possible

due to the limited amount of computing memory available (16 GByte of RAM).

From the above analysis, we can see that, in the case of this DOE and based on

the Hermitian symmetry of the diffraction pattern, the TEA should not be used for

this DOEs with feature sizes smaller than about 2 times the illumination wavelength

(within the variation of about 10% in the average Hermitian symmetry factor). In the

next section, we will assess the error of the TEA in predicting the reflection symmetry

of the diffraction pattern of symmetrical elements.

Reflection symmetry

Assuming that the DOE is reflection symmetric, as shown in Fig. 4.4(b). According

to the TEA and our free-space propagator, which is based on a single Fourier Transform

(FT), the far-field diffraction pattern should have the same reflection symmetry [125]:

f(x, y) = f(−y,−x)→ F (X, Y ) = F (−Y,−X) (4.3)
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The FMM simulation confirms the reflection symmetry of the diffraction pattern, i.e.

η(m,n) and η(−n,−m), as shown in Table 4.2. For this binary phase DOE, based on

the TEA + scalar free-space propagator, the diffraction pattern should be Hermitian

symmetric so the diffraction efficiency of order (-2, 1) should be the same as that of

order (2, -1), but in the reference FMM simulation, they are different from each other

(i.e. 2.11% and 2.58%, respectively). Instead, the diffraction efficiencies of order (-2,

1) and order (-1, 2) are almost the same (i.e. 2.11% and 2.10%, respectively). Further

analysis shows that instead of Hermitian symmetry, we observe a reflection symmetry

of the diffraction pattern in the same axis as the reflection symmetry of the designed

DOE, which is the dashed line shown in Fig. 4.4(b).

Table 4.2 — Simulated diffraction efficiency (%) of diffraction orders (m, n) of the

symmetrical DOE with spherical polarization illumination using the FMM (Light-

Trans VirtualLabTM ).

m
n

-2 -1 0 1 2

-2 2.02 3.53 3.15 2.11 1.28

-1 3.19 3.43 2.87 2.48 2.10

0 3.15 2.88 1.00 2.88 3.13

1 2.58 1.93 2.91 3.39 3.54

2 0.82 2.58 3.23 3.11 2.02

Similar to the average Hermitian symmetry, we define an average reflection sym-

metry factor of the diffracted spot powers as follows:

SR =
1

NR

∑
s,where s =

η(m,n)

η(−n,−m)
,with s ≤ 1 (4.4)

In this expression, NR is the number of reflection symmetric pairs predicted by the TEA

and the free-space propagator, e.g. NR = 10 for the case of our symmetrical DOE. The

average reflection symmetry factor and Hermitian symmetry factor were calculated as

SR ≈ 0.99 and SH ≈ 0.90, respectively. However, based on scalar diffraction theory,

the diffraction pattern should have both symmetries, i.e. SR = 1 and SH = 1. The

1% difference in reflection symmetry seems to be the polarization dependent effect

of the diffractive structure [116], which is a vectorial electromagnetic phenomenon.

Nevertheless, this error is much smaller than the 10% error in the TEA prediction of

the Hermitian symmetry. For 1D binary gratings at normal incidence, there is always

a reflection symmetry axis, and the diffraction patterns also have reflection symmetry,

which coincides with the Hermitian symmetry, as illustrated in Fig. 4.6. The angular

diffraction pattern shows the incident wave on the left and the transmitted diffraction

orders on the right, where the length of each line represents the diffraction efficiency

of indicated orders in the given direction.
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(a) (b)

Figure 4.6 — (a) A binary grating with T = 4 µm and f = 0.25, where the dashed

line is the reflection symmetry axis. (b) The angular diffraction pattern of the grating

simulated using FMM in VirtualLabTM (λ = 1 µm, linear s-polarized illumination).

4.1.3 Summary of our TEA investigation

In summary, the limits of the TEA in predicting the electromagnetic field after the

structure in comparison with different vectorial methods have been investigated. FDTD

simulations show that the TEA fails to predict correctly the diffracted field distribution

immediately after the DOE in both amplitude and phase. FMM simulations indicate

that the TEA and our free-space propagator model accurately non-paraxial diffraction

angles, but incorrectly predict the symmetry of diffraction efficiencies of some DOEs

having feature sizes smaller than about 2 times the wavelength. Therefore, to design

wide-angle pattern generation DOEs such as those producing the grid patterns in [117],

our iterative scalar non-paraxial algorithm may be sufficient. However, for designing

DOEs with high uniformity diffraction efficiency, e.g. spot array generators, it is nec-

essary to take the limitations of the TEA into account and include vectorial effects

in the DOE region. Although FMM is rigorous and relatively fast (as the far-field

diffraction pattern can be obtained directly), it is often limited to infinite periodic

structures [69, 70]. Researchers have been looking for a way to model finite and more

general structures by coupling the FDTD with some free-space propagators [7, 61, 62].

However, the dependence of the algorithm’s accuracy on the coupling parameters has

not been studied in detail. We will present in the next section a rigorous vectorial

model based on FDTD coupled with our far-field free-space propagator, and compare

the results to those obtained by the TEA coupled with the same free-space propagator.
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4.2 Rigorous vectorial model

Although FDTD is rigorous, it is generally limited to a small region around the

DOEs due to the extensive calculation and memory requirements (the DOE must be

spatially sampled at a very fine sampling distance - at least λ/20 [72], and all 3D

sampling points held in memory simultaneously). In order to propagate the electro-

magnetic wave to a far-field plane, the output field calculated by FDTD is used as

the input of a rigorous free-space propagator [7, 61, 62]. To verify the accuracy of the

coupling model, the simulation results of the FMM simulation using the commercial

LightTrans VirtualLabTM software were used as the reference. However, the FMM im-

plementation of LightTrans VirtualLabTM calculates the far-field diffraction pattern on

a sphere, as shown in Fig. 4.6, similarly to the Harvey model, which is also a rigorous

free-space propagator [105]. For this reason, only the Harvey model will be used instead

of our full scalar propagator (i.e. without the projection step) to propagate the FDTD

and TEA field to the reference FMM hemisphere, as illustrated in Fig. 4.7.

(a) (b) (c)

Figure 4.7 — Simulated diffraction efficiency of the coupling model at different

FDTD spatial sampling resolutions: (a) The FMM (LightTrans VirtualLabTM ). (b)

The TEA + Harvey model. (c) The FDTD + Harvey model.

Table 4.3 compares the results of the FDTD + Harvey model with the FMM sim-

ulation results. Due to the FDTD and FMM calculation load restrictions, we started

with a 1D binary grating having a grating period of 8 µm and the fill-factor of 0.5. The

illumination wave was a s-polarized light at λ = 1 µm. As before, the FDTD simulation

was run for a sufficiently high number of time steps (200 optical cycles) to ensure that

the field had stabilized, and the FDTD output field consisted of 3 complex-valued elec-

tromagnetic components. Each of these components was propagated separately to the

far-field using the Harvey propagator, using the same FDTD spatial sampling distance

(λ/40). At the reference FMM hemisphere, the Poynting vector was computed from the

3 far-field electromagnetic components for the calculation of the diffraction power. The

effects of the FDTD spatial resolution, FDTD propagation distance d and FDTD simu-

lation time, together with the spatial coupling resolution between the FDTD + Harvey

propagator are relatively complex and will be addressed in the following sections.
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Table 4.3 — Diffraction efficiency (%) of different diffraction orders of the grating

using different simulation methods.

Method
Order

0 ±1 ±2 ±3 ± 4 ±5 ±6

FMM (VirtualLabTM) 1.30 39.64 1.39 3.48 1.68 0.42 2.15

FDTD + Harvey 1.25 40.12 1.43 3.55 1.66 0.47 2.00

TEA + Harvey 0 42.45 0 4.89 0 1.84 0

From these simulations, it appears that the coupling model based on FDTD and

the Harvey free-space propagator achieves more accurate results in diffraction efficien-

cies (besides obtaining the same diffraction angles) than the purely scalar diffraction

model. Notably, the scalar diffraction model tends to under estimate the diffraction

power of even orders and over estimate the odd ones. We therefore looked to optimize

and parallelize the FDTD + Harvey model to ensure accurate simulation results in a

reasonable calculation time, so that the technique can be applied to the modeling and

design of general 2D DOEs. Further test cases were examined to verify the convergence

and the accuracy of the coupling model.

4.2.1 FDTD spatial resolution

As the amount of computing memory and the FDTD simulation time is exponen-

tially proportional to the spatial sampling resolution [75], it is crucial to reduce the

FDTD resolution without reducing the simulation accuracy of the coupling model.

Fig. 4.8 shows the calculation results of the previous FDTD + Harvey simulation with

different FDTD spatial sampling resolutions. It can be seen that the simulated re-

sults slowly converge to asymptotic stable values with higher FDTD resolution. For

the next simulations, the spatial sampling of about 40 pixels/wavelength was therefore

chosen as a compromise between the simulation accuracy and the amount of computing

memory/FDTD simulation time.

4.2.2 FDTD propagation distance

Similar to the spatial sampling, the FDTD propagation distance has a high impact

on the amount of computing memory and the simulation time. For this reason, the elec-

tromagnetic wave is often propagated for only a few wavelengths beyond the structures

before being coupled into a free-space propagator [61–63]. However, the FDTD prop-

agation distance, or in other words, the coupling position, does not yet appear to be

fully understood in the literature. Table 4.4 lists the diffraction effiencies we obtained

from the FDTD electromagnetic field at different distances from the DOE surface. It
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(a) (b)

Figure 4.8 — Simulated diffraction efficiency of the coupling model at different

FDTD spatial sampling resolutions: (a) 0th order, (b) 1st order.

appears that the coupling postition does not affect the output diffraction efficiencies.

Therefore, the field at the DOE surface can be used without the need of propagating

to a longer distance, and the amount of computing memory/FDTD simulation time

can be reduced.

Table 4.4 — Diffraction efficiency (%) of different diffraction orders of the grating

using the FDTD + Harvey model at different distances from the grating surface

Distance from Order

DOE surface (λ) 0 ±1 ±2 ±3 ±4 ±5 ±6

0 1.25 40.12 1.43 3.55 1.66 0.47 2.00

1 1.25 40.13 1.42 3.55 1.66 0.47 2.00

2 1.25 40.12 1.42 3.55 1.66 0.47 2.00

4 1.25 40.12 1.42 3.56 1.66 0.47 2.00

7 1.25 40.12 1.42 3.56 1.66 0.47 2.00

10 1.24 40.14 1.42 3.55 1.66 0.47 2.00

4.2.3 FDTD simulation time

Since the FDTD simulation region is infinitely periodic in transverse (x, y) direc-

tions, in theory the FDTD simulation time has to be infinite so that the spherical

waves generated from all grating periods have propagated to the field at the coupling

distance. However, as the amplitude of a spherical wave at a distance r from the source

is inversely proportional to the propagation distance, i.e. exp(jkr)/r, the contribution

of the spherical waves generated from a certain point can be neglected. The effect is
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illustrated in Fig. 4.9, where the wavefronts of the spherical waves from the neighboring

periods, which are indicated by the dashed arrows, are weaker than those of the sim-

ulated period, indicated by the solid arrows. This means that, the FDTD simulation

time can be limited to a finite value with a minor reduction in the calculation accuracy.

Indeed, Fig. 4.10 shows that the simulated results slowly converge to stable levels with

higher FDTD calculation times. Therefore, the FDTD simulation should be run for

about 100 optical cycles in order for the electromagnetic field in the simulation region

to stabilize and the calculated diffraction effiencies to converge.

Figure 4.9 — Contribution of the spherical waves from the neighboring periods to

the simulation region.

(a) (b)

Figure 4.10 — Simulated diffraction efficiency of the coupling model at different

FDTD simulation times: (a) 0th order, (b) 1st order.

4.2.4 Coupling resolution

In the previous simulations (Table 4.3, 4.4 and Fig. 4.10), the FDTD spatial sam-

pling grid was used directly for the free-space propagator, i.e. d1 = λ/40. Due to the
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discrete Fourier transform which is used in the Harvey propagator, the angular spacing

in the frequency domain will be relatively high: dα = λ/(Nd1). As the absolute value of

α should be smaller than 1, the effective sampling number in the frequency domain will

be Ne ≈ 2/dα = N/20, which is much smaller than the number of samples used for the

free-space propagator. In order to increase the effective sampling number and obtain

finer sampling on the far-field observation space (i.e. smaller dα and higher Ne), it is

necessary to increase the spatial sampling distance d1. Therefore, the output field of the

FDTD simulation should be interpolated on a sparser sampling grid before coupling

into the free-space propagator. Table 4.5 lists the calculated diffraction efficiencies of

the FDTD + Harvey model with different scaling factors s (d1 = s · λ/40) for the

coupling interpolation step, where the linear interpolation technique was used. It can

be seen that the FDTD calculated field can be interpolated to about a 10 time sparser

sampling grid without significant variations in the simulated diffraction efficiencies.

Table 4.5 — Diffraction efficiency (%) of different diffraction orders of the grating

using the FDTD + Harvey model at different scaling factors

Scaling Order

factor s 0 ±1 ±2 ±3 ±4 ±5 ±6

1 1.25 40.12 1.43 3.55 1.66 0.47 2.00

2 1.25 40.13 1.43 3.55 1.66 0.47 2.00

4 1.25 40.14 1.42 3.55 1.65 0.47 2.00

8 1.25 40.13 1.42 3.55 1.65 0.47 2.00

10 1.25 40.14 1.42 3.56 1.65 0.47 1.99

20 1.23 39.65 1.40 3.67 1.54 0.27 2.31

4.2.5 2D simulation and FDTD parallelization

2D simulation

In order to test our vectorial model for 2D problems, we simulated the diffraction

pattern of the asymmetrical DOE at the feature size of s = 500 nm, and the illu-

mination wavelength of λ = 633 nm. At this wavelength, the refractive index of the

DOE material, which was fused silica, is n ≈ 1.457 and therefore the optimum etching

depth predicted by the TEA is d ≈ 692 nm. The FDTD resolution and simulation

time were chosen as 38 samples/wavelength and 100 optical cycles, respectively, and

the 6 complex-valued electromagnetic components at the DOE surface were coupled

into a far-field free-space propagator. As before, the FMM simulation was used for

reference, which obtains the diffraction pattern on a hemisphere. For this reason, the

Harvey model was used to propagate the 6 electromagnetic components separately to
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Figure 4.11 — The surface area of the diffraction order on the hemisphere.

the reference hemisphere. The diffraction power was then calculated from these far-field

components using the Poynting vector: P = | ~E × ~H| · dS, where dS is the surface area

of a certain diffraction order on the reference hemisphere, as shown in Fig. 4.11. The

area element on the sphere in spherical coordinates is given by dS ∝ sin θdθdφ, where

dθ and dφ are the differentials of θ = arccos γ and φ = arctan(β/α), respectively. Using

the total differentials of dθ, dφ with respect to the direction cosines dα, dβ [126, 127]

results in dS ∝ (dα)2/γ.

Table 4.6 — Simulated diffraction efficiency (%) of diffraction orders (m, n) of

the asymmetrical DOE using: (a) the FMM (LightTrans VirtualLabTM ) and (b) the

FDTD + Harvey model.

(a)

m
n

-2 -1 0 1 2

-2 2.82 2.69 2.56 2.05 3.34

-1 2.39 2.75 3.12 2.77 1.07

0 2.55 2.45 10.57 2.56 3.14

1 3.04 2.99 2.13 3.42 2.77

2 2.43 1.09 3.74 2.77 1.69

(b)

m
n

-2 -1 0 1 2

-2 2.89 2.58 2.50 2.02 3.29

-1 2.43 2.76 3.09 2.80 1.02

0 2.59 2.50 10.30 2.58 3.02

1 3.16 3.01 2.10 3.52 2.84

2 2.55 1.06 3.85 2.69 1.71

From Table 4.6, we can see that there are differences between the diffraction effi-

ciencies predicted by the FMM and our FDTD + Harvey method. Possible reasons for

the differences in the results are:

1. Rounding errors of up to 1 pixel when discretizing the DOE structure in the lateral

dimensions (x, y) on the FDTD sampling grid. For example, for the feature size

of s = 500 nm λ = 633 nm at the sampling resolution of 38 pixels/wavelength,

s ≈ 30.02 pixels. These errors tend to affect the non-zero diffraction orders more
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than the zero order [3], and had already been partly reduced in MEEP by using

linear averaging [128,129]. Particularly for this case we have chosen the sampling

resolution of 38 samples/wavelength so that the errors in lateral dimensions is

small, i.e. only about 0.02 pixel.

2. Similarly, rounding errors up to 1 pixel when discretizing the etching depth of

the structure, i.e. d ≈ 692 nm ≈ 41.54 pixels, and the undesired reflection of the

electromagnetic field at the absorbing layers [130, 131]. These errors usually vary

the diffraction efficiency of the zero order more than the non-zero orders [132].

3. By running the FDTD simulation for a finite number of optical cycles, we have

neglected the contribution of the spherical waves generated by distant DOE peri-

ods (see Section 4.2.3). This is similar to the cutting off of higher order Floquet

functions in the expansion of the FMM simulation [68].

4. Perhaps most importantly, the errors due to the direct coupling of the FDTD

output field to the free-space propagator. This error can be reduced by using more

advanced near-field to far-field transformations [133,134].

Despite these errors, the calculated Hermitian symmetry factors are very similar, which

are about 0.74 for both the FMM and our method. Experimental results of a DOE

fabricated using Electron Beam Lithography, which will be given in Chapter 5, show

that, although the measurement diffraction efficiencies differ from both the simulated

results, the experimental Hermitian symmetry factor is in good agreement with the

simulated values.

As expected, the calculation effort of the FMM is much lower than the FDTD +

Harvey model: the FMM simulation required 0.2 GByte of RAM and 7 seconds in

comparison with 4.1 GByte of RAM and 106 minutes for the case of the FDTD +

Harvey simulation. The calculation times were obtained on the same computer model

as before (i.e. PCs with an Intel core i5 @ 3.2 GHz processor). Thus, for infinite periodic

structures, the FMM should be used, whereas for finite structures, FDTD + Harvey

simulation can be used at the cost of higher memory usage and calculation time. To

model and design bigger structures in a reasonable calculation time, it is therefore

necessary to parallelize the FDTD simulation on a super-computer.

Parallelization on super-computer

As the FDTD simulation requires high memory usage and long calculation time, for

modeling bigger structures, it is critical to parallelize the algorithm. MEEP supports

distributed-memory parallelism using Message Passing Interface (MPI). For the par-

allelization of our vectorial model, we had access to a super-computer at the Ifremer
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(Institut français de recherche pour l’exploitation de la mer: French research institute

for exploitation of the sea) [135]. The super-computer is a “cluster” of 294 computing

nodes, where 256 nodes contain two Intel Xeon quad-core @ 2.8 GHz processors and

38 nodes contain two Intel Xeon quad-core @ 3.46 GHz processors. Each computing

node has 24 GByte of RAM, and the nodes are inter-connected by a network, resulting

in the global memory of 7 TByte.

Figure 4.12 — Effect of super-computer parallelization on the simulation time.

In order to parallelize our rigorous model, it is necessary to build the parallel version

of MEEP on the super-computer following the instruction [75]. Once MPI and MEEP

have been installed, our rigorous model can be readily parallelized. Fig. 4.12 shows the

calculation time of our previous FDTD + Harvey simulation using different number

of parallel processes on the super-computer. Since the Harvey propagator is very com-

putationally efficient, the simulation time is mostly governed by the FDTD method.

It can be seen that the calculation time of the simulation using 8 parallel processes is

only about 35% of that using a serial calculation, and may even be further reduced

by using higher number of parallel processes. Bigger structures, which require higher

memory usage can therefore be simulated and designed using our rigorous model on

the super-computer.

4.2.6 Summary of our rigorous vectorial model

In summary, we have developed a rigorous vectorial diffraction model based on

FDTD for the DOE region and the Harvey propagator for the free-space region. Sim-

ulations for 1D and 2D DOEs show that our model obtains closer results to those

calculated by the FMM than the values predicted by the TEA + Harvey model. The

diffracted field on the more useful far-field plane can be obtained directly from the field

on the Harvey hemisphere by using our spherical wave projection. Parameters for the
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FDTD simulation and the coupling have been optimized to reduce the memory usage

and calculation time without decreasing the algorithm’s accuracy. Parallelization of the

algorithm on a super-computer has been performed to further reduce the calculation

time to about 35% by using 8 parallel processes. Bigger DOE structures can therefore

be simulated and designed using our rigorous model on the super-computer. We pro-

pose a genetic algorithm based on this vectorial model for the design of “thick” DOEs

in the next section.

4.3 Genetic algorithm for the design of thick DOEs

It has been shown in vectorial simulations that, complementary elements [116] and

additional 2π phase shift elements [136], as shown in Fig. 4.13, have different diffrac-

tion patterns, unlike the TEA prediction. Another report [137] demonstrated that the

optimum etching depth obtained by an extended scalar theory is different from the

value predicted by the TEA. Meanwhile, most of the current design algorithms only

design DOEs in the lateral (x, y) dimensions without optimizing the etching depth. Fig.

4.14 illustrates an algorithm based on our rigorous vectorial model for the design of

binary thick DOEs. As the FDTD propagation is uni-directional, Genetic Algorithms

(GA) [138, 139] appear to be a good option for optimizing both lateral and thickness

structures, as they are iteratively optimized algorithms applicable to large DOEs and

they don’t require back-propagation. Direct Binary Search and Simulated Annealing

algorithms can also be used but they often converge more slowly, as already addressed

in Chapter 1.

(a) (b) (c)

Figure 4.13 — (a) A binary phase element. (b) Complementary element. (c) Addi-

titional 2π phase shift elements.

The algorithm can be described as follows. Firstly, the DOE population is initial-

ized. Each DOE is represented by a real-valued N × N matrix and an etching depth,

which are generated by a sequence of random numbers. This population of the algo-

rithm consists of Np DOEs. Our rigorous vectorial model (where the Harvey model is

replaced by our free-space propagator) is then used to obtain the diffraction patterns

of the DOE population on the far-field plane. These patterns will be compared with

the desired image and the DOE population is ranked based on some performance con-

straints. A number of the best performed DOEs is kept for the next population. They
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will also be randomly selected for “mutation” to create “offsprings”. These new DOE

structures will replace the DOEs having low performance in the previous population.

In order to maintain the population diversity Np to avoid stagnation, a few randomly

generated DOEs will also be created in the next population. The process is iterated

until the performance criteria has been satisfied, or the algorithm has been run for a

large number of iterations without significantly improving the best DOE performance

(i.e. the algorithm has reached an optimum). Due to the lack of time, calibration, op-

timization of the design and fabrication of thick DOEs were not completed before the

end of this thesis. They will form the starting points of continuing investigations by

the Optics Department at Télécom Bretagne in this field.

Figure 4.14 — Genetic algorithm for the design of binary thick DOEs.

4.4 Conclusion

In conclusion, we have investigated the practical limits of the TEA in predicting

the symmetry of the diffraction pattern by binary phase DOEs by comparison with

the rigorous vectorial simulations. The results showed that, strictly speaking, the TEA

should not be used for binary DOEs having feature sizes smaller than about 2 times

the wavelength, as the error in predicting the Hermitian symmetry factor is more than

about 10%. For designing wide-angle pattern generation DOEs, the TEA + our scalar

non-paraxial propagator may be sufficient, but for designing high uniformity spot array

DOEs, it is necessary to take into account vectorial effects in the DOE itself and its

close surroundings. We have developed, optimized and parallelized a rigorous diffrac-

tion model based on FDTD coupled with a scalar free-space propagator to overcome

the theoretical limits of the TEA and the computational limitations of current vecto-
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rial models. A genetic design algorithm based on this model has been proposed for the

design of thick DOEs. In addition, our metric for evaluating the accuracy of the sim-

ulations, which is Hermitian diffraction symmetry of binary elements, has been shown

to be simple yet efficient and consistent, despite the variations in the simulated and

experimental diffraction efficiencies. The experimental verification of different modeling

and design algorithms and the effects of fabrication errors to the measured diffraction

efficiencies will be presented in the next chapter.



CHAPTER 5 Experimental verifi-

cation and effects of

fabrication errors on the

experimentally observed

diffraction pattern

5.1 Introduction

In the previous chapters, we numerically analyzed the limits of the conventional

diffraction models (i.e. the scalar paraxial approximation and the Thin Element Ap-

proximation), and developed scalar and vectorial algorithms to overcome the current

limitations in the modeling and design of wide-angle diffraction Fourier DOEs. In this

chapter, the limits of the TEA and scalar paraxial models, together with the accu-

racy of our scalar non-paraxial and vectorial simulations are verified experimentally by

fabricating test DOEs and measuring their performance on an optical bench.

The fabrication facilities we used to fabricate DOEs for these experimental ver-

ifications were our direct-write photoplotter at Télécom Bretagne (TB) [52] for the

fabrication of microstructure DOEs, and Electron Beam Lithography (EBL) at Karl-

sruhe Institute of Technology (KIT) in Germany [53] for the fabrication of submicron

elements. The chapter therefore starts with a brief description of these fabrication

processes. We then describe successively the experimental confirmation of our scalar

non-paraxial model and design algorithms (presented in Chapter 3) through the fab-

rication and characterization of large diffraction angle Fourier DOEs. The remaining

discrepancies between modeling, design and experiment (mainly spot power at large

angles) are then investigated and shown to result from both fabrication errors and by

the fact that we are approaching the limit of the TEA. We show that the symmetry of

the diffraction spot power appears to be a convenient way of evaluating the effects of

83
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fabrication errors and the practical limits of the TEA and is a promising direction of

future study. We close the chapter with some example applications of DOEs fabricated

for academic and industrial partners of our laboratory.

5.1.1 DOE fabrication at TB

The DOE fabrication process in our cleanroom at TB is described briefly below, full

details can be found in [52]. The basic procedure and some images of our cleanroom

equipment which were used in this thesis are illustrated in Fig. 5.1.

(a) (b) (c)

(d) (e)

Figure 5.1 — (a) DOE fabrication procedure in the TB cleanroom. (b) Spin-coater.

(c) Parallel direct-write photoplotter. (d) Interferometric microscope. (e) Optical

setup for DOE characterization.

• Spin coating of a photoresist, which is usually the S1800 series from Micro Resist

Technology, onto a clean glass substrate. The spin coating speed is chosen so that

the thickness of the photoresist layer will be relatively uniform at the desired

etching depth. The thickness variation of the photoresist layer in our spin-coating

process is about 20 nm for layer of about 500 nm to a few µm.
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• Exposing the photoresist layer using our parallel direct-write photoplotter. The

exposed pattern is mapped from the designed DOE image file and controlled via

a programmable Spatial Light Modulator. The exposure time can be varied using

a mechanical shutter to ensure the optimum etching depth.

• Developing the exposed substrate in a chemical solution (Microposit 303A Devel-

oper) to etch the exposed pattern into the photoresist layer.

• Measuring the DOE structure under our 3D interferometric microscope and its

performance on an optical bench. The resolution limits of our microscope in mea-

suring the lateral dimensions and the etching depth are about 1 µm and 10 nm,

respectively. The schematic diagram of the optical bench is shown in Fig. 5.3(b).

5.1.2 DOE fabrication at KIT

As the resolution limit of our fabrication facilities is about 1 µm, during my PhD

we also collaborated with the KIT for the fabrication of nanoscale DOEs. A funding

was obtained for me to stay at the KIT in 2 months for the use of high-precision high-

resolution Electron Beam Lithography (EBL). The DOE fabrication process and some

images of the KIT cleanroom equipment which were used in this thesis are illustrated

in Fig. 5.2, the basic procedure is as follows:

• Plasma sputtering of a thin (about 30 nm) Chromium layer on a clean fused

silica substrate. This conducting layer is to avoid fabrication errors due to electric

charging which occurs during the writing process.

• Spin coating of a photoresist, which is Poly-methyl methacrylate (PMMA), on the

substrate. The thickness of this photoresist layer is less important in this case, as

the DOE structure will be etched into the substrate later.

• Exposing the substrate using the EBL. This system is able to write structural

details down to about 20 nm in PMMA.

• Developing the exposed substrate using a chemical solution. As PMMA is a neg-

ative photoresist, the unexposed areas are removed.

• Etching the developed pattern into the Chromium layer and into the substrate

using Reactive Ion Etching (RIE). The resolution limit of the RIE system in the

lateral dimensions is about 100 nm.

• Removing the undeveloped photoresist and the unetched Chromium layer.
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• Measuring the DOE structure under a 3D Atomic Force Microscope (AFM). The

lateral resolution of the AFM depends on the radius of the tip which is between

10 - 20 nm, and the vertical resolution is typically better than 1 nm [53].

(a) (b)

(c) (d)

Figure 5.2 — (a) DOE fabrication procedure using EBL. (b) Electron beam writer.

(c) RIE cluster, including a Oxford RIE Plasmalab System 100. (d) An AFM. (Photo

courtesy of the KIT)

5.2 Experimental verification of the scalar non-

paraxial model and design algorithms

5.2.1 Scalar non-paraxial modeling

Test DOE fabrication

To investigate the accuracy of our scalar non-paraxial propagator in predicting the

experimental non-paraxial diffraction patterns, we deliberately selected a Fourier DOE
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(generating a 5×5 array of spots) with non-paraxial diffraction angles which, as a result,

was close to the resolution limit (smallest structures of about 1 µm) of our fabrication

facilities and therefore difficult to fabricate. Under these conditions, the elementary

period of the binary phase DOE necessarily contained a limited number of pixels (8×8)

resulting in an output pattern of relatively low uniformity, as shown in Table 5.1.

To accentuate the non-paraxial diffraction, the DOE was designed for operation at a

wavelength of 1550 nm. The binary DOE image file was sent to our photoplotter for

fabrication [52]. The basic DOE structure was replicated on a regular periodic grid

by the photoplotter to give a total fabricated DOE size close to 5×5 mm2 to avoid

speckle effects in the experimental reconstruction [58]. Several DOEs were made at

slightly different exposure times to optimize the etch depth and micro-structure critical

dimension and compare the influence of fabrication limitation induced variations in

diffraction efficiency with the variations resulting from the different diffraction models.

(a) (b)

Figure 5.3 — (a) Optical interferometric microscope image of the fabricated DOE,

where a period is about 8 µm. (b) Optical DOE playback setup.

Diffraction spot position

For the experimental verification, a single mode fiber was used to guide light from

the laser source to the optical setup, as depicted in Fig. 5.3(b). Conforming to our model

and simulations (section 3.1), the beam was then converged by a lens into a spherical

beam focusing onto the observation plane, which was a diffusion screen parallel to the

DOE plane and perpendicular to the optical axis. A diaphragm was used after the

lens to limit the illumination to the DOE area. The diffraction pattern on the screen

was captured using an InGaAs camera, whereas the spot power was measured using a

Newport photodetector.

As shown in Fig. 5.4, the experimentally observed diffraction is very close to the

simulated pattern, where both the parabolic distribution and the large diffraction angle

broadening effect on the spots shape are clearly visible. A slight deviation in the spot

positions can be seen in the superposition of the simulated and experimental diffraction
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Figure 5.4 — Superposition of the simulated and experimental diffraction patterns.

The green spots are those predicted by the multiradii Harvey calculation, whereas the

red spots are those of the experimentally observed pattern. The yellow regions are

where they overlap.

patterns, probably due to small errors in the relative angles between the DOE plane,

the output plane, the camera and the optical axis.

Diffraction spot power

Interpretation of the spots experimental diffraction efficiency is more complex. Since

the DOEs contain microstructures at the limit of our fabrication facilities (minimum

feature size of 1 µm), as shown in Table 5.1, the spot diffraction efficiency strongly

depends on the fabrication limitations (e.g. etching depth, pixel rounding, linewidth),

which vary with the exact fabrication parameters - here illustrated by the pattern

exposure time. To investigate the effect of such fabrication errors on the spots diffraction

efficiency, we simulated the effect of a slight dilation or erosion in the microstructure

critical dimension due to under or over exposure, as shown in Fig. 5.5. By oversampling

the DOE by a factor 8, a 1 pixel dilation/erosion is equivalent to a variation of ∆ =

0.125 µm in the etch width. The simulated results using the RS integral are given in

Table 5.2.

Comparison of the reference RS simulation of the DOE with and without fabrica-

tion error given in Table 5.2 shows relative variations in diffraction efficiency of at least

4.7%. This variation is significantly higher than the 1% difference (shown in Chapter

3) between the predictions of our model and the RS method. This result is also con-
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Table 5.1 — Experimentally observed diffraction efficiencies for sample diffraction

orders of the test DOE with fabrication errors.

Method
Diff. eff. (%) of order mn

01 11 02 12 22

Experiment, underexposed DOE 3.59 2.22 2.14 3.47 1.92

Experiment, best DOE 3.64 2.52 2.05 3.57 1.88

Experiment, overexposed DOE 3.44 2.43 1.78 3.45 1.78

Figure 5.5 — The effect of exposure time to the etch profile and pixel linewidth.

firmed by the variations in the experimentally observed diffraction efficiencies in Table

5.1, which are very frequently significantly greater than 1%. This indicates that the

accuracy of the multiradii approach in predicting spot diffraction efficiency is greater

than the errors introduced by a DOE linewidth control of 0.125 µm, which is a fabri-

cation accuracy that is already difficult to obtain with current fabrication techniques.

In summary, our proposed method can be used to calculate accurately non-paraxial

diffraction, both spot position and diffraction efficiency, with a negligible error (lower

than that resulting from fabrication limitations) in predicting diffraction efficiency but

with a very significantly lower calculation effort than the more rigorous RS integral.

Table 5.2 — Simulated diffraction efficiencies for sample diffraction orders of the

test DOE without and with fabrication errors.

Method
Diff. eff. (%) of order mn

01 11 02 12 22

Simulated RS integral, dilated structure 3.13 1.82 2.43 2.74 1.93

Simulated RS integral, perfect structure 2.73 2.32 2.55 2.56 2.05

Simulated RS integral, eroded structure 2.29 2.57 2.40 1.99 1.87

With these results, as we had reached the resolution limit of our own fabrication

facilities, we collaborated with the KIT for the fabrication of nanoscale DOEs, which

were designed using our iterative scalar non-paraxial algorithms.
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5.2.2 Iterative scalar non-paraxial design

To verify the accuracy of our scalar non-paraxial algorithms experimentally, the

designed DOEs in Chapter 3.2 at pixel sizes δ1 = 400 nm and 300 nm were fabricated

using EBL at the KIT in Germany [53]. The basic DOE structures were replicated on

a regular periodic grid to give a total fabricated DOE size close to 4×4 mm2 to avoid

speckle effects in experiment [49]. The structures were then etched into the fused silica

substrate using RIE. At λ = 633 nm, the refractive index of the substrate is n ≈ 1.46,

which means that the etching depth should be about d = λ/2(n − 1) ≈ 688 nm to

obtain a π phase shift between binary levels [3]. Fig. 5.6(a) shows an AFM image of a

test DOE, with an etching depth of about 700 nm, as can be seen in Fig. 5.6(b).

(a) (b)

Figure 5.6 — (a) AFM image of the test DOE. (b) Etching profile of the test DOE,

where the edges look slanted due to the size of the tip used for AFM measurement [53].

The fabricated DOEs were then tested in an optical setup as in the previous section,

but with λ = 633 nm. The experimentally observed patterns of the DOEs at δ1 = 400

nm are shown in Fig. 5.7, respectively. As is common, a bright central spot is observed

due to the etch-depth fabrication errors. In particular, Fig. 5.7(a) confirms the errors

in diffraction position and diffraction power of the standard paraxial IFTA, whereas

Fig. 5.7(b) - Fig. 5.7(d) confirm the accuracy of our non-paraxial design algorithms,

which correctly allow for the geometrical distortions of the output pattern resulting

from non-paraxial diffraction, as analyzed in Chapter 3.

A closer look on the experimental diffraction pattern reveals the error of up to

1 pixel in diffraction position of the single projection design using nearest-neighbor

interpolation, as shown in Fig. 5.8(a). Fig. 5.8(b) confirms that the iterative projection

with bicubic interpolation algorithm produces a better output pattern in diffraction

position, although some “ringing”, which is due to the bicubic interpolation [94], is still

visible, as predicted in the simulation.

Similarly, Fig. 5.9 shows the experimentally observed patterns of the DOEs at δ1 =

300 nm. As predicted by our scalar non-paraxial propagator, the diffraction angles is

bigger (about 48◦ at the corners of the pattern) and the distortions in the reconstruc-
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(a) (b)

(c) (d)

Figure 5.7 — Experimental patterns of the DOEs designed at δ1 = 400 nm using:

(a) Standard paraxial IFTA, (b) Non-paraxial IFTA with single projection + nearest

neighbor interpolation, (c) Non-paraxial IFTA with single projection + bicubic inter-

polation, (d) Non-paraxial IFTA with iterative projection + bicubic interpolation.

(a) (b)

Figure 5.8 — (a) Zoomed image of the top left corner of the pattern in 5.7(b). (b)

Zoomed image of the top left corner of the pattern in 5.7(d).
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tion of the DOE designed using standard IFTA become stronger. This demonstrates

that our scalar non-paraxial propagator can be used to model diffraction angles up to

48◦, and perhaps even higher, within the limitations of the TEA. Fig. 5.9(b) shows

the reconstruction of the DOE using the iterative projection algorithm with bicubic

interpolation, where the maximal diffraction angle is about 37◦ at the corners of the

grid pattern, which is very close to the target image.

(a) (b)

Figure 5.9 — Experimentally observed patterns of the 300 nm feature size DOEs

designed using: (a) Standard paraxial IFTA, (b) Non-paraxial IFTA with iterative

projection + bicubic interpolation.

These results experimentally confirm the applicability and usefulness of our scalar

non-paraxial diffraction model and design algorithms based on this model. However,

while our scalar non-paraxial model and design algorithms correctly predict pattern

shape, the experimental results frequently show a relatively strong zero order whereas

the algorithms show no such strong zero order. These bright zero orders in the ex-

perimentally observed patterns seem to be partly due to fabrication errors, which are

inevitable even for a high-cost EBL fabrication process used here. The smaller the fea-

ture size to be fabricated, the stronger the effects of fabrication errors, which usually

result in a brighter un-diffracted central spot.

However, there is another possible explanation of the origin of these strong zero

orders: the etch depth of these DOEs is already about 2 times the pixel size, so the

TEA used as a basis for our scalar non-paraxial model may not model correctly the

interaction between the illumination field and the DOE structures. Although our scalar

non-paraxial propagator is rigorous for the free-space region, the diffracted field imme-

diately after the DOEs has been calculated assuming perfect DOE structures and the

TEA. For designing spot array DOEs where high uniformity spot power is required,
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the effects of fabrication errors and the validity of the TEA to the far-field diffraction

power become more important. The effects of fabrication errors and the limit of the

TEA are addressed in the next section.

5.3 Effects of fabrication errors and the limit of the

TEA on the experimental diffraction symmetry

When building spot array binary Fourier DOEs having feature sizes on the order of

the wavelength and close to the fabrication limit of our fabrication facilities, we noticed

remarkable variations in the experimental diffraction efficiency compared to the sim-

ulation results. Even with the use of a high-cost EBL and the rigorous FMM/FDTD

simulations, there appear to be no publications, to our knowledge, showing the close

agreement in diffraction efficiency between simulation and experimental results. How-

ever, in what follows we show that our preliminary investigation seems to indicate

that the diffraction symmetry of binary Fourier DOEs can be used as an efficient and

consistant metric for evaluating the effects of fabrication errors and the limit of the

TEA.

5.3.1 Effects of fabrication errors

It is widely known that the performance of DOEs strongly depends on the accu-

racy of manufacturing process, where fabrication errors are inevitable, e.g. etch-depth,

feature-size [3,140]. These errors redistribute the diffraction power between the diffrac-

tion orders, and therefore the performance of the fabricated DOEs is often degraded

compared to the designed elements. It has been determined [141] that an etch-depth

error creating a phase error of magnitude ε causes the intensities of the non-zero orders

to be reduced by (1 + cos ε)/2. This reduction is accompanied by a large increase in

the zero order, so even a small phase error results in a bright zero order.

For example, assuming that we have designed a perfectly uniform 25×25 binary

spot array DOE, where each spot has diffraction efficiency of η. Due to a 5% etch-

depth error in fabrication (which is equivalent to about 25 nm for a DOE fabri-

cated using photoresist S1805 at 633 nm), the non-zero orders are reduced by a factor

(1 + cos(0.05π))/2 ≈ 0.994. The experimental diffraction efficiency of non-zero orders

are therefore 0.994η, which is still close to the design value. However, the diffraction

efficiency of the zero order is increased to about (1 + 624 · 0.006)η ≈ 4.7η, which is

almost 5 times that of the non-zero orders. This etch-depth error is therefore critical

for applications where uniformity of the spot array is important, as will be shown in

Section 5.4. Jahns et al. [141] concluded that Dammann gratings are useful for array
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sizes up to about 40×40 spots. Above that size, problems with the computation of the

DOEs and with the fabrication resolution become dominant.

Knowledge of these fabrication errors for the zero order has been used for pre-

compensation in the design and fabrication process to increase the performance of the

fabricated DOEs [132,142,143]. However, the impact of fabrication errors on the non-

zero orders are less studied and understood. In Section 5.2.1, we showed the effect of

error in the lateral critical dimensions of the etched DOE structures on the experimental

spots’ diffraction efficiency. Although this fabrication error can change the diffraction

efficiency of non-zero orders remarkably, within the TEA, it does not vary the diffraction

symmetry of binary Fourier DOEs (the same is true with etch-depth error). In this

section, we demonstrate that the diffraction symmetry of binary Fourier elements can

in practice be modified due to pixel rounding effect. The limit of the TEA in predicting

the practical diffraction symmetry is addressed in the next section.

Fig. 5.10(a) shows a reflection symmetric binary phase Fourier DOE, which was

designed to generate a 5×5 spot array as illustrated in Fig. 5.10(c). The experimental

diffraction efficiency in the different spots by this DOE are shown in Table 5.3(a), where

the DOE was fabricated with a pixel size of 1 µm, which is the limit of our direct-write

lithography [52], and the DOE illumination wavelength was 1.55 µm. As the designed

DOE was binary, we expected Hermitian symmetry [11], but in fact observed reflection

symmetry in the experimental diffraction pattern. For instance, based on the TEA, the

diffraction efficiency of order (-2, 1) should be the same as that of order (2, -1), but

in fact, they are very different from each other (i.e. 0.76% and 2.94%, respectively).

Instead, the diffraction efficiencies of order (-2, 1) and order (-1, 2) are very similar (i.e.

0.76% and 0.77%, respectively). Further analysis shows, within experimental errors,

a reflection symmetry of the diffraction pattern in the same axis as the reflection

symmetry of the designed DOE, which is the dashed line shown in Fig. 5.10(a).

(a) (b) (c)

Figure 5.10 — (a) A symmetrical binary Fourier DOE, where the dashed line is

the reflection symmetry axis. (b) An asymmetrical binary Fourier DOE. (c) Target

image.
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Table 5.3 — Diffraction efficiency (%) of diffraction orders (m, n) for the symmet-

rical binary DOE: (a) Experimental diffraction efficiencies of the diffraction orders

for the DOE fabricated using our photoplotter. (b) TEA + our scalar non-paraxial

simulation, assuming flawless binary DOE structure.

(a)

m
n

-2 -1 0 1 2

-2 1.52 3.93 2.42 0.76 1.76

-1 2.18 5.20 4.19 3.92 0.77

0 2.48 4.18 2.38 4.00 2.62

1 2.89 1.03 4.18 5.10 4.00

2 0.36 2.94 2.38 2.14 1.43

(b)

m
n

-2 -1 0 1 2

-2 1.67 2.94 2.60 2.08 0.97

-1 2.94 3.69 2.87 2.02 2.08

0 2.58 2.86 0.32 2.86 2.58

1 2.08 2.02 2.87 3.69 2.94

2 0.97 2.08 2.60 2.94 1.67

To investigate this variation in diffraction symmetry, we used the TEA where the

field at the DOE plane is calculated as the multiplication of the illumination field and

the transmission function of the DOE [11]. The far-field diffraction pattern is then

calculated using our scalar non-paraxial propagation [107], which is equivalent to but

much faster than the Rayleigh-Sommerfeld diffraction integral, and has been shown to

be valid for far-field diffraction of DOEs having features smaller than the illumination

wavelength. Since our diffraction model is based on a single Fourier Transform (FT),

the symmetry of the calculated diffraction pattern depends on the symmetry of the FT.

As the transmission function of a binary DOE is a real function, the diffraction pat-

tern should have Hermitian symmetry (f(x, y) = f ∗(x, y)→ F (X, Y ) = F ∗(−X,−Y ),

where F (X, Y ) is the FT of f(x, y) and the symbol ∗ denotes the complex conju-

gate) [11]. Moreover, if the DOE has reflection symmetry, the calculated diffraction

pattern should have the same reflection symmetry (f(x, y) = f(−y,−x)→ F (X, Y ) =

F (−Y,−X)) [125].

However, due to the fabrication errors at the limit of our fabrication facilities,

the edge between phase levels of the fabricated DOE is not perfectly sharp but rather

smoothed, as illustrated in Fig. 5.11. The fabricated DOE becomes a multilevel element,

the transmission function is no longer real and therefore the diffraction pattern is no

longer Hermitian symmetric (Note that this is a slightly more sophisticated modeling

of the fabrication errors than that used in Section 5.2.1 where the modeled DOE were

still binary phase - only the critical dimension changed but no intermediate phase

levels were introduced). If the optical setup of the lithography is perfectly aligned,

the fabrication errors will be symmetric and the fabricated DOE would still retain the

symmetry of the designed DOE, as would the experimental diffraction pattern. This

smoothing effect appears to be the reason for the variation in diffraction symmetry

of the fabricated DOE given in the previous section. In an attempt to verify this
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hypothesis, we tried to take this fabrication error into account in the calculation of

spots’ diffraction efficiency by using the TEA + our scalar non-paraxial simulation of

the smoothed DOE structures.

(a) (b) (c)

Figure 5.11 — Different models for the DOE structure: (a) Flawless model, (b)

Trapezoid model, (c) Rounding model.

To investigate this smoothing effect on diffraction efficiency in simulation, we over-

sampled the DOE by a factor of 8 and applied different smoothing filters, i.e. av-

eraging filter and Gaussian filter [94], of the same size to the DOE image. These

filters correspond to two different models for the proximity effect in fabrication, i.e.

trapezoidal [136] and rounding model [54], as shown in Fig. 5.11. The far-field diffrac-

tion patterns of these structures were then reconstructed using our scalar non-paraxial

model [107]. The calculated diffraction efficiencies of different models were compared

with the experimental results in terms of mean-squared-error (MSE).

MSE =
1

25

2∑
m=−2

2∑
n=−2

[ηexp(m,n)− ηmod(m,n)]2 (5.1)

where (m, n) stand for the diffraction orders. ηexp is the experimental diffraction effi-

ciency and ηmod is the simulation result obtained using different models for the fabri-

cated DOE structure.

As expected, the diffraction spots in the reconstruction of the flawless structure

showed both Hermitian and reflection symmetries, as listed in Table 5.3(b), but this is

not the case with the experimental results (i.e. with reflection symmetry but without

Hermitian symmetry). Although both trapezoidal and rounding models predict cor-

rectly the experimental diffraction symmetry, the latter shows better agreement with

experimental diffraction efficiencies by a lower MSE value, as given in Table 5.4. This

can be explained by the Gaussian shape of the write beam and the nonlinear dissolu-

tion rate of the photoresist [144], leading to a rounded transition between phase levels,

where trapezoidal shape is only a first-order approximation [136].

From the above discussion, we have shown that pixel rounding effect can strongly af-

fect the diffraction symmetry of binary Fourier DOEs fabricated close to the resolution

limit of our fabrication facilities, simply by using the TEA + our scalar non-paraxial

simulation of several smoothed DOE structures. On the other hand, it was demon-

strated using vectorial simulations in Chapter 4.1.2 that perfectly binary Fourier DOEs
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Table 5.4 — MSE between the experimental diffraction efficiencies and the TEA +

our scalar non-paraxial simulation results of different DOE structure models.

Model Filter Output MSE

Flawless None 1.09

Trapezoidal Averaging 0.67

Rounding Gaussian 0.52

having feature sizes on the order of the wavelength do not necessarily have Hermitian

symmetric diffraction pattern as predicted by the TEA. The change in symmetry of

the observed diffraction patterns could therefore also be attributed to the fact that we

are close to the limit of the TEA. We therefore investigated this possibility through

vectorial simulations and experimental verifications. The limit of the TEA and the

accuracy of our vectorial simulations are verified experimentally in the next section.

5.3.2 Limit of the TEA

In order to verify the limit of the TEA and the accuracy of our vectorial simulations,

we fabricated a binary DOE, as shown in Fig. 5.10(b), using EBL. The DOE was

designed at the feature size of 500 nm and the wavelength of 633 nm to generate a

5×5 spot array as illustrated in Fig. 5.10(c). Fig. 5.12 shows an AFM image of the

DOE fabricated using EBL in comparison with those fabricated close to the limit of

our photoplotter. It can be seen that there is a litte or no pixel rounding in the DOE

fabricated using EBL, although other fabrication errors (e.g. etch-depth, feature size)

may be present.

The fabricated DOE using EBL was then characterized on an optical bench and

the diffraction efficiencies were measured using a Newport photodetector. It can be

seen from Table 5.5(a) that the experimental diffraction efficiencies differ from both

the FMM and our FDTD + Harvey simulations in Table 4.6 (the simulation results

of our rigorous vectorial model are listed again in Table 5.5(b) for the reader’s conve-

nience). However, the calculated Hermitian symmetry factor (defined in Section 4.1.2)

from the experimental data was about 0.74, which is very different from the TEA +

Harvey prediction (i.e. 1) but in good agreement with the vectorial simulations’ results

(i.e. about 0.74 for both the FMM and our FDTD + Harvey method). This result

demonstrates practically the limit of the TEA and verifies the accuracy of our rigor-

ous vectorial model in predicting the Hermitian symmetry of the diffraction pattern of

binary elements.

From this analysis, it appears that for the binary Fourier DOE having feature
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(a) (b) (c)

Figure 5.12 — (a) and (b) Interferometric microscope images of the DOEs fabricated

using our current photoplotter at 2 µm and 1 µm, respectively. (c) AFM image of the

DOE fabricated at 500 nm using EBL at KIT.

Table 5.5 — Diffraction efficiency (%) of diffraction orders (m, n) for the asymmetric

binary phase DOE. (a) Experimental results of the DOE fabricated using EBL. (b)

FDTD + Harvey simulation results.

(a)

m
n

-2 -1 0 1 2

-2 2.60 2.48 2.05 1.65 2.53

-1 2.30 3.18 2.98 2.28 1.00

0 2.78 2.10 22.88 3.25 2.70

1 2.43 2.93 1.80 3.33 2.70

2 2.45 0.93 3.30 2.15 1.83

(b)

m
n

-2 -1 0 1 2

-2 2.89 2.58 2.50 2.02 3.29

-1 2.43 2.76 3.09 2.80 1.02

0 2.59 2.50 10.30 2.58 3.02

1 3.16 3.01 2.10 3.52 2.84

2 2.55 1.06 3.85 2.69 1.71

sizes on the order of the wavelength and fabricated with little or no pixel rounding

effect, the TEA fails to predict correctly the Hermitian symmetry of the experimental

diffraction pattern. On the other hand, for the DOEs fabricated close to the limit of our

fabrication facilities, as shown in Fig. 5.12, it may be questionable whether the TEA

simulation error is more dominant than the effect of the pixel rounding. For example,

the experimental results of the binary DOE in Fig. 4.4(a) fabricated at pixel sizes of

1 µm and 2 µm using our photoplotter show that the practical Hermitian symmetry

factors are 0.55 and 0.70, respectively. The rigorous vectorial simulation results of

flawless DOEs showed that the Hermitian symmetry factors of these DOEs should be

0.91 and 0.94, which suggests that the DOEs contain fabrication errors which reduce

the experimental Hermitian symmetry by 0.36 and 0.24 from the vectorial simulation

results, respectively. These fabrication errors are much bigger than the errors in the

TEA + our scalar non-paraxial simulation results compared to the values predicted

by vectorial simulations, which are only 0.09 and 0.06, respectively. This means that

for our fabrication facilities, the variation in the practical diffraction efficiencies due
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to fabrication errors, are usually much bigger than the variation due to the diffraction

modeling.

In summary, we have investigated the limits of the TEA and the accuracy of our

rigorous diffraction model experimentally by fabricating a test DOE using a high-cost

photolithography system and comparing the measured Hermitian symmetry factor with

the simulated results. For the fabrication of high-resolution, thin DOEs using a rela-

tively low-cost system such as our photoplotter, which has been specifically adapted to

rapid prototyping [52], the variation in the practical diffraction efficiencies due to fabri-

cation errors are very frequently much bigger than the variation due to the diffraction

modeling. With this understanding on the effects of fabrication errors, we have im-

proved our fabrication process in the manufacturing of several DOEs for our academic

and industrial partners.

5.4 Example DOE applications

Télécom Bretagne has been designing and manufacturing DOEs for industrial and

academic partners for several years. Before this PhD thesis was conducted, the diffrac-

tion angle had been limited to about 10◦. We are now able to design and fabricate

DOEs with much wider diffraction angles, the remainder of this chapter presents a few

examples of DOEs that I helped design and fabricate for TB partners during my PhD.

5.4.1 Rectangular pattern

Fig. 5.13(a) shows a target rectangular box diffraction pattern with the maximum

diffraction angle at the corners of about 17◦ that was requested by a microscope man-

ufacturer based in Leuven, Belgium to be used for defining observed area. The experi-

mentally observed pattern of the DOE designed using the standard paraxial IFTA and

fabricated at 1 µm feature size is shown in Fig. 5.13(b), where second order rectan-

gulars can be seen on the left and right hand sides of the first order. This effect is

due to the discrete FT property which numerically reflects the higher diffraction orders

outside of the calculation window back into the simulation region, similar to the Per-

fectly Conducting Boundary (see Appendix C). In other words, the FT assumes that

the diffraction orders outside the calculation window are zero, which overestimates the

diffraction orders in the simulation region. In practice, the high diffraction orders re-

duce the diffraction efficiency of the first order pattern compared to the simulation

prediction and produce undesired noise into the optical metrology system.

In order to obtain wide diffraction angles with thin DOEs, we have improved the

resolution limit of our parallel photoplotter, so that feature size of 500 nm can now be
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(a) (b)

Figure 5.13 — (a) Desired diffraction pattern. (b) Experimentally observed pattern

of the DOE designed using the iterative scalar paraxial algorithm and fabricated at

1 µm feature size using our photoplotter.

fabricated. To minimize the effects of the pixel rounding effect, the DOE was designed

by using the same iterative scalar paraxial algorithm, but with zero padding of the

target pattern to reduce the number of isolated pixels, as shown in Fig. 5.14(a), so it

is much easier to fabricate at higher resolutions [55]. The experimental result in Fig.

5.14(b) is much closer to the simulation prediction and significantly better than the

pattern in Fig. 5.13(b), since less light is diffracted to higher diffraction orders as there

are no individual pixels to diffract light at such angles [56].

(a) (b)

Figure 5.14 — (a) The DOE designed using the iterative scalar paraxial algorithm

at 500 nm feature size. (b) Experimentally observed pattern of the DOE fabricated

using our photoplotter.

It can be seen that the diffraction patterns of both DOEs contain some distortion

due to the use of standard iterative scalar algorithm, which is only valid for paraxial

diffraction angle, as discussed in Chapter 3. Our iterative scalar non-paraxial design can

be used to correct the distortions, as verified experimentally by the DOEs fabricated

using high-resolution EBL at the KIT. However, for the initial tests, the industrial

partner prefered cheaper rather than more accurate design and fabrication, as the
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errors in the scalar paraxial design in this case is only a few %, which is acceptable for

their requirements. If the tests are successful, wider diffraction angles will be proposed

and our scalar non-paraxial design shall be used to correct the distortions.

5.4.2 Multilevel DOEs

During this thesis period, we also collaborated with Télécom Physique Strasbourg

(TPS) for the fabrication of DOEs for solar cells. The DOEs were designed by TPS

using a genetic algorithm based on a FDTD + ASM model, taking into account a

broad wavelength range in the solar spectrum [145]. Due to the extensive calculation

required, the design was limited to 1D phase elements. In order to increase the prac-

tical diffraction efficiency taking into account fabrication constraints, the DOEs were

calculated as 8 level elements. We fabricated the DOEs in our department’s cleanroom,

whereas the microscope measurement and optical characterization were carried out by

our academic partner at TPS.

Fig. 5.15 shows interferometric microscope images of a test DOE, which is a 8 level

blazed grating, using a Zygo profilometer at TPS [146]. The etching profile of this

grating is shown in Fig. 5.15(b), where some rounding can be seen at the top of the

structures. Characterization results of the fabricated DOEs show that the experimen-

tal diffraction efficiencies are between 70% and 80%, which are about 4% lower than

the respective theoretical predictions, presumably due to the fabrication errors. The

design algorithm is being calibrated and the complete results are planned to be jointly

published by scientists at TPS and TB.

(a) (b)

Figure 5.15 — (a) 3D interferometric microscope image of a 8 level blazed grating.

(b) Etching profile of the structure in (a).

5.4.3 Spot array DOEs

During this thesis period, we also collaborated with Joseph Fourier University (JFU)

in Grenoble for the parallelization of Two-Photon Polymerization (2PP) lithography
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using either DOEs or a Spatial Light Modulator (SLM). The basic principle of 2PP

is to use a very high power laser to polymerize a micro- or nanoscale region of a

photosensitive material, e.g. ORMOCER, via two-photon absorption process. Recent

developments in ultrashort pulsed lasers (see [147] for example) have provided enough

laser power for a parallel 2PP process. Details on 2PP together with the use of SLM

for 2PP parallelization will are in Chapter 6. In this section, we concentrate on the

application of spot array DOEs to split the single 2PP laser beam into multiple parallel

beams. The purpose of parallel 2PP laser beams is to parallelize and hence speed up

the polymerization process for industrial production of high resolution (< 1 µm) 3D

objects of significant size (mm to cm), for example rotary needles that can be used in

future dental treatment. With the highly bio-compatible ORMOCER used as the needle

material, the occurrence of infections is much lower than with current needles [148].

(a) (b)

Figure 5.16 — Experimentally observed diffraction patterns of the fabricated DOEs:

(a) 25×25 spot array, (b) 47×47 spot array.

Fig. 5.16 shows the experimentally observed patterns of 2 spot array DOEs that

were fabricated using our photoplotter. The DOEs were later used in a parallel 2PP

setup at JFU. It has been shown [148] that the uniformity requirement in the 2PP

production is relatively strict: the intensity difference between the diffraction spots

should be within 10%, which is difficult to obtain, particularly for the zero order, due

to the errors in our fabrication process, as analyzed in Section 5.3.1. The intensity

distribution over a horizontal line across the zero order of the experimetal 25×25 spot

array is shown in Fig. 5.17(a), where each spike represents a diffraction spot, and a

relatively higher zero order can be seen. An image of the parallel 2PP fabrication using

this DOE is illustrated in Fig. 5.17(b), which shows that the number of parallel 2PP

beams is already significantly higher than recently published results [149–151]. The
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parallel 2PP production using the 47×47 DOE was not so good, as the zero order is

too high. A zero order reduction technique is being studied in our cleanroom to increase

the number of uniform parallel beams for 2PP mass production, the complete results

are planned to be jointly published by scientists at JFU and TB.

(a) (b)

Figure 5.17 — (a) Intensity distribution over a horizontal line across the zero order

of the 25×25 spot array. (b) Microscope image of the parallel 2PP fabrication using

our 25×25 spot array DOE. (Images taken from [148])

5.5 Conclusion

In conclusion, we have shown experimentally that our scalar non-paraxial propa-

gator can be used for the modeling and design of thin Fourier DOEs with diffraction

angles up to about 37◦, where the pattern shapes and diffraction positions are very ac-

curately predicted and controlled. Some discrepancies remain in the prediction of spot

power at high diffraction angles but result more from fabrication errors than model

errors and the accuracy is thus more than sufficient for many applications.

Fabrication of a thin binary DOE using a high-resolution EBL has allowed us to

investigate the limit of the TEA and the accuracy of our vectorial model in predicting

Hermitian diffraction symmetry of binary Fourier DOEs having features on the order of

the wavelength. Again, at these feature sizes, which are close to the limit of our parallel

photoplotter, the variations in the experimental diffraction efficiencies and Hermitian

diffraction symmetry due to fabrication errors are very frequently more dominant than

the errors resulting from the TEA and our scalar model. Future work will concentrate

on the fabrication of thick DOEs and a more complete understanding of the practical

limit of the TEA when designing such DOEs. For cases where the TEA is no longer valid
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the FMM or FDTD + our scalar non-paraxial model with a genetic design algorithm

outlined in Chapter 4.

With these experimental verifications, we have reached the resolution limit of our

current photoplotter, while the EBL fabrication process is often time consuming and ex-

pensive. Towards the end of this PhD, I also participated in the design and preliminary

development of a new parallel-write photoplotter based on Two-Photon Polymerization

as a way to fast, cost-effective prototyping of high resolution (submicron) structures,

as will be described in the next chapter.



CHAPTER 6 Parallel two-photon

polymerization

lithography

In the previous chapters, we showed that with our DOE design algorithms, we have

reached the resolution limit of our current photoplotter. An EBL based fabrication

process allows smaller structures to be produced but is often time consuming and ex-

pensive. As part of the process of continually improving DOE modeling and fabrication,

we recently started to investigate the possibility of building a new, cost-effective pho-

toplotter that is able to fabricate submicron structures at a reasonable writing time.

Two-Photon Polymerization (2PP) appears to be a good candidate in terms of fabrica-

tion resolution and cost, but has not been fully parallelized in the literature. Chapter

5.4.3 briefly introduced a parallel 2PP lithography using DOEs at Joseph Fourier Uni-

versity (JFU) in Grenoble; another parallel 2PP system which is currently being built

at Télécom Bretagne (TB) in collaboration with JFU using a Spatial Light Modulator

(SLM) is addressed in this chapter.

6.1 Review of 2PP lithography

6.1.1 Principle of 2PP

Two-Photon Polymerization is a direct-write technique (i.e. without the use of pho-

tomasks) for creating micro- or nano- features in a photosensitive material. This method

relies on a two-photon absorption process which is the simultaneous absorption of two

photons (usually of identical frequencies) of the write-beam in order to excite a molecule

from one energy state to a higher state, as illustrated in Fig. 6.1(b). The energy differ-

ence between the involved lower and upper states of the molecule is equal to the sum

of the energies of the two photons. The phenomenon results in a chemical change (usu-

ally polymerization) at the focal volume of the write-beam, which is not neccessarily

105
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on the surface of the material. This polymerized spot is the volume element in 2PP,

which is often referred to as the “voxel” in analogy to the pixel (picture element) [38].

By scanning and properly modulating the write-beam, an arbitrary 3D pattern can

be polymerized in the material, which can then be developed in a chemical solution,

resulting in a fully 3D structure.

(a) (b) (c)

Figure 6.1 — (a) One-photon absorption. (b) Two-photon absorption. (c) 2PP in

the photoresist layer and at the focal spot of a focusing beam. (ν is the frequency of

the write-beam and h is the Planck constant)

Two-photon absorption differs from one-photon absorption in that it is a nonlinear

optical process rather than a linear one [152]. The transition rate (i.e. number of excited

molecules per unit volume over time t) by one-photon absorption can be written as

follows:
dNOP

dt
= σNGSF (6.1)

where σ is the one-photon absorption cross section and F is the photon flux (number

of photons per unit area and time). NGS and NOP are the numbers of molecules per

unit volume in the ground state and in the excited state due to one-photon absorption,

respectively. Similarly, the transition rate for two-photon absorption is given by:

dNTP

dt
=

1

2
δNGSF

2 (6.2)

where δ is the two-photon absorption cross section and NTP is the number of molecules

per unit volume in the excited state due to two-photon absorption. The factor 1/2 is

because two photons are needed to produce one excited molecule. This equation shows

that the probability of two-photon absorption depends on the square of the photon

flux (or equivalently, to the square of the light intensity).

Since probability for two-photon absorption is several orders of magnitude lower

than that of one-photon absorption, very high light intensities are required to increase

the number of such rare events. Pulsed laser sources are usually preferred as they
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deliver high-intensity pulses while depositing a relatively low average energy, since the

energy is reserved for a relatively long period (ms) and released in a very short time

(ns or shorter). To enable fully 3D structuring, the write-beam and the photoresist

must be adequately chosen so that single-photon absorption is highly suppressed while

two-photon absorption is favored. This condition is met if and only if the photoresist is

highly transparent for the write-beam’s wavelength λ and simultaneously, absorbing at

λ/2 (i.e. no real energy levels corresponding to λ but to λ/2). A chemical substance, so-

called “photoinitiator”, is usually added into the photoresist material to further increase

the probability for two-photon absorption [153]. At these conditions, the focal regions

of the laser beam which exceed a certain intensity threshold of the photosensitive

material define the 2PP volume element, which are the axial and lateral resolutions,

as illustrated in Fig. 6.2.

(a) (b)

Figure 6.2 — (a) Intensity distribution of a focused beam in the axial and lateral

directions. (b) Axial and lateral resolutions of the 2PP voxel.

In general, the resolution of an optical system is limited by the laws of diffraction. In

optical microscopy, Ernst Abbe found the lateral resolution to be d = λ/(2NA), where

NA is the numerical aperture. With typical NA values of about 1, the resolution limit

is therefore about half the wavelength [152]. In a first approximation, the use of two-

photon absorption shifts this resolution limit by a factor of
√

2 (assuming Gaussian

profiles and the same normalized threshold values), since the exposure is proportional

to the squared intensity rather than the intensity itself, as illustrated in Fig. 6.3(a).

This condition states the lateral resolution limit is d = λ/(2
√

2NA), where λ = 532

nm for a green laser. Strictly speaking, with minimum feature sizes of about 200 nm,

2PP is not yet a nanotechnology but still a microtechnology, as the borderline between

the two is commonly set to be at 100 nm [38].

In addition to the square intensity dependence, there is still another phenomenon
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that can yield even better resolution to 2PP process, which is the 2PP threshold, as

illustrated in Fig. 6.3(b). This threshold imposes a minimum intensity below which,

no polymerization takes place. This phenomenon usually occurs due to the presence of

oxygen in the photoresist, which inhibits the action of the photoinitiator, preventing

the 2PP from occurring [154]. It can be used to decrease both the lateral and axial

resolutions by reducing the write-beam intensity as close to the threshold as possible.

This idea has been used for the 2PP fabrication of structures beyond the diffraction

limit and down to 9 nm [155–157].

(a) (b)

Figure 6.3 — (a) Gaussian and squared gaussian intensity profile. (b) Threshold

power relative to various gaussian intensity profiles. The closer the peak power to

the threshold power, the smaller the voxel size. 2PP is not observed if peak power is

below the threshold power.

Another advantage of 2PP is that it does not necessarily require cleanroom facilities,

which greatly reduces the cost in comparison to other conventional micro fabrication

techniques [150]. The main disadvantage however is the long writing time, as the write-

beam has to be scanned point-by-point in 3D in relative to the photoresist layer in order

to polymerize a 3D pattern. For this reason, 2PP has been limited to the fabrication

of relatively small structures, such as microneedles, optical waveguides/interconnects,

photonic crystals [158–160]. Researchers have been looking for a way to parallelize the

2PP fabrication to speed up the 3D production process. Current parallel 2PP systems

are reviewed in the next section.

6.1.2 Current parallel 2PP systems

Recent developments in ultrashort pulsed lasers (see [147] for example) have pro-

vided much higher laser power than the threshold required for a single 2PP process. It

is therefore of interest to split the laser beam into many parallel beams with relatively
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uniform power and higher than the 2PP threshold to speed up the 2PP fabrication

process. The parallelization can be done by using a spot array DOE (Section 5.4.3 is

the first demonstration, to our knowledge) or a SLM [149–151].

DOEs provide an effective and efficient way for mass production of periodic struc-

tures, but they always generate a fixed diffraction pattern, which is not suitable for

variable fabrication of complex structures. On the other hand, SLMs often consist of

about a million of pixels, where the transparency of each pixel can be controlled by a

computer, allowing for variable splitting of the laser beam into multi-focus spot. How-

ever, most publications used an SLM as a dynamic spot array Computer Generated

Hologram (CGH), where the CGH pattern can be computed and updated on the SLM.

In this way, the full functionality of the SLM has not been used, as CGHs have to be

computed in real-time, and the parallel beams are limited to multiple foci, which is the

far-field diffraction pattern of the spot array CGHs.

Moreover, the number of parallel beams has not been fully optimized. In Section

5.4.3, we showed that with the use of a 25×25 spot array DOE, the 2PP fabrication at

JFU can be parallelized by a factor of 625, which is significantly higher than recently

published results, where the number of parallel 2PP beams is about 10 [149–151]. We

aimed to further increase the number of parallel 2PP beams and use a SLM in a more

dynamic way, by setting up a parallel 2PP photoplotter at TB, as addressed in the

next section.

6.2 Experimental 2PP photoplotter

The idea of our parallel 2PP photoplotter is similar to the current parallel photo-

plotter (see Section 1.3.3), where a SLM is used to modulate the write-beam according

to a pattern, which is displayed on the SLM and imaged onto the photoresist layer

via a microscope objective. Fig. 6.4 shows the schematic diagram of our parallel 2PP

photoplotter. The basic principle is as follows:

• A ultrashort pulsed, green laser (400 ps, 532 nm) is used for parallel 2PP. Three

mirrors M1, M2, M3 guide the laser beam into the optical setup. Two lenses L1,

L2 expand the laser beam size to cover the whole area of the SLM, which is about

1×1 cm2.

• The SLM is controlled by a computer, in which the polarization of the beam

passing through each pixel on the SLM can be modulated. The beam passing

through the SLM then consists of multiple parallel beams of either Transverse

Electric (s-polarization) or Transverse Magnetic (p-polarization). For preliminary

2PP tests, the SLM can also be replaced by some chrome or film masks, which act

as amplitude modulators.
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Figure 6.4 — Schematic diagram of our parallel 2PP photoplotter.

• Lens L3 is used to focused the modulated beam into the entrance pupil of the

microscope objective.

• A polarization Beam Splitter (BS) is to split the modulated beam into two parts.

Only the p-polarized beams go to the microscope objective, whereas the s-polarized

beams are absorbed by the beam block.

• A microscope objective images the pattern on the SLM (pixels corresponding to

the p-polarization) onto the photoresist layer. We have several objectives, with

magnification ranging from 20X to 100X, and NA ranging from 0.4 to 1.4 (oil

immersion). Effects of the microscope objectives on the 2PP voxel size are shown

in Fig. 6.5.

• A half-wave plate is used to modify the polarization of the laser beam, so that

the laser power passing through the BS is not too high (to avoid burning the

photoresist instead of 2PP).

• Lens L4 is used to collect the reflection of the parallel beam on the photoresist

layer and focus onto the CCD camera, which is connected to a computer. The

microscope objective, lens L4 and the CCD act as a microscope to help finding

the focus of the laser beam on the photoresist layer and provide a live image of

the 2PP fabrication. Since there are different interfaces (air-substrate, substrate-

photoresist and photoresist-air), not to mention that the photoresist layer is not

neccessarily uniform, this step could be very problematic, as illustrated in Fig. 6.6.

• A nano-precision piezo-controlled XY-stage is used to change the lateral positions

of the photoresist layer in relative to the parallel beam. The microscope objective
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is attached to another piezo-controller to scan in the axial direction. The XY-stage

and the laser are drived by a controller box, which is connected to the computer

via RS-232 communication port.

(a) (b)

Figure 6.5 — Simulated 2PP voxel size with different microscope objective using a

software developed by JFU: (a) 0.7 µm lateral and 8.8 µm axial resolutions for the

20X objective, (b) 0.3 µm lateral and 0.7 µm axial resolutions for 100X objective.

(a) (b)

Figure 6.6 — CCD camera images when the focus is (a) at the air-substrate interface

and (b) at the substrate-photoresist interface. In the latter case, the image had more

rings than that of the air-glass interface focusing.
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A photograph of the optical setup in the TB cleanroom can be seen in Fig. 6.7.

We use a PowerChipTM passively Q-switched laser from Teem Photonics [147], and a

800×600 pixel SLM from Bildsysteme GmbH [161]. The optical cage system, lenses,

mirrors, etc. are from Thorlabs [162]. During the end of this PhD, I helped set up and

align the optical cage system, program C code to control the XY-stage, the laser, the

SLM and synchronize them. Preliminary 2PP fabrication results are given in the next

section.

Figure 6.7 — Optical setup of the parallel 2PP photoplotter in TB cleanroom.

6.3 Preliminary fabrication results

For 2PP fabrication, Ormocer was used as the photopolymerizable material. How-

ever, since the refractive index of Ormocer is close to that of the glass substrate, the

reflected image on the CCD camera is poor, which makes the focusing task very diffi-

cult, especially with the high NA oil-immersion objective. To facilitate the preliminary

parallel 2PP test, we started with gold ablation, as the reflected image is much clearer,

and the threshold power for gold ablation is lower than that for 2PP.

6.3.1 Gold ablation

For gold ablation, a thin gold layer (about 30 nm) is deposited on a glass substrate

by sputtering. We started with a sequential (single laser beam) ablation in order to

test our codes for controlling the laser, the XY-stage and their synchronization.
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Sequential processing

For a sequential processing, the lenses L1, L2 and the SLM are not needed in

the optical setup. The laser beam goes via the mirrors directly into the microscope

objective. With this high power laser, a single laser pulse and the 20X microscope are

enough to ablate the gold layer, provided that the gold layer is at the focal plane of

the microscope objective. The XY stage is then moved to a new position to be ablated

before the laser generates another pulse. The process continues until the complete

ablation pattern is produced, as shown in Fig. 6.8, which demonstrates that our codes

for controlling the laser, the XY-stage and synchronizing them worked well.

Figure 6.8 — Microscope image of a pattern fabricated by sequential gold ablation.

The white regions are the ablated areas.

Parallel processing

For parallel processing, the lenses L1, L2 are necessary in the optical setup to expand

the laser beam to cover the whole area of the SLM. As the SLM has 800×600 pixels, it

splits the beam into almost 0.5 million parallel beams, each with a small fraction power

of the laser source. For this reason, a higher magnification microscope objective and

multiple laser pulses at a fixed position of the XY stage may be necessary to ablate the

gold layer. In this test, we used a 40X microscope and tested the number of laser pulses

needed for parallel gold ablation, together with our codes for controlling the SLM and

synchronizing it with the laser and the XY-stage.

The process is as follows. Firstly, the XY stage is moved to a desired position. An

image, which is a chessboard pattern, is sent from the computer to be displayed on the

SLM, before a number of laser pulses are generated. The stage may then moved to a

new position before the process continues (i.e. a pattern is displayed on the SLM and

a number of laser pulses generated), but it is not necessary for this test. Fig. 6.9 shows

microscope images of the patterns fabricated by parallel gold ablation using a 40X

microscope and different numbers of laser pulses. It can be seen from Fig. 6.9(a) that
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laser power with 1 pulse is not enough (the squares in the chessboard pattern are not

connected together), whereas the 100000 pulse ablation in Fig. 6.9(d) is over-exposed.

A parallel ablation with a number of pulses between 10000 and 50000 should result

in the best ablation pattern. It appeared later that using a 63X microscope objective,

even a single laser pulse produced a slightly over-exposed ablation pattern (not shown

here).

(a) (b)

(c) (d)

Figure 6.9 — Microscope images of the patterns fabricated by parallel gold ablation

using a 40X microscope and: (a) 1 pulse, (b) 10000 pulses, (c) 50000 pulses, (d) 100000

pulses. The black regions are the ablated areas.

These results confirm the working principle of our parallel 2PP photoplotter and

the usefulness of a high power laser as well as a high magnification and NA microscope

objective for the rapid fabrication. With this understanding on gold ablation, we con-

tinued with sequential and parallel 2PP fabrication, some preliminary results are given

in the following section.

6.3.2 2PP fabrication

For 2PP fabrication, Ormocer is chosen thanks to its sensitivity to 2PP at 532

nm. Before it is dropped on a glass substrate, this photopolymerizable material is

“doped” by adding a suitable photoinitiator to increase the probability for two-photon
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absorption [153]. To verify the 2PP threshold power and the voxel size, we also started

with a sequential 2PP fabrication.

Similar to the sequential gold ablation, the lenses L1, L2 and the SLM are not

present in the optical setup. As it is a single point fabrication, the 20X microscope

objective provides enough laser power for 2PP. Fig.6.10 shows microscope images of

different lines fabricated by sequential 2PP, where the distance between 2 continuous

spots in each line is about 10 µm. The laser power is controlled via the half-wave

plate, where each vertical line corresponds to a laser power going into the microscope

objective. It can be seen from left to right, corresponding to reducing power that the

spot size gets smaller with the lower laser power, as analyzed in Section 6.1.1. The

spot diameter on the rightmost line is about 5 µm, which is significantly bigger than

the 0.7 µm prediction shown in Fig. 6.5, as the laser power is still too high. The voxel

size can of course be reduced by further reducing the laser power and using a higher

magnification objective.

Figure 6.10 — Microscope images of different lines fabricated by sequential 2PP.

Each vertical line corresponds to a laser power going into the microscope objective.

From left to right is the direction of reducing laser power.

With this result, we continued with a parallel 2PP fabrication test. As before, a

higher magnification and NA objective is needed to compensate for the power splitting

factor of the beam expander L1, L2 and the SLM. As the 2PP threshold power is higher

than that for gold ablation, the 63X objective and 100X oil-immersion objective have

to be used. However, problem appears with these objectives as the voxels get smaller,

and they can easily be washed out during development. This phenomenon is due to the

difficulty in focusing the laser beam on the glass-photoresist interface, especially with

these high NA objective. As the voxels get smaller, they may not be well connected

to the glass subtrate and will be removed during the development, together with the
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unexposed areas (as it is a negative photoresist). Experimental results with S1805,

which is a positive photoresist, show that the laser power is not enough, even with the

100X oil-immersion objective, as this photoresist is not sensitive to 2PP at 532 nm.

For these reasons, it is necessary to develop program for the piezo-controller in

the axial direction and an algorithm to find the focus of the microscope objective

automatically. The work will facilitate the parallel 2PP fabrication and is currently

under progress.



CHAPTER 7 Conclusion and

perspectives

The main aim of this thesis, as stated in the introduction, was to extend the range

of Diffractive Optical Element (DOE) applications by developing models, algorithms

and rapid prototyping techniques for large diffraction angle DOEs: diffraction angles

> 10◦ so beyond the limits of scalar paraxial diffraction model. We have developed a

scalar non-paraxial far-field propagator, which we have shown to be accurate, computa-

tionally efficient and overcomes the limits of the conventional scalar diffraction models.

Experimental results using our existing photoplotter show that our scalar non-paraxial

propagator predicts correctly diffraction position and pattern shape for diffraction an-

gle up to about 33◦, which is beyond the limit of the scalar paraxial diffraction regime.

Some discrepancies remain in the prediction of spot power at high diffraction angles

but we have shown that they result more from fabrication errors than model errors

and the model accuracy is thus more than sufficient for many applications [107]. An

iterative algorithm based on this propagator has been developed for the design of

wide-angle Fourier elements. It converges to much more optimized solutions than the

standard IFTA with the same order of computational complexity. Fabrication of sub-

micron DOEs during my stay at Karlsruhe Institute of Technology in Germany and

characterization of these DOEs confirm experimentally that our iterative scalar non-

paraxial algorithm can be used to design thin Fourier DOEs with diffraction angles up

to about 37◦ and perhaps even higher [117].

The remaining discrepancies in diffraction power between modeling, design and ex-

periment were then investigated and shown to result from both fabrication errors and

by the fact that we are approaching the limit of the Thin Element Approximation

(TEA). The practical limits of the TEA in predicting the symmetry of the diffraction

pattern by binary phase DOEs were shown by comparison with the rigorous vectorial

simulations. In addition, our metric for evaluating the accuracy of the simulations,

which is the symmetry of the diffraction pattern by binary elements, has been shown

to be simple yet efficient and consistent, despite the variations in the simulated and

experimental diffraction efficiencies. It appears that for designing high uniformity spot
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array DOEs, it is necessary to take vectorial effects in the DOE itself and its close

surroundings into account. We have developed, optimized and parallelized a rigorous

diffraction model based on the Finite-Difference Time-Domain (FDTD) method cou-

pled with our scalar non-paraxial propagator to overcome the theoretical limits of the

TEA and the computational limitations of current vectorial models. A genetic design

algorithm based on this model has been proposed for the design of thick DOEs. Future

work will concentrate on the fabrication of thick DOEs and the calibration/optimization

of the genetic FDTD + our scalar non-paraxial design algorithm.

As we had reached the resolution limit of our current photoplotter, we investigated

the possibility of building a new parallel-write photoplotter based on Two-Photon

Polymerization (2PP) as a way to rapid, cost-effective prototyping of high resolution

(submicron) structures. With the aid of a 25×25 spot array DOE designed and fab-

ricated by ourselves at Télécom Bretagne (TB), the 2PP fabrication process used at

Joseph Fourier University in Grenoble has been successfully parallelized by a factor of

625. A zero order reduction technique is being studied in our cleanroom in order to in-

crease the uniformity of bigger size spot array DOEs (47×47). To further speed up the

2PP fabrication process, another parallel 2PP photoplotter using a Spatial Light Mod-

ulator, which can generate up to about 0.5 million parallel beams, has been designed

and developed at TB. Preliminary experiments with gold ablation confirm the design

of the optical setup and the working principle of our parallel 2PP photoplotter. Future

work will also concentrate on further development of the parallel 2PP photoplotter for

the fast fabrication of high resolution and 3D structures.
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Les éléments optiques diffractifs (EODs) sont des micro ou nano-structures qui

sont conçues et réalisées pour générer par diffraction une répartition de champ lu-

mineux désirée. L’utilisation des EODs n’a cessée d’augmenter ces dernières années,

et ce, pour une très vaste gamme d’applications. Quelques exemples sont donnés

dans l’introduction générale de ce document. Pendant longtemps, le développement de

l’optique diffractive a été entretenu par les avancées conjointes et complémentaires des

théories de la diffraction et des techniques de fabrication des EODs, qui sont brièvement

rappelées dans le chapitre 1. Avant le début de cette thèse, pour concevoir les EODs

et simuler les figures de diffraction générées, la théorie paraxiale de la diffraction était

classiquement utilisée, ce qui de fait, nous limitait au cas de composants optique-

ment minces et à de petits angles de diffraction. Cependant, les avancées récentes au

niveau des techniques de fabrication hautes performances permettent désormais de fab-

riquer des composant optiques épais ou diffractant sous de grands angles, ce qui rend

nécessaire la mise au point de nouvelles techniques de modélisation et de nouveaux

algorithmes de calcul.

Motivation

Le but de cette thèse est de concevoir, réaliser et optimiser des EODs fonction-

nant dans des régimes de diffraction plus complexes que ceux permis par la théorie

paraxiale, en vue d’obtenir des composants hautes performances (meilleure efficacité

et plus grands angles de diffraction. . . ) permettant des applications pour l’instant

inenvisageables. L’ensemble du travail que nous avons réalisé (modélisation, fabrica-

tion, caractérisation de ces composants, exploitation des résultats expérimentaux), et

l’expérience que nous avons acquise, nous permettent d’optimiser les algorithmes de

calcul de ces composants et de déterminer leurs domaines d’applications sur des exem-

ples concrets. De cette façon, nous allons au-delà des limitations actuelles et permettons

d’accéder au design et à la réalisation d’une nouvelle famille de composants optiques

diffractifs autorisant un spectre d’applications plus vaste.
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Les différents modèles de la diffraction

Si on considère la structure d’un EOD donné, il existe différents modèles qui perme-

ttent de calculer la distribution du champ qu’il diffracte. Ceci provient essentiellement

du fait que les équations de Maxwell, point de départ de la modélisation, ne peuvent

en général pas être résolues analytiquement, ce qui oblige à faire appel à des approx-

imations et à des méthodes numériques, présentant des contraintes et des limitations,

notamment au niveau du domaine de validité. Les différentes approches utilisées clas-

siquement pour modéliser théoriquement la diffraction, scalaires ou vectorielles, sont

rappelées au chapitre 2. Dans cette partie, les domaines de validité et les contraintes

numériques de chacune de ces méthodes sont analysés en détails, de façon à identi-

fier clairement leurs limites respectives. Nous montrons notamment qu’il n’y a pas de

solution idéale pour calculer la figure de diffraction en champ lointain et en régime

non paraxial, sachant que les différents modèles résultent d’un compromis entre la

vitesse de calcul et la précision du résultat, l’un allant au détriment de l’autre. Les

méthodes vectorielles sont rigoureuses, mais ne peuvent être utilisées que pour des

EOD très simples ou de très petite taille, sachant qu’elles nécessitent des calculs inten-

sifs. Les théories scalaires non paraxiales couramment utilisées, telles que la méthode

du spectre angulaire (MSA) ou la formule de Rayleigh-Sommerfeld (RS), modélisent la

diffraction de façon précise, mais leur mise en oeuvre se trouve limitée en pratique par

les contraintes imposées, notamment par l’échantillonnage et la complexité des calculs

numériques. D’autre part, l’approximation de Fraunhofer permet de calculer rapide-

ment la figure de diffraction dans un plan en champ lointain. C’est pour cette raison

que jusqu’à présent, c’est cette méthode qui a été utilisée dans la plupart des cas pour

modéliser les EODs fonctionnant en régime de Fourier. Mais ces derniers sont limités

à un fonctionnement en régime paraxial, c’est à dire à des angles de diffraction < 10◦.

Proposition d’un modèle scalaire non-paraxiale

Nous présentons au chapitre 3 le modèle que nous avons développé pour dépasser les

limites des approches scalaires et permettre des temps de calcul rapides pour des EODs

de Fourier en régime non paraxial. Dans ce chapitre, on étend le domaine de validité

de la théorie scalaire de la diffraction, notamment pour calculer la diffraction d’EODs

quelconques (pas seulement des lentilles ou des réseaux de diffraction à une dimension)

dans un plan en champ lointain et en régime non paraxial, grâce à une projection et en

utilisant le modèle de Harvey, comme cela est illustré sur la Figure 7.1. Le propagateur

de Harvey est un modèle scalaire non paraxial qui permet de calculer très précisément le

champ diffracté sur une calotte sphérique à l’aide d’une simple transformée de Fourier

(TF). Cependant, étant donné que la surface d’observation est en pratique généralement
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un plan, nous effectuons une projection de la figure de diffraction calculée sur la sphère

sur le plan d’observation. De plus, une étape de ré-échantillonnage est nécessaire pour

passer du champ exprimé en fonction des coordonnées angulaires sur la sphère (ce qui

est dû à la TF) à son interpolation en coordonnées cartésiennes, classiquement utilisée

dans le plan d’observation.

Figure 7.1 — Structure géométrique de la diffraction dans le modèle de Harvey et

notre projection d’onde sphérique.

Les résultats de nos simulations numériques de la diffraction d’EODs échantillonnés

montrent que le modèle que nous proposons (propagateur de Harvey + projection

Sphère-Plan) est plus précis que l’approximation classique de Fraunhofer au niveau de la

position et de l’intensité des différents ordres de diffraction. Si on compare les résultats

que l’on obtient à l’aide de notre méthode à ceux issus de la théorie rigoureuse de RS,

les erreurs sont de l’ordre de 1%, et les temps de calculs nécessaires sont beaucoup

moins importants. De plus, notre méthode n’impose pas certaines contraintes strictes

au niveau de l’échantillonnage dans le plan d’observation, contrairement à l’approche

de RS, basée sur une convolution, et à la méthode du MSA. Si bien que pour obtenir

la figure de diffraction en champ lointain une simple transformée de Fourier et une

projection suffisent, ce qui signifie qu’en terme d’efforts ou de complexité, le calcul de-

meure très proche de celui des méthodes basées sur la TF. Nos résultats de simulations

montrent que notre méthode peut être utilisée pour modéliser des EODs diffractant à

des angles allant jusqu’à 33◦ et peut être au-delà si l’on accepte une perte au niveau

de la précision des calculs, et à condition que les structures diffractantes ne soient pas

trop petites, ce qui nécessiterait une théorie vectorielle de la diffraction.

D’un point de vue pratique, le problème inverse consiste à calculer la struc-

ture d’un EOD générant par diffraction une distribution de champ désirée dans le

plan d’observation. C’est tout l’enjeu du design des EODs. Ceci nécessite un modèle

mathématique de la propagation de l’onde diffractée et un algorithme d’optimisation

des performances de l’EOD calculé (algorithmes itératives ou génétiques). Bien que de

nombreux algorithmes très performants aient été implémentés, qui sont d’ailleurs rapi-
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dement présentés dans le chapitre 1, la qualité des EODs calculés dépend fortement du

modèle de diffraction utilisé lors de la conception. Par ailleurs, des avancées récentes au

niveau des technologies de fabrication des EODs permettent désormais d’atteindre un

niveau de résolution en dessous du micron, et par conséquent de l’ordre (voir en dessous)

de la longueur d’onde de la lumière diffractée. De tels EODs diffractent la lumière aux

grands angles et laissent ainsi entrevoir de nombreux champs d’applications promet-

teurs. Cependant, la théorie scalaire paraxiale de la diffraction ne peut plus être utilisée

dans ce cas pour la conception de tels EODs. Il est alors nécessaire d’avoir recours à

des modèles vectoriels de la diffraction, qui sont rigoureux mais nécessitent des calculs

numériques intensifs. Ceci restreint leur utilisation à des réseaux de diffraction à une di-

mension ou des structures 2D extrêmement simples. Nous présentons aussi au chapitre

3 un algorithme itératif dédié au calcul d’EODs de Fourier basé sur notre modèle de

propagation scalaire non paraxial, que l’on a montré être valable pour le calcul de la

diffraction de la lumière en champs lointain à travers des structures ayant des tailles

caractéristiques de l’ordre de la longueur d’onde.

Algorithme itératif reposant sur notre modèle

scalaire non paraxial

Il a été montré que les algorithmes itératifs reposant sur la transformée de Fourier

(IFTAs) font partie des algorithmes les plus optimisés et performants pour la conception

d’EODs de phase. L’utilisation des IFTAs courants se trouve cependant limitée par

l’utilisation en leur sein de la théorie scalaire paraxiale de la diffraction. Si malgré

tout, on utilise un IFTA pour concevoir un EOD de Fourier fonctionnant en régime

non paraxial, la figure de diffraction effectivement générée par cet élément présentera

deux types de distorsions par rapport à la figure souhaitée: des déformations spatiales et

une chute de l’intensité lumineuse avec l’angle de diffraction. Ces distorsions sont dues

aux approximations qui sont faites lorsque l’on utilise la théorie scalaire paraxiale pour

calculer la position et l’amplitude de la lumière diffractée. Pour corriger cela, nous avons

proposé deux algorithmes basés sur deux techniques différentes de projection entre la

sphère de la méthode de Harvey et le plan d’observation, comme cela est schématisé

sur la Figure 7.2. Dans les deux cas, l’intensité du point diffracté est corrigée selon

l’angle de diffraction (P ∝ γ|U |2). De plus, les même contraintes pour la quantification

sont utilisée dans le plan de l’EOD et dans le plan image, afin d’optimiser l’efficacité

de diffraction et l’uniformité de la figure de diffraction.

Dans le cas de l’algorithme (a), la figure de diffraction souhaitée dans le plan

d’observation est rétro-projetée sur la sphère du modèle de Harvey, avant que l’on

lance l’algorithme IFTA entre le plan de l’EOD et la sphère. La figure projetée est cor-
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(a) (b)

Figure 7.2 — (a) Algorithme itératif utilisant une seule projection. (b) Algorithme

Itératif utilisant une projection itérative.

rigée à la fois au niveau de la position et de l’intensité de la lumière diffractée afin de

compenser les distorsions dues à la divergence entre la sphère et le plan d’observation.

L’EOD est ainsi calculé en utilisant l’algorithme IFTA standard à partir de l’image

souhaitée projetée sur la sphère. La reconstruction dans le plan d’observation de notre

EOD ainsi calculé s’avère meilleure en terme de position et d’intensité de lumière

diffractée que celle que l’on obtient à partir d’un EOD conçu à l’aide de la méthode

IFTA classique. Dans le cas de l’algorithme (b), la procédure de projection sphère -

plan d’observation est incorporée au sein de l’algorithme itératif. Ainsi à chaque pas

du calcul on effectue pour la phase de retour arrière: une projection Plan d’observation

- Sphère, puis une transformée de Fourier de la sphère au plan de l’EOD, et enfin ces

deux mêmes opérations sont répétées mais en sens inverse pour la phase aller. Comme

cet algorithme itératif utilise une propagation en deux temps, sa complexité est environ

le double de celle de l’algorithme (a). Par contre, il converge vers une solution mieux

optimisée.

Au final, nous avons développé un algorithme rapide et précis au niveau du calcul

à la fois de la position et de l’intensité de la lumière diffractée qui utilise une méthode

itérative incluant une opération de projection entre le plan d’observation et la sphère

de la méthode de Harvey, puis une transformée de Fourier entre la sphère et le plan

de l’EOD. Cet algorithme peut être utilisé pour calculer des EODs de Fourier fonc-

tionnant en régime non paraxial qui ont de nombreuses applications pratiques, telles

que la séparation et la mise en forme de faisceaux par exemple, où la distance de

propagation est souvent beaucoup plus importante que la taille de l’EOD. La figure

de reconstruction de l’EOD que nous avons calculé grâce à notre algorithme présente

une meilleure distribution en position et en intensité par rapport à ce que l’on peut

obtenir via l’algorithme IFTA classique et est très proche de celle désirée, même pour de

grands angles allant jusqu’à 37◦. L’algorithme que nous avons conçu ne nécessite plus

l’approximation paraxiale et ne dépend donc plus que de l’approximation des éléments

minces (TEA) qui est utilisée pour relier le profil de phase de l’EOD au champ optique

situé dans son plan. La limite de cette approximation est analysée en utilisant la théorie

électromagnétique dans le chapitre 4 et nous proposons alors une approche vectorielle

pour surmonter ces limitations.
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Proposition d’un modèle vectoriel et conception

Au chapitre 3, nous avons montré que la diffraction aux grands angles, qui est

l’un des ojectifs de cette thèse, peut être obtenue avec un EOD “mince”, ayant des

dimensions caractéristiques de l’ordre, voir en dessous, de la longueur d’onde, au prix

d’un processus de fabrication plus élevé. Cependant, les EODs à haute résolution ne

sont pas la seule façon d’obtenir de grands angles de diffraction. Il est bien connu qu’en

holographie optique (par exemple les réseaux de Bragg en volume) de grands angles de

diffraction peuvent aussi être obtenus avec des EODs ayant des tailles caractéristiques

de l’ordre du micron, et notamment des profondeurs de gravure bien plus grandes que

la longueur d’onde. Nous nous intéressons tout particulièrement à ce type d’EOD car

nous pouvons désormais les fabriquer dans notre salle blanche, mais il s’est avéré que

la réalisation de ce genre de composants n’avait jusqu’alors été que très peu étudié.

Bien que notre propagateur scalaire non paraxial soit parfaitement rigoureux pour la

propagation en espace libre, sa validité dépend de l’approximation des éléments minces

(TEA) au niveau de l’EOD. Or, cette approximation ne peut pas être utilisée pour des

déphasages > 2π (cas des EOD épais) et dans ce cas, il ne semble pas y avoir de bonne

façon de modéliser ce genre de structure. Dans le chapitre 4, nous avons pour objectif

de développer une méthode vectorielle rigoureuse pour la modélisation et la concep-

tion des EOD épais. Tout d’abord, nous examinons les limites pratiques de l’emploi de

l’approximation des éléments minces (TEA) en comparant les résultats qu’elle donne

à ceux obtenus via des simulations vectorielles (électromagnétiques) rigoureuses, util-

isant la méthode FDTD (Finite-Difference Time-Domain) et la méthode FMM (Fourier

Modal Method). Nous présentons alors un modèle rigoureux pour simuler la diffraction

reposant sur la FDTD couplée avec notre propagateur en espace libre. Nous proposons

ensuite un algorithme génétique reposant sur ce modèle pour aller au-delà des limites

théoriques imposées par la TEA et des limitations de calcul inhérentes aux méthodes

vectorielles classiques.

Pour examiner les différences au niveau de l’efficacité de diffraction entre les

résultats que l’on obtient grâce aux différentes méthodes de calcul et ceux issus di-

rectement de l’expérience, nous montrons que les symétries dans la figure de diffraction

peuvent être utilisées comme un critère simple et efficace pour évaluer la précision des

simulations. Ce critère se révèle être pertinent malgré les variations de l’efficacité de

diffraction entre les simulations et l’expérience. Les simulations FDTD/FMM mon-

trent que la TEA se révèle incapable de prédire correctement la distribution du champ

diffracté immédiatement derrière l’EOD à la fois en amplitude et en phase. Les simula-

tions à l’aide de la FMM montrent que la méthode incluant la TEA et notre propagateur

modélise précisément la diffraction pour des angles correspondant au cas non paraxial,

mais de façon incorrecte les symétries de l’efficacité de diffraction dans le cas d’EODs
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ayant des dimensions caractéristiques plus petites que deux fois la longueur d’onde.

C’est pourquoi, pour calculer des EODs ayant une grande uniformité au niveau de

l’efficacité de diffraction (cas d’un générateur d’une grille de points lumineux par ex-

emple), il est nécessaire de prendre en compte les limitations de l’approximation TEA

et d’inclure les effets vectoriels dans la région de l’EOD.

Nous développons un modèle vectoriel rigoureux basé sur la FDTD couplée avec

notre propagateur scalaire non paraxial et comparons les résultats qui en découlent à

ceux obtenus en utilisant l’approximation des éléments minces (TEA) couplée avec le

même propagateur. Les simulations dans le cas d’EODs 1D et 2D montrent que notre

modèle permet d’obtenir des résultats plus proches de ceux calculés avec la méthode

FMM que ceux issus de la méthode alliant l’approximation TEA alliée au modèle de

Harvey. Les paramètres pour la simulation FDTD et le couplage ont été optimisés afin

de réduire l’utilisation de la mémoire et le temps de calcul, sans toutefois limiter la

précision de l’algorithme. Afin de réduire encore le temps de calcul d’environ 35%,

la parallélisation de l’algorithme sur un super calculateur a été réalisée en utilisant

8 processus fonctionnant en parallèle. Des EODs de plus grande taille peuvent ainsi

être calculés et conçus en utilisant notre modèle rigoureux sur un super calculateur.

Nous proposons aussi un algorithme génétique basé sur cette approche vectorielle pour

concevoir des EODs épais.

En résumé, nous avons étudié les limites que l’on rencontre en pratique lorsque

l’on utilise l’approximation TEA en estimant les symétries de la figure de diffraction

engendrée par un EOD binaire de phase en comparaison de ce que l’on obtient à l’aide

des simulations vectorielles rigoureuses. Les résultats montrent que d’un point de vue

strict, l’approximation TEA ne devrait pas être utilisée pour des EODs binaires ayant

des dimensions caractéristiques plus petites qu’à peu près deux fois la longueur d’onde,

sachant que dans ce cas l’erreur au niveau de l’estimation du facteur de symétrie

hermitienne est plus de 10%. Nous avons développé, optimisé et parallélisé un modèle

rigoureux pour le calcul de la diffraction basé sur la méthode FDTD couplée à un propa-

gateur scalaire en espace libre, afin de dépasser les limites théoriques de l’approximation

TEA et les restrictions au niveau du calcul numérique des méthodes vectorielles clas-

siques. De plus, notre critère permettant d’évaluer la précision des simulations, qui

s’intéresse à la symétrie hermitienne de la figure de diffraction d’EODs binaires, s’est

révélé simple, efficace et fiable, malgré les variations d’efficacité de diffraction entre

les simulations et les résultats expérimentaux. Les vérifications expérimentales de nos

différents modèles, algorithmes de calcul et des effets des erreurs de fabrication sur les

efficacités de diffraction seront présentées au chapitre 5.
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Vérifications expérimentales

Dans les précédents chapitres, nous avons étudié numériquement les limites des

modèles classiques de diffraction (approximations de la diffraction scalaire paraxiale

et des éléments minces), et développé des algorithmes scalaires et vectoriels afin de

dépasser les limites habituelles de la modélisation et du calcul des EODs de Fourier

diffractant aux grands angles. Au chapitre 5, les limites de l’approximation TEA et

des modèles scalaires paraxiaux, de même que la précision de nos simulations scalaires

non paraxiales et vectorielles sont vérifiées expérimentalement grace à la fabrication

d’EODs tests et la mesure de leurs performances sur un banc optique.

Pour réaliser ces tests expérimentaux nous avons utilisé le photo-traceur à écriture

directe de Telecom Bretagne (TB) pour la réalisation d’EODs structurés à l’échelle du

micron, et le dispositif de lithographie par faisceau d’électrons (EBL) de l’Institut de

Technologies de Karlsruhe (KIT) pour des éléments structurés à plus petite échelle.

Nous décrivons successivement les confirmations expérimentales de notre modèle

scalaire non paraxial et des algorithmes scalaires itératifs (présentés au chapitre 3)

grâce à la fabrication et la caractérisation d’EODs de Fourier diffractant aux grands an-

gles. Nous avons montré expérimentalement que notre propagateur scalaire non paraxial

pouvait être utilisé pour modéliser et calculer des EODs de Fourier minces diffractant à

des angles allant jusqu’à 37◦, engendrant des figures de diffraction extrêmement précises

en terme de forme et de position, et ceci de façon parfaitement contrôlée, en total ac-

cord avec nos prévisions. Quelques désaccords demeurent au niveau de la prédiction

de l’intensité des points lumineux situés aux grands angles, mais ceci provient plus des

erreurs au niveau de la fabrication que de notre modèle et de toutes façons, la précision

obtenue est plus que suffisante pour de nombreuses applications.

La fabrication d’un EOD binaire à l’aide la technique haute-résolution EBL nous

a permis d’étudier les limites de l’approximation TEA et la précision de notre modèle

vectoriel en estimant la symétrie hermitienne de la figure de diffraction générée par un

EOD binaire de Fourier ayant des dimensions caractéristiques de l’ordre de la longueur

d’onde. Nous montrons que la symétrie des taches de diffraction se révèlent être un

bon moyen d’évaluer les effets des erreurs de fabrication et des limites en pratique de

l’approximation TEA. Il s’agit d’une piste prometteuse pour de futures études. De nou-

veau, à ces échelles, les écarts au niveau des efficacités de diffraction et des symétries

hermitiennes, dûs aux erreurs de fabrication, sont souvent beaucoup plus importantes

que les erreurs résultant de l’approximation TEA et de notre modèle scalaire. Nous

terminons le chapitre en présentant quelques exemples d’applications des EODs fab-

riqués pour des partenaires académiques ou industriels de TB. Les travaux à venir se

concentreront sur la fabrication d’EODs épais et viseront une compréhension plus large

des limites en pratique de l’approximation TEA lors de la conception de tels EODs.
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Polymérisation à deux photons parallèle

Les algorithmes de calcul et de conception que nous avons proposés, de même

que les vérifications expérimentales que nous avons effectuées, nous ont permis de

montrer que nous avons atteint les limites de résolution de notre photo-traceur actuel

à TB. Les procédés de fabrication reposant sur la technique de lithographie par faisceau

d’électrons permet de produire de plus petites structures, mais cela nécessite beaucoup

de temps et c’est très cher. Dans un contexte de recherche d’améliorations constantes au

niveau de la conception et de la réalisation des EODs, nous avons étudié la possibilité

de construire un nouveau photo-traceur rentable qui serait capable de fabriquer des

structures dont les dimensions caractéristiques seraient en dessous du micron et ce en

un temps raisonnable. La polymérisation à deux photons (2PP) semble être une bonne

technique en terme de résolution au niveau de la fabrication et du prix, mais d’après

la littérature, elle n’a pas été totalement parallélisée. Nous présentons au chapitre 6

une description du photo-traceur utilisant la 2PP que nous avons conçu et l’état de

l’avancement de sa réalisation. Il s’agira d’un moyen de prototypage de structures sub-

microniques rapide et rentable. Grâce à un EOD affichant une matrice de 25 x 25

points que nous avons conçu et réalisé à TB, le procédé de fabrication 2PP utilisé à

l’Université Joseph Fourier (UJF) de Grenoble a pu être parallélisé avec succès d’un

facteur 625. Une technique de réduction de l’ordre 0 est en train d’être étudiée dans

notre salle blanche afin d’augmenter l’uniformité d’une matrice de points lumineux plus

grande (47 x 47 points) générée par un EOD. Pour pouvoir encore plus augmenter la

rapidité du processus de fabrication 2PP, un autre photo-traceur 2PP parallèle utilisant

un modulateur spatial de lumière, qui peut engendrer jusqu’à 0.5 millions de faisceaux

parallèles, a été conçu et est développé à TB en collaboration avec UJF. Des expériences

préliminaires d’ablation d’or valident la conception du dispositif optique et le principe

de fonctionnement de notre photo-traceur 2PP parallèle.

Conclusion

Le principal objectif de cette thèse était d’étendre le domaine d’applications des

EODs en développant de nouveaux modèles, algorithmes et techniques de prototy-

page rapide permettant de réaliser des EODs diffractant à des angles bien supérieurs à

10◦, c’est à dire au-delà des limites de l’approximation scalaire paraxiale de la diffrac-

tion. Nous avons mis au point un propagateur scalaire non paraxial pour le champ

lointain, dont nous avons démontré la précision et l’efficacité pour les calculs et qui

permet de dépasser les limites des modèles scalaires classiques de la diffraction. Les

résultats expérimentaux obtenus à l’aide de notre photo-traceur actuel montrent que

notre propagateur non paraxial prédit correctement la position et la forme des figures
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de diffraction pour des angles allant jusqu’à 33◦. Un algorithme itératif basé sur ce

propagateur a été développé pour la conception d’éléments de Fourier diffractant aux

grands angles. Il converge vers des solutions bien mieux optimisées que celles que l’on

obtient à l’aide de la méthode IFTA classique, tout en ayant une complexité calcula-

toire du même ordre. La fabrication d’EODs ayant des dimensions caractéristiques en

dessous du micron au cours de mon séjour au KIT en Allemagne et leur caractérisation

confirment expérimentalement que notre algorithme itératif scalaire non paraxial peut

être utilisé pour le calcul d’EODs de Fourier mince permettant d’atteindre des angles

de diffraction allant jusqu’à 37◦ et peut être même au-delà.

Les désaccords qui demeurent au niveau de l’intensité diffractée entre les simula-

tions et les résultats expérimentaux ont été étudiés et il s’est avéré qu’ils provenaient

à la fois de défauts de fabrication et des limites de la TEA dont nous sommes proches.

Nous avons montré les limites de la TEA au niveau de la prédiction des symétries

de la figure de diffraction en comparant les résultats qu’elle fournit à ceux issus de

simulations vectorielles rigoureuses. De plus, notre critère de symétrie de la figure

diffraction, pour évaluer la précision des simulations, s’est avéré simple, efficace et

rigoureux, malgré les variations d’efficacité de diffraction tant au niveau des simula-

tions qu’expérimentalement. Nous avons développé, optimisé et parallélisé un modèle

rigoureux pour la diffraction basé sur la méthode FDTD couplée avec notre propagateur

scalaire non paraxial afin de dépasser les limites théoriques de l’approximation TEA

et des contraintes au niveau du calcul numérique des méthodes vectorielles classiques.

Nous avons proposé un algorithme génétique basé sur ce modèle pour la conception

d’EODs épais. Les prochains travaux se concentreront sur la fabrication d’EODs épais

et la calibration / optimisation de l’algorithme génétique précédemment cité.

Sachant que nous avons atteint les limites de résolution de notre photo-traceur

actuel, nous avons étudié la possibilité de construire un nouveau photo-traceur par-

allèle reposant sur la technique de 2PP pour s’en servir de moyen de prototypage

rapide et rentable de structures submicroniques. Une technique lithographique 2PP

parallèle utilisant un EOD est en cours de mise au point à UJF de Grenoble. Un autre

système 2PP parallèle utilisant un SLM est également en cours de réalisation à TB en

collaboration avec UJF. Les travaux à venir consisteront à permettre au photo-traceur

parallèle 2PP de servir à la fabrication rapide de structures haute résolution et à trois

dimensions. Par ailleurs, sachant que l’on peut également obtenir de grands angles de

diffraction avec des structures micrométriques ayant des profondeurs de gravure engen-

drant des déphasages > 2π, nous avons proposé un algorithme génétique utilisant un

modèle vectoriel rigoureux pour la conception d’EODs épais. Ainsi, nous espérons pou-

voir concevoir et réaliser des composants à plus hautes performances pour la recherche

et les applications industrielles qui sont à ce jour inaccessibles.



APPENDIX A Two-step propagation

A.1 Scaled Fresnel

In the Fresnel approximation, as δ2 = λz/(Nδ1), for a given physical problem with

fixed λ and z, we can only control the spacing in the observation plane by adjusting

N and/or δ1. However, there is little real freedom since δ1 must be the smallest detail

of the source field, and N is limited by the computer memory. A two-step propagation

has been proposed for the Fresnel propagation [100], in which the field is propagated

from the source plane to an intermediate plane z1 before propagating to the observation

plane z, as shown in Fig. 2.7. The scaling parameter m = δ2/δ1 = (z − z1)/z1 (and

therefore δ2) can be changed by choosing the intermediate plane.

To simplify the notations, let the spatial vectors in the source plane and observation

plane be defined as ~r1 = (x1, y1), ~r2 = (x2, y2), respectively. A simpler solution can be

obtained for both cases by rewriting the Fresnel convolution (2.42) as:

U(~r2; z) ∝
∫ ∞
−∞

U(~r1; 0) exp

[
j
k

2z
(~r2 − ~r1)2

]
d~r1 (A.1)

The scaling parameter m is introduced by manipulating the exponential term:
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(A.2)

The diffracted field on the observation plane is therefore given by:

U(~r2; z) ∝
∫ ∞
−∞

{
U(~r1; 0) exp

[
j
k

2z
(1−m)~r1

2

]}
exp

[
j
km

2z

(
~r2

m
− ~r1

)2
]

d~r1 (A.3)
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which can be evaluated as a convolution in the scaled coordinate system: ~r2
′ = ~r2/m

U(~r2; z) ∝ IFT {FT [U(~r1; 0)f(~r1; z)]FT [h(~r1; z)]} (A.4)

where f(~r; z) and h(~r; z) are the Impulse Responses

f(~r; z) = exp

[
j
k

2z
(1−m)~r2

]
;h(~r; z) = exp

(
j
km

2z
~r2

)
(A.5)

This simulation is equivalent to the Fresnel propagation (2.44), with an advantage that

the sampling distance in the observation plane δ2 = mδ1 can be adjusted freely by

choosing the scaling parameter m. Furthermore, the requirement for the phase terms

in the source field is: δr

∣∣∣∂φf∂r ∣∣∣
max
≤ π

δr
∣∣∂φh
∂r

∣∣
max
≤ π

⇒ z ≥ Nδ2
1

λ
·max(m, |1−m|) (A.6)

which means the validity distance can also be changed by m. The disadvantage com-

pared to the Fresnel propagation is a 3-time higher computational complexity, which

is O(3N2(1 + log2N)). Notice that the Fresnel convolution (2.47) can be considered as

a special case of the scaled Fresnel propagation with m=1.

A.2 Scaled paraxial ASM

It is also possible to derive a scaled paraxial ASM where the field is propagated via

an intermiate plane before propagating to the observation plane [101]. This approach

is equivalent to the Transfer Function simulation of equation (A.3):

U(~r2; z) ∝ IFT
{
FT [U(~r1; 0)f(~r1; z)]H(~f ; z)

}
(A.7)

with the Transfer Function H(~f ; z) = exp(−jπλz ~f 2/m) is the FT of h(~r; z). This

method is called as Angular Spectrum Propagation in [100] but it is only valid in

scalar paraxial approximation and should not be confused with the non-paraxial one.

The computational complexity is O(2N2(1 + log2N)), which is slightly higher than

that of the paraxial ASM (2.38). The advantage is that the sampling distance in the

observation plane can be adjusted via the scaling parameter δ2 = mδ1. The requirement

for the phase terms in the source field is:
δr

∣∣∣∂φf∂r ∣∣∣
max
≤ π ⇒ z ≥ |1−m|Nδ21

λ

δf

∣∣∣∂φH∂fx

∣∣∣
max
≤ π ⇒ z ≤ mNδ21

λ

(A.8)

which means that the propagation is only valid if |1 −m| ≤ m, or equivalently m ≥
1/2. Therefore, by choosing a large scaling parameter m, the scaled paraxial Angular



A.3. CASCADED APERTURE EFFECT 131

Spectrum can simulate the diffraction pattern at high propagation distances without

increasing N . Attempts have been made to develop scaled versions of the non-paraxial

ASM [102, 103] but they are only applicable to high numerical converging elements,

which basically means only the near field diffraction pattern.

A.3 Cascaded aperture effect

The difference between a multi-step propagation and a scaled propagation is that

the diffracted field is calculated numerically instead of derived analytically (see Eq.

(A.3) for example). As the field is propagated via multiple steps, it is affected by

virtually intermediate apertures, which are numerical generated by the limited com-

putational regions. For diverging diffraction elements, these apertures may block parts

of the diffracted field, which usually contribute to the wide-angle diffraction orders.

Fig. A.1 illustrates the cascaded aperture effect in a two-step propagation, where an

angular spectrum-like approach (e.g. ASM, RS convolution, etc.) is used for the first

propagation step, so the calculation window on the intermediate plane is the same as

the calculation window of the field at the DOE plane. Therefore, propagation methods

with the same sampling distance at the input and output planes (δ2 = δ1) should not

be used in a multi-step propagation to propagate a diverging diffracted field.

Figure A.1 — Cascaded aperture effect in a numerical multiple-step propagation.
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estimation

B.1 Vectorial theory

If all electromagnetic components of the diffracted field have been solved, the flow

of electromagnetic power can be calculated rigorously by the Poynting vector [152]:

~S = ~E × ~H (B.1)

The direction of power flow is along the direction of the Poynting vector, i.e., orthogonal

to both ~E and ~H. For monochromatic wave, using the expressions (2.5) and (2.6) for

the electric and magnetic fields yields:

~S = Re{ ~Ee−jωt} ×Re{ ~He−jωt} =
1

2
( ~Ee−jωt + ~E∗ejωt)× 1

2
( ~He−jωt + ~H∗ejωt)

=
1

4
( ~E × ~H∗ + ~E∗ × ~H + ~E × ~He−j2ωt + ~E × ~Hej2ωt)

(B.2)

The optical intensity is the magnitude of the time-averaged Poynting vector I =
〈
~S
〉

.

Notice that the terms containing the factors ej2ωt and e−j2ωt are fast oscillating com-

pared to the optical cycle and therefore washed out by the averaging process:

I =
〈
~S
〉

=
1

4
( ~E × ~H∗ + ~E∗ × ~H) =

1

2
(~S + ~S∗) = Re{~S} (B.3)

The vector ~S = 1
2
~E× ~H∗ is known as the complex Poynting vector. The power density

on the observation plane is therefore given as in [7]:

p = Re{~S} cos
(
~k, ~n

)
(B.4)

where ~n is the unit vector pointing into the surface of the detector, and ~k is a unit

vector in the direction of power flow. The total power incident on a surface area A is

the integral of the power density over the area:

P =

∫∫
A

Re{~S} cos
(
~k, ~n

)
dx2dy2 (B.5)
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For diverging elements where the diffraction pattern is much bigger than the DOE

size, the angle between ~k and ~n can be approximated by the diffraction angle, i.e.

cos
(
~k, ~n

)
= γ. The diffracted power estimation can be further reduced to a simpler

expression by using scalar theory.

B.2 Scalar theory

For free-space medium which is isotropic, the monochromatic wave behaves locally

as a transverse electromagnetic plane wave (i.e. ~E, ~H, and ~k form a mutually orthogonal

triplet), the electric and magnetic fields can be expressed locally as in [11,152]:

E(~r) = Re
{
E0 exp

(
−j~k · ~r

)}
(B.6)

H(~r) = Re
{
H0 exp

(
−j~k · ~r

)}
(B.7)

where E0 and H0 are locally constant vectors and have complex components. The power

flowing in the propagation direction ~k can be expressed as:

I =
~E0 · ~E∗0

2η
=
|E0|2

2η
(B.8)

where η is the characteristic impedance of the medium (η = 377Ω in vacuum). Equation

(B.5) can therefore be rewritten as:

P ∝
∫∫

A

|E0|2γ dx2dy2 (B.9)

When ~k is nearly normal to the surface, γ ≈ 1 and the total power P is sim-

ply the integral of the power density p over the detector area, which is the paraxial

approximation usually used in practice [11,152]:

P ∝
∫∫

A

|E0|2 dx2dy2 (B.10)
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The Maxwell’s equations require that, in order for the electromagnetic fields to be

differentiable, there must be an open neighbourhood around the point they’re applied

to, i.e. the medium is continuous. The boundary conditions for the electromagnetic

field vectors can be derived from the integral forms of Maxwell’s equations [17]:

~n12 × ( ~E2 − ~E1) = 0, ~n12 × ( ~H2 − ~H1) = ~js (C.1)

where ~n12 is the normal vector from medium 1 to medium 2 and ~js is the surface current

density between the two media. Therefore the tangential component of ~E is continuous

across the interface, and the tangential component of ~H is continuous across the surface

if there is no surface current.

On the other hand, we must limit our simulation to a finite region of space, so

that it can be simulated on a computer. To determine the field components that are

positioned directly at the boundary of the computational domain, the information of

the field components outside the simulation region is needed and estimated by choosing

a proper boundary condition.

C.1 Perfectly Conducting Boundary

For a totally reflecting material, the perfectly conducting boundary can be used.

This is the most simple boundary condition, where the fields are simply forced to be

zero on the boundaries, as if the cell were surrounded by a perfectly metallic wall

(no absorption and no transmission). The electromagnetic field cannot penetrate the

structure, which means the field components are reflected back to the simulation region.

C.2 Floquet-Bloch Periodic Boundary

For finite periodic structures like gratings and photonic crystals, the periodic bound-

ary condition can be applied. With ordinary periodic boundaries in a cell of size L, the
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field components satisfy f(x+L) = f(x). The Floquet-Bloch periodicity is a more gen-

eral boundary condition where f(x+L) = eikxLf(x), with kx is the Bloch wavevector. In

general, the structure can be periodic in 3D, with the Bloch wavevector ~k = (kx, ky, kz).

C.3 Perfect Matched Layer

To simulate open boundary conditions, the Perfectly Matched Layer (PML) can

be used to absorb all waves incident on them, with no reflections. Strictly speaking,

PML is not a boundary condition, but a special absorbing material placed adjacent

to the boundaries, which can be set as either of the above boundary conditions. The

approach involves surrounding the computational cell with a medium that in theory

absorbs without any reflection electromagnetic waves at all frequencies and angles of

incidence.

The first implemention of PML absorbing boundary conditions in Finite-Difference

Time-Domain method was proposed by Berenger [163]. Berenger showed that it was

sufficient to “split” Maxwell’s equations into two sets of (unphysical) equations in the

absorbing layers, appropriately defined. It was later shown that a similar reflectionless

absorbing medium can be constructed as a lossy anisotropic dielectric and magnetic

material with “matched” impedance and electrical and magnetic conductivities [164].

Although PML is reflectionless in the theoretical continous system, in the actual

discretized system it has some small reflections which make it imperfect [130, 131].

The finite-difference implementation of PML requires the conductivities to be turned

on gradually over a distance of a few grid points to avoid numerical reflections from

the discontinuity. It is important when using PMLs to make the computational cell

sufficiently large otherwise the promixity of the PML to evanescent modes may unnec-

essarily extract energy from the system and thereby perturb it [75].
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[114] L. Alvarez, L. Gómez, and J. R. Sendra, “An Algebraic Approach to Lens Distortion by

Line Rectification,” Journal of Mathematical Imaging and Vision, vol. 35, pp. 36–50,

May 2009.

[115] D. A. Gremaux and N. C. Gallagher, “Limits of scalar diffraction theory for conducting

gratings.,” Applied optics, vol. 32, pp. 1948–53, Apr. 1993.

[116] D. A. Pommet, M. G. Moharam, and E. B. Grann, “Limits of scalar diffraction theory

for diffractive phase elements,” Journal of the Optical Society of America A, vol. 11,

p. 1827, June 1994.

[117] G.-N. Nguyen, K. Heggarty, A. Bacher, P.-J. Jakobs, D. Häringer, P. Gérard, P. Pfeiffer,
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