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Abstract

This research investigates the design of a radio Direction Finder (DF) for rescue op-

eration using victims’ cellphone as localization beacons. The conception is focused on

an audio interface, using sound to progressively guide rescuers towards their target.

The thesis’ ambition is to exploit the natural mechanisms of human hearing to improve

the global performance of the search process rather than to develop new Direction-Of-

Arrival (DOA) estimation techniques.

Classical DOA estimation techniques are introduced along with a range of tools

to assess their efficiency. Based on these tools, a case study is proposed regarding

the performance that might be expected from a lightweight DF design tailored to

portable operation. It is shown that the performance of high-resolution techniques

usually implemented for DOA estimation are seriously impacted by any size-constraint

applied on the DF, particularly in multi-path propagation conditions.

Subsequently, a review of interactive parameter mapping sonification is proposed.

Various sonification paradigms are designed and assessed regarding their capacity

to convey information related to different levels of DF outputs. Listening tests are

conducted suggesting that trained subjects are capable of monitoring multiple audio

streams and gather information from complex sounds. Said tests also indicate the need

for a DF sonification that perceptively orders the presented information, for beginners

to be able to effortlessly focus on the most important data only. Careful attention is

given to sound aesthetic and how it impacts operators’ acceptance and trust in the DF,

particularly regarding the perception of measurement noise during the navigation.

Finally, a virtual prototype is implemented that recreates DF-based navigation in

a virtual environment to evaluate the proposed sonification mappings. In the mean-

time, a physical prototype is developed to assess the ecological validity of the virtual

evaluations. Said prototype exploits a software defined radio architecture for rapid

iteration through design implementations. The overall performance evaluation study

is conducted in consultation with rescue services representatives and compared with

their current search solutions.

It is shown that, in this context, simple DF designs based on the parallel sonifi-

cation of the output signal of several antennas may produce navigation performance

comparable to these of more complex designs based on high-resolution methods. As the

task objective is to progressively localize a target, the system’s cornerstone appears to

be the robustness and consistency of its estimations rather than its punctual accuracy.

Involving operators in the estimation allows avoiding critical situations where one feels

helpless when faced with an autonomous system producing non-sensical estimations.

Virtual prototyping proved to be a sensible and efficient method to support this study,

allowing for fast iterations through sonifications and DF designs implementations.



Learning is a basic skill, to be honed and cherished, yet innate.

It’s teaching that comes hard, particularly teaching oneself.
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GUI Graphic User Interface

HCI Human Computer Interface
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ILD Interaural Level Difference

IMEI International Mobile Equipment Identity

IMSI International Mobile Subscriber Identity

IQML Iterative Quadratic Maximum Likelihood

IR Impulse Response

ITD Interaural Time Difference

LBS Localization Based Services

LTE Long Term Evolution (also referred to as 4G)

MBSon Model Based Sonification

ML Maximum Likelihood

MSE Mean Squared Error

MUSIC MUltiple SIgnal Classification

OSC Open Sound Control

PMSon Parameter Mapping Sonification

PP Physical Prototype

RAM Random Access Memory



RF Radio Frequency

RMS Root Mean Square

ROM Read-Only Memory

RSS Received Signal Strength

SDIS Service Départemental d’Incendie et de Secours

SDR Software Defined Radio

SIM Subscriber Identification Module

SNR Signal to Noise Ratio

SONAR SOund NAvigation and Ranging

SPL Sound Pressure Level

TDMA Time Division Multiple Access

UCA Uniform Circular Array

UDP User Datagram Protocol

UHD Universal Hardware Driver (USRP driver for Matlab)

ULA Uniform Linear Array

ULA Uniform Linear Array

UMTS Universal Mobile Telecommunications System (also referred to as 3G)

USRP Universal Software Radio Peripheral

VE Virtual Environment

VP Virtual Prototype

WIP Walk-In-Place
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Avalanche, forest fire, collapsed building, shipwreck, hiking or simply a rescue op-

eration that went wrong; there are many situations were finding someone’s position

suddenly becomes a critical issue. Much progress has been made in the area since the

1960s, when the first satellite constellation “Transit” was launched, enabling world-

wide positioning or when John Lawton introduced the very first avalanche transceiver

“Skadi”. As yet, there is nothing like an optimal solution fit for every solution. To this

day, the domain remains subject to active investigations through both industrial and

research projects [4–7].

1.1 Context

Mobile phones and cellular networks have been considered as key enablers for tracking

and positioning systems since their creation in the early 1980s [8]. Features related

to Localization Based Services have progressively been integrated into telecommuni-

cation standards [9] since 1996 when US emergency responders expressed the need

to trace back emergency calls made from mobile devices [10]. Their potential as po-

sitioning beacons grew as they became more popular, up until early 2014 when the

International Telecommunication Union estimated the number of subscriptions around

7 billion worldwide [11], equivalent to 95.5% of the world population. It grew even fur-

ther as mobile phones progressively established themselves as an ubiquitous accessory:

always available, always activated, which represents an invaluable “distress beacon-

like” built-in behavior.

There are two different approaches for localizing a cellphone: geolocation and

goniometry. Geolocation aims at the estimation of the position of an emitter on a

map (latitude/longitude) based on the signals received by several antennas positioned
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around said emitter. GPS (Global Positioning System) is based on this technique,

using satellite to emitter round-trip-time to estimate the emitter’s position on Earth.

Goniometry consists in estimating a relative direction instead of a position, generally

based on the signal received by an array of antennas seen as co-localized from the emit-

ter’s point of view. Referred to as Radio Direction Finding, this technique does not

in itself allow one to localize a cellphone; as a compass does not allow to localize the

position of the North Pole if its user does not decide at some point to walk towards it.

The most famous application of direction finding is probably its use in radio astron-

omy, unexpectedly discovered by Karl Jansky in 1932 while working at Bell Labs on

the reduction of static noise in transatlantic radio transmissions [12]. Using a 30-meter

array of square loop antennas operating at 20.5 MHz (rotating on Ford-T wheels in a

southern New Jersey potato field), Jansky noted that for a fixed position of the array

his system measured a pattern that repeated itself every 23 hours and 56 minutes.

Radio astronomy was born a few weeks latter as he understood that the period of this

pattern matched the length of a sidereal day and traced back the origin of this emission

to, or at lest towards, the Sagittarius constellation.

Regarding the application of geolocation to rescue operations, the main issue is

usually that positioning accuracy depends on network density. As the deployment of

a dense private network of antennas prior to search and rescue operations is hardly

possible, currently available solutions often rely on public networks [13]. Aside from

binding agreements and privacy issues, cellphone geolocation based on public operators’

networks is irremediably limited in accuracy by the number of base stations deployed

around the search area. Achieved precision generally ranges from tens to hundreds of

meters between urban and rural areas [14], if indeed their is any network coverage at all.

Another critical issue with classical geolocation techniques regarding search and rescue

operations is their inability to provide precise estimations in indoor and multi-storey

environments. As cellphones became smartphones, solutions were designed merging

WiFi, GPS, accelerometers, and other newly integrated sensors’ data to improve geolo-

cation robustness and accuracy [15]. While perfectly sensible from a technical point of

view, large scale rescue operations cannot rely on these methods as they at some point

require hardware or software specific devices.

Systems based on goniometry are usually favored in search and rescue applications,

as they make up in portability and adaptability what they lack in range and remote

monitoring as compared to geolocation. Also referred to as Direction Finders (DFs),

these systems a priori rely on nothing but an active emitter, providing a somewhat pro-

gressive localization accuracy as the operator moves towards the target. Already used

as a standard to localize avalanche victims since the late 1990s [16], direction finding

was soon adapted to cellphone-based search and rescue operations [17]. As detailed in

the next chapter, the main obstacle to using cellphones as distress beacons is that un-



1.1. Context 3

like avalanche transceivers, cellphones are not programmed to continuously broadcast

on a specific frequency. Available solutions can overcome this issue e.g. by deploying

a portable local network to access and control every mobile phone in the search area [18].

DF designs are typically based on a directional antenna that is manually steered

during the search, behaving much like a geiger counter or a metal detector [19]. Based

on audio or visual feedback, the user simply follows the direction that corresponds

to the maximum of received signal strength. Some more advanced designs involve a

preprocessing scheme that computes the Direction Of Arrival (DOA) of a signal received

by an array of antennas [20], usually coupled with a compass-like visual display. The

theory behind these “automatic” DF designs is discussed in Chapter 3 and a typical

implementation of both automatic and “manual” DF is detailed in Chapters 10 and

11.

Attempts have been made to design DFs with a sound-based interface yet more

as an optional feature than as a performance enabler. The use of audio for manual

DFs generally reduces to the mapping of the received signal strength onto the pitch or

the repetition period of a sound, while it is unheard of for DOA-based DFs. Reading

through previous research on auditory displays over recent decades, it seems however

that the human auditory system is quite capable in terms of localization. For a start,

humans are capable of effortlessly estimating a sounds’ DOA in their surroundings

with an average precision below 10 square degrees (azimutˆelevation) [21]. Implemen-

tations of visual-to-auditory sensory substitution demonstrated how visually impaired

users could “hear” images or video streams [22,23] to gather navigation cues from their

environment. With time and training, the auditory system is capable of analyzing

complex soundscapes far beyond the capacities of any modern computers. To this day,

nuclear submarines still rely on their “golden ears” sonar operators to identify distant

ships or topographies. Ever since World War I, these trained listeners have been able

to infer a ship’s speed, direction, distance, size, or even type simply by listening to its

sonic signature that propagates under water. Closer at hand is this habit of ringing

one’s phone to find it. Without any apparent effort the brain provides information like

“top left, upstairs”, “on the right, behind a door”, “muffled, under a blanket”, simply

based on spatial cues, visual context, and spectral cues which relate to how the ringing

sound is filtered compared to when the phone is at hands reach.

The ambition of this thesis is to work on a portable DF design where conception

is focused on sound and perception from the very start. The objective is to take

advantage of the capacities of the human auditory system to propose a design which is

both efficient and intuitive to be used for cellphone location during search and rescue

operations.
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1.2 Research Overview

This research project comprised the design, conception, and evaluation of a DF based

on an audio interface, applied to the search of individuals through the localization of

their mobile phone. The current techniques involved in classical DF designs are in-

troduced and discussed regarding their application to portable navigation aids. Their

performance and robustness are evaluated through both theoretical tools and practical

simulations. Several sonification paradigms are proposed, concerned with various lev-

els of DF output, from raw measured signal to preprocessed DOA. A virtual prototype

is introduced and used to assess the relevance of these paradigms, based on a CAVE

environment coupled with a raytracing propagation model. In the meantime, a physi-

cal prototype is implemented to assess the ecological validity of the overall study and

evaluated during on-site search operations.

Three topics have been particularly elaborated in the text, related to articles and

proceedings published in the course of these three years of research:

Ù In parallel to the DF techniques review, a method to assess the impact of antenna

positioning on DOA estimation accuracy is detailed for a spherical array geometry.

Based on the Fisher Information Matrix, said method is used to optimize a 3-

elements array configuration based on a series of geometrical considerations.

Ù Prior to its use in evaluating sonification paradigms, a comparative study was de-

signed to characterize the ecological validity of the virtual prototype. The method-

ology implies to compare the correlation in performance variation between two ver-

sions of the same design implemented both as a virtual and a physical prototype.

Ù Following test sessions with the physical prototype, an investigation on the im-

pact of the sonification on the perception of instabilities in the received signal was

conducted. The benefit of a cognitive averaging based on rhythm perception is com-

pared to a more classical temporal smoothing function coupled with a pitch-based

sonification through a topology exploration task.

1.3 Thesis Organization

The work exposed in this manuscript is organized into three parts which frame the

different domains addressed in this thesis.

Part I introduces the fundamentals of DOA estimation along with a set of tools to

both characterize and optimize the performance of classical DF designs. A literature

review on the main DOA estimation techniques is presented in Chapter 3, followed by

an introduction to the Cramer Rao Bound (CRB) in Chapter 4, used together with
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Monte Carlo simulations based on propagation models as a series of tools to assess

the performances of DF designs. Chapter 5 presents a case-study characterization and

optimization of a lightweight head-mounted antenna array based on said tools, followed

by a discussion of the limitations of advanced DOA estimation techniques applied to

portable applications.

Part II presents the investigations on DF sonification design. Chapter 7 introduces

concepts of sound perception along with an overview of previous research in the field

of sonification with a focus on interactive Parameter Mapping Sonification (PMSon).

Various sonification paradigms applied to potential DF outputs are exposed and dis-

cussed in Chapter 8. Chapter 9 presents an investigation concerning the reduction of

noise perception in real-time PMSon of a noisy data streams.

Part III exposes the implementation and use of DF prototypes to assess the effi-

ciency and general appreciation of the implemented sonification designs. Chapters 10

and 11 respectively present work related to the virtual and the physical prototype.

Chapter 12 exposes the achievements related to the evaluation of the ecological valid-

ity of the virtual prototype compared to the physical prototype.

Finally, a review of the thesis results and contributions is presented in the conclu-

sion, Chapter 14. Prior to Part I, the next chapter press,t the background context of

the project. This includes a short description of the GSM protocol, focusing on its

radio interface to understand how to turn a cellphone into a distress beacon.



Chapter 2

From Standard Cellphone to

Rescue Beacon

Contents

2.1 Overview of the GSM Protocol . . . . . . . . . . . . . . . . . . . 6

2.2 Focus on the Radio Interface . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Multiplexing Schemes . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.2 Modulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2.3 Handset States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Using Cellphones as RF Beacons . . . . . . . . . . . . . . . . . . 9

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

As of May 2014, there were nearly 7 billion mobile subscriptions worldwide accord-

ing to an estimation by the International Telecommunication Union [11].As nearly all

of these cellphones are compatible with the GSM, this protocol is currently the best

candidate to serve as a universal standard for rescue operations. This chapter is a brief

introduction to the GSM protocol, presenting features specific to the targeted search

and rescue application. The objective is to understand the different steps required

to turn a standard cellphone into a controlled Radio Frequency (RF) beacon, used to

guide rescuers during the search. As for any RF beacon based rescue application, the

process involves (1) specifically triggering cellphones to emit on (2) known and isolated

RF channels. For more information on the GSM radio interface or any other aspect

of the GSM protocol, refer to the 3GPP specifications [24] or the exhaustive reviews

in [25,26].

2.1 Overview of the GSM Protocol

GSM, short for Global System for Mobile communications, is a radio telecommuni-

cation standard created in the 1980’s. The term originally referred to the “Groupe

Special Mobile”, a European organization created in 1982 to lay the foundations of

what would become the first worldwide acknowledged protocol for mobile voice-over-

radio transmissions.
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Table 2.1: E-GSM-900 and DCS-1800 Uplink and Downlink frequency bands.

Frequency band Uplink channels (MHz) Downlink channels (MHz)

E-GSM-900 880.0 - 915.0 925.0 - 960.0

DCS-1800 1 710.2 - 1 784.8 1 805.2 - 1 879.8

GSM is based on a network of BTS (Base Transceiver Station), mast-mounted

antennas that relay information between subscribers handset (i.e. cellphone) and the

operators core network. To register on a specific network, both handset and sub-

scriber must be acknowledged by the operator. The subscriber is identified via an

IMSI (International Mobile Subscriber Identity), a number stored on the SIM (Sub-

scriber Identification Module), a chip card provided by the operator to its subscribers

and inserted into the handset. The handset is identified via its IMEI (International

Mobile Equipment Identity), a number hardcoded in the handset’s motherboard.

The average BTS radio coverage area is called a cell. Every handset in a cell is

said to be attached to its BTS. Even when the subscriber doesn’t request a call, his

handset is constantly exchanging messages with the attached BTS, e.g. to measure

radio propagation quality. When moving from one cell to another, the handset will

automatically attach itself to the BTS that presents the best reception quality, provided

the BTS accepts the handset as belonging to its core network. To avoid inter-BTS radio

interferences, neighboring cells are configured to operate on different frequency bands.

2.2 Focus on the Radio Interface

In Europe, GSM operates mainly on two frequency bands: E-GSM-900 and DCS-1800.

It is considered to operate in duplex mode as the uploads (from handset to BTS) and

downloads are handled through separated bands, resumed in Table 2.2.

2.2.1 Multiplexing Schemes

GSM and DCS (Digital Communication System) bands are split in 200 kHz wide fre-

quency channels, shared amongst operators. Each RF transmission from call to traffic

control1 happens on one of these channels. The dynamic attribution of RF bands to

the different transmission channels is handled though a multiplexing scheme referred

to as Frequency Division Multiple Access (FDMA). The use of FDMA in GSM sim-

ply allows one to avoid situations where all the handsets of a given area would try to

reach the nearest BTS on random frequencies, most likely interfering with one another

in the process. To provide users with an average call quality, operators usually com-

bine FDMA with frequency hopping where the network forces handsets to continuously

1Traffic control designates data exchanges related to network operation (e.g. call request).
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Figure 2.1: Illustration of the TDMA, FDMA and frequency hopping multiplexing

schemes for uplink and downlink channels of a GSM transmission. Each cube represents

a time slot on a frequency channel. A group of eight time slots is referred to as a GSM

frame.

shift between frequency channels. Specific to voice communications, this process has

been designed to improve the robustness of RF transmissions relative to narrowband

interference.

The second multiplexing occurs in time, through Time Division Multiple Access

(TDMA). As the average call does not require a full 200 kHz bandwidth, each frequency

channel is divided into time slots. Each handset can access its allocated RF channel

once every 8 time slots, equivalent to approximately 577 µs of transmission every 4.6 ms.

Figure 2.1 illustrates both TDMA and FDMA schemes along with frequency hopping

during a GSM transmission.

The last multiplexing scheme proposed in the GSM protocol is the Code Division

Multiple Access (CDMA), based on data coding through pseudo random binary se-

quences [27]. CDMA is only applied in the US standard and in the next generation of

telecommunication protocols (UMTS, LTE, etc.).

2.2.2 Modulation

The modulation specified in the GSM protocol is the Gaussian Minimum Shift Keying

(GMSK). This modulation is the result of a MSK modulation [28], where binary data

modulate the phase of the carrier frequency, filtered by a Gaussian filter. Rather than

an amplitude modulation, the GMSK was chosen because of its robustness regarding the

propagation channel and its impact on the signals’ envelope. Compared to a standard

MSK, the GMSK has the advantage of reducing sideband power, which in turn reduces

out-of-band interference between signal carriers in adjacent frequency channels. The

resulting envelope of a GMSK modulation and a typical frequency spectrum of a GSM
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Figure 2.2: Illustration of the GMSK modulation. (a) Signal envelope after GMSK

modulation on binary data. (b) GSM spectrum and GSM mask requirement based

on [29], for f0 in E-GSM-900 or DCS-1800 frequency bands of Table 2.2.

transmission are illustrated in Figure 2.2.

2.2.3 Handset States

Once switched-on, a GSM handset has basically 2 nominal states, idle and dedicated.

The dedicated mode is triggered for incoming or outgoing calls, it corresponds to a

handset emitting on a specific frequency channel and time slot at a given time. When

in idle mode, the handset emission is reduced to a minimum. The handset in idle mode

will monitor neighboring cells signal strength for potential cell re-selection, periodically

check synchronization in time and frequency with the network, and stand ready to

answer incoming calls. The passage from idle mode to dedicated mode is illustrated in

Figure 2.3, triggered by a paging request sent by the BTS signaling that someone tries

to reach a MS located in its cell.

2.3 Using Cellphones as RF Beacons

Discussed in the introduction of this chapter, the requirements to turn a handset into

a RF beacon become (1) to be able to specifically trigger the handset into dedicated

mode (2) on a known time slot and frequency channel. An additional step is eventually

required to gather information on the handsets present in the search area.

The two known solutions to reach these requirements are to control the handset

from its home network or to hack the link between the handset and its operator (man

in the middle or ghosting attack, see [30]). While obviously not discussed hereafter,

the second solution is an option that does not require much more than an average
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Figure 2.3: Transition from idle to dedicated mode triggered by a paging request

related to an incoming call (oversimplified incoming call flow). The term dedicated

refers to the nature of the channel used for the transmission rather than the RF activity

of the MS.

laptop wired to an RF front end [31] as far as the GSM protocol is concerned. Next

generation telecommunication protocols like 3G-UMTS or 4G-LTE implement far more

robust protection algorithm in terms of cryptography or identification procedures to

prevent such attacks [32].

The “control of the handset as its operator” is the only sensible and long-term

viable solution for the considered application. Once one controls the handset network,

its enough to page it (e.g. initiate an incoming call) based on its IMEI or the IMSI of its

SIM card to force the handset into dedicated mode onto a given time slot and frequency

channel. Using a tuned receiver listening to the same frequency channel and time slot,

it is then possible to receive the RF signal of this specific handset and estimate its

Direction Of Arrival relative to the receiver. Such control over every handset in the

search area is assumed in the application context of the thesis as further details on this

procedure are beyond the scope of this manuscript.

A typical method to switch every GSM handset of the search area onto a private

controlled network is illustrated in Figure 2.4. Similar to the solution detailed in

[19], this jammer-based implementation relies on a procedure already hardcoded as a

standard into every GSM handset that privileges connections to any available network

in the absence of any identified home network. Note that this process is not legal,

whatever the country, unless approved by a competent authority.

2.4 Conclusion

This chapter briefly described the fundamentals of the GSM protocol, focusing on as-

pects related to the search and rescue application considered in this manuscript. It has

been shown that to turn a GSM handset into a RF beacon, one needs to be able to force
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it into a dedicated mode onto a known and isolated time slot and frequency channel.

The most sensible and viable solution, assumed in the reminder of this manuscript, is

to control the GSM network over the search area.

Figure 2.4: Illustration of a jammer-based scenario to turn a GSM handset into a RF

beacon for DF aided search. (1) Deployment of a private GSM network on frequency

bands not used by official operators in the search area. (2) Jamming of every other

GSM frequency band to deny nearby handsets access to their home networks. (3) Grant

access to the private network for all the handsets in the search area. GSM handset are

programmed to request network attachment to any available network if they cannot

reach their home network. (4) Get a list of handsets attached to the private network,

iteratively switch them in dedicated mode on known frequency channel and time slot.

(5) Meanwhile, iteratively forward the corresponding radio parameters to tune the DF

and localize the handsets.



Part I

Direction Of Arrival Estimation

The work presented in this part of the manuscript concerns research related to

Direction Of Arrival estimation. An overview of the classical techniques is provided

followed by an introduction to a set of tools used to assess the performance of a DOA

estimator. A typical optimization process is detailed in the last chapter, focusing on a

lightweight antenna array designed for search and rescue operations. The term “Direc-

tion Finder” is deliberately replaced by the notion of DOA estimator in the following

chapters to distinguish between the combination of a DOA estimation technique and

an antenna array (DOA estimator), and the combination of a DOA estimator with a

user interface (Direction Finder) discussed in Parts II and III.
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Radiogoniometry, i.e. the Direction Of Arrival (DOA) estimation of received radio

waves is nearly as old a science as radio transmission itself. Its application ranges from

spectrum sensing to civilian rescue operations [33,34]. The term DOA estimation gen-

erally refers to the application of a DOA estimation technique on the output of an array

of sensors. Countless techniques have been designed during the last decades, gradually

improving accuracy, efficiency, and robustness of the estimations [35]. This chapter

does not intend to provide an exhaustive description of each technique, but rather to

focus the reader on DOA estimation fundamentals. In a nutshell: how to estimate a

DOA, what are the main techniques, what are the main issues, and finally, what are

their potential solutions. For more detailed reviews of DOA estimation techniques and

related applications, refers to [35–37].

3.1 Introduction

The combination of a DOA estimation technique and a array of sensors is referred to

as a DOA estimator. The characterization of a DOA estimator generally focuses on the

accuracy of its estimations, its ability to segregate sources impinging from close DOAs

(i.e. its resolution), its robustness to noisy or correlated signals, and its computational

complexity. Unless otherwise specified, the arrays of sensors considered in this chapter
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will always refer to geometries composed of several omnidirectional antennas. Note

that DOA estimation is not limited to Radio Frequency (RF) nor electromagnetic

propagation: the overall theory discussed hereafter is perfectly compliant with e.g.

sound waves propagation [38].

Nearly every DOA estimation technique is based on the observation of a shift in

time, or equivalently in phase, between signals received by the different antennas of an

array1. A simple analogy is to consider leaves (antennas) floating at the surface of a

pond (RF propagation medium) in which a stone is thrown (RF source to be localized).

By observing the motion patterns of the leaves, one can infer the rough direction from

which came the ripples, as the delay between the respective oscillations of the leaves

depends on said direction. For a computer, this process is equivalent to the simple

correlation-based DOA estimation discussed in the following section. The need for

more complex techniques eventually arises if we consider that the ripples disturbing

the leaves can also come from the wind (noise in the propagation channel), reflections

off the shore (multi-path propagation), and other stones simultaneously thrown in

the pond (multi-sources propagation). The analogy also suggests that the respective

positions of the leaves/antennas compared to one another will impact the performance

of the DOA estimation.

DOA estimation techniques, and more generally power spectrum estimation tech-

niques, can be broadly classified into two categories: parametric and non-parametric

methods [39]. Parametric methods can also be classified as model-based, i.e. they as-

sume the data to be issued from a known model with unknown parameters (e.g. the

DOA). Non-parametric methods, also referred to as spectral-based, do not assume any

model for the measured dataset, usually relying on Fourier-like spectrum analysis. It

goes without saying that, supposing a realistic enough modelization, the performance

of parametric methods eventually exceed non-parametric’s.

The following sections present the generic signal model used in this chapter along

with three of the most common classes of DOA estimation techniques: Beamforming,

Subspace-based decomposition, and Maximum Likelihood (ML). Beamforming is a class

of spectral-based techniques, subspace decomposition and ML are typical model-based

techniques.

3.2 Signal Model and Antenna Array

The following scenario is assumed and maintained throughout the following sections:

1The inter-antennas level difference is seldom used in RF DOA estimation as the decrease in received

signal strength between the elements of the antenna array is most of the time below the measurement

threshold, c.f. “Far-field assumption” in the next section.



3.2. Signal Model and Antenna Array 15

Figure 3.1: M -element ULA of step size d, impinged by K sources from DOAs

tθ1, ..., θku. ∆dk,tm,m`1u represents the difference of path length between array elements

m and m` 1 for impinging source k.

Isotropic and linear transmission medium: The transmission medium between

the RF sources and the antenna array is assumed to be isotropic and linear. As such,

the propagation property of the wave is not impacted by its DOA. RF signals traveling

through the medium and received by the antennas can be modeled as a linear wavefronts

superposition.

Far-field assumption: or plane wave assumption. The DOA of the received signals

does not depend on the antenna position in the array. The RF source is assumed to

be distant enough from the array for its wavefront to be modeled as parallel planes

rather than concentric circles. A rule of thumb is that the far-field assumption is true

for distances larger than 2D2{λ, with D the typical dimension of the array and λ the

wavelength of the RF source. D is usually approximated as the distance between two

antennas in the array. For a typical DOA estimator, D “ λ{2 and λ ď 34 cm for

GSM signals which validates the far-field assumption for RF source-to-array distances

greater than 15 cm.

Narrowband and uncorrelated sources: All sources have their frequency content

concentrated in the vicinity of a single carrier frequency f (also referred to as monochro-

matic sources). Signals impinging on the array are considered uncorrelated. This last

hypothesis implies that the propagation channel does not generate multi-path propa-

gation from RF sources to array. As discussed in Chapter 4, the uncorrelated sources

assumption does not hold for most propagation channels.

AWGN channel: An Average White Gaussian Noise (AWGN) of variance σ2
n is added

to the received signals to model the impact of the propagation channel.

To illustrate the main DOA techniques, let us assume the case study illustrated in

Figure 3.1, where K uncorrelated narrowband RF sources impinge on a Uniform Linear
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Array (ULA) composed of M antennas, with M ą K, from DOAs tθ1, ..., θku. A ULA is

an array with its antennas evenly distributed on a line, where the distance between two

neighboring antennas is defined as the ULA step size, noted d in Figure 3.1. Sources and

antenna array are assumed coplanar to constrain the study to a 1D DOA estimation,

antennas are assumed as omnidirectional with unity gain. The assumed ULA array

and the coplanar hypothesis allow for a simplification of mathematical formulations,

the techniques presented in the next sections perfectly extend however to random 3D

array geometry for 2D DOA estimation (i.e. estimation of both azimuth and elevation).

Note that correlated or non-monochromatic sources would prevent some of the as-

sumptions made in the remainder of this section. The impact of multi-path propagation

on classical estimation techniques is addressed in the case-study of Chapter 5.

As seen in Figure 3.1, the signal received at array m` 1th element is a time shifted

version of the one received at the mth element, itself shifted compared to the m´ 1th,

etc. until the 1st element. Assuming the signal received at antenna m from source k is

noted sRk,mptq, where R indicates that s is real valued, and simplifying the notation to

sRk ptq for the 1st element, the signal received at the mth element can be expressed as

sRk,mptq “ sRk pt´∆tk,mq (3.1)

where ∆tk,m represents the time delay between 1st and mth elements, with

∆tk,m “ pm´ 1q
∆dk,tm,m`1u

c
“ pm´ 1q

d sin θk
c

(3.2)

∆dk,tm,m`1u being the difference of path length between array elements m and m` 1,

θk the DOA of source k and c the speed of light in the propagation medium. Note that

the selection of a specific element as a time reference simplifies result formulation yet

does not impact on their generalizability.

Equation (3.1) is usually manipulated in its complex form, were phase shifts can

easily be factorized. In the remaining of this section, skptq “ sCk ptq refers to the complex

envelope of the kth signal of the form skptq “ αkptqe
jβkptq. From (3.1) and (3.2), the

complex form of signal k received at antenna element m is

sk,mptq “ skptqe
´jpm´1qp2πf{cqd sin θk “ skptqe

jpm´1qµk

where f is the carrier frequency, common to all signals and µk, often referred to as the

signal spatial frequency, is a function of θk defined for the considered ULA as

µk “
´2πf

c
d sin θk “

´2π

λ
d sin θk

where λ “ c{f designs the common carrier wavelength. The instantaneous array output

vector, noted xptq, can then be expressed as the sum of the K incident signals on the

M antennas, each corrupted by channel noise nmptq
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xptq “
K
ÿ

k“1

˜

M
ÿ

m“1

skptqe
jpm´1qµk ` nmptq

¸

“

K
ÿ

k“1

skptqapµkq ` nptq

“ Apµ1, ..., µkqsptq ` nptq “ As` n

(3.3)

where sptq “ rs1ptq, s2ptq, ..., sKptqs
T and nptq “ rn1ptq, n2ptq, ..., nM ptqs

T are respec-

tively the instantaneous signal and noise vectors. The apµkq or equivalently the apθkq

for k P J1,KK are referred to as the array steering vectors. Together they form the

columns of the M ˆK steering matrix A

apµkq “

¨

˚

˚

˚

˚

˝

1

ejµk

...

ejpM´1qµk

˛

‹

‹

‹

‹

‚

and A “

¨

˚

˚

˚

˚

˝

1 1 ¨ ¨ ¨ 1

ejµ1 ejµ2 ¨ ¨ ¨ ejµK

...
...

. . .
...

ejpM´1qµ1 ejpM´1qµ2 ¨ ¨ ¨ ejpM´1qµK

˛

‹

‹

‹

‹

‚

(3.4)

As the M time-shifted versions of the K signals are correlated compared to the

propagation related AWGN, most of the DOA estimation techniques will introduce the

notion of spacial covariance matrix : the matrix form of the standard cross-correlation

often used to detect time delay in a noise-corrupted sequence. The spatial covariance

matrix Rx of input signal xptq is defined as

Rx “ EtxptqxHptqu (3.5)

where Et¨u denotes the statistical expectation and xHptq the Hermitian conjugate (con-

jugate transpose) of the vector xptq. Rx is replaced by its estimate R̂x in practical

applications, as the time constraint limits the number of samples available per estima-

tion:

Rx « R̂x “

N
ÿ

n“1

xrtnsx
Hrtns (3.6)

Actually, correlation is in itself a non-parametric DOA estimation technique. The

Cauchy-Schwarz inequality states that aHpθqapθkq as defined in (3.4) has a maximum

for θ “ θk. For simple scenarios, assuming uncorrelated and narrow band sources, the

function

Pcorrpθq “ aHpθqxptq (3.7)
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will present K main peaks positioned at sources DOAs tθ1, ..., θKu. Pcorrpθq, or more

generally Ptechniquepθq in the following sections is referred to as the spatial power spec-

trum of the received signal. Note that, due to the linear equi-spaced geometry of the

ULA, the elements in aHpθq can be interpreted as Fourier coefficients and (3.7) as a

discrete Fourier transform of the data vector xptq, which K main coefficients are the

spatial frequencies of Pcorrpθq.

Figure 3.2: Plot of the spatial power spectrum Pcorrpθq associated to the correlation

technique with a single source of DOA tθ “ 100u. The estimation is correct yet the low

resolution of the correlation technique limits its application in realistic scenarios.

To illustrate the different resolutions of DOA estimation techniques throughout the

following sections, comparative plots of their spatial power spectrums will be presented,

all based on a similar simulation scenario. This scenario assumes a M “ 6 elements

ULA of step d “ λ{2 and omnidirectional gains “ 1, impinged by K sources from

DOAs tθ1, ..., θku. Source and noise signals are both simulated through AWGN (but

the same source hits every antenna while the noise is antenna specific so as to remain

uncorrelated). The Signal to Noise Ratio (SNR) of each source is fixed to 1 dB, the

DOA is estimated based on a 100 sample wide array output vector xptq. As an example,

Pcorrpθq spectrum is plotted in Figure 3.2 for a single source with DOA tθ “ 100u.
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3.3 Beamforming Techniques

The basic principle of beamforming techniques is to steer the antenna array in one

direction at a time and measure the total Received Signal Strength (RSS), which reaches

maximums for steering angles that coincide with the signals’ DOAs. The steering of the

array towards a given direction is achieved by introducing specific delays on the received

signal of every array element through a complex weighting vector wpθq, much like the

correlation method. These delays are designed to combine the antenna outputs so that

the signals from a given direction are added coherently. The principle may be easier to

understand for an emitting array, where the same delay configuration enables one to

emit in-phase signals to form constructive interferences between antennas’ signals in a

given direction.

Initially based on a fixed delay hardcoded in the array design2 coupled with me-

chanical steering, modern beamforming arrays are steered electronically. The array

output signal ypt, θq is a time-weighted sum of the antennas outputs, expressed with

wpθq as

ypt, θq “ wHpθqxptq

The aim of Beamforming-based DOA estimation is the determination of the steering

angle(s) for which this output signal’s power, or equivalently the beamforming spatial

power spectrum PBeamforming, reaches a local maximum. Assuming a signal’s power

estimation based on an average over a finite number of snapshots N , PBeamforming can

be expressed as

PBeamformingpwq “
1

N

N
ÿ

n“1

|yrtns|
2
“

1

N

N
ÿ

n“1

wHxrtnsx
Hrtnsw

“ wH

˜

1

N

N
ÿ

n“1

xrtnsx
Hrtns

¸

w “ wHR̂xw

(3.8)

where R̂x is the estimate of the spatial covariance matrix of xrtns over N samples, as

defined in (3.6). The notation w “ wpθq is adopted for the sake of readability.

The most straightforward beamforming technique is the Bartlett beamformer [40],

often referred to as the “conventional beamformer”. Its weight vector is defined as

wBartlettpθq “
apθq

a

aHpθqapθq
(3.9)

2e.g. adjusting the delay through wires length
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for steering vector apθq defined in (3.4). Note that the denominator in (3.9) is simply a

normalization factor, equal to
?
M for a M -element ULA array. From (3.9) and (3.8)

it follows that

PBartlettpθq “
aHpθqR̂xapθq

aHpθqapθq

The Capon beamformer [41] is often preferred to the conventional beam former

as it has a better DOA estimation resolution, i.e. a better capacity to segregate two

RF sources impinging from nearby DOAs. Capon’s generalized beamformer algorithm

improves Bartlett beamformer through the formation of nulls in every direction but

the one observed, in order to minimize the contribution of signals impinging from these

DOAs to the spatial power spectrum (the number of available nulls is naturally related

to the number of antennas M). Its weight vector is defined by

wCapon “
R̂´1
x apθq

aHpθqR̂´1
x apθq

(3.10)

defined by minimizing the array output power while using the remaining degrees of

freedom to constrain the gain in the steering direction to be unity, i.e.

min
w

“

PBeamformingpwq
‰

subject to wHpθqapθq “ 1

for example via the Lagrange multiplier method (see derivation in [42]). Substituting

(3.10) in (3.8) gives PCaponpθq, the spatial power spectrum of the Capon beamformer 3

PCaponpθq “
1

aHpθqR̂´1
x apθq

(3.11)

To compare the resolution of both beamforming techniques, the simulation scenario

introduced in Section 3.2 is applied to the DOA estimation of 3 uncorrelated sources

of respective DOAs tθ1, θ2, θ3u “ t´400, 100, 250u. Resulting spatial power spectrums

are reported in Figures 3.3 and 3.4.

Beamforming techniques are generally seen as having light computational complex-

ity while being not very robust to the presence of noise and interferences in the received

signal. Improved algorithms such as the Capon’s beamformer will often involve matrix

inversion-like operations, increasing the estimation resolution and robustness to noise

as well as its computational cost.

3The derivation of (3.11) from (3.8) and (3.10) uses the relation pR´1
x q

H
“ R´1

x , as Rx is an

invertible hermitian matrix by construction. It can be proven that for large values of N, R̂x shares this

property.
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Figure 3.3: Plot of the spatial power spectrum PBartlettpθq associated to the conven-

tional beamformer technique for DOAs tθ1, θ2, θ3u “ t´400, 100, 250u. The estimate

of the left hand source DOA at ´400 is correct but PBartlettpθq resolution is not high

enough to segregate sources at 100 and 250.

Figure 3.4: Plot of the spatial power spectrum PCaponpθq associated to the Capon

beamformer technique for DOAs tθ1, θ2, θ3u “ t´400, 100, 250u. It correctly segregates

the three sources at ´400, 100 and 250 compared to Bartlett beamformer.
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3.4 Subspace Decomposition Techniques

Research on beamforming have been progressively discarded for Subspace based tech-

niques since their application to DOA estimation in the early 1980s [43,44]. Aside from

being more efficient and offering higher resolutions, estimations based on subspace de-

composition proved to be consistent compared to those issued from beamforming tech-

niques. An estimator is said to be consistent if it converges to the true value of the

estimated parameter when the number of measured data tends toward infinity. The

derivations introduced in this section will be focused on the MUltiple SIgnal Classi-

fication proposed by R. Schmidt in 1986 [45], as the MUSIC technique simply and

elegantly illustrates the concept of subspace-based DOA estimation.

As with most adaptive techniques4, MUSIC involves the spatial covariance matrix

Rx of the received signal xptq defined in (3.5). MUSIC relies on the fact that Rx can be

expressed in a base of orthogonal vectors where all but K (number of sources, assuming

K ă M the number of antennas) belong to what is referred to as the noise subspace.

Defining an orthogonal projection onto this subspace, the simple application of the

correlation method of (3.7) with the projection of the steering vector apθq considerably

improves the resolution of the estimations.

The following derivation first addresses Rx diagonalization that leads to the cre-

ation of noise and signal subspaces. It then introduces the so-called MUSIC spectrum

(i.e. spatial power spectrum) that takes advantage of the orthogonality between the

apθkq steering vectors related to DOAs θk for k P J1,KK and the noise subspace.

Based on (3.3) and (3.5), Rx can be expressed as

Rx “ E
 

xptqxHptq
(

“ E
!

`

Asptq ` nptq
˘`

Asptq ` nptq
˘H

)

“ AE
 

sptqsHptq
(

AH ` E
 

nptqnHptq
(

“ ARsA
H ` σ2

nIM
(3.12)

where Rs “ E
 

sptqsHptq
(

is the signal covariance matrix, σ2
n the common noises

variance and IM the M ˆM identity matrix. Note here that the intermediate terms

that concern the cross expectation of sptq and nptq are null since signal and interferences

are assumed to be uncorrelated.

It can be shown that a full column rank matrix A (A is full column rank since

it is a Vandermonde matrix with linearly independent rows) and a nonsingular ma-

trix Rs guarantee that the matrix ARsA
H is positive semidefinite with rank K when

4i.e. data-dependent, adapting its coefficients, weights, etc. to the incoming data to optimize the

estimation performance
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there are less incident signals K than antenna M . The fact that ARsA
H is pos-

itive and semidefinite guarantees that it is diagonalizable and has K non-zero and

M ´ K zero real-valued eigenvalues. Lets define the M ˆM change-of-basis matrix

Q “ rQsQns with the matrices Qs and Qn respectively composed of the non-zero and

zero eigenvalues-related eigenvectors. Qn represents the noise subspace, Qs the signal

subspace.

ARsA
H can then be expressed as function of a diagonal matrix Ds

ARsA
H “ QDsQ

H

were Ds “ diagpλ1, ..., λK , 0K`1, ..., 0M q, with tλ1, ..., λKu ą 0 the non-zero eigenval-

ues of ARsA. By construction, any column vector qni of the noise subspace Qn is

orthogonal to ARsA (because of its related 0 eigenvalue), i.e.

ARsA
Hqni “ 0 (3.13)

Since A has a full rank and Rs is nonsingular (i.e. invertible), (3.13) is equivalent

to

AHqni “ 0

The fact that AHqni “ 0 @i P J1,M ´ KK indicates that the eigenvectors corre-

sponding to the Rs noise subspace (of dimension M ´ K) are orthogonal to the K

steering vectors apθkq that compose the columns of A:

tapθ1q, ...,apθKqu K
 

qn1, ...,qnM´K

(

(3.14)

This observation forms the cornerstone of almost all of the subspace-based methods.

It means that one can estimate DOAs θk through a simple identification of θ values for

which the steering vector apθq is orthogonal to the noise subspace of Rs.

In practical applications, it is not possible to compute Rs, nor its estimate. Only

an estimate of Rx is available, based on the received xptq. As it is, both ARsA
H and

Rx share the same eigenvectors: based on (3.12) and (3.13), @i P J1,M ´KK

Rxqni “ pARsA
H ` σ2

nIM qqni

“ pARsA
Hqqni ` σ

2
nIMqni

“ pARsA
H ´ 0.IM qqni ` σ

2
nIMqni

“ 0` σ2
nIMqni

which can be rewritten in the canonical form
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pRx ´ σ
2
nIM qqni “ 0

The same manipulation on signal subspace related eigenvectors gives, @i P JM ´

K,MK

pRx ´ pλk ` σ
2
nqIM qqsi “ 0

Rx hence shares Rs eigenvectors and can be diagonalized as Dx “ diagpλ1 `

σ2, ..., λK ` σ
2, σ2, ..., σ2q PMMˆM using the same matrix Q “ rQsQns

Rx “ QDxQ
H

In practice, the noise subspace Qn is computed from the estimate R̂x, selecting its

eigenvectors related to the M ´K smallest eigenvalues. Since K is usually unknown,

the process requires at first the determination of the number of “smallest” eigenvalues

roughly identical to one another (equal to σ2). Once the noise subspace is created, the

MUSIC spectrum

PMUSICpθq “
1

aHpθqQnQH
n apθq

“
1

|aHpθqQn|2
(3.15)

is used for DOA estimation. Because of the orthogonality in (3.14), the PMUSICpθq

denominator |aHpθqQn|2 is null and |aHpθqQ̂n|2 tends toward zero for θ P tθ1, ..., θKu.

To evaluate the efficiency of the MUSIC estimation technique, the simulation sce-

nario introduced in Section 3.2 is applied to the DOA estimation of 4 uncorrelated

sources of respective DOAs tθ1, θ2, θ3, θ4u “ t´500,´400, 100, 250u. The resulting spa-

tial power spectrum is reported in Figure 3.5, illustrating the high resolution of MUSIC

compared to both Capon and Bartlett beamformers introduced in the previous section.

This section would not be complete without mentioning the class of estimation

techniques known as ESPRIT (Estimation of Signal Parameters via Rotational Invari-

ance Technique) [46]. ESPRIT requires a property called the shift invariance of the

array, i.e. geometries that are composed of at least two identical subarrays, a require-

ment not prohibitive in practical applications as many of the commonly employed array

geometries exhibit these invariances.

The first asset of ESPRIT is that it does not require the array manifold steering

vectors to be precisely known. Not mentioned earlier, slight differences between mod-

eled and real array geometry (e.g. inter-antenna distance d for a ULA) for techniques

such as beamforming or MUSIC have a severe impact on the accuracy of the estima-

tions. ESPRIT has also been designed to naturally integrate a side algorithm known

as forward-backward averaging, usually implemented as a pre-processing scheme to
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Figure 3.5: Plot of the spatial power spectrum PMUSICpθq associated to the MUSIC

estimation technique for DOAs tθ1, θ2, θ3, θ4u “ t´500,´400, 100, 250u. It correctly

segregates the four sources at ´500, ´400, 100, and 250 displaying narrow maximums

compared to beamforming techniques due to the noise subspace orthogonality.

improve the robustness of a DOA estimator regarding estimation on correlated sig-

nals [37]. ESPRIT takes advantage of the shift invariance of the array to apply this

forward-backward averaging through a mathematical manipulation whose side-effect

is to drastically reduce computational and storage requirements. Aside from these

features that represent a considerable advantage for practical applications, the classi-

cal ESPRIT technique has the same average spatial resolution and precision as MUSIC.

Subspace-based techniques are generally seen as a trade-off between computational

complexity, high resolution, and robustness to low SNR. While MUSIC does still stand

as a standard for educational purpose, its performance is poor when compared to its

peers such as Root-MUSIC [47], ESPRIT, IQML (Iterative Quadratic Maximum Likeli-

hood) [48], or Root-WSF (Weighted Subspace Fitting) [49]. While not discussed in the

remaining of this section, these techniques have been envisaged and their performance

assessed for the antenna array introduced in Chapter 5.

3.5 Maximum Likelihood Techniques

Also referred to as parametric beamformers, Maximum Likelihood (ML) based tech-

niques were some of the first investigated for DOA estimation [50]. ML techniques can

usually be interpreted as a beamforming optimized by a parametric modelization of
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Figure 3.6: Illustration of a ML estimation. Let us assume that the pdf fxpx|θ0q

follows a normal distribution of true mean µ0 and variance σ2
0 with θ0 “ tµ0, σ0u.

(a) Original distribution fxpx|θ0q and observations rx1, x2, ..., xN s. (b) ML estimation

of µ0 and σ0 by modifying µ and σ in fx. As θ “ tµ, σu is modified towards the

true value θ0 “ tµ0, σ0u that produced the observations rx1, x2, ..., xN s, the value of

Lpx, tµ, σuq “
śN
n“1 fxpxn|tµ, σuq increases until it reaches a maximum.

the probability density function (pdf) of received data vector xptq. The ML principle

can be resumed as follow:

If one assumes an observed dataset to be issued from a specific pdf, and that this pdf

shape is itself assumed to depend on a parameter θ, fixed at an unknown θ0 during

the aforesaid observation, the value of θ that shapes the pdf to fit the observed data

is likely to be θ0.

For a more graphical illustration, let us assume an unknown DOA θ0 to be estimated

through observations x “ rx1, x2, ..., xN s. Let fxpx|θq design the pdf of these observa-

tions (for DOA value θ) and Lpx, θq its associated likelihood function, defined as

Lpx, θq “
N
ź

n“1

fxpx|θq (3.16)

As illustrated in Figure 3.6, (3.16) has its maximum in θ “ θ0.

The ML approach known as the least square method attempts to minimize the dif-

ference between the received signal xptq and a parametric estimate Apθ̂qŝptq, assuming

that the original xptq ´Apθqsptq “ nptq in (3.3) follows a normal distribution. In most
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implementations the estimated parameters are reduced those of a single source, i.e.

tθ̂k, ŝku instead of tθ̂1, ..., θ̂K , ŝ1, ..., ŝKu, gathering the signals from other sources in the

interference vector nptq. As their is no major subtleties in the mathematics related to

basic ML estimation, let us simply assume that

min
θ̂,ŝ

”

}xptq ´Apθ̂qŝptq}2
ı

is equivalent to

max
θ̂

”

trace
!

PApθ̂qRx

)ı

(3.17)

where PApθ̂q is the matrix of the space spanned by the columns of Apθ̂q defined as

PApθ̂q “ Apθ̂q
´

AHpθ̂qApθ̂q
¯´1

AHpθ̂q

Based on (3.17), the spatial power spectrum Pleastsquarepθq of the ML least square

method is then defined as

Pleastsquarepθq “ trace
!

PApθ̂qRx

)

To evaluate the efficiency of the ML least square estimation technique, the simula-

tion scenario introduced in Section 3.2 is applied to the DOA estimation of 3 uncor-

related sources of respective DOAs tθ1, θ2 θ3u “ t´400, 100, 250u. The resulting spatial

power spectrum is reported in Figure 3.7, suggesting a resolution equivalent to the one

observed with the Bartlett beamformer with so few samples in the observation vector

xptq.

In terms of optimum performance, ML techniques are usually superior to other

estimators (especially under low SNR) while being known for their high computational

complexity. Due to their relatively generic formulation, ML techniques are interesting

both in terms of didactic and cross-domain comparison studies.

3.6 A Word on Antenna Array Geometry

As for the review of DOA estimation techniques, an exhaustive listing of every pos-

sible array geometry would be irrelevant here. The work reported in [51] is a good

introduction on the subject’s complexity.

Seen from a geometrical perspective, the main characteristics of an array geometry

are its dimension (1,2, or 3D)5 and the distribution of its elements (uniform, non-

5The term array dimension refers to the minimum dimension of a cartesian space required to describe

its antennas disposition.
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Figure 3.7: Plot of the spatial power spectrum Pleastsquarepθq associated to the ML

least square estimation technique for DOAs tθ1, θ2 θ3u “ t´400, 100, 250u. The estimate

of the left hand source DOA at ´400 is correct but sources at 100 and 250 are not

resolved, much alike the Bartlett beamformer.

uniform). To quote but a few, the most frequently encountered geometries are

Ù Uniform Linear (1D), Circular (2D), Rectangular Array (2D)

Ù L or T-shaped array (2D)

Ù Uniform Spherical, Uniform Cubic Array (3D)

Seen from a DOA estimation perspective, these characteristics become the dimen-

sion of the DOA the array can estimate (1D for azimuth or 2D for azimuth and eleva-

tion), its resolution and the isotropy or non-isotropy of its resolution. Some estimation

techniques can be applied only to certain geometries, like the classical ESPRIT that

requires shift-invariant geometries. This is not usually a limiting factor regarding the

choice of the array geometry as there exists adaptations of most of the more efficient,

performant, or robust techniques to most array geometries [52–54].

The major issue when designing a DOA estimator’s array usually concerns its num-

ber of antennas. Too few elements will significantly limit the optimum performance

of the DOA estimator. Arrays composed of e.g. less than 5 antennas are generally

not compatible with high resolution techniques or pre-processing schemes required to

operate estimations under low SNR or multi-path propagation conditions [55].

Besides an increase in computational complexity, the main issue of an array com-

posed of a large amount of antennas is its size. For most geometries, the size of an array
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is defined by its number of elements and its average inter-element “step-size” (c.f. Fig-

ure 3.1). The inter-element spacing is generally proportional to the signal’s wavelength,

fixed at λ{2 in most implementations. Too short an inter-element spacing compared

to this value will make the phase difference between adjacent antenna elements too

small to be measured, even for high resolution algorithms. This “oversampling” array

would not yield much better estimations than an array of equal size with less elements

spaced by λ{2. On the other hand, geometries with an inter-element spacing greater

than λ{2 will be affected by spatial aliasing, i.e. will admit two or more solution to

a given DOA estimation problem. By analogy with temporal sampling, inter-element

spacing is often defined around or below half a wavelength to comply with the spatial

Nyquist-Shannon sampling theorem.

3.7 Conclusion

This chapter presented the fundamentals of DOA estimator implementation, from DOA

estimation techniques to array geometry design. Beamforming, subspace-based decom-

position, and ML-based estimation techniques have been introduced and their resolu-

tion illustrated through a case-study estimation scenario based on a ULA geometry.

Table 3.7 reports the obtained performance for each of these techniques, putting for-

ward the subspace-based methods as a trade-off between resolution and computational

complexity. The comparative study in [39] provides a likewise table, extended to the

main DOA estimation techniques investigated over the last two decades.

Each technique has its assets regarding specific DOA estimation scenarios: low

complexity, high resolution, robustness to low SNR or coherent signals, etc. Designing

a Direction Finder requires a good understanding of the propagation conditions it is

intended to operate in, along with the requirements it has to fulfill. Needless to say,

a design yelding a 10 accuracy but unable to deal with coherent signals or requiring

5 minutes to produce an estimation would not be suitable the context of the targeted

search and rescue application of the current study.

DOA estimation remains an active research domain, spurred by the ever present

need for more robust and reliable localization solutions for civilian and military applica-

tions. In view of the topics under study in recent publications (see e.g. [36,39,51,56–60]),

current research in the field focuses on DOA estimation:

Ù With non-uniform arrays, three-dimensional arrays

Ù With sparse arrays based on polarized antennas

Ù Of wideband and moving signal sources

Ù With phase excitation and virtual antenna based estimators
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Table 3.1: Characteristics summary of DOA estimation techniques. The “Resolution”

value have been obtained through Monte Carlo simulations (100 iterations) based on

the scenario of Section 3.2 with a resolution threshold of 85% (i.e. the technique dis-

sociated two DOAs spaced by “Resolution” in more than 85% of the iterations). The

“Complexity” is an arbitrary evaluation based on a relative comparison of each tech-

niques on a personal laptop/implementation, see [39] for a more thorough comparison.

DOA method Resolution∗∗ Coherent signals Complexity ∗∗

Bartlett 180 no low

Capon 130 no medium

MUSIC 60 no medium

ESPRIT 60 yes low

ML least square 180 yes high

∗ Best average resolution achieved for the scenario introduced in Section 3.2
∗∗ Relative evaluation based on average CPU, RAM, and ROM consumption.

Ù In the presence of interferences or mutual coupling among elements

Ù With unknown or erroneous geometry model

Each of these topics attempts to widen the scope of DOA estimation application,

e.g. with ever more detailed assumptions on the received signal and modeling of the

propagation channel to improve the performance and robustness of these estimations.

The concept of “virtual antennas” was at first introduced to loosen the constraint

imposed on array geometries by ESPRIT-like techniques (see end of Section 3.4). It has

since been employed to further dissociate both array and signal processing layers [35],

designing interpolation and projection-based methods that shaped the received data

to be compliant with the requirements of any estimation technique [61]. Finally, a

trend recently appeared advocating the assessment of DOA estimation techniques on

physical prototypes rather than on simulated architectures [62]. The former eventually

allows one to thoroughly evaluate the performance of a given DOA estimator under

real conditions. This phenomenon is not unconnected with the recent developments in

Software Defined Radio technologies, discussed in Chapter 11.
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Following the overview of the main Direction Of Arrival (DOA) estimation tech-

niques and antenna array design presented in Chapter 3, this chapter introduces some

evaluation tools to assess the performance of a DOA estimator1. This evaluation con-

cerns the estimator’s accuracy, its resolution, and its rate of convergence when con-

fronted with different noise levels, multi-path propagation, multi-sources conditions,

etc.

4.1 Introduction

The evaluation of a DOA estimator concerns the characterization of its capacity to

deliver valid estimations when faced with various propagation scenarios. As for any

evaluation, it implies a set of metrics to objectively assess the DOA estimator per-

formance both across design versions and propagation conditions. Table 4.1 lists the

metrics discussed in this section and the main parameters of both DOA estimator de-

sign and propagation model. The remaining of this section introduces concepts related

to the accuracy and variance of an estimator.

1A DOA estimator designs the combination of an antenna array and a DOA estimation technique.
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Table 4.1: Evaluation metrics of a DOA estimator, parameters of the DOA estimator,

and parameters of the propagation scenario. A typical evaluation implies to modify

the parameters of the DOA estimator to observe the impact of these modifications on

the evaluation metrics across propagation scenarios.

Performance evaluation metrics of a DOA estimator

Accuracy (Mean Squared Error)

Variance

Resolution (minimum angle between two DOAs to avoid merging)

Convergence rate (number of samples required for a given variance and accuracy)

DOA estimator design parameters

Antenna array geometry ULA, UCA, etc.

Antennas properties Directional, Omni, Polarized, etc.

Number of antennas 2, 3, ..., M

DOA estimation technique Beamforming, MUSIC, etc.

Number of snapshots per estimation 1, 2, ..., N

Propagation scenario parameters

Number of sources 1, 2, ..., K

Angle between sources DOAs 10°, 20°, etc.

Noise level SNR = -10dB, 12dB, etc.

Multi-path propagation, interferences correlated / uncorrelated sources

Given an estimator Tθpxq of the parameter θ based on observations x, the character-

ization of Tθ accuracy is based on the evaluation of the variance and the Mean Squared

Error (MSE) of its estimations. MSE is defined as the expected value (probability-

weighted average, over all samples) of the squared errors

MSE pTθq “ E
!

`

Tθpxq ´ θ
˘2
)

and the variance as the expected value of the squared sampling deviations

VarpTθq “ E
!

`

Tθpxq ´ E tTθpxqu
˘2
)

where Et¨u denotes the statistical expectation. MSE and Var respectively concern the

precision and the clustering of the estimations. If the parameter θ was the center of

a target, and arrows thrown at it were estimates, a high MSE would suggest a high

average distance from arrows to target center and a high Var that the arrows were

rather dispersed (i.e. non-clustered) on the target.
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As most DOA estimation techniques are based on unbiased estimators, typical char-

acterizations are generally limited to the study of the variance’s evolution regarding

the number of antennas, of snapshots, the SNR level, etc.2 Once a DOA estimator Tθ
yields acceptable results in terms of estimations’ variance, the evaluation will typically

focus on its resolution or on its robustness to correlated signals, modifying the propa-

gation scenario until it reflects Tθ’s foreseen operational reality.

The following subsections introduce two different approaches to evaluate the per-

formance of a DOA estimator. The first is based on the Cramer-Rao Bound (CRB)

issued from the information theory. This analytical tool allows quick assessment of the

optimal accuracy of a given array geometry. The second approach is based on a Monte

Carlo design: average performance observation over iterative simulations in various

propagation conditions. Two different propagation models are presented, respectively

used to assess the statistical performance of a DOA estimator design and its punctual

behavior in specific search environments.

4.2 Theoretical Evaluation, the Cramer-Rao Bound

The Cramer-Rao Bound (CRB) [63], related to the concept of Fisher Information [64],

represents the theoretical limit of the average precision with which a DOA can be esti-

mated for a given antenna array. Once derived for a given array geometry, the CRB is

a powerful evaluation tool that gives instant access to what can be expected from any

unbiased estimator applied to this geometry, providing a lower bound of its variance

as a function of DOA, number of antennas, SNR, etc. The CRB allows the assessment

of the optimum performance of an antenna array regardless of any DOA estimation

technique. This section introduces the Fisher Information used to define the CRB and

presents its formulation for the M -element Uniform Linear Array (ULA) introduced in

Section 3.2, Chapter 3.

Let us assume the estimation of DOA θ0 through observations x “ rx1, x2, ..., xN s

of probability density function (pdf) fxpx|θq and likelihood function Lpx, θq, as defined

in Equation (3.16) Section 3.5. The concept behind any CRB-based optimization can

be reduced to the observation:

The Fisher Information on θ0, contained in observations rx1, x2, ..., xN s, is propor-

tional to the curvature of Lpx, θq for θ “ θ0.

To simplify mathematical manipulations, the computation of the Fisher Information

2The statistical expectation of an unbiased estimator is equal to the true value of the estimated

parameter, i.e. EtTθu “ θ which involves VarpTθq “ MSE pTθq.
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Figure 4.1: Illustration of the Fisher Information principle related to the curvature

of the log-likelihood. Let us assume two sets of observations x1a and x2a issued from

pdfs fx1px|θ1q and fx2px|θ2q. Log-likelihood functions Λ1px1a, θq and Λ2px2a, θq are

computed to estimate θ1 and θ2, yielding respective maximums in θ̂1a and θ̂2a. For a

slightly different set of observations x1b and x2b (issued from the same pdfs), the log-

likelihood functions will e.g. have their maximum in θ̂1b and θ̂2b. Due to the difference

in curvature between Λ1 and Λ2 around respective DOAs θ1 and θ2, the shift ε1 between

θ̂1a and θ̂1b is lower than its counterpart ε2 “ θ̂2a ´ θ̂2b. A detailed derivation based

on Λ1, Λ2, and (4.1) would likely yield Ipθ1q ą I2pθ2q.

is generally based on the log-likelihood function Λpx, θq rather than the likelyhood

Lpx, θq, defined as

Λpx, θq “ log
`

Lpx, θq
˘

“

N
ÿ

n“1

log
`

fxpxn|θq
˘

where the introduction of the logarithm allows the manipulation of a sum of pdfs

instead of a product of pdfs. As the following results only depend on the relative

variations of the likelihood function, both likelihood or log-likelihood based analysis

are equivalent since log is an increasing function3. Figure 4.1 illustrates the concept

of Fisher Information and its relation to the curvature of the log-likelihood function

in θ, i.e. its second derivative with respect to θ according to differential geometry. As

Λpx, θq inherited the random nature of x, the definition of the Fisher Information,

denoted IN pθq, involves the statistical expectation of the log-likelihood4:

3or monotone function, a function between ordered sets that preserves the given order.
4(4.1) is based on the opposite of the second derivative of Λpx, θq since Λpx, θ0q is a local maximum.
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IN pθq “ ´E

"

δ2

δθ2
Λpx, θq

*

(4.1)

where IN pθ0q increases as the lobe of Λpx, θq in θ0 gets “sharper”. The Cramer-Rao

theorem then states that the variance expected from any unbiased estimator Tθpxq of

the parameter θ based on observations x cannot get lower than the inverse of the Fisher

Information contained in x, written as

Var pTθpxqq ě
1

IN pθq
“

´1

E
!

δ2

δθ2
Λpx, θq

) “ CRBθpθq (4.2)

The notation CRBθ indicates that the bound concerns the variance over the esti-

mation of θ. The CRB formulation for a 2D DOA estimation problem will involve the

Fisher Information Matrix (FIM), the matrix format of the Fisher Information based

on the Hessian matrix of the log-likelihood. Defining the FIM as FpΘq “ ´ErB
2ΛpΘq
BΘ2 s

for the 2D DOA Θ “ tθ, ϕu, the Cramer-Rao theorem extended to its matrix format

states that

RpTΘq ´ FpΘq´1 (4.3)

is a positive definite matrix, where RpTΘq is the covariance matrix of TΘ, unbiased

estimator of Θ. This formulation of the FIM is further used in Chapter 5 to derive

both CRBθ and CRBϕ for a spherical array configuration.

Based on the assumptions and signal model presented in Section 3.2, the CRB

related to the estimation of a single DOA θ with a M -element ULA can be expressed

as

CRBθpθ0q “
6

`

2πd
λ

˘2
M pM2 ´ 1qSNR cos2 θ0

(4.4)

where SNR “ σ2
s{σn with σ2

s and σ2
n the respective signal and noise variances. The

derivation, detailed in [35], is based on the assumption that the difference xptq ´

Apθqsptq “ nptq follows a normal distribution. Figure 4.2 presents a typical use of

the CRB to assess the optimal performance of a given array geometry, illustrating

the variation of CRBθ in (4.4) with respect to number of antennas, SNR, and source

DOA. As expected, the CRB decreases as the SNR and number of antenna elements

increase. According to Figure 4.2c, ULA arrays are more accurate at estimating DOAs

perpendicular to the line formed by their antennas. This result is generalized for 3D

geometries in [65] which are more accurate at estimating DOAs perpendicular to what

is referred to as their “principal axes of inertia”.

Thus defined, IN pθq is positive and increases with the curvature of Λpx, θq in θ0.
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Figure 4.2: Variation of CRBθ in Equation (4.4) for a ULA of inter-element spacing

d “ λ{2 as a function of (a) the number of antennas M, (b) the SNR, and (c) the source

DOA θ.

4.3 Simulation-Based Evaluation

This section illustrates how to evaluate the performances of a DOA estimator through

simulation. First the Monte Carlo method is introduced and applied to a M -element

ULA, yielding results similar to the application of the CRB in the previous section.

Two different propagation models are then discussed, respectively based on statistical

and raytracing propagation simulation. A short case-study is introduced to understand

how these models allow one to extend the evaluation of a DOA estimator and assess

its behavior when faced with realistic propagation conditions.

4.3.1 Statistical Evaluation, the Monte Carlo Method

The Monte Carlo method requires the running of the same simulation many times over

in order to obtain the distribution of an unknown probabilistic entity [66]. Applied

to a DOA estimator Tθ, it allows the estimation of its statistical expectation and

variance under specific propagation conditions. Figure 4.3 illustrates the typical result

of a Monte Carlo simulation on a ULA array for the exact same propagation scenario

as in the CRB illustration in Figure 4.2. The estimation is based on the Bartlett

beamformer. As this estimation technique is not asymptotically efficient5, the variance

5For a given array geometry, a DOA estimation technique that produces estimations with a vari-

ance as low as the CRB associated to this array for an infinite number of observations is said to be
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Figure 4.3: Variance of DOA estimations for a M -element ULA of inter-element

step-size d “ λ{2 coupled with the Bartlett beamformer introduced in Section 3.3 as

a function of (a) the SNR and (b) the number of antennas M . Aside from the SNR

values, simulations are based on the propagation scenario of Section 3.2 for a single

source of DOA θ “ 100. Each variance value (˝) is computed for 400 DOA estimations.

of its estimations is larger than the CRB. Chapter 5 presents a similar comparison

between the CRB and the variance of estimations based on an asymptotically efficient

estimation technique.

Compared to the CRB, this method does not involve any derivation, is valid for any

propagation scenario, and allows the assessment of the performance of a specific DOA

estimation technique. Its main issue is that it requires processing a large number of

DOA estimations for a fixed set of parameters to produce statistically relevant values.

4.3.2 Robustness Evaluation in Realistic Propagation Scenarios

Up to this point, the DOA estimation techniques applied on the simple propagation

scenario introduced in Section 3.2 have produced acceptable results. As one might

expect, these results will not be as good for a DOA estimator operating in more complex

propagation conditions, i.e. when faced with multi-path. While it is quite possible

to manually simulate multi-path propagation, the purpose of the propagation models

described in this section is that they allow one to do so coherently with a specific

propagation environment, e.g. that reflects the one foreseen for the DOA estimator

application.

asymptotically efficient, see [67] for a detailed discussion.
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Until recently, the main drawback related to the use of realistic propagation models

in small and medium sized projects was related to their cost. To support quality and

competitiveness in the development of next generation radio interfaces, the European

Commission funded the WINNER international research project [68]. WINNER’s ob-

jective was to gather scientists and companies to design an open source propagation

model that would enable free and fast assessment of any 3G-related radio interface (from

2 to 6 GHz with up to 100 MHz bandwidth). Based on both literature and extensive

measurement campaigns for various propagation scenarios, they created WINNER II6,

a Matlab-based open source statistical propagation model [70].

Amongst other things, WINNER II supports multi-antenna, multi-path, polariza-

tion and 3D propagation scenarios. Rather than simulating the complete emitter-to-

receiver propagation, computation involve a statistical generation of the channel pa-

rameters, based on probability density functions specific to the considered propagation

scenario. The associated light computation complexity makes the WINNER II model

perfectly fit for fast Monte Carlo simulations. While the WINNER II model has been

designed for Radio Frequency (RF) propagation from 2 to 6 GHz, most of its hypoth-

esis related to DOA estimation (DOAs, scattering, etc.) hold for propagation in the

GSM-900 and DCS-1800 bands (0.9 and 1.8 GHz see Table 2.2). The only limitation

of this model regarding the simulation of GSM propagation would be related its path

loss coefficients, detailed in [70], no longer valid for carrier frequencies below 2 GHz.

This has little impact on the evaluations presented in this manuscript as WINNER II

is used for relative comparisons between DOA estimation techniques where the same

path loss is applied in every simulation.

Table 4.2 reports some of the propagation scenarios available in WINNER II. Fig-

ure 4.4 illustrates a punctual DOA estimation based on a 4-element UCA coupled

with a MUSIC estimator, showing the impact of typical indoor/outdoor multi-path

propagation on DOA estimation.

Table 4.2: Some of the available propagation scenarios in the WINNER II model

as presented in [70]. Scenarios like A1, B4 or C1 are particularly relevant for the

considered search and rescue application.

Scenario A1 A2 B1 B3 B4 C1

Definition Indoor

office

Indoor to

outdoor

Urban

microcell

Large

indoor hall

Outdoor

to indoor

Suburban

6WINNER II follows the 3GPP SCM and IMT-Advanced geometric channel models, see [69] for a

detailed comparison.



4.3. Simulation-Based Evaluation 39

Figure 4.4: MUSIC spectrum of a 4-element UCA for two different WINNER II

scenarios (a) B1 (urban microcell) and (b) B3 (large indoor hall). Both scenarios

assume that the single emitter is in line of sight, positioned respectively at 70 m and

20 m from the receiver. Red arrow is the true DOA, grey circles represent the signals

impinging on the array due to multi-path propagation. Black outline and dotted line are

the MUSIC spatial power spectrum and estimated DOA respectively. Both simulations

assume noiseless conditions.

4.3.3 Behavioral Evaluation, DOA Estimation for Navigation

As the considered application involves the reliance on DOA estimations to navigate

from point A to point B, the evaluation of the DOA estimator cannot rely on statisti-

cal tests only. It must somehow take into account its dynamic “behavior” during the

navigation. The model presented in this section belongs to a class referred to as geomet-

ric propagation models, based on a raytracing simulation in a tangible environment.

Geometric models allow one to observe the impact of the elements of the environment

(walls, windows, etc.) onto both the RF propagation and the DOA estimation. The

objective of the simulations conducted with the raytracing model described below is to

facilitates the understanding of how the estimations will behave during the navigation

as the DOA estimator is confronted with a constantly evolving propagation scenario.

As raytracing models usually raise the same financial issue as statistical models,

the IlmProp raytracing model [71] released in 2006 by the Ilmenau University is a

most welcome element to complete the assessment toolbox proposed in this chapter.

This open source model allows one to define the geometry of a propagation scenario,

manually positioning emitter, receiver, obstacles, scatterers, etc. Limited to 2D sce-

narios, the current implementation does not support realistic obstacle’s absorption, by

default opaque regarding RF signals. This will eventually restrict the complexity of

the propagation scenarios that can be assessed with this model.
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Figure 4.5: Illustration of a typical simulation using the IlmProp raytracing model.

Emitter, obstacle, and scatterer positions are defined prior to the simulation, along

with the antenna array geometry and the receiver (DOA estimator) trajectory. IlmProp

outputs an array of impulse responses for discrete points on the trajectory, sent to the

DOA estimator based on MUSIC coupled to a 8-element UCA. The estimations related

to propagation scenarios (a) and (c) are shown in plots (b) and (d) respectively, across

the 250 discrete positions of the receiver in each scenario. Solid black lines correspond

to rays that reach the receiver. Dotted grey lines correspond to rays discarded after

impinging through one of the obstacles. While transmission loss through obstacles is

not supported, the free parametrization and positioning of the scatterers allows one to

simulate reflections and edge diffraction. The instabilities observed in the estimations

of the second scenario are related to the emitter being alternatively shadowed by the

different obstacles.

Two different navigation scenarios are shown in Figure 4.5, based on a DOA estima-

tor coupling MUSIC to a 8-element UCA. The first scenario assumes an open-field like

situation, the second a more crowded environment where obstacles successively block

the line-of-sight propagation path between emitter and receiver during the navigation.

This simple case-study highlights the input of such a model on the general understand-

ing of the DOA estimator behavior during the navigation, as the instabilities in its
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estimations Figure 4.5d are but a consequence of the shift in propagation scenarios

encountered during the navigation.

4.4 Conclusion

This Chapter presented some evaluation tools used to assess the performance of a

DOA estimator. It introduced the Cramer Rao Bound, an analytical formula that

allows one to quickly assess the optimal performance of any antenna array geometry

in terms of estimation accuracy, prior to the selection of any specific DOA estimation

technique. Two approaches to simulate the performance of a complete DOA estimator

design in realistic conditions have been discussed based on two different propagation

models. The first approach was based on a the WINNER II statistical model, ideal for

quickly assessing the average performance of a DOA estimator in realistic propagation

scenarios. The second employed the Ilmprop raytracing model to provide some insight

into how a DOA estimator dynamically behaves during a navigation task.
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This chapter details the implementation, evaluation, and optimization of a Direction

Of Arrival (DOA) estimator designed for search and rescue applications, based on the

knowledge and tools introduced in Chapters 3 and 4. An antenna array geometry is

proposed that meets the size and weight constraints of a portable application. The

Fisher Information Matrix (FIM) specific to this geometry is derived and its associated

Cramer Rao Bounds (CRBs) are used in order to understand the impact of the array

geometry on DOA estimation accuracy. The performance of the antenna array coupled

with a MUSIC estimator are then assessed in realistic propagation conditions, based

on the WINNER II and IlmProp propagation models introduced in Section 4.3. Part

of this chapter has been published in the proceedings of the 4th International Congress

on Ultra Modern Telecommunications and Control Systems (2012) [1].
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Notations

E{¨} Statistical expectation

<t¨u Real part of a complex element

p¨qH Conjugate transpose

| ¨ | Determinant of a matrix or module of a complex

trp¨q Trace operator

|| ¨ || Norm of a vector

〈u1, u2〉 Scalar product between vector u1 and u2
IM M ˆM identity matrix

colrums Column vector of elements um, m P J1,MK
diagpumq Diagonal matrix of elements um, m P J1,MK
δξp¨q 1st Partial derivative with respect to ξ

δ2ξ,ζp¨q 2nd Order partial derivative with respect to ξ then ζ

5.1 Introduction

As introduced in Chapter 1, the objective of the considered Direction Finder (DF) is

to assist individual rescuers through search and rescue operations. Its general design

has to be lightweight and compact, such as not to hinder rescuers in their movements.

A sensible implementation is to backpack most of it (batteries, central unit, etc.) and

position the antenna array to optimize the reception quality. A helmet-mounted array

fits this requirement with the added value of producing DOA estimations related to

users head orientation, a feature used later in Part II. The geometry considered in this

chapter assumes an array with its antennas distributed on an hemisphere representing

the helmet, illustrated in Figure 5.1. As discussed in Chapter 4, the characterization

of the geometry for DOA estimation will involve the derivation of its FIM.

While extensive studies on circular and spherical antenna array optimization have

already been published [72, 73], none presented a generic form of the FIM for non-

uniform spherical arrays. Several papers have adressed the 3D antenna array optimiza-

tion problem based on the FIM in the single source case [74,75], except for general array

configurations not adapted to the architecture considered here. The approach proposed

is to first focus on a simple antenna array composed of three antennas to investigate

how the CRBs issued from the FIM can be decomposed into intuitive metrics. The

objective of these metrics is to reduce the process of antenna positioning optimization

for DOA estimation to basic geometric considerations on the general configuration of

the array. Based on these considerations, the array geometry can be optimized for

the estimation of certain DOAs, “focusing” its resolution in a certain direction. The

considered antenna array configuration is constrained to 2 Degrees of Freedom (DoF),

the DOA estimation problem limited to a single emitter to simplify the analysis, much
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Figure 5.1: Illustration of the spherical antenna array geometry for the DOA estima-

tion of a single source S. β and η represent the 2 DoF of the geometry configuration.

like the optimization presented in [76]. As a reminder, Table 5.1 resumes the notations

used within this chapter.

5.2 Signal Model and Array Geometry

Let us assume the 3-element spherical array of Figure 5.1. Each supposedly isotropic

and identical sensor Mi evolves on a sphere of radius r centered at O. OM1 and OM3

are constrained in the Oxy plane and form an angle ˘β with Ox, OM2 is constrained in

Oxz and forms an angle η with Oz. The array configuration is referred to as Ω “ tβ, ηu,

constrained to 2 DoF. Let S represent the single source that propagates in free space

at radio wavelength λ to impinge on the array from DOA Θ “ tθ, ϕu. For notational

convenience, Θ and Ω will be omitted in the following derivations whenever there is

no possibility of confusion.

The steering vector aΩpΘq of the received signal on the array sensors can be ex-

pressed as

aΩpΘq “

¨

˚

˝

ej
2πr
λ
psinpϕqcospθ`βqq

ej
2πr
λ
psinpϕqcospθqsinpηq`cospϕqcospηqq

ej
2πr
λ
psinpϕqcospθ´βqq

˛

‹

‚

(5.1)

consequently, the vector measurement xrts used to perform the DOA estimation takes

the form
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xrts “ aΩpΘqsrts ` nrts (5.2)

where srts is the signal sample and nrts the vector of noise samples, both received by

the array antennas at time t. Respective signal and noise variances are denoted σ2
s and

σ2
n.

5.3 Theoretical Evaluation and Optimization Based on

the CRB

5.3.1 Formulation of the FIM and CRBs for a Spherical Geometry

As a reminder, the CRB is a lower bound of the covariance matrix of any unbiased

estimator, first introduced by R.A. Fisher in [64], defined as the inverse of the FIM.

After calculations detailed in Appendix Section 5.6, the FIM introduced in Section 4.2

for the spherical array of Figure 5.1 takes the form

FpΘq “ γM

ˆ

xvθ,vθyKa xvθ,vϕyKa

xvϕ,vθyKa xvϕ,vϕyKa

˙

(5.3)

with

γM “ 2αN
1

`

1` 1
αM

˘

ˆ

2πr

λ

˙2

(5.4)

and

vξ “ δξpUqaΩpΘq for ξ P tθ, ϕu, with U “ diag
`

umpΩ,Θq
˘

where N is the number of measured samples, α “ σ2
s{σ

2
n the linear SNR and M

the number of array elements. x., .yKa denotes the scalar product weighted by the

orthonormal projector on the MUSIC defined noise subspace ΠKa “ IM ´ ããH , i.e.

xvθ,vϕyKa “ vHθ ΠKavϕ with ã “
a

?
aHa

Except the explicit form of γM in (5.4), FpΘq in (5.3) is valid for any spherical array

configuration for a single source scenario. The inversion of (5.3) being straightforward,

let us consider only the upper left and lower right terms of FpΘq´1, lower bounds for

the variance of respectively any θ and ϕ estimation, referred to as CRBξ,ξ for ξ P tθ, ϕu.

Defining the two correlation coefficients

ρ2 “
|xvϕ,vθyKa|

2

xvθ,vθyKaxvϕ,vϕyKa
and r2

ξ “
|ãHvξ|

2

||vξ||2
(5.5)
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the CRB for parameter ξ adopts the simplified form

CRBξ,ξ “
1

γM

1

p1´ ρ2q

1

||vξ||2p1´ r
2
ξ q

(5.6)

This new formulation splits each scalar CRBξ,ξ into three distinct components,

easing further analysis of the array DOA estimation performances regarding its config-

uration. The two metrics ρ2 and r2
ξ moreover explicitly display the numerical stability

of the CRBs as both are always positive according to the Cauchy-Schwarz inequality

applied on (5.5).

5.3.2 MUSIC-based CRB validation

This section illustrates how to validate the derived CRBs through MUSIC-based Monte

Carlo simulations. As the MUSIC algorithm is asymptotically efficient in the single

source case [67], the variance of its DOA estimations should fit the CRB for various

SNR levels, DOA Θ, configurations pΩ, rq, etc.

The simulations presented concern SNR and Ω variations for random values of

Θ. DOA values that would raise trivial ambiguities due to array geometry [77] were

deliberately avoided though1. For future applications, these ambiguities can easily

be resolved by e.g. adding a fourth antenna to the geometry. The sphere radius r

is assumed fixed at a quarter wavelength2 to avoid the spatial aliasing discussed in

Section 3.6. Mean Square Error (MSE) values concern 400 DOA estimations each,

based on N “ 100 snapshots.

Figure 5.2 shows the evolution of the MSE of MUSIC-based DOA estimations on

θ and ϕ with respect to SNR, compared with the variations of both CRBs for DOA

Θ “ p0, 60q and array configuration Ω “ p800, 100q. Figure 5.3 shows the evolution

of the MSE and both CRBs with respect to β and η for DOA Θ “ p00, 600q and

a 15 dB SNR. The SNR is fixed to 15 dB as the MUSIC estimator appears to attain

its asymptotic behavior above a threshold SNR of approximately 10 dB (see Figure 5.2).

In addition to validating the CRBs formulation in (5.6), Figure 5.3 already gives

some information on the impact of array configuration onto its optimal performance.

Figure 5.3(a) emphasizes the dependency of θ estimations accuracy on the Oxy array

aperture (related to β). Figure 5.3(b) indicates a drop in performances in ϕ estimation

as M2 approaches the horizontal plane (i.e. for η close to 900). The next section extends

these observations through geometric considerations on the impact of sensors location

on both ρ2 and r2
ξ metrics.

1e.g. a source impinging from Θ “ t00, 450u on an array with configuration Ω “ t900, 900u would

result in the exact same measurements than a source at Θ “ t00,´450u, due to the symmetry with the

plan formed by M1M2M3.
2r “ λ{4 « 8 cm for fGSM around 900 MHz.
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Figure 5.2: Variations of CRBθ,θ, CRBϕ,ϕ, and MSEs of MUSIC estimations on DOA

Θ “ p00, 600q with respect to SNR for a fixed array configuration Ω “ p800, 100q.
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Figure 5.3: Variations of CRBθ,θ, CRBϕ,ϕ, and MSEs of MUSIC estimations on DOA

Θ “ p00, 600q with respect to (a) β (fixed η “ 00) and (b) η (β “ 600). SNR is fixed at

15 dB.
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Figure 5.4: Variation of ρ2 with respect to DOA pθ, ϕq for array configuration Ω “

p800, 450q. The least desirable DOAs are for ρ2=1, i.e for a source in the plane M1M2M3.

5.3.3 Array Geometry Optimization Based on the CRB

The optimization criterion presented in this section consists in minimizing ρ2 and r2
ξ

to reduce CRBξ,ξ in (5.6). The aim is to highlight the role of these metrics in the

variations of CRBξ,ξ with respect to array configuration.

An observation of the variations of ρ2 with respect to array configuration Ω shows

that this metric is related to the orthogonality of the considered source DOA regarding

the array plane. As seen in Figure 5.4, the nulls of p1 ´ ρ2q are located on DOAs

coplanar to M1M2M3, while it approaches 1 for values of Θ orthogonal to M1M2M3.

This result is compliant with the observations on the CRB of the Uniform Linear Array

discussed in Section 4.2.

r2
θ and r2

ϕ are to be considered as cost metrics, binding the considered array con-

figuration to its “would have been configuration for a 1D DOA estimation for θ or

ϕ estimations”. These metrics define the optimal 1D DOA estimation efficiency once

projected on the azimuthal or elevational planes. To be more specific, it is the whole

term ||vξ||
2p1 ´ r2

ξ q that verifies this proposition. The analysis is simpler for ξ “ θ as

the projection on the azimuthal plane is similar to the projection on Oxy while the

elevational plane depends on θ. Figure 5.5 shows the variations of ||vθ||
2p1 ´ r2

θq for

two different configurations Ω “ p900, 200q and p100, 200q, presenting that the array

optimum sensitivity shifts from θ “ 00 to θ “ 900 as β drops from 900 to 00. The
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(a) Ω “ p660, 120q (b) Ω “ p90, 120q

Figure 5.5: Variation of ||vθ||
2p1´r2

θq on a sphere spanning pθ, ϕq for configurations (a)

Ω “ p660, 120q and (b) p90, 120q. The shift in sensitivity occurs when the projection of

tM1,M2,M3u on the azimuthal plane (i.e. on Oxy) forms an equilateral triangle. See

videos in //assets/partI/semiProdTheta/ for dynamic illustration.

(a) Ω “ p660, 120q (b) Ω “ p90, 120q

Figure 5.6: Variation of ||vϕ||
2p1 ´ r2

ϕq on a sphere spanning pθ, ϕq for (a) Ω “

p660, 120q and (b) p90, 120q. The main lobe inversion occurs when the projection of

tM1,M2,M3u on the elevational plane forms an equilateral triangle. See videos in

//assets/partI/semiProdPhi/ for dynamic illustration.
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shift occurs when the projection of tM1,M2,M3u in the azimuthal plane is an equilat-

eral triangle, i.e. when M1M2 ¨Ox “ ||M1M2||cosp
π
6 q. This configuration provides an

isotropic sensitivity on θ estimations, i.e. the yellow/white area in Figure 5.5 circles the

sphere, coplanar to Oxy. Note the drop of ||vθ||
2p1´r2

θq’s maxima as the characteristic

length of the array shifts from approx. half to a quarter wavelength (from approx. 1.6

to 0.4).

The same analysis holds for ξ “ ϕ. As the projection of tM1,M2,M3u on the

elevational plane is less intuitive, Figure 5.6 mimics Figure 5.5 for the term ||vϕ||
2p1´

r2
ϕq. As for θ, the general orientation of the antenna array toward Oyz or Ozx defines

the maxima’s position, partially conditioning ϕ estimation’s accuracy.

These results are in accordance with those of Gazzah [76] and Dogandzic [65], who

observed that the least and most desirable DOAs are perpendicular to each other and

correspond to the antenna array main axes of symmetry, termed “principal axes of

inertia” in [65].

Figures 5.7 and 5.8 show the variations of ||vξ||
2p1 ´ r2

ξ qp1 ´ ρ2q as a function of

pθ, ϕq, combining the effects of the two metrics. Except for the coefficient γM , these

expressions are the inverse of the CRBξ,ξ in (5.6), immediately related to the optimal

accuracy of configuration Ω regarding estimations on DOA Θ. γM has been discarded

from the analysis as it does not depend on DOA.

As ρ2 and r2
ξ reflect the CRBξ,ξ behavior for any array configuration Ω, they can be

used to adapt any spherical array configuration to various search scenarios. For large

distances, the victim’s elevation with respect to antenna array approaches zero, while it

may obviously be positioned anywhere in the horizontal plane. With no a priori knowl-

edge of θ, the most favorable configuration is Ω “ t1200, 900u to provide an isotropic

precision on azimuthal estimations. This configuration is equivalent to a 3-element

Uniform Circular Array (UCA). For building-like environments, Θ is likely to assume

values in the upper or lower front quadrants while the rescuer walks towards a victim

potentially not on the same floor. The minima of 1{CRBθ,θ can be iteratively oriented

towards initially estimated DOAs (downwards or upwards as seen in Figures 5.7a and

b) while maximizing 1{CRBϕ,ϕ values in the related quadrant (Figures 5.8a and b).

The next section completes this theoretical evaluation with simulations based on

WINNER II and IlmProp propagation models. The objective is to assess the perfor-

mance of the helmet-mounted geometry for a fixed Ω configuration when faced with

multi-path propagation, to emphasize (1) the difference between accuracy and robust-

ness and (2) the share of the DOA estimation technique in the general performance of

the DOA estimator.
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(a) Ω “ p870, 510q (b) Ω “ p450, 00q

Figure 5.7: Variation of p1´ρ2q||vθ||
2p1´r2

θq for (a) Ω “ p870, 510q and (b) p450, 00q. The

general array orientation favors θ estimations on larger areas for DOAs orthogonal to

the array plane. See videos in //assets/partI/invCRBTheta/ for dynamic illustration.

(a) Ω “ p870, 510q (b) Ω “ p450, 00q

Figure 5.8: Variation of p1´ ρ2q||vϕ||
2p1´ r2

ϕq for (a) Ω “ p870, 510q and (b) p450, 00q.

The general array orientation favors ϕ estimations on larger areas for DOAs orthogonal

to the array plane. See videos in //assets/partI/invCRBPhi/ for dynamic illustration.
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Figure 5.9: Results of a Monte Carlo simulation on DOA estimations for various

scenarios of the WINNER II model (see Table 4.2). The DOA estimation is based on

MUSIC coupled with a 3-elements UCA array, with each boxplot presenting results for

200 estimations. Black dotted line represents the targeted DOA to estimate, red dots

the means of the estimated DOAs. Histograms illustrate the exact repartition of DOA

estimates. The most erratic behaviors are observed for scenarios A1 and B3 (indoor

office and large indoor hall).

5.4 Evaluation Based on Propagation Models

Let us assume a scenario where the emitter is positioned on the same horizontal plane

as the antenna array. Based on the results of the previous section, the optimal array

configuration for an unknown azimuth is Ω “ p1200, 900q. This geometry is equivalent

to a 3-element UCA and provides an isotropic precision for horizontal DOA estimations.

For the remaining of this section, this geometry is coupled with a MUSIC based DOA

estimation technique.

Figure 5.9 shows the average performance of this DOA estimator for various WIN-

NER II scenarios in noiseless conditions. While it produces acceptable performance in

“outdoor” environments, it is not robust to dense multi-path propagation specific to

indoor environments. Not shown here, the estimator’s accuracy further decreases as

the SNR drops.

An assessment based on the IlmProp raytracing model produces similar results.

Two scenarios have been designed, the first simulating a simple urban environment,

the second a crowded indoor environment. Prior to the assessment, a grid of potential

positions for the receiver (DOA estimator) is defined for both environment, as explained

in Section 4.3.3. The impulse responses (IRs) from emitter to receiver potential posi-

tion on grid nodes are simulated and stored. After defining the initial position of the
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Figure 5.10: Automatic navigation based on DOA estimator output for two propaga-

tion scenarios simulated in IlmProp. The DOA estimation is based on MUSIC coupled

with a 3-elements UCA array. The automated navigation simply consists in moving

the receiver (DOA estimator) to the neighboring grid node that best fits the estimated

DOA. (a) Urban scenario. (b) Indoor environment, each black square is a pillar de-

signed to reflect RF waves, designed to simulate a dense multi-path environment. In

the second scenario, the automated navigation is stuck in a loop due to the impact of

multi-path propagation on MUSIC estimations.

receiver on the grid, the evaluation consists in iteratively moving the receiver to the

neighboring grid node based on its DOA estimation issued from the current node’s IR.

As expected, the DOA estimator easily reaches the emitter as long as the environment

does not present dense multi-path propagation, see Figure 5.10.

Both simulations indicate that the considered DOA estimator becomes erratic in

dense multi-path environments. Arranging the configuration of the array elements as

suggested in the previous sections does not improve these results, even when one uses

the true DOA to optimize antennas’ position. To use the helmet-mounted geometry

of Figure 5.1 in dense multi-path propagation conditions, the only available option

is to work on the DOA estimation technique to improve the robustness of the DOA

estimator.

As presented in Chapter 3, some algorithms exist to make an estimator more ro-

bust to the presence of correlated signals. The most notable are the “forward-backward

averaging” [78] and the “spacial smoothing” [79], two preprocessing schemes that take

advantage of specific properties of the array geometry to differentiate correlated sig-
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nals prior to the estimation. UCA/spherical geometries are not compatible with the

basic versions of these algorithm, as they rely on the centro-hermitian property of

the beamspace array manifold (or equivalently its estimated spatial covariance ma-

trix) [80]. Some studies have adapted forward-backward averaging [52, 53] and spatial

smoothing [54] to UCA geometries to reduce the impact of coherent signals on esti-

mation accuracy. However, these techniques require geometries with a large number

of antenna elements, much more than the three antennas proposed for the currently

considered array.

5.5 Conclusion

This chapter presented a case-study evaluation and optimization of an antenna array

configuration. Designed for DOA estimation during search and rescue applications, the

design proposed consists in mounting a lightweight antenna array on a rescuer’s helmet

to optimize RF reception quality.

An intuitive formulation of the FIM specific to spherical geometries was proposed,

from which were extracted the CRBs related to azimuth and elevation estimations.

The CRBs were decomposed into metrics, used to understand the impact of antennas

positioning on DOA estimations accuracy. This approach allowed for the optimization

of antenna positioning through basic geometrical considerations, adapting the array

configuration to specific DOA estimation scenarios.

The antenna array was coupled with a MUSIC estimation technique to assess its

performance in realistic propagation conditions. Simulations were conducted in WIN-

NER II and IlmProp, two different propagation models introduced in Chapter 4. While

the considered DOA estimator produced acceptable results in outdoor environments, it

lacked robustness when faced with typical indoor multi-path propagation. Its improve-

ment would require the implementation of more advanced DOA estimation techniques,

limited by the geometry and the number of antennas of the considered array. The mod-

ification of the array itself is eventually limited by the targeted lightweight application.

5.6 Appendix: Derivation of the FIM

This appendix presents an exhaustive demonstration of the FIM formulation of (5.3)

used to establish CRBξ,ξ scalar expressions in (5.6).

According to the hypothesis stated in Section 5.2, the probability density functions

(pdf) fx of received snapshots xrts along the N measurements are independent. Their

joint pdf thus takes the form
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N
ź

t“1

fxpxrts|Θ, σ2
s , σ

2
nq “

1

πMN

1

|Rx|
N
expp´

N
ÿ

t“1

xHrtsR´1
x xrtsq (5.7)

where the assumptions made on srts and nrts imply, using the steering vector simplified

notation a “ aΩpΘq:

Rx “ σ2
saaH ` σ2

nIN (5.8)

Rx being the spatial covariance matrix of vector x. Since the exponential term in (5.7)

is a scalar, we can use the circular permutation invariance of the trace operator to

reveal the covariance estimation matrix R̂x:

N
ÿ

t“1

xHrtsR´1
x xrts “ trp

N
ÿ

t“1

xrtsxHrtsR´1
x q

“ trpN R̂x R´1
x q (5.9)

where

R̂x “
1

N

N
ÿ

t“1

xrtsxrtsH with E
!

R̂x

)

“ Rx

The basic formulation of the log-likelihood function is then obtained by replacing (5.9)

in (5.7) and taking its natural logarithm

Λ “ ´MN logpπq ´N log |Rx| ´NtrpR´1
x R̂xq (5.10)

Λ thus needs to be shaped for derivation regarding Θ. Using (5.8) to replace |Rx|

|Rx| “ |σ
2
saaH ` σ2

nIM | “ σ2pM´1q
n pσ2

saaH ` σ2
nq

“ σ2M
n pαM ` 1q1 (5.11)

where α “ σ2
s{σ

2
n. The right hand term of (5.10) can also be simplified by applying the

Woodbury inversion formula on R´1
x

trpR´1
x R̂xq “

1

σ2
n

trprαaaH ` IM s
´1R̂xq

“
1

σ2
n

trprIM ´
αaaH

1` αM
s R̂xq1 (5.12)

Injecting both (5.11) and (5.12) in (5.10), the log-likelihood becomes
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Λ “ ´MNplogpπq ` logpσ2
nqq ´

N

σ2
n

trpR̂xq

´N logp1` αNq `
N

σ2
n

α

p1` αMq
aHR̂xa

(5.13)

Since the considered derivation concerns Θ dependent elements, only the last term of

(5.13) is of interest. For the sake of clarity, derivatives such as δξpaq and δ2
ξ,ζpa

Hq will

thereafter be denoted as δξa and δ2
ξ,ζa

H , the derivative affecting its adjacent term only.

The first derivative of (5.13) with respect to ξ P tθ, ϕu is then

δξΛ “
N

σ2
n

α

p1` αMq
pδξa

HR̂xa` aHR̂xδξaq

the second derivative related to ζ P tθ, ϕu naturally reveals cross conjugated terms,

hereafter gathered in <t¨u

δ2
ξ,ζΛ “ 2

N

σ2
n

α

p1` αMq
p<tδ2

ξ,ζa
HR̂xau ` <tδξaHR̂xδζauq (5.14)

According to the FIM definition stated in Section 5.3.1, we need to evaluate the negative

expectation of the second order derivative log-likelihood. Replacing the estimate R̂x

by its true value Rx in (5.14) gives

E
 

´δ2
ξ,ζΛ

(

“ ´2
N

σ2
n

α

p1` αMq
p<tδ2

ξ,ζa
HRxau ` <tδξaHRxδζauq

which once developed using Rx expression in (5.8) gives

E
 

´δ2
ξ,ζΛ

(

“ ´
2αN

p1` αMq

“

p1` αMq<tδ2
ξ,ζa

Hau ` <tδξaHδζau ` α<tδξaHaaHδζau
‰

(5.15)

Let us then develop the differential terms δξa
H and δ2

ξ,ζa
H , introducing the notations

a “

¨

˚

˚

˚

˚

˝

ej
2πr
λ
u1

ej
2πr
λ
u2

...

ej
2πr
λ
uM

˛

‹

‹

‹

‹

‚

and U “

¨

˚

˚

˚

˝

u1 0 . . . 0

0 u2 . . . 0
...

...
. . .

...

0 0 . . . uM

˛

‹

‹

‹

‚

resulting in the first and second order derivatives:

δξa
H “ ´j

2πr

λ
aHδξU

δ2
ξ,ζa

H “ ´j
2πr

λ
aHδ2

ξ,ζU´ p
2πr

λ
q2aHδξUδζU
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used to develop (5.15) into

´ E
 

δ2
ξ,ζΛ

(

“
γM
M
paHaaHδζUδξUa´ aHδζUaaHδξUaq (5.16)

with

γM “ 2αT
1

`

1` 1
αM

˘

ˆ

2πr

λ

˙2

It is noted here that E
!

δ2
ξ,ζΛ

)

“ E
!

δ2
ζ,ξΛ

)

since U is diagonal with real coefficients

and aaH is a hermitian matrix. By noticing the weighted scalar product in (5.16):

paHaaHδζUδξUa´ aHδζUaaHδξUaq “ aHapvHζ ΠKavξq

“Mxvξ,vζyKa

where ΠKa is the orthonormal projector on the noise space defined in the MUSIC

subspace decomposition

ΠKa “ IM ´ ããH with ã “
a

?
aHa

the right-hand term in (5.16) becomes

´ E
 

δ2
ξ,ζΛ

(

“ γMxvξ,vζyKa (5.17)

which proves the proposed FIM in (5.3):

F pΘq “ γM

ˆ

xvθ,vθyKa xvθ,vϕyKa

xvϕ,vθyKa xvϕ,vϕyKa

˙

or its equivalent vectorial form that highlights the MUSIC noise space projection

F pΘq “ γM

˜

vHθ
vHϕ

¸

ΠKa

`

vθ vϕ
˘

Hence, a simple inversion of F pΘq reveals the determinant

p1´ ρ2q “ xvθ,vθyKaxvϕ,vϕyKa ´ xvθ,vϕyKaxvϕ,vθyKa

and leads to the CRB matrix, which holds both CRBξ,ξ introduced in (5.6) in its upper

left and bottom right diagonal terms

F pΘq´1 “
1

γM

1

p1´ ρ2q

˜

xvθ,vθy
´1
Ka ´ ρ2xvθ,vϕy

´1
Ka

´ρ2xvϕ,vθy
´1
Ka xvϕ,vϕy

´1
Ka

¸
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where xvξ,vξyKa “ vHξ pIM ´ ããHqvξ “ ||vξ||p1´ r
2
ξ q for ξ P tθ, ϕu.



Chapter 6

Conclusion on DOA Estimation

Part I of this manuscript has outlined the fundamentals of Direction Of Arrival (DOA)

estimation: the main estimation techniques, the rules behind the design of an antenna

array, and how to evaluate the performance of a DOA estimator. The case-study

presented in Chapter 5 employed the techniques presented in Chapter 3 to design a

lightweight DOA estimator for search and rescue applications. The tools introduced

in Chapter 4 were employed to optimize its geometry and assess its performance in

various propagation scenarios.

The optimization criterion was based on the Cramer-Rao Bounds associated to the

antenna array, modifying the array geometry to concentrate the array’s precision with

respect to specific DOAs. Despite this optimization, the DOA estimator obtained by

coupling the antenna array to the high-resolution MUSIC estimation technique ex-

hibited a poor degree of robustness regarding DOA estimation in dense multi-path

environments. The case-study concluded that there was a need for advanced high-

resolution techniques (other than MUSIC) or classical smoothing methods [78, 79] to

improve the robustness of the estimation regarding multi-path propagation, however

their use was limited by the reduced number of antennas in the considered array.

The limitation imposed by the number of antennas in the array on DOA estimation

techniques is a known issue in the design of portable DOA estimators [81]. The use of

classical signal processing techniques to improve the robustness of the DOA estimator

to multi-path propagation generally requires arrays composed of a minimum of eight to

twelve antennas [55]. As discussed in Chapter 3, the number of antennas more or less

defines the final size of the array. Both spatial diversity and aliasing must be considered

in order to optimize the contribution of each antenna in the DOA estimation, which

often results in inter-element spacing values close to half the wavelength of the received

signal. For DOA estimation of GSM signals where λ{2 « 16 cm, an array with more

than four or five antennas is likely to hinder rescuer’s movements during their search

because of its size1.

Recent studies have reported promising results for DOA estimation on correlated

signals based on low-profile arrays. The work reported in [82] showed that a 36-elements

1for GSM-900 frequencies, see Chapter 2
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spherical design of radius λ{3 coupled with a modified version of the ESPRIT algorithm

could produce robust and accurate estimations when faced with multi-path propaga-

tion. The most accomplished DF design published to date regarding search and rescue

operation is perhaps the 50ˆ50 cm2 5-element T-shaped array proposed in [81]. Com-

bined with a DOA estimation technique based on an improved form of MUSIC [17],

this design proved to be robust to multi-path propagation conditions and allowed users

to find victims distributed throughout a 100 ˆ 100 m2 area in a few minutes with a

resolution of 2 to 5 meters.

These studies suggest that it is possible to design a reasonably low-profile DOA

estimator for search and rescue operations, while further research would be required

to produce robust estimations with a helmet or hand sized array, compact enough to

be effortlessly carried along during GSM-based search and rescue operations. The re-

minder of this thesis will assume that such a DOA estimator can be implemented to

investigate the impact of a sonification on the performance of the final Direction Finder

(DF) as a navigation aid. As discussed in Chapter 1, the objective of this research is

to design a DF whose performance relies as much on user’s listening abilities as on

raw computer-based DOA estimation efficiency. For that purpose, Parts II and III

will not only consider DF designs based on automated DOA estimation but will also

consider the sonification and prototyping of simpler DF designs, e.g. involving manual

DOA estimations based on the signal received by a unique a directional antenna, where

they to prove to be more efficient than complex DOA estimators when coupled with

an intuitive sonification paradigm.

If one was to focus on the optimization of the DOA estimator design suggested

in Chapter 5, future work would first involve the adaptation of the DOA estimation

technique proposed in [81] to the suggested helmet-mounted array geometry. After per-

formance validation in realistic propagation conditions, the impact of the helmet/head

on radio frequency propagation would have to be assessed as the non-isotropic differ-

ence in propagation path between antennas is likely to alter the behavior of the DOA

estimator. Finally, the impact of slight differences between modeled and real array

geometries regarding the accuracy of DOA estimation would have to be assessed, given

the demanding and hazardous conditions of the targeted application2.

2see Section 3.4.



Part II

Sonification

The work presented here concerns research carried out related to sonification of

information issued from the direction finder. An overview of the related research field is

provided along with an introduction to the essential notions and techniques employed in

sonification. Various sonification paradigms are introduced and discussed as potential

direction finder output, from simple received signal strength to estimated direction of

arrival. The last chapter in this part presents a study on reducing the impact of noise

in real-time data exploration based on psychoacoustics applied to parameter mapping

sonification.
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Some would evoke survival mechanisms, other would describe its relationship to

emotions or its impact on personal development, the fact is that humans continuously

use sound to gather information on their surroundings. From there, its only natural to

assume that sound has a role to play in modern interfaces to convey information.

This chapter presents an overview of the different techniques and problematics

related to the display of information through auditory streams, a process referred to

as sonification. Section 7.1 presents fundamental notions of sound perception and

introduces the most common sonification techniques. Section 7.2 contains a literature

review, focused on research and applications similar to the task of the current project.

As the objective is to design an audio direction finder, which can roughly be described

as “an electromagnetic probe with an audio interface”, said task can be reduced to

the interactive sonification of a real-time stream of data. For a more exhaustive

survey on sound perception, sonification, and psychoacoustics, see [21, 83–86]. The

review proposed in [87] provides a solid introduction on the design and evaluation of

auditory interfaces.
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7.1 Fundamentals of Sonification

Several basic features of auditory perception suggest that sound can be effective at

representing data, e.g. compared to vision [83]. Visualization is often taken as a refer-

ence to weight the pros and cons of sonification, as it is the most commonly employed

modality for displaying information.

First of all, the perception of a sound does not require one to face its source, nor

does the evaluation of its position in space. Human hearing is also well suited to spot

subtle changes in complex repeated sound patterns or to simultaneously monitor and

process multiple auditory streams [88]. The use of sound in surgical blocks is often

taken as a case study for sonification designs, as it requires a constant evaluation of

patient conditions from various machines while focusing on the operating table [89,90].

Sonification design concerns the encoding or “mapping” of information onto sound,

keeping these features in mind to make the most of our listening capabilities.

7.1.1 Sound Parameters

Much like color, shape, or placement in visual displays, sound designers will basically

work with the following sound parameters:

Pitch

Pitch is the perceptual equivalent of frequency, generally related to the relative position

of a tone on a musical scale. Where frequency is an objective, scientific concept, pitch

is a subjective psychoacoustic attribute of sound. As such, the perceived pitch of a

sound depends on its intensity, duration, and on other interfering sounds [91,92].

Pitch is sometimes expressed in “mel”, referring to a perceptual scale proposed by

Stevens et al. in [93]. To create this scale, a reference point between Hertz and mels

was arbitrarily defined by assigning a perceptual pitch of 1000 mels to a 1 kHz pure and

continuous tone at 40 dB SPL1 above the listener’s hearing threshold. An experiment

was then designed where listeners had to listen to that reference tone and increase

(or decrease) its frequency until they felt the pitch was twice as high (or as low) as

the original sound. The resulting mel scale is illustrated in Figure 7.1a. Sonification

designers often prefer pitch over frequency as it takes into account listeners’ perception.

Loudness

Loudness is the perceptual equivalent of sound intensity (i.e. sound pressure level). The

perceived loudness depends on pitch, sound duration, predictability, and fatigue [84].

Stevens et al. [94] followed the exact same methodology than for pitch to define a

1Sound Pressure Level (SPL) is a unit related to the intensity of a sound, measured in dB, defined

as 20 log10pprms{p0q, where prms is the root mean square sound pressure, expressed in Pa and p0 is the

reference sound pressure, generally defined as 20 µPa in air.
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Figure 7.1: (a) mel as a function of frequency after the expression proposed in [95]:

fmelpfreqq “ 2595 log10p1 ` freq{700q. The reference between both units is 1000 mels

= 1 kHz. The values of notes Ai are indicated for reference, e.g. A4 at 440 Hz. (b)

sone as a function of sound pressure level after the approximation proposed in [84]:

fsonepLN q “ 2
LN´40

10 where LN is expressed in “phons”. This approximation holds for

LN ą 40 dB SPL. By definition, the number of phon of a sound is the SPL in dB of

a pure 1 kHz tone that sounds just as loud, see (c). The reference between both units

is arbitrarily defined as 1 sone = 40 dB SPL. (c) Perceived loudness as a function of

frequency after ISO 226 [96]. These “equal-loudness contours” allow the mapping of

the SPL of a pure tone to its perceived loudness regardless of its frequency.

perceptual scale for perceived amplitude based on the “sone”: a loudness of 1 sone was

defined as the perceived intensity of a 1 kHz continuous pure tone at 40 dB SPL. As

with pitch, loudness is preferred over amplitude in sonification design for its subjective

aspect.

Tempo and Rhythm

Both notions refer to the temporal variations of a sound. Tempo represents the period

of a sound event, generally expressed in “bpm” (beats per minute). Rhythm on the

other hand defines the perceived temporal organization of a sound pattern, a subjective

notion which eventually leads to complex considerations on affect and grouping [97,98].

Timbre

Timbre is related to the physical notions of frequency spectrum and temporal envelope
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Figure 7.2: Illustration of the spatial cues induced by the difference in propagation

path between left and right ears. For the sake of illustration, only the azimuth θ of the

sound source is considered.

[99]. Often associated with subjective terms such as “coloration” or “warmth”, timbre

concerns all the things that make two instruments sound different while playing the

same note at equal intensity.

Spatial Location

The mechanisms involved in the perception of auditory events in space have been

the subject of many studies concerning both the analysis and reproduction of what

is referred to as spatial hearing [21, 100]. Our ability to localize sounds in space is

understood to be issued from a learning process involving the analysis of auditory cues

based on the feedback from other modalities (e.g. visual or haptic) [101, 102]. As

illustrated in Figure 7.2, a sound coming from a given location propagates through dif-

ferent paths before reaching the left and right eardrums. This difference in propagation

path induces an Interaural Time Difference (ITD) along with some frequency selective

shadowing or resonance due to propagation medium, head, shoulders, pinna, etc. This

location-specific or “spatial” frequency filtering is generally described through a set of

filters called the Head-Related Transfer Function (HRTF) [21,103]. Specific to left and

right ears of each individual, an HRTF contains the spatial filtering information for

any source point (usually distributed on a sphere) to the ear canal. Before the impact

of this frequency-selective filtering on spatial hearing was understood, only the average

difference of sound pressure level between left and right ears was considered, defined

as the Interaural Level Difference (ILD). Compared to the ITD that varies only as a

function of the azimuth and elevation of a sound source, the ILD and the HRTF also

depends on the distance between the source and the listener, as the difference in SPL

between the two ears varies with the distance already travelled by the acoustic wave in

the propagation medium.

Studies have shown that humans selectively use HRTF and ITD related cues to localize

sound sources depending on their frequency components [21]. For frequencies below
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about 1 kHz, localization is based on ITD and does not yield good results for elevation

estimations. Sources composed of frequency higher than 3 kHz are usually localized

much more precisely, based on HRTF related cues induced by the frequency filtering of

the head and pinnae. These two different localization mechanisms can be explained by

considering the difference in sound wavelength compared to ITD and HRTF “character-

istic length” [104]. The best localization results are usually obtained for sound sources

that present a broad spectrum and a short attack time, typically repeated bursts of

white noise. For sources with similar frequency and time parameters, sounds which

the listeners are used to hearing (e.g. human voice) will generally be more accurately

localized.

The concepts of HRTF and ITD are mainly employed for the reproduction of spatial

hearing via headphones, technique known as binaural synthesis. The main issues of

this technique are related to the inconsistencies between the production model and the

reality that weaken the perception of spatial sound:

Ù Non-individual HRTF: because the brain is adapted to a specific listener’s morphol-

ogy (shoulders, head, pinnae, etc.) the use of non-individual HRTFs provokes sound

internalization, front-back confusions, and confused elevation sensations [105,106].

Ù Non-tracked head movements: the brain is used to processing sound localization in

the presence of brief head movements. If the HRTFs are not accordingly updated

the object will be perceived as attached to listener’s head or internalized (felt in

between left and right ear) [107].

Ù Room acoustics: to reduce computation cost, binaural synthesis often ignores the

simulation of sound propagation in real environments (never mind the listener’s

actual environment). As the brain learnt to identify the spectrum coloration related

to different environment configurations (early reflections, diffusion, etc.), sounds

issued from synthesis that does not take into account room acoustics will often be

perceived as flat or inconsistent [107].

Ù No cross-modal feedback: ultimately, the absence of any visual or haptic source

will prevent the last step of the localization process, known as the “ventriloquism”

or “visual capture” effect [108], when subjects associate the origin of a sound to a

visual object. Studies on cross-modal localization indicated that visual information

were prone to over-ride auditory cues, e.g. through experiments where participants

had to localize a sound source while presented with a visual distractor [108]. The

study presented in [109] particularly emphasizes the dependence of auditory local-

ization on constant feedback from non-auditory cues, observing a surprising ability

of participants to adjust their auditory perception to new HRTF after 10 to 60 days

of chronic exposure.
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7.1.2 Sonification Techniques

The choice of a sonification technique mainly depends on the available data and the

nature of the information to convey. From simple event notification to complex data

stream analysis, researchers in the field of auditory display have developed the following

techniques to address various application scenarios:

Notification Sounds (Earcons, Auditory Icons and Spearcons)

These sonifications are usually designed as short sounds to inform the user about a

system state. From message notifications to folders creation [110], earcons and auditory

icons are the sounds one grows so familiar with through day to day interactions with

Human Computer Interfaces (HCIs).

Introduced by Blattner in 1989 [111], earcons are defined as “a brief succession of

pitches arranged to produce a rhythmic and tonal pattern sufficiently distinct to function

as an individual recognizable entity”. The concept itself is not new though, as it was

already used in e.g. Morse code during 19th century where the repetition pattern of a

single pitched tone was used to encode a character sequence.

Auditory icons resemble earcons yet they imply a natural affordance between the

sound and the event, such as the crumpling of a piece of paper to represent the suppres-

sion of a document from a computer [112]. As auditory icons are based on meaningful

non-speech sounds, they typically require a shorter learning process when compared to

earcons [113].

Finally, the term spearcon [114] refers to short sounds based on speed up speech.

Their more successful application is probably the design of interfaces for visually im-

paired users [113]. Spearcons involve almost no learning process (but learning the

related language and the ability to hear “quickly”) for a nearly infinite description

diversity.

Data Sonification (Audification, PMSon and MBSon)

Audification, Parameter Mapping Sonification (PMSon) and Model-Based Sonification

(MBSon) are sonification techniques used for data exploration and monitoring.

Audification consists in a “direct translation of a data waveform into sound” [115].

Its applications range from EEG2 sonification [116] to “Auditory Seismology”, where

seismograms are audified by accelerating their playback speed to shift their frequency in

the human audio range [117]. Audification seldom involves any preprocessing other than

time or frequency shift, dilatation, and filtering, relying entirely on the strengths of the

auditory system to explore and analyze the data. This sonification technique is partic-

ularly efficient for identifying irregularities in large datasets with periodic components,

2Electro-Encephalogram: recording of electrical activity along the scalp.
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replacing a tedious visual search by a mere listening of soundscape singularities [118].

PMSon consists in the mapping of data values onto sound parameters (e.g. pitch,

tempo, spatial position, etc.). Modern cars parking aids (proximity sensors’ sonifica-

tion), Wall-E’s charge control system or Apple’s laptops volume control feedback are

all basic illustrations of system’s state monitoring through PMSon. PMSons of parking

aids usually map the output of proximity sensors distributed on the car’s bumpers to

the repetition period of a single tone, going faster as the car draws near an obstacle.

The successive tones eventually merge into a continuous tone when the car-to-obstacle

distance goes bellow a given threshold, as a warning against the imminent collision.

Apple’s laptops3 produce a short tone when one presses the +/- volume control but-

tons, whose loudness illustrates newly defined volume level.

A given PMSon efficiency mainly relies on three design choices: mapping dimension,

polarity, and scale [119]. The mapping dimension defines the sound parameter to which

data values are mapped. The polarity indicates if data and sound parameter variations

are proportional (positive polarity) or inversely proportional (negative polarity). The

scaling defines the transformation between data and sound parameter spaces, e.g. tem-

peratures in [00C, 400C] mapped to a pitch in [100 Hz, 200 Hz] or [100 Hz, 400 Hz].

Listener’s interpretation of the data will depend on these design choices [120], and so

will the length of the learning process required to fully take advantage of the sonifica-

tion.

The conception of a PMSon starts with a careful examination of the quantity, dimen-

sion, and range of the data to be sonified, along with a clear definition of the nature

and requirement of the monitoring task (e.g. background surveillance, focused analysis,

etc.). As for any sonification technique, the sound parameters employed, their range,

and dynamic variation have to use the capabilities of the of the auditory system, while

respecting its psychophysical limits [121].

The concept of MBSon has been introduced by Hermann et al. in [122] and further

developed in [123] as an alternative to PMSon for high-dimensional data exploration.

Where audification is inherently limited to specific scenarios, PMSon is a rich and

versatile technique which however presents some limitations regarding the scalability

and inconsistency of its application [122]. MBSon implies to directly explore data

through interactions with a “sound-capable system”, whose parameters (size, density,

structure, etc.) are defined by said data [124]. Much like knocking on a wall to locate

hollow cavities or monitoring the level of water poured in a container by listening

to pitch variations, MBSon design is closely related to the way humans monitor and

interact with their environment through sound.

The strength of MBSon is the combination of numerous potential modes of interaction

(hit, rub, scratch, etc.) [125] with the capacities of the auditory system to detect subtle

3Other laptops obviously implement similar PMSons, Apple’s are just more representative.
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variations in complex sound patterns [126, 127]. As MBSon’s full potential lies within

high-dimensional datasets sonification, typical applications will usually involve a certain

degree of training along with sharp listening skills.

Most sonification designs will employ several sonification techniques, alternatively ap-

plied according to the nature and complexity of the information to convey. Merging

techniques to present several layers of information through a unique auditory object

can also be applied to lighten an auditory scene without reducing its meaning [128].

7.1.3 Evaluation of Auditory Displays

The definition of an auditory display adopted here is similar to the one proposed in [129],

i.e. a system that uses sound to present users with information related to a set of data,

and potentially provides interaction paradigms that allow to refine their understanding

of these information, as illustrated in Figure 7.3.

Figure 7.3: Adopted definition of an auditory display, after [129].

As for any HCI, the performance and aesthetics evaluation of an auditory display

involves perceptual tests. As for any HCI evaluation, the main issue when designing

these tests is to strike a proper balance between controlled laboratory experiments and

real-life conditions [130,131]. A common practice is to break down the HCI into smaller

components (e.g. feature or task-wise) to reduce the impact of inter-factors relationships

during the evaluation. Added to the control of the environment, stimuli and subject

population, this partitioning allows one to produce meaningful and reproducible results

that can be compared with other studies. The evaluation detailed in Chapter 9 provides

a typical illustration of such a partitioning, defining a task abstraction to focus the

evaluation on a specific perceptual issue.

As yet, nothing guarantees that these results will reflect the behavior of the whole

auditory display. Conclusions issued from the listening of a twenty minute sonification

over a fixed set of data in a quiet environment will not necessarily apply to its daily

use e.g. by stockbrockers in a floor trader [132]. The design of an auditory display

should be based on a constant back and forth between laboratory and nominal condi-

tions involving both average and targeted populations. It is also advised to conduct

evaluations on both trained experts and complete neophytes. The latter will provide

an insight on system accessibility while experts will be able to assess the full potential
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of a complex sonification design.

Finally, it is advised to complete any quantitative evaluation with some qualitative

assessment. As pointed out by Edworthy in [133], performance outcomes and sound

aesthetics are independent. The evaluation of an auditory display based on only quan-

titative tools could lead to efficient yet distressing or debilitating designs. This is a

frequent issue in the design of navigation aids for the visually impaired, where the ac-

ceptability of a new system is commonly limited by aesthetics [134]. The more the HCI

implies regular, recurrent, or prolonged use, the more the designer has to pay attention

to sound and interaction aesthetics.

7.2 Literature Review: Interactive Sonification of Real-

Time Data Streams

Designers obviously did not wait for the explicit definition of sonification to propose

systems and interfaces based on sonic feedback. Engineers actually invented some of

the most famous sound-based applications such as the Geiger counter or the SONAR

(SOund NAvigation and Ranging) more than half a century before the term “sonifica-

tion” appeared in the scientific literature4.

International research efforts and coordination on auditory display and sonification

design started with the creation of the International Community for Auditory Display

(ICAD) in 1992. Initially, sonification was perceived “like a solution in search of a

problem” [135] as it did not seem to confer any specific advantage over visualization in

HCI design. It gradually progressed to the status of a research field in itself thanks to

successful applications in interfaces for the visually impaired [136] or for parallel task

monitoring where visual attention was already focused elsewhere [137,138].

The notion of interaction, in its most simplest form being an action inducing a

reaction, can be considered as a fundamental element of the most early sonification

applications, as the whole function of a loud repeating sonic alarm is to incite the

user to stop it. The term “interactive sonification” refers however to a user interaction

that aims at refining the presented information, much like steering a Geiger counter

to locate the source of a radioactive emission. During the first Interactive Sonification

(ISon) workshop in 2004, Hermann and Hunt [139] defined interactive sonification as

“the discipline of data exploration by interactively manipulating the data’s transforma-

tion into sound”. The assumed relationship between interactive sonification and data

exploration is emphasized reading through the ISon proceedings5 of this last decade.

Data sonification provides endless case studies for interactive sonification [140], where

4The term sonification was previously used in chemistry to define the application of sound energy

to agitate, deagglomerate, dissolve, etc. particles in a solution, now replaced by “sonication”.
5http://interactive-sonification.org

http://interactive-sonification.org
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the mere exploration of a 1D dataset requires to provide users with an interface to

control their evolution in the data stream or topology [141].

As interactive sonification progressively proved its worth through simple data explo-

ration applications [142–144], an ongoing necessity for interfaces to display larger and

more complex datasets spurred some investigations on more efficient interaction and

sonification paradigms. The three major research trends that emerged to meet these

requirements were (1) to propose sonification strategies that increased the amount of

information one could simultaneously process through sound, (2) to develop intuitive

means of interacting with the data to allow the users to refine their exploration and, (3)

to implement techniques reducing data dimensions with a minimum loss of significant

information.

(1) Several studies have previously focused on the throughput of information that

could be conveyed in a sound environment, partly related to the work of Bregman on

auditory scene analysis in the 1980s, described as “the process by which the auditory

system separates the individual sounds in natural-world situations” [145]. Most of these

studies were based on PMSon designs where multiple variables were presented through

independent auditory streams. The attribution of different pitches, timbres, or spatial

positions to each auditory stream proved relatively efficient to produce perceptively

“orthogonal” displays [146, 147]. One of the famous research topics related to stream

segregation was the so called cocktail party effect, where focusing on a specific voice

[148, 149] or audio stream [150] from a given subset got simpler as the sounds came

from separated directions or presented significant timbral or tonal differences (e.g. the

ability to focus on a specific instrument in an orchestra). Some studies on the other

hand successfully increased this information throughput by mapping multiple variables

onto different parameters of a single auditory stream [151,152]. In [153], Schuett et al.

for example reported the efficiency of different sound parameter mappings on listener’s

capacity to segregate parallel trends in weather reports.

While it is perfectly possible to map ten or more data streams to a single auditory

scene by carefully designing perceptual orthogonality between sounds and amongst

sound parameters, listeners will generally have a hard time to monitor more than one

or two data streams simultaneously [89]. Compared to musical composition in general,

the sound patterns issued from most sonification mappings are seldom designed to be

perceived as a whole. As they will not correspond to any familiar composition scheme,

listeners’ attention can hardly focus on anything higher than individual sound events,

nor will they be able easily recall melodic lines via short-term memory afterwards [154].

(2) Regarding the development of interactions in auditory displays, the exploration of

data through auditory graphs appeared at first as a perfect application to design and

test new paradigms. Basic interaction features such as pan, zoom, viewpoints selection,
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etc. were already well defined for visual displays. Their adaptation to auditory graphs

represented a primary basis to ascertain the usability of interactive sonification for

concrete data exploration applications [155,156]. Researchers were however confronted

and have been focused since on issues related to the evolution through the data stream

more than on the interaction itself, and the call from Flowers [157] and Stockman et

al. [158] for “auditory viewpoints” control through natural interfaces in auditory graphs

remains yet to be answered.

Most design issues in auditory graph exploration were related to the fact that the

ear does not possess the eye’s ability to ignore everything but the object or region it

is focused on. “Focused hearing” was achieved by sonifying only a part of the graph,

windowing the data to avoid overcrowded and confusing auditory scenes. Interaction

paradigms developed for auditory graphs were essentially dedicated to the positioning

of this window or to the control of its automatic panning speed through the dataset.

Efficient designs generally involved tactile [159] or haptic [160] interfaces were users

would define their auditory viewpoint in the graph by selecting a coordinate in the

cartesian space of the interface, usually mirroring all or part of the data distribution.

This mirroring of the data distribution/topology by the control interface was pro-

gressively democratized in interactive sonification design. Most common applications

concerned maps or navigation aids designed for visually impaired individuals, where

some sensorial substitution apparatus would reproduce the data topology, most of the

time involving spatial hearing [161,162]. As for auditory graphs, the objects taken into

account by the sonic restitution were usually narrowed to a user-defined region, e.g. by

aiming the apparatus towards a specific region of the exploration space [162–165].

In parallel of these investigations on auditory graph interactions, researchers ini-

tiated reflections on the design of sonic feedback to inform users on their interaction

context. Several studies assessed the benefits of sound-based labels, ticks, or references;

added to the main data sonification to provide contextual information during the ex-

ploration [166, 167]. Generally based on earcons, auditory icons, or spearcons, these

contextual information proved essential to assist and comfort users through their in-

teractions [168], from the simplest “button pressed” acknowledgment to more complex

“current position” or “current zoom/gain level” sonifications.

The notion of interactive sonification took on a whole new dimension with the in-

troduction of Model Based Sonification in 1999 (see Section 7.1.2). MBSon is based

on the simple observation that humans are used to gathering information on everyday

objects by simply listening to the sound they make when subjected to specific inter-

actions [169] (e.g. tap on a fruit to assess its ripeness). The richness of this technique

came from the multiple combination of interaction-producing-audio-event feedback one

could design [122,125], the interface presenting different sound-based information when

squeezed, scraped, hit, etc. Barrass latter introduced the concept of Acoustic Sonifi-

cation (ASon) [170], an approach similar to MBSon yet based on the creation of real
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objects whose shape, structure, etc. are defined by the set of data to explore. He latter

illustrated the ASon concept at ICAD 2014 with the “hypertension singing bowl” [171],

a 3D-printed steel bowl which structure reflected a year of blood pressure recordings,

that produced sounds when rubbed or hit with a timbre specific to the subject’s health

status.

One of the telling illustration of the immense potential of both MBSon and ASon

techniques, while not exactly MBSon nor ASon in itself, is probably the ability with

which visually impaired individuals use echolocation to gather information on their

environment [127]. By carefully shaping their interaction (click sound produced with

the mouth) in terms of loudness, frequency, direction, directivity, etc. they manage

to selectively probe nearby objects, surrounding buildings, or distant landscapes with

startling efficiency [172,173].

(3) Reducing the data dimensionality prior to their display has long been a common

practice in visual HCI, i.e. not specific to sonification design. The main issue of such fac-

torization has always been to strike a proper balance between presented high level data

simplicity and original raw data integrity [124]. Researchers addressing the sonification

of EEG signals often faced this issue, usually dealing with complex and massive amounts

of signals. Based on end user requirements, their first choice in the sonification design

is to select the nature of the displayed information, from raw measured EEG signals to

high level preprocessed parameters, e.g. related to specific brain states [174–176].

The particularity of data reduction for auditory display is that the considered ap-

plication or concept has generally already been developed as a visual display. Hence,

conventional reduction tools and process are somehow associated with these applica-

tions, already acknowledged by years of applications in the visual domain. Sonification

designers have to question whether or not these conventions suit auditory display,

i.e. whether or not audio would benefit from rawer or higher level data presentation.

For example, the analysis of statistical values admittedly handled through boxplots

or correlation values comparison in the visual domain can be sonified as such [177] or

redesigned for audio-based analysis [178].

Regarding the application considered in this manuscript, the real-time constraint

will eventually limit any intense or non-causal pre-processing scheme and factorization,

often limited in such context [132,179,180]. As the foreseen audio direction finder shares

many of the attributes of navigation aids, the data topology mirroring evoked earlier

will be of use, as will the sonification of contextual information and the techniques to

design orthogonal sonification mappings. Real-time data acquisition will potentially

raise issues related to unknown data ranges, limiting the straightforward application of

the recommendations in [158, 181] on “Identification of absolute values” by providing

listeners with references and consistent sonification mappings (i.e. always the same value
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of a sound parameter for a given value of the data). As will be discussed in Chapter 9,

the application context also involves data instabilities related to signal measurement

noise. Not often addressed in the sonification literature, data noise or jerk reduction

is usually achieved through straightforward filtering [182] when not actually used to

improve user’s awareness of a given system’s sate [183].

7.3 A Word on the Design of Interactive Sonification

This section succinctly exposes some considerations regarding the design of an interac-

tive sonification aimed at data exploration.

Ù Define end-users/application requirements. If they do exist, identify the perfor-

mance, flaws, pros and cons of peer systems. As for any HCI, the design of an

auditory display requires a plain understanding of the targeted application context,

the information to convey, and the interactions required.

Ù Question the level of information (resp. data factorization) conventionally displayed

(resp. applied) in peers systems. Is it optimum (too much, not enough) regarding

audio-based exploration?

Ù Carefully select the software(s) used for sonification prototyping. The selected

framework should allow the use of different sound design techniques (concatena-

tion, parametric synthesis, etc.). Sound design is time consuming, do not hesitate

to discard sound aesthetics prior to the validation of design functionality.

Ù Select and merge sonification techniques according to the nature and complexity

of the information to convey. Do not hesitate to use redundancy to highlight es-

sential information (e.g. two sound parameters to encode a single information),

employing“integral” subsets of sound parameters [184]. Make sure that the sound

hierarchy in the final auditory scene (which stand out, which are correlated, etc.)

reflects the degree of importance and the nature of each information.

Ù Carefully balance the density of the final auditory scene. Rely on orthogonal sound

perception, factorize related information into single sound events, etc.

Ù Provide sound-based feedback on users interactions and exploration context. Users

should be aware of the impact of their interaction on the system’s state (e.g. punc-

tual earcons, change the overall timbre of the auditory scene, etc.).

Ù Attempt to offer some flexibility in the sonification design (see e.g. [134]), the inter-

actions, the auditory viewpoints, etc. While flexibility rapidly increases the duration

of any design evaluation, it may also increase users’ engagement and acceptation of

the HCI.

Ù Systematically complete lab-based (i.e. controlled) assessments with extensive tests

in realistic conditions.
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7.4 Conclusion

This chapter exposed the fundamentals of sonification, with a focus on the notions

related to the auditory display considered in this manuscript. The main terms related

to sonification design were introduced, along with the most commonly employed soni-

fication techniques followed by a discussion on the nature of information they were

best suited to convey. A literature review on interactive sonification was proposed,

concerned with research related to real-time exploration of data streams. Finally, Sec-

tion 7.3 suggested some good practices related to the design of a interactive sonification.
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This chapter details various sonification designs implemented for several levels of

Direction Finder (DF) outputs. Prior to any DF prototype, the objective is to evaluate

the capacity of a sound-based interface to deal with (i.e. relay the information related

to) the different types of data presented in Figure 8.1, from raw sampled signal to

estimated Direction Of Arrival (DOA). The sonifications presented in Section 8.3 for

example have been designed based on the assumption that the DF user could be more

efficient during the search if provided information on the position, level and width of

three of the main peaks in the spatial power spectrum.

Figure 8.1: Potential outputs of a DF system. The information to sonify changes with

the considered output: Sampled Signal, Spatial Power Spectrum (1D, 2D topology), or

Estimated DOA (1D, 2D direction in spherical coordinates).
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Figure 8.2: Three 2D spatial power spectrum stimuli used during the sonifications

assessment. (a) Single maximum scenario, represents simple conditions in e.g. a flat

field environment. (b) Two different local maxima, represents medium conditions in

e.g. an urban outdoor environment. (c) Three different local maxima, represents hard

conditions in e.g. an indoor environment.

8.1 Method and Experimental Design

A set of three spatial power spectrum were simulated via IlmProp, the raytracing

propagation model introduced in Chapter 4. Each spatial power spectrum represented

a different complexity level in the estimation, from simple (single maximum) to hard

(three local maxima), illustrated in Figure 8.2. To avoid subjects detection of any

experimental pattern, 9 version of each of the three spatial power spectrums were

created through a simple circular shift, linearly distributed from 00 to 3600.

Two subjects participated in the experiment (1 woman, 1 man), both aged 25. For

each sonification metaphor, subjects were presented with random sequences of approx-

imately 40 spatial power spectrums each. They were asked to point in the different

directions they perceived as maximums’, and if possible to respect the perceived hier-

archy (pointing first at the main maximum, then the second, etc.). As the objective

was to assess both the precision and the efficiency of each metaphor, subjects had only

4 seconds to listen/point per spatial power spectrum before an automatic shift of the

sequence to the next stimulus.

The sonification metaphors were implemented in MaxMSP1 or PureData2, two au-

dio design softwares. Tests were conducted twice per subject, once with a headset

and once with a bone conduction headset (also known as bonephone), to evaluate its

impact on the subject’s performance as it was seen as a potential solution for an “ears

free” interface. If not mentioned otherwise, their is no impact of the headset type on

1https://cycling74.com
2http://puredata.info

https://cycling74.com
http://puredata.info
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perceived information in the following discussions.

The results discussed below are not issued from formal measurements, but rather

from subjective assessment of participants performance by an external examinator.

These listening tests were intended as a pre-evaluation of the different sonification

metaphors performance. As a future study, this experimental design could be extended

(more subjects, quantitative logs, etc.) to allow rigorous comparison of the considered

sonification metaphor.

8.2 Sonification of an Estimated DOA

The DF outputs a unique estimated DOA {θ0, ϕ0}, i.e. an estimation of the target

azimuth θ0 and elevation ϕ0 with respect to the DF position (no distinction between

stimuli condition in Figure 8.2). For the first sonification metaphor “DOA to bin-

aural coupled with head tracking”, the spatial power spectrum stimuli were replaced

by random 2D DOA values. This sonification was the only one assessed with 2D DOAs.

DOA to binaural coupled with head tracking

Data In: Single 2D DOA {θ0, ϕ0}.

Based on: PMSon (sound position).

Figure: None

Video: None

Description: Binaural spatialization of a single sound source at location

{θ0, ϕ0, r “1 m} coupled with head tracking.

The sonification of spherical coordinates tθ, ϕ, ru perfectly fits a Parameter Mapping

Sonification (PMSon) based on spatial hearing, discussed in in Chapter 7. Ideally, such

mapping gives the impression that the sound heard in the headset comes from the

direction tθ0, ϕ0u. The tests were conducted on three different binaural engines SPAT3,

LSE (binaural engine developed at LIMSI) and CW binaural [185]. Results reflected

the previous researches on the subject (see Chapter 7 and [186]), meaning that location

performances were optimum for:

Ù short bursts of white noise, sounds with a wide spectrum and sharp attacks,

Ù HRTF perceptively similar to listeners’,

Ù tracked head movements, i.e. update of tθ0, ϕ0u as listeners’ head moved.

In these conditions and given enough time, we observed that trained listeners were

able to estimate the correct source DOA at each iteration. Note that the few ambiguities

3http://forumnet.ircam.fr/fr/product/spat/

http://forumnet.ircam.fr/fr/product/spat/
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related to usual front-back or up-down confusions with non-individual HRTF [106]

completely disappeared with tracking and training on a given set of HRTF, similar to

the results in [101,187]. Their exists several perceptual HRTF selection methods [188,

189] along with Interaural Time Difference (ITD) adaptation based on anthropometric

measurements [190] (e.g. head radius) that can be used to reduce the length of the

learning sessions. Careful design of HRTF selection, adaptation, and training with a

given sound source allows one to avoid individual HRTF measurements, considered as

the optimum solution for binaural rendering yet not applicable in general applications

as the process requires lengthy recordings in an anechoic chamber.

The use of bonephones led to similar performance in terms of DOA estimation ac-

curacy. As shown in [191], their potential impact on localization performance does not

represent an issue for navigation based on spatial hearing. Depending on the bonephone

quality and frequency response, the sonification may have to be adapted as to sound

alike through both headset and bonephone interfaces. Their is no imperative need for

Bone Related Transfer Function (BRTF) [191] measurements for the considered appli-

cation, while a re-selection of HRTF based on perceptive tests may be advised between

headset and bonephone.

Without head tracking, front-back and up-down confusions clearly hindered lis-

teners in their estimation of discrete DOAs based on binaural sound. Following are

sonification designs proposed to address this issue for a DOA constrained in the hori-

zontal plane.

DOA to binaural SONAR scan

Data In: Single DOA θ0.

Based on: PMSon (sound position), earcon.

Figure: Figure 8.3

Video: //assets/partII/1.1 sonification-2DpanningRadar.mov

Description: Binaural spatialization of a single sound source at location {θ0, r “1 m}
coupled with a time based front-back discrimination feedback.

To avoid front-back confusions, this sonification added a time reference in-between

DOA sonifications of θ0 to differentiate front-back positions. As illustrated in Fig-

ure 8.3, the time reference consisted of two spatialized pink noises (pinkL and pinkR)

that periodically spanned azimuth values θL P r0
0, 1800s and θR P r0

0,´1800s. When

one of θi values equalled the current DOA θ0, an earcon (ping sound) was played,

spatialized at θ0.

The time at which the ping was played compared to the mental representation of

both pinki panning from front to back helped to avoid front-back confusions. While

this sonification did remove front-back confusions, it added a delay between estimations
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Figure 8.3: Illustration of the DOA to binaural SONAR scan sonification. Two sources

(pinkL and pinkR) periodically span left and right auditory space, for θL P r0
0, 1800s

and θR P r0
0,´1800s. When one of these sources reach the target’s DOA θ0, a short

sound is produced at θ0. The periodical span adds a time reference that prevents front-

back confusions in the absence of head tracking (e.g. if the short sound occurs during

the first half of the span, θ0 P r´900, 900s).

and was argued to be tiresome after a few minutes of listening.

DOA to binaural arrow

Data In: Single DOA θ0.

Based on: PMSon (spatial location), earcon.

Figure: Figure 8.4

Video: //assets/partII/1.2 sonification-2Darrow.mov

Description: Single sound source spatialized (binaural) at location {θ0,r P r´r0, r0s}
coupled with a time based front-back discrimination feedback.

This sonification was designed to give the impression of an audio compass, employ-

ing a sound that went through the head to “point” at θ0. The sound was a pink noise,

evolving along the axis defined by tθ0, ru for r P r´r0, r0s as illustrated in Figure 8.4.

When r reached r0, a ping was played at position θ0 to “point” the arrow towards the

current DOA θ0 and the sound source started a new period at tθ0,´r0u/ The ping also

served as time reference to dissociate between spanning periods.

As with the DOA to binaural SONAR scan metaphor, front-back confusions disap-

peared as the subjects learned to identify how different a given sound sounded when
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Figure 8.4: Illustration of the DOA to binaural arrow sonification. One source (pink)

periodically spans the audio space for r P r´r0, r0s with a constant azimuth θ “ θ0.

When r “ r0 (i.e. at the end of each span period), a short earcon is played at position

θ0. Repeated listening to front-back and back-front trajectories progressively enables to

discern differences in timbre evolution between both, which quickly evolves in a mental

mapping associating a certain timbre evolution to an hemisphere (front or back) for a

given sound and set of HRTF.

moved from back to front or from front to back. While this sonification completely

removed front-back confusions after a few minutes of training on a fixed set of HRTF,

it was criticized because of its tiresome contextual sounds and the delay it imposed in

between successive estimations.

DOA to binaural coupled with front-back filter

Data In: Single DOA θ0.

Based on: PMSon (spatial location), earcon.

Figure: None

Video: //assets/partII/1.3 sonification-2Dspatialization.mov (without filter)

//assets/partII/1.4 sonification-2DspatializationFiltered.mov

(with filter)

Description: Single sound source spatialized (binaural) at location {θ0, r “1 m}
coupled with a timbre based front-back discrimination feedback.

This sonification simply added a low pass filter on the spatialized sound for DOA

values behind the listener. Subjects clearly preferred this paradigm over both SONAR
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scan and binaural arrow as it had the advantage of completely removing front-back

confusions without adding any delay nor contextual sound.

These three metaphors employing sonification techniques to compensate for poor

front-back discrimination in static binaural rendering could eventually be adapted for

3D spatialization, e.g. adding contextual cues or filtering specific to each DOA quadrant

(to avoid up-down confusions as well). If available, a solution based on real-time head

tracking would avoid the need to add contextual cues involving learning sessions and/or

overloading auditory scenes.

8.3 Sonification of Discrete Values of a Spatial Power Spec-

trum

The DF outputs the positions of the main peaks (maximums) of the 2D spatial power

spectrum, i.e. the main estimated DOA plus secondary peaks locations, otherwise dis-

missed by the estimation algorithm. Listening to the following sonifications, subject’s

first objective would be to estimate maximums positions in the spatial power spec-

trum topology. The relative amplitudes of the maximums and their associated widths

were also considered for sonification processing. While the long term objective was to

provide users with as much information as possible on the received spatial power spec-

trum, the following sonification rather assessed the amount of information that could

be conveyed through sonification for the task at hand.

Discrete spectrum to binaural Geiger coupled with front-back filter

Data In: One to three main maximum locations and amplitudes.

Based on: PMSon (spatial location, amplitude, and timbre).

Figure: None

Video: //assets/partII/2.1 sonification-2Dgeiger.mov

Description: One to three sound sources spatialized at locations {θi, r “ 1 m} cou-

pled with a timbre based front-back discrimination feedback. Geiger

counter sonification metaphor of maximums’ amplitude.

As for the DOA to binaural coupled with front-back filter, this sonification mapped

maximums location to sound sources (pink noise) location and avoide front-back con-

fusions with a bimodal frequency filter (low pass filter for DOAs in r´1800,´900s and

r900, 1800s). The amplitudes of the maximums were mapped to the repetition period

of a Geiger counter metaphor applied to each sound source (amplitude modulation

based on a square wave). Three different sets of band-pass filters were applied on each

pink noise to differentiate them, a given set always corresponding to a given maximum

position in the hierarchy (main, second and third).
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With a few seconds of training, subjects were able to systematically identify the

main lobe and estimate its position. The fastest Geiger counter appeared to draw

subject’s attention with a minimum cognitive effort. At the beginning, subjects were

actually able to completely ignore sounds related to second and third maximums to

focus on the first maximum. After a few minutes of training, they were both able to

differentiate, sort (i.e. establishing a hierarchy) and position each maximum. They

judged however that prolonged listening should not involve more than 2 maximums, as

it can prove tiresome to continuously monitor three or more different sound sources,

particularly since in practical conditions the spatial power spectrum evolves constantly:

maximums amplitudes and position can shift more than 10 times per seconds.

Discrete spectrum to binaural Geiger plus front-back filter and flanger

Data In: One to three main maximum locations, amplitudes and widths.

Based on: PMSon (spatial location, amplitude, timbre, pitch).

Figure: None

Video: //assets/partII/2.2 sonification-2DgeigerFlanger.mov

Description: One to three sound sources spatialized at locations {θi, r “ 1 m} cou-

pled with a timbre based front-back discrimination feedback. Geiger

counter sonification metaphor of maximums’ amplitude. Period of a

flanger controlled by maximums’ width.

Much like the precedent, this sonification furthermore superposed a flanger effect

to each pink noise to inform subjects on the related lobes width. As the lobe grew

larger, the flanger effect was accentuated to indicate the imprecision on the indicated

DOA (the oscillating period of the flanger was inversely proportional to lobes widths).

This sonification presented a maximum of 9 different parameters for the scenario of

Figure 8.2c (3ˆ 3ˆ 3 positions, amplitudes and width).

After a few minutes of training, listeners were able to classify lobes’ width as “large”

or “narrow” yet none went further than this 2-states assessment. If ignored, the flanger

effect was completely transparent, performance regarding maximums positioning and

identification matched those of the binaural Geiger coupled front-back filter sonification.

Discrete spectrum to binaural coupled with echo radar

Data In: One to three main maximum locations and amplitudes.

Based on: PMSon (spatial location, amplitude, timbre, pitch).

Figure: Figure 8.5

Video: //assets/partII/2.3 sonification-2DechoBlossomDiscrete.mov

Description: One to three sound sources spatialized at locations {θi, r “ 1 m}.

Maximums’ amplitude mapped to time of occurrence of the sound in a

periodic sequence.



84 Chapter 8. Potential DF Outputs Sonification: Design and Evaluation

Figure 8.5: Illustration of the Discrete spectrum to Binaural coupled with echo radar

sonification. The one to three maximums are represented by spatialized sounds, all

played once over a time period. The position of a sound in time during the period

is inversely proportional to its related maximum value (the higher the earlier). The

naming echo radar is related to the image of a circle centered on listener’s head which

radius would go from 1 to 0 every period, triggering the different maximums as it

crosses them.

In this design, each maximum was represented by a spatialized earcon, different

for first and secondary maximums. Sound sequences were looped, beginning with the

sound related to the main maximum. Second and third sounds were triggered more or

less earlier in the loop based on their amplitudes relative to the first maximum: the

higher the maximum, the earlier its corresponding sound in the sequence as illustrated

in Figure 8.5.

This sonification did not implement any feedback on front-back positioning of the

sounds sources, which resulted in uncertainties on the estimations nearly half of the

time during the experiment. As for the sonifications introduced in Section 8.2, subjects

judged that the time-based sonification (of maximums’ amplitude) imposed a delay be-

tween successive estimations. When not certain of their estimation, subjects had to

wait a complete sequence to check their first impression. While maximums’ hierarchy

was easily perceived, subjects had difficulties in estimating their relative amplitudes.

Rather, they classified the maximums as “important” or “non-important” based on

their position in the time sequence.
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Discrete spectrum to binaural coupled with improved echo radar

Data In: One to three main maximum locations, amplitudes, and width.

Based on: PMSon (spatial location, amplitude, timbre, pitch).

Figure: Figure 8.5

Video: //assets/partII/2.4 sonification-2DechoBlossomDiscreteHybrid.mov

Description: Similar to the Discrete spectrum to binaural coupled with echo radar

coupled with a timbre based front-back discrimination feedback. Con-

stant feedback on the main maximum’s location.

This sonification was an attempt to improve the previous design by attaching a

constant oscillating pink noise to the main maximum, to always have a feedback on

its position. A band-pass filter was applied on the sound sources to avoid front-back

confusions, as described in Section 8.2. Discrete oscillating pink noises were added to

the sounds associated to second and third maximums, as the effect of the front-back

filter was not perceived on the original “ping” earcons. As for the Discrete spectrum to

binaural coupled with echo radar, maximums’ amplitude were mapped to the occurrence

of the earcons in the sequence. Maximums’ width was mapped to the duration of each

earcon.

Except for reduced front-back confusions, subjects’ performance with this sonifi-

cation were equivalent to the Discrete spectrum to binaural coupled with echo radar

sonification. Same as maximums values, only two states of maximums width were

perceived, namely “large” or “narrow”.

8.4 Sonification of a Complete Spatial Power Spectrum

The DF outputs a complete 2D spatial power spectrum as discussed in Chapter 3, i.e.

before the actual DOA estimation. The information to convey is no longer a single

direction but rather a 3600 topology that indicates the received power values from

different directions on the horizontal plane. A successful sonification should allow

a listener to be able to identify where the main signal comes from, and where are

positioned other local maximums.

Complete spectrum to binaural wheel

Data In: Complete spatial power spectrum.

Based on: PMSon (spatial location, timbre, pitch), earcon.

Figure: Figure 8.6

Video: //assets/partII/3.1 sonification-2DrotatingSpectrum.mov

Description: Unique sound source spatialized at location {θ P r00, 3600s, r “ 1 m}
(revolving around the head), filtered by a band-pass filter with center

frequency controlled by spatial power spectrum value in θ.
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Figure 8.6: Illustration of the Complete spectrum to binaural wheel sonification. A

single source (pink) periodically revolves around the user for θ P r00, 3600s, filtered by a

band-pass filter of center frequency fpθq that increases with the spatial power spectrum

value. A short earcon is played for θ “ 00 to mark the beginning of a new period.

This sonification consisted of a pink noise constantly revolving around listeners’

head. The perceived pitch of the pink noise (filtered by a band-pass filter) reflected the

value of spatial power spectrum for θ P r00, 3600s.

While functional, subjects complained that this sonification required to wait for a

complete rotation cycle before making any decision on the correct DOA, even when the

rotation speed was increased after a few minutes of training. Subjects reported that an

explicit illustration of the revolution pattern (clockwise or counter-clockwise) helped

to remove front-back confusions and facilitated the creation of a mental representation

of the spatial power spectrum.

8.5 Conclusion

This chapter presented some of the sonification metaphors designed to convey the

information related to potential outputs of a classical DF. The considered outputs

ranged from raw spatial power spectrum to estimated DOA. Prior to any DF prototype

construction, it remains unknown which output level leads to the best performance.

Users may be more efficient with a complete 3600 topology of received signal strength

than with a simple unique DOA of uncertain validity.

A pre-evaluation was proposed, based on a set of two subjects asked to use the var-

ious sonifications to estimate DOAs and features in the power spatial spectrum (max-
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imums’ location, amplitude, etc.). Subjects were presented with different propagation

scenarios and sonification metaphors. The simplest subset of scenario/sonification sup-

posed the estimation of a single DOA, the hardest the estimation of 9 different param-

eters (3 maximums in the spatial power spectrum along with their relative amplitudes

and widths).

The objective was to informally assess the capacity of various sonifications to con-

vey the information related to each scenario and to identify good practices which could

be suitable for the task under consideration. Future work would involve the design

of a complete experimental protocol to formally assess the performance of each soni-

fication and the number of parameters that can be simultaneously monitored by un-

trained/trained listeners.

The sonification of a single DOA did not represent any difficulty. For an antenna

array design as presented in Chapter 5, the sonification would benefit from head track-

ing, removing most front-back and up-down confusions. Where the perceived sound

location seemed an obvious candidate to represent the estimated DOA, other param-

eters (pitch, tempo, etc.) could be employed to convey information on e.g. received

signal strength or measurement uncertainty. Different sound timbres can be used to

easily differentiate front-back and up-down locations to further assist beginners in their

listening task.

Regarding the sonification of several potential DOA candidates issued from the

spatial power spectrum, most of the designs that used more than two sound sources were

perceived as quite demanding, particularly for prolonged use. As yet, the evaluations

presented in this chapter were not based on real-time data acquisition. It is likely that

the introduction of measurement noise or fast fluctuations in the spatial power spectrum

will further restrict the number of DOAs that can be simultaneously monitored. Some

of the proposed paradigms which introduced additional time delay between successive

estimations are to be avoided (e.g. DOA to binaural SONAR scan), as it is foreseen

that users will need a constant low-latency feedback during their exploration, at the

very least regarding the information related to the main DOA to follow.

The sonification of the complete spatial spectrum, as opposed to discrete parts of it,

raised a serious time-related issue. So far, we could not identify a sonification paradigm

that conveyed a complete 3600 (or worse 3600ˆ1800 for azimuth and elevation) topology

without introducing some panning period that limited the listeners in their estimation

speed. Attempts at simultaneously sonifying the complete spatial power spectrum, for

example mapping its discrete values every 100 to the pitch of spatialized sound sources

resulted in auditory scenes judged as too complex, requiring too much concentration

to barely achieve the performance obtained with the sonification of the three main

maximums only. An in-between solution, considered in Chapter 9, is to provide users

with a complete topology but with an interface to focus their auditory viewpoint on a
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specific region.

An aspect of realistic conditions discarded by the task abstraction is the dynamic

increase of the measured power range (from max to min) as the DF progresses towards

the target. Prior to any navigation tests, the PMSons proposed in this chapter will

need to be modified to take into account the variations in Received Signal Strength

(RSS), for users to perceive when they are actually progressing towards the target.

Chapter 12 discusses this RSS sonification whose main issue is related to the sensitiv-

ity of the PMSon scaling that needs to be adapted to the inverse square law dynamic

followed by the RSS.

Good practices and guidelines issued from this informal study on DF output sonification

metaphors and paradigms are listed hereafter. As this investigation lacked some formal

perceptive tests, these remarks and observations are based more on discussions and

personal observations rather than scientific results.

Ù While short bursts of white noise suit binaural perception, prefer a pink noise mod-

ulated in amplitude by a sinusoid waveform. This will reduce sonification harshness

with a minimum impact on location accuracy.

Ù Additioning several pink noises, each pre-filtered with a passband filter to form an

harmonic “whisper” further enhances the perceived sound quality. Filters’ frequen-

cies can be selected to form a chord, as long as every frequency band required for

binaural location is represented [192].

Ù Avoid auditory scenes that sound complex from the start by reducing the prevalence

of secondary information sonification. Beginners must be able to effortlessly focus

on the main stream of information. Training will progressively lead listeners to

discern more subtle patterns, allowing them to gather more information from the

sonification.

Ù Minimize any delay induced by the sonification. Avoid cyclic sonifications where

users have to wait a whole period to confirm their estimation. Prefer sonifications

that provide a constant feedback on every major parameter. Limit punctual noti-

fications to minor contextual features (e.g. volume level feedback).

Ù Do not use loudness as a sound parameter. Use of loudness usually results in mask-

ing effects between sound events. Their is no such thing as an “absolute pitch” for

loudness: no amount of training enables listeners to build a mental map attributing

a certain loudness to a given e.g. RSS level. Finally, listeners will probably need to

modify the system’s volume according to the level of environmental sounds.

Ù Avoid unnatural PMSon polarity, such as increasing a rhythm to indicate a decrease

in RSS level. Take into account what is considered as the natural polarity for the

targeted population [193].
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Ù For systems involving some uncertainty on maximum and minimum values, make

sure to keep some flexibility in parameter mapping to avoid situations where the

sonification exceeds perceptual thresholds.

Prior to the suggested formal assessment of the sonifications proposed in this chapter,

we strongly encourage investigations on MBSon or Audification paradigms (rather than

PMSon) for DF output sonification. Enabling the creation of much richer and com-

plex auditory scenes, MBSon and Audification paradigms usually involve long training

sessions yet raise potent designs, much like the SONAR used by submariners that of-

ten requires several years of training to master. During the thesis, we initiated some

tests on the design of raw Audification of the output of a superheterodyne receiver:

based on two RF antennas positioned at λRF {λaudioˆinterauralDistance to reproduce

phase-related ITD perception. These tests did not produce any functional solution, yet

would deserve some more investigations. Future research could be inspired by the

“bionic ears, listening to radio waves” study presented in [194] or the design of C.

Kubisch on straightforward RF audification4, which while approached from an artistic

point of view perfectly illustrates the suggested line of research.

4http://www.christinakubisch.de/en/works/electrical_walks

http://www.christinakubisch.de/en/works/electrical_walks
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This chapter presents a comparative study on different Parameter Mapping Soni-

fications (PMSons) designed to reduce the perception of instabilities during the ex-

ploration of noisy data streams. Based on the real application of beacon localization

for rescue operations, an abstraction of the task was developed which simulates the
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basic concepts involved, i.e. the estimation of local maxima during the exploration

of a 1D data topology. Three different PMSons were designed, based on pitch, pitch

averaged over time, and tempo, evaluated for three different noise levels applied to the

data. Subjects explored the auditory graph using a pen tablet to define their auditory

viewpoint (i.e. position) in the topology. Evaluations were based on subjects’ ability

to quickly appraise the underlying data topology along with aesthetic considerations

regarding the impact of noise on the exploration task. Results showed that both tempo

and pitch averaged PMSon reduced the perceived instabilities compared to pitch, while

tempo preserved the response time of the sonification feedback.

Part of this chapter has been submitted as a paper journal for consideration for

publication in the International Journal of Human-Computer Studies (IJHCS) for the

2015 special issue on data sonification and sound design in interactive systems1.

9.1 Introduction

Figure 9.1 illustrates the problem that triggered this investigation, where the use of

a directional antenna based Direction Finder (DF) involves some measurement noise

inherent to signal strength acquisition. Said DF can be seen as a “Geiger counter

for cellphone signals”, composed of a directional antenna that feeds Radio Frequency

(RF) power measurements to a sonification algorithm. Operation is based on the fact

that an increase of the received power occurs as the directional antenna is steered

towards the RF beacon. Supposing a PMSon-based interface, a rescuers main task

is to explore an auditory graph where they need to listen and compare fluctuating

sound parameter values. This raises the question of the suitability of the traditional

pitch-based approach [157,165,195–197] as a direct sonification of these data could lead

to serious fatigue issues caused by prolonged listening to continuously jittering tones.

The objective of this study is to evaluate the capacity of two different PMSon designs

to reduce the fluctuations perceived while preserving both efficiency and accuracy of

users’ estimations during the exploration task.

The remainder of this chapter is organized as follows. Section 9.2 discusses the

choice of a tempo-based PMSon for noisy data sonification. Section 9.3 details the

experimental design: task abstraction, PMSon, input data, and topology design. Sec-

tion 9.4 describes the experimental method: subjects, stimuli, apparatus, and proce-

dure. Finally, Sections 9.5 and 9.6 present the results and the discussion while Sec-

tion 9.7 exposes the conclusion.

1D. Poirier-Quinot, G. Parseihian, and B. F.G. Katz, “Reduction of perceived instabilities in Pa-

rameter Mapping Sonification: application to the real-time exploration of a noisy stream of data”.
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Figure 9.1: Illustration of two different propagation scenarios and their impact on

direction of arrival estimation by a DF user. (a) Simple propagation scenario; the only

signal that reaches the DF corresponds to the direct path towards the RF beacon. The

DF user observes a single maximum in the received signal strength. (b) Propagation

scenario in a more complex environment (e.g. urban area); multiple signals reach the

DF due to reflections of the original signal emitted by the RF beacon on elements of

the environment. Here, the DF user would have to identify left and right local maxima

as reflections and focus on the global maximum of received signal strength, assuming

it corresponds to the direct path towards the RF beacon. The measurement noise

intrinsic to the acquisition is also represented.

9.2 Sonification of Noisy Data

Following the sonification study in Chapter 8, tests on the physical DF prototype

introduced latter in this manuscript (see Chapter 11) were conducted employing a

Pitch-based PMSon of the received RF power. While the design produced acceptable

performance, noise induced instabilities on the pitch were reported as tiring by sub-

jects exposed to prolonged listening. In the current study, the basic Pitch PMSon is

compared to two other sonifications designed to reduce noise perception. The first im-

plements a running average upstream of the Pitch PMSon, adjusted to remove most

of the noise component with a minimum impact on general system latency. The sec-

ond is based on tempo, more precisely on variations of the Inter-Onset Interval (IOI)

between sound bursts as a function of DF power measurements, a sonification design

often referred to as the Geiger counter metaphor.

Based on psycho-acoustic considerations, the IOI-based PMSon can be seen as a
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natural equivalent of the running average. As emphasized in most perception mod-

els [97, 198], tempo perception is based on a semi-conscious evaluation of burst oc-

currences over time intervals. Compared to pitch, this could suggest that listener’s

attention will more readily ignore noise-related tempo fluctuations or irregularities and

will be able to focus more on averaged estimations. Compared to computational aver-

aging, the length of these time intervals depends on the IOI duration, decreasing as the

tempo increases. This observation can be seen as a corollary of Weber’s law [199] on

Just Noticeable Differences (JND) of tempo variations which describes humans ability

to detect temporal variations as increasing when the IOI decreases. Such an adap-

tive dynamic of estimation and precision could offer an advantage for the considered

application.

PMSon designs will be assessed according to (1) speed and precision of subjects’

estimation of the global maximum position and (2) precision of subjects’ estimation of

local maxima positions and relative amplitudes, for different noise levels and topology

difficulty.

9.3 Experimental Design

This section provides implementation details of the task abstraction for the current

experiment, data input, and sonification mappings.

9.3.1 Task Abstraction

The real rescue search task can be seen as a spherical topology exploration, where the

DF user has to find the direction of arrival of the strongest RF signal. As seen in

Figure 9.1, this task can be reduced to the exploration of a 1D topology if the DF

user only focuses on azimuthal estimation (e.g. at distances far from the RF beacon

relative to any height information). In order to ascertain condition repeatability across

subjects, the abstracted 1D exploration task is based on pre-recorded DF inputs. To

simplify the user interface, the exploration is carried out on a pen tablet: simulated

DF antenna orientation is mapped to pen position on the tablet’s horizontal axis. In

sliding the pen across the tablet, subjects will hear the sound parameter variations

corresponding to 0´ 3600 DF power measurements (see Section 9.3.2).

Note that this abstraction may slightly affect the ecological validity of the results

regarding the original task which is fundamentally an unconstrained angular explo-

ration. The abstraction of the task to a linear exploration constrained to the 20 cm

tablet width, compared to the angular 2πˆ(arm length) arc, is likely to increase the

exploration speed at the expense of the estimation accuracy and possible border effects

at the tablet edges. As such, this study is constructed more as a comparative evalua-

tion of the three PMSon designs and not an absolute measure of the expected results
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in the real search condition.

9.3.2 Input Signal

The topologies used as PMSon inputs were based on measurements issued from an ac-

tual DF prototype attuned to a RF beacon emitting electromagnetic bursts at 900 MHz.

Three different scenarios were considered, corresponding to different radio propagation

conditions between RF beacon and DF antenna. Scenario difficulty ranged from sim-

ple to hard regarding the exploration task, composed of one to three local maxima.

While scenarios 1 and 2 were based on actual measurements, the third was simulated

to represent a worst case scenario in order to test the PMSons design limits in critical

conditions.

Scenario C1 - simple: outdoor, flat field, nearest RF reflective surface at approxi-

mately 50 m from both DF and RF beacon; DF at 30 m from RF beacon; 1 global

maximum.

Scenario C2 - medium: indoor, research facility, DF at approximately 30 m from

RF beacon; DF and RF beacon in different rooms with 2 walls in-between; 1 global

maximum, 1 additional local maximum.

Scenario C3 - hard: simulated worst case scenario, crowded urban area, DF at

approximately 30 m from RF beacon in different streets surrounded by buildings; 1

global maximum, 2 additional local maxima.

DF measurements of Root Mean Square (RMS) received RF power values were recorded

for 8 different azimuthal orientations of the directional antenna at a fixed position. 100

RMS values were recorded every 450, at a sample rate of 50 Hz, from 0 to 3150, with 00

orientation corresponding to the directional antenna pointing directly towards the RF

beacon. Each RMS measurement was calculated from 512 instantaneous power values

sampled at 100 MHz. The final basic topologies for scenarios C1 and C2 were obtained

based on a second order spline interpolation between the 8 directional values obtained

after averaging each set of 100 RMS values. The third topology was derived from a

geometry-based simulation [200] in a crowded urban environment. The three resulting

0-3600 topologies are shown in Figure 9.2, unwrapped on a normalized linear scale.

Three conditions were defined regarding RMS measurements noise level: noiseless

N0, noisy N1, and very noisy N2. The “noisy” N1 condition was derived from actual

RF measurements obtained in propagation conditions of scenario C2. 100 RMS values

were recorded every 450, at the nominal audio DF sampling rate of 50 Hz. After re-

moving any DC component, typical noise variance and spectral density were calculated

and averaged across antenna orientations. Based on these parameters, a noise model

was created to alter the data upstream of the sonification. The resulting model deliv-
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Figure 9.2: Illustration of the three data topologies and noise levels. (a-b-c) Normal-

ized plots of the received signal power as a function of antenna orientation (azimuth)

for the three scenarios simple (C1), medium (C2) and hard (C3) from left to right.

The (˝) represent averaged values over 100 measured RMS. (d-e-f) Normalized plots

illustrating the three noise level conditions noiseless (N0), noisy (N1) and very noisy

(N2) as applied to topology C3. Topologies were re-normalized in amplitude after the

noise addition, prior to the sonification. Noise variances were slightly augmented to

result in 0.8e-2 (N1) and 3e-2 (N2) after normalization.

ers instantaneous values of a low-pass filtered white Gaussian noise of variance 0.8e-2,

cutoff frequency 12 Hz, quality factor Q “ 0.7, and gain“1. The update rate of these

values was adjusted to 50 Hz to mirror the DF audio update rate and produce data

instabilities that sounded comparable to those perceived during the recording session

of scenario C2. The “very noisy” N2 condition was based on the N1 condition, however

with a 3e-2 variance, arbitrarily defined in order to explore the limitations of the three

sonification designs.

9.3.3 Sonification Metaphor Design

A given PMSon efficiency relies principally on three design choices: mapping dimension,

polarity, and scale [119]. The mapping dimension defines the sound parameter to which

data values are mapped. Polarity indicates if data and sound parameter variations are

proportional (i.e. positive polarity) or inversely proportional (i.e. negative polarity).
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Finally, the scaling defines the bijection elaborated between data and sound parameter

domains.

The objective comparison of sonification metaphors regarding their capacity to

provide information on a data-set eventually leads to considerations of normalization

across perceptive scales. Parseihian et al. in [195] designed PMSons for a similar study

based on the Just Noticeable Difference (JND) approach of Grond & Berger [121].

This approach attempts to establish a one-to-one JND scale between sound parameter

variations. As a result, listeners should have the same sensitivity when exploring data

through each PMSon. We shall refer to this concept as “inter-PMSon iso-sensitivity”.

This concept also suggests the implementation of PMSon scaling functions based on

perceptual linearity, providing “intra-PMSon iso-sensitivity”. These sensible guidelines

have been adopted for the PMSon designs in the current study in order to legitimize

inter-PMSon comparison and facilitate inter-study cross-analysis.

9.3.3.1 Pitch (P )

Sound parameter : The pitch based PMSon P is based on the perceived frequency

of a sound, here a pure tone:

spt, yq “ A
`

fpitchpynormq
˘

cos
`

2πfpitchpynormqt
˘

where ynorm “ Cpxnormq P r0, 1s represents the normalized topology height at the pen

normalized horizontal position xnorm P r0, 1s on the tablet, and fpitchp¨q the scaling

function. The weighting coefficient Ap¨q is applied to the amplitude of the sine wave to

ensure a constant perceived loudness across all frequencies, after the isophonic curve

from Standard ISO 226 [96].

Polarity: positive (pitch increases as data values increase).

Scaling : The scaling function fpitchp¨q is logarithmic to match human perception

(intra-PMSon iso-sensitivity):

fpitchpynormq “ fmin2ynormnoct

with noct “ pln 2q´1 lnpfmax{fminq the number of octaves covered by the sonification

and fmin and fmax the extreme frequency values (also designed as ambitus). The

scaling function spans over 2.66 octaves, from 300 to 1900 Hz, both in accordance

with the [62 Hz, 2637 Hz] range recommended in [181] and equal to the number of

JNDs of the IOI scaling function (inter-PMSon iso-sensitivity). Based on evaluations

of pitch difference limens as a function of frequency in [93], fpitchp¨q applied between

these ambitus corresponds to approximately 560 JNDs.
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9.3.3.2 Pitch Averaged (PA)

Exact same mapping, scaling, and polarity as with PMSon P , with the addition of a

running average RMS applied over 25 samples (i.e. 0.5 sec of data stream at 50 Hz)

upstream of the sonification. This 25 samples value was carefully chosen to remove most

of the perceived noise with a minimum impact on sonification latency. The running

average corresponds to a sinus cardinal frequency filtering with unitary gain and first

zero-crossing at 1 Hz. Supposing a noiseless topology, this PMSon behaves exactly like

the Pitch PMSon when the pen is moved slowly across the tablet (e.g. below 0.1 cm¨s-1)

and smoothes more and more the topology as the exploration speed increases.

9.3.3.3 Tempo (IOI)

Sound parameter : The tempo PMSon is based on the IOI between bursts of pink

noise, achieved through cycle period variations of a square wave modulation. The

square wave duty cycle was fixed to 0.2 (i.e. individual burst duration “ 0.2ˆcycle

period), with the period defined by the scaling function f IOI p¨q.

Polarity: negative (IOI decreases as data values increase).

Scaling: The scaling function fIOIp¨q has been designed to provide as much intra-

PMSon iso-sensitivity as possible, along with an equivalent number of JND as in PMSon

P . Based on measured JND of temporal variations as a function of IOI in Figure 2

of [201], fIOIp¨q is composed of two 7th order polynomial interpolations:

fIOIpynormq “

8
ÿ

n“1

any
8´n
norm

which produce tempos ranging from 1 to 320 cycles per second (cps), for approximately

560 JNDs.

Pending a rigorous scaling methodology, inter- and intra-PMSons iso-sensitivity

will be roughly assessed through result analysis. Relaxed for the task at hand, a valid

inter-PMSons iso-sensitivity (initially same number of JNDs in both PMSon) would

correspond to subjects being able to evaluate topology trends with equivalent accu-

racy with both pitch P & PA and IOI PMSons. A valid intra-PMSon iso-sensitivity

(initially linear perception across PMSon) would correspond to subjects being able to

correctly evaluate local maxima amplitudes relative to each other with a given PMSon.
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Table 9.1: Coefficients of the polynomial function fIOI that defines IOI values as a

function of topology’s amplitude ynorm. The original function was designed based

on Figure 2 of [201] which reports 560 JNDs (or Difference-Limens) between 1 and

320 cps. Values of ynorm 0 to 1 were mapped to IOI values from 1 to 320 such that:

for n P J2, 560K, fIOIpynorm “ n{560q “ un “ un´1 ` JNDpun´1q cps with u1 “ 1 cps

and JNDpun´1q the value of the JND in [201] Figure 2 for IOI“ un´1 cps. The two

7th order interpolations were calculated based on the resulting points, the interval [0,1]

was split to ensure well behaved polynomial interpolations.

ynorm a1 a2 a3 a4 a5 a6 a7 a8

r0, 0.2r -5.36e7 4.81e7 -1.87e7 4.24e6 -6.40e5 7.06e4 -5.92e3 3.23e2

r0.2, 1s -2.07e3 9.84e3 -1.99e4 2.21e4 -1.49e4 6.09e3 -1.46e3 1.67e2

9.4 Method

9.4.1 Subjects

18 subjects participated in the experiment (3 women and 15 men), aged between 24 and

61 (mean age 31 ˘ 9). Six were considered as expert (musicians or actively working in

the audio domain), two were left-handed. Subjects were paid volunteers (10 e), none

reported any hearing loss regarding the frequency range of the experimental stimuli.

9.4.2 Stimuli and Apparatus

Subjects were equipped with a stereo open circumaural headphone (model Sennheiser

HD600) and placed in front of a pen tablet with active surface dimensions 16ˆ21 cm

(model Wacom Intuos 3:6ˆ8). The experimental session was conducted in a quiet

listening room, using an interactive interface implemented using the Max programming

environment2, running on an OSX computer connected to a RME Fireface 800 sound-

card. The computer screen was used to display task instructions and feedback during

both experimental and training sessions. Subjects were free to adjust the volume once

at the beginning of the experiment as no PMSon was based on perceived loudness.

Stimuli were synthesized in real-time according to the PMSon defined in Sec-

tion 9.3.3 based on the topologies defined in Section 9.3.2. To avoid subjects learning

the 3 topologies of Figure 9.2, 9 different versions of each were created through a simple

circular shift, placing the main maximum at normalized positions {0.1, 0.2, . . . 0.9} on

the horizontal axis. PMSon ambitus, i.e. lower and upper sound parameter limits, were

randomly shifted to prevent subjects from learning what each PMSon sounded like at

2http://cycling74.com

http://cycling74.com
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Table 9.2: Independent and dependent variables of the experimental protocol.

Independent variables

subject 18 random variable

PMSon 3 Pitch (P ), Pitch Av. (PA), IOI

noise level 3 noiseless (N0), noisy (N1), very noisy (N2)

topology (number of maxima) 3 C1, C2, C3

shift (circular topology shift) 9 Ci1, Ci2, ... , Ci9 with i P {1,2,3}

Dependent variables

task execution times (phases 1 and 2)

main maximum estimation (phase 1)

topology drawing (phase 2)

subjective remarks and answers to PMSon-related Likert items

global maxima, i.e. for ynorm “ 1. The random shift was induced upstream from the

noise injection by remapping ynorm values from r0, 1s to r0.1 ` ε, 0.9 ` εs with ε in

r´0.1, 0.1s.

9.4.3 Procedure

The chosen experimental design was a repeated measures design with 3 main factors:

PMSon, topology difficulty (i.e. number of maxima), and noise level. A fourth and

minor factor was the topology shift, introduced to avoid subject detection of any ex-

perimental pattern (9 different shifts). These factors, along with associated evaluation

metrics concerned with task execution efficiency and strategies, are presented in Ta-

ble 9.2.

The experiment was divided into 3 blocks of 27 trials each. Each block concerned

a unique PMSon and presented 3 repetitions of the 3ˆ3 noise level and curve difficulty

conditions (3 ˆ 3 ˆ 3 “ 27 trials). Noise and curve conditions were semi-randomly

distributed within the trials such that a given noise level or curve was never met more

than twice in a row. A balanced Latin-square crossover design was applied to the

3 ˆ 6 subjects for the presentation order of the PMSons to avoid carryover effects

during the evaluation, the 6 potential combinations evenly distributed amongst them.

Topology shifts were semi-randomly applied such that the main maximum position

on the horizontal axis was never repeated more than twice in a row. Three predefined

training trials were added at the beginning of each block in order to familiarize subjects
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with the PMSon used in the block. After each block, subjects answered a set of 4

questions each based on a five-point Likert scale, assessing their general impressions

regarding the PMSon suitability for the exploration task.

Each trial consisted of a two-phase exploration task for a given noise, topology, and

shift condition. Phase 1: subjects were instructed to find the global maximum of the

topology as quickly and as accurately as possible. Phase 2: subjects were instructed

to thoroughly explore the same topology so as to be able to draw it afterwards. There

was no time constraint for phase 2, subjects were instructed to concentrate on accuracy

rather than speed. In each trial, subjects were first notified of the beginning of phase

1 with an audio-visual feedback. Subjects then had to place the pen on the tablet

to start the search and validate the estimated maximum position through keyboard

press or mouse button. A second notification immediately announced the beginning of

phase 2, where subjects were free to explore the same line graph in the same conditions

[PMSon, noise, topology, shift]. After validation (keyboard press or mouse button),

they drew the perceived topology on the tablet. Drawing validation concluded phase 2

and a new trial started with phase 1, for a different noise, topology, and shift condition

combination. Other than the real-time visual display of phase 2 drawing, no feedback

was provided regarding subjects performance in either phase 1 or 2.

The experiment started with a training session, different from the three pre-block

training trials, where subjects were introduced to the current PMSon through a similar

exploration and drawing task. Subjects were free to explore a simple topology (sin-

gle maximum), select one of the three noise levels and activate/deactivate the visual

feedback to understand how the PMSon reacted to the topology. Each PMSon was

explicitly introduced and the objectives of each task defined. Subjects naturally used

their dominant hand to hold the pen during the experiment.

9.5 Results

This section presents quantitative and qualitative results analysis, based on metrics

presented in Table 9.2, followed by a discussion that concerns PMSon-related perfor-

mance regarding the exploration task across noise level and topology conditions. For

each phase, results were averaged across the three repetitions for each subject. The

significance of results has been assessed using a 3-way repeated measures ANalysis Of

VAriance (ANOVA) with PMSon (3 levels), Noise (3 levels), and Topology (3 levels) as

within subjects factors, with a p-value threshold of 5%. Newman-Keuls post hoc tests

were employed to test specific effects and significance levels. The topology shift showed

no significant impact on subjects results and was not considered in further analysis

steps.
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Table 9.3: Results of the 3-way repeated measures ANOVA performed the evaluation

metrics with the PMSon, the Noise, and the Topology as within subjects factors (3

levels each). Evaluation metrics concern the task execution time of phase 1 and 2 (resp.

Time 1 and Time 2), False detection of the main maximum in phase 1, Accuracy of the

estimated maximum position, and the Correlation between subjects drawings and the

original topologies. The notations F=F(2,34) and F2=F(2,32) have been adopted for

the F statistics. The reduction of 2 in degrees of freedom from F to F2 is due to the fact

that subjects expertise (2 levels) was identified as a significant factor in phase 2, but

not phase 1, and was therefore disregarded in subsequent phase 1 statistical analysis.

Results in sub-tables concern pairwise post-hoc comparisons (based on Newman-Keuls

tests), reported only for significant ANOVAs. ε= 0.001, p-value threshold of 5%.

Time 1 False detection Accuracy Time 2 Correlation

PMSon F=15.09, p<ε F=3.58, p=.039 F=1.93, p=.160 F2=8.78, p<ε F2=6.77, p=.003

PA IOI PA IOI PA IOI PA IOI PA IOI

P p<ε .196 .037 .486 - - p<ε .227 .545 p<ε

PA p<ε .069 - .007 .002

Noise F=17.03, p<ε F=0.66, p=.52 F=12.45, p<ε F2=8.40, p<ε F2=1.94, p=.160

N1 N2 N1 N2 N1 N2 N1 N2 N1 N2

N0 .002 p<ε - - .010 p<ε .937 p<ε - -

N1 .015 - .030 .003 -

Topology F=15.97, p<ε F=15.97, p<ε F=26.80, p<ε F2=0.22, p=.805 F2=60.82, p<ε

C2 C3 C2 C3 C2 C3 C2 C3 C2 C3

C1 .558 p<ε 1 p<ε .144 p<ε - - .066 p<ε

C2 p<ε p<ε p<ε - p<ε

9.5.1 Phase 1: Search for the Global Maximum

In phase 1, subjects had to estimate the topologies’ main maximum position as fast

as possible. Reported in Figure 9.3a, the task execution time was significantly lower

in both P and IOI conditions than with PA (means of 9.9 ˘ 6.5 vs. 12.6 ˘ 8.4 sec).

Execution times increased with noise level and topology difficulty, significantly between

each noise level condition (means of 9.1˘ 5.5, 10.9˘ 7.5, and 12.4˘ 8.3 sec for N0, N1,

and N2) and topology C1 and C2 compared to C3 (means of 10.2˘7.1 vs. 12.0˘7.5 sec

respectively).

False detection, i.e. situations where subjects designated a secondary maximum as

being the global maximum, occurred only for explorations on topology C3. This is

assumed to be due to the relatively high value of the second maximum m1 compared

to M (c.f. Figure 9.2c). Figure 9.3b indicates that P and IOI caused significantly less

false detections than PA (means of 1.9% and 3.7% vs. 9.3% for C3 explorations). This

is highlighted by an interaction effect of PMSon*Topology [F p4, 68q “ 5.09, p ă 0.005]

with a significant difference between IOI C3 and the other conditions. Noise level
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Figure 9.3: Results of phase 1 of the experiment. (a) Task execution time (in sec)

as a function of PMSon and topology difficulty across subjects and noise levels. Black

(‚) indicates means. (b) Percentage of false detections as a function of PMSon and

noise level across subjects for the third topology (C3, hard). A false detection refers to

subjects identifying a secondary maximum as the global maximum.

had no significant impact on false detections, despite the trend observed on P -related

estimations in Figure 9.3b.

Globally, all three PMSons appeared equivalent in terms of maximum position

estimation accuracy. An average estimation error of 5.8 ˘ 5.20 (equivalent to 3.4 ˘

3.0 mm on the tablet) was observed, merging both true and false detections. For false

detections, the error was calculated using the targeted maximum as a reference. A

higher estimation accuracy was observed for topology C3 (means of 4.7˘4.10 compared

to 6.5 ˘ 5.50 for both C1 and C2), potentially related to the steeper curve of its main

maximum compared to C1 and C2. The presence of noise in the data impacted the

estimation accuracy, from 5.1 ˘ 7.30 (for N0) to 6.6 ˘ 9.00 (for N2) with a significant

difference between each noise condition. The analysis of PMSon*Noise level interaction

highlights a stronger dependence of P itch PMS to noise level than the two other PMS

[F p4, 68q “ 3.38, p ă 0.05]. Indeed, in the noiseless condition (N0), P led to the highest

estimation accuracy where as it led to the worst estimation accuracy in the very noisy

condition (N2).

The topology shift introduced in Section 9.4.2 was of no consequence regarding task

execution time, false detection or estimation accuracy. The six experts were not sig-

nificantly more accurate nor faster than the average, while four of them systematically

identified the true maximum across every noise, topology, and PMSon conditions.
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Figure 9.4: Results of phase 2 of the experiment. (a) Identification rate of each

maximum in the three topologies as a function of PMSon and maximum ID across

subjects and noise levels. Maxima are labelled “Ci-M{mj”, respectively the topology

number (i from 1 to 3, i.e. simple to hard) and the maximum ID (e.g. C3-m1 is the

second maximum of the third topology, c.f. Figure 9.2c). (b) Evolution of correlation

values between subjects’ drawings and the original topologies for the different PMSons

and topologies across all subjects and noise levels. Black (‚) indicates means.

9.5.2 Phase 2: Explore, Analyse, and Redraw Topologies

Phase 2 concerned subjects’ ability to explore and reproduce (draw) data topologies

across the different PMSons, noise levels, and topology difficulties. Results extracted

from subjects’ drawings concern the number of maxima identified in each trial and the

correlation value between original and drawn topologies.

Regardless of the PMSon, subjects systematically identified the presence of the

global maximum for every topology, as shown in Figure 9.4a. Secondary maxima were

more frequently overlooked as their values decreased, particularly for the IOI condition.

While equal in height, C3-m2 was more often neglected than C2-m1, particularly in the

IOI condition. The noise level had no significant impact on the number of identified

maxima.

Correlations between drawings and original topologies decreased as the topology

grew more complex, significantly so between C1 and C2 compared to C3 as shown

in Figure 9.4b (means of .93 ˘ .04 and .86 ˘ .08 respectively). P and PA based

explorations resulted in more precise reproductions of the original topologies compared

to IOI. Interaction effect of PMSon*Topology highlight a higher dependence of IOI to

the topology [F p4, 68q “ 4.47, p ă 0.005], particularly for the C3 condition (related to

subjects ignoring the secondary maxima as mentioned above). The noise level had no

significant impact on the correlation values.
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Figure 9.5: Post-experiment questions and mean and standard deviation of responses

over all subjects.

The impact of PMSons and noise level on phase 2 exploration time did reflect

the results of phase 1, significantly shorter with P and IOI than with PA (means of

15.1 ˘ 15.1 vs. 20.1 ˘ 18.7 sec) and significantly shorter with N0 and N1 compared

to N2 (means of 16.1 ˘ 15.7 vs. 18.2 ˘ 18.0 sec) . Surprisingly, the different topology

conditions did not have any significant impact on the exploration time.

The topology shift had no significant impact on drawing correlation, number of

maxima identified, or exploration time. Drawing correlations and exploration time

of expert subjects were significantly higher than non-experts (correlation: [F p1, 16q “

4.89, p “ .042], means of .92˘.07 vs. .89˘.07; time phase 2: [F p1, 16q “ 8.11, p “ .011],

means of 26.0˘23.8 vs. 12.1˘8.0 sec for experts and non-experts respectively). Three

out of the six experts identified every single maximum in their drawings, regardless

of the PMSon condition. Two of these three expert subjects took on average more

than twice as much time than their peers to explore the topology (means of 42.0 and

50.1 sec vs. 16.8 sec on average). In contrast, the third expert was the second fastest

participant (means of 9.6 sec).

9.5.3 Subjective Evaluation

Figure 9.5 presents subject’s responses to the post-experiment questionnaire, completed

after each block (i.e. for each PMSon condition). The first two questions were related

to phase 1 and 2 respectively. The trend suggests that subjects judged it easier to

identify the main maximum and understand the topology in conditions P and IOI

compared to PA, yet not significantly so. Questions 3 and 4 concerned the general
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sound aesthetic and the perceived impact of the noise on the exploration task, where

subjects favored IOI and PA over P , significantly for Q4 results [F p2, 32q “ 17.64,

p ă 0.001].

When questioned, most subjects reported that the topologies explored with the IOI

PMSon appeared much simpler (e.g. fewer maxima on average) than those explored

with P and PA. Two of the expert subjects agreed that IOI “emphasized” higher

local maxima above a certain exploration speed where the simple P itch condition P

systematically induced a mental map of the whole topology. While some subjects

preferred PA over P and IOI, the PA PMSon was often criticized as “constantly

limiting the maximum exploration speed” or “slow and inconsistent” as the presented

information depended on the exploration speed.

9.6 Discussion

The purpose of the present study was to evaluate the capacity of the IOI and PA

PMSons (detailed in Section 9.3.3) to reduce the instabilities perceived during an in-

teractive auditory graph-based exploration of noisy data. Based on task execution time,

estimation accuracy, misinterpretations, etc. the evaluation also questioned the general

performance of both IOI and PA compared to the standard P itch PMSon often used

in audio-based data exploration.

Subjective evaluations indicated that both IOI and PA reduced the perception of

data instabilities during the exploration, suppressing the aesthetic and fatigue issues

related to P itch-based exploration. Results otherwise showed that the impact of the

noise level on subjects performance did not depend on the PMSon condition.

Quantitative results indicated that subjects handled both localization and explo-

ration tasks (defined in Section 9.4.3) faster with P and IOI than with PA. As PA

involved a running average on the data, subjects had to limit their exploration speed to

perceive the topology’s feature (local minima and maxima) instead of an over-smoothed

version of it. Too rapid exploration speeds compared to the averaging period (see Sec-

tion 9.3.3.2) are thus assumed to be responsible for the high false detection rate of PA

compared to P and IOI during explorations of the most difficult topology C3.

Fast exploration with IOI, on the other hand, was judged to emphasize the highest

values of the topology compared to P that systematically induced a mental map of the

whole topology. This effect of IOI on topology perception is related to the “adaptive

dynamic of estimation” evoked in Section 9.2, which in essence means that the brain

needs less time to evaluate tempi as the IOI decreases, and thus notices only the vari-

ations related to fast tempi during rapid explorations. The downside of this emphasis

is that explorations with IOI often led subjects to discard the lowest maxima in the

topology, more so in the presence of high valued ones (e.g. C2-m1 compared to C3-m2

detections in Figure 9.4a. A trend (non significant) in this figure and in Table 9.4
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located in Appendix Section 9.8 suggests that explorations with P and PA were also

impacted by this “masking effect”. Three of the subjects identified as experts (i.e. with

some musical background) easily overcame the masking effect, identifying every single

maximum regardless of the PMSon condition. While this performance was accompa-

nied by a lengthy and thorough exploration for two of them, the third expert simply

reported an ease with tempo estimation due to musical training.

9.7 Conclusion

This study evaluated the performance of two PMSons designed to reduce the percep-

tion of instabilities during the real-time exploration of a noisy data stream. The two

PMSons were based on Inter-Onset Interval (IOI) and Pitch Averaged (PA), i.e. a

pitch mapping coupled with a time-based running average. The conducted experiment

presented the audio exploration of a 1D topology using a pen tablet as the auditory

viewpoint controller, where subjects had to detect the local maxima of a topology for

different levels of noise applied to the data. The two PMSons were compared to a stan-

dard P itch-based sonification in terms of aesthetics, exploration speed, and accuracy.

Results showed that IOI and PA reduced the perception of noise-related insta-

bilities in the data compared to P itch. The IOI PMSon furthermore preserved the

system’s reactivity where PA over-smoothed topologies’ features for fast exploration

speeds (compared to the length of the running average). IOI’s downside was that

it often led subjects to ignore the lowest maxima in topologies that contained high

valued ones, subjects being less sensitive to slow rhythmic variations when juxtaposed

with rapid ones. The performance of subjects identified as experts indicated that this

masking effect could be overcome by training, after which IOI achieved P itch-like per-

formance and reduction of noise perception during the exploration. Said masking can

be advantageously used for the selective exploration of a topology, naturally focusing

listeners on a specific range of data value via the IOI sonification mapping.

A side result suggested that, for all three PMSons, the perceived amplitude of a

local maximum in the auditory graph changed with the complexity of the underlying

topology (further developed in Appendix Section 9.8). This observation would require

further investigation through a dedicated study, as it appeared to depend on the sound

parameter and may also turn out to be task-specific.

Finally, the results on P itch subjective appreciation (low) compared to its objective

performance in the exploration task (high) reinforced the findings of previous studies,

suggesting that PMSons assessment will generally require both qualitative and quan-

titative evaluations as raw efficiency and aesthetic considerations do not necessarily

point in the same direction.
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9.8 Appendix: Regarding JND-based PMSon Scaling

The assumption on inter-PMSons iso-sensitivity made in Section 9.3.3 was not verified

for the average subject. The variations across PMSons observed in Figure 9.4 suggest

that the topologies were not perceived with the same level of detail through Pitch and

IOI. This result could be seen as a consequence of the masking effect mentioned above,

as the three experts who overcame this effect showed equivalent performance in terms

of drawing correlation and number of identified maxima for both PMSons.

The assumption on intra-PMSon iso-sensitivity, i.e. a perceptively linear scale for all

PMSons due to the JND-based design, was not verified either. Results in Table 9.4

show the average values reported for the local maxima in C2 and C3 in subjects draw-

ings. While C2 related results reasonably suggest that subjects perceived this topology

without scale distortion, a comparison with C3 evaluations indicates that the perceptive

scale is distorted as the number of local maxima increases. A masking effect similar to

the one described for IOI was observed, this time common to all PMSons and related

to the perceived amplitude of C2-m1 and C3-m2. The fact that all three PMSons pro-

vided an equivalent accuracy on main maximum position estimation however supports

an intra-PMSon iso-sensitivity for the higher topology values.

Table 9.4: Average maxima heights reported in subjects’ drawings. Heights have

been normalized for each drawing between maximum and minimum values drawn on

the tablet, ˘ values give 25th and 75th percentiles. These results indicate a masking

effect on the relative amplitude perceived as C3-m2, equal in height with C2-m1, was

perceived as smaller, supposedly related to the presence of C3-m1.

Topology-maxID = value C2-m1 = 0.5 C3-m1 = 0.8 C3-m2 = 0.5

Pitch 0.46 ˘ 0.16 0.63 ˘ 0.16 0.40 ˘ 0.15

Pitch Averaged 0.46 ˘ 0.13 0.61 ˘ 0.16 0.38 ˘ 0.14

IOI 0.35 ˘ 0.15 0.57 ˘ 0.17 0.27 ˘ 0.12

A subsequent dedicated study would be necessary to clearly assess both iso-sensitivity

assumptions for the scaling functions presented in Section 9.3.3.



Part III

Prototyping and Evaluation

The work presented here concerns research carried out related to the prototyping

of an audio direction finder. A virtual prototype implementation is suggested, based

on the synchronization of a raytracing propagation model to the elements within a

virtual scene. Said prototype is employed to evaluate the behavior and performance of

several direction finder designs during simulated search tasks in the virtual scene. A

physical prototype is implemented to validate the results issued from the simulation and

further assess the performance of audio designs compared to other victim localization

techniques during lifelike search and rescue operations.
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Until recently, human-device interface assessments primarily involved a lengthy

prototyping process. Engineers and researchers usually had to construct real prototypes

to gather some relevant feedback on their design from ergonomists and potential end-

users. Recent developments in Virtual Environment (VE) related technologies have

given rise to the experimental process known as “Virtual Prototyping”, defined as “A

computer simulation of a physical product that can be [...] tested from concerned product

life-cycle aspects [...]” by Wang in [202]. Applications range from surgery training, e.g.

using haptic feedback [203] sometimes combined with visual rendering based on head-

mounted display [204], to car design evaluations on social network platforms [205].

The process has considerably improved ergonomic studies, allowing for low-cost and

fast design evaluation in supervised VE [206].

10.1 Introduction

This chapter details the implementation of a Virtual Prototype (VP) of the different

radio Direction Finder (DF) designs presented in Part I. The VP core architecture was

the same for every DF designs, composed of a virtual scene in which users may navigate

using a virtual DF to find their way towards a virtual Radio Frequency (RF) emitter.
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Figure 10.1: Simplified architecture of the Virtual Prototype.

The objective of the VP implementation was to allow the evaluation of dynamic per-

formance and behavior of the DF designs during a the navigation, as opposed to the

static evaluations proposed in Chapter 4.

Both emitter and DFs were simulated based on the Ilmprop propagation model

coherently coupled with the virtual scene. “Coherent” here indicates that the propa-

gation model took into account the different elements that composed the virtual scene

(walls, obstacles, etc.) to simulate RF propagation.

A short VP-based study of different DF designs performance in simulated search

conditions is presented at the end of this chapter, Section 10.2. Next Section details the

VP implementation, from the creation of the virtual scene to the real-time DF-based

navigation. Ultimately, the VP will be used in parallel with the physical prototype

introduced in Chapter 11 to evaluate and improve DF designs after the assessment of

its ecological validity detailed in Chapter 12.

10.2 Virtual Prototype Implementation

In what follows, the term Virtual Prototype refers to the virtual DF and its simulated

behavior in the VE. Said VE is composed of the VP, a virtual scene coupled with a

raytracing propagation model, and a tangible interface to control the DF and navigate

in the scene. The virtual scene is designed in Blender [207], a 3D content creation

software which also handled navigation and DF-related interactions. The RF propa-

gation model is based on IlmProp [71], the Matlab RF raytracing propagation model

introduced in Chapter 4. As IlmProp is a 2D raytracing model, the VP is limited to

search scenarios in an horizontal plane. The DF output sonification is processed via

Max/MSP, the sound processing software used for the sonification design in Chapter 8.

Communications between Blender, Matlab, and Max/MSP are handled through the

Open Sound Control1 (OSC) protocol. Figure 10.1 details the overall VP architecture.

1Inter-software communication protocol based on the User Datagram Protocol (UDP).
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Figure 10.2: Virtual scene in Blender. (a) Edition of the virtual scene, move box

and camera (bottom of the picture) are non-textured objects, not visible during the

rendering of the virtual scene. (b) Rendering of the virtual scene, first-person view.

The VP was initially implemented on a laptop. Section 10.2.3 details the adaptation

of the VP to a CAVE (Cave Augmented Virtual Environment) architecture to simulate

“lifelike” rescue operations. While on the initial implementation interactions were

limited to keyboard and mouse controls, the final CAVE implementation enables more

realistic navigation and interaction paradigms.

10.2.1 Virtual Scene

Much like a first-person video game, the virtual scene was composed of a virtual world

and an avatar to represent the user’s viewpoint, along with a set of rules that defined

the potential interactions between the two. As the objective of the VP was to assess

the DF in realistic conditions, several virtual worlds were designed to reproduce typical

search environments (forest, urban areas, buildings, etc.). The user navigated through

the virtual world from a first-person perspective, which reduced the avatar’s imple-

mentation to a camera attached to a “move box”, used to physicalize its movements

(collisions with walls rather than going through them). In the laptop-based VP im-

plementation, the user controlled their position and viewpoint in the virtual scene via

keyboard and mouse controllers. The targeted cellphone was represented by a basic

mesh added on the floor of the virtual scene. Figure 10.2 illustrates a basic virtual

scene in Blender.

10.2.2 RF Propagation in the Virtual Scene

Simulating a coherent RF propagation in the virtual scene required the use of said

virtual scene as an input for the raytracing model geometry, not unlike the imple-

mentation proposed in [208]. The geometry of the elements that composed the scene
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Table 10.1: Example of IR dataset size and computation time using the IlmProp

raytracing model for various grid steps in the imported scene of Figure 10.3b, defining

the DF antenna array as a 8 elements UCA. For reference, the grid step illustrated in

Figure 10.3b and through the video examples of Section 10.3 is 2 m. For the walking

speed defined in the virtual scene, this corresponds to IR updated approx. every second

for a user walking in a straight line. (Calculations executed on a 2.3 GHz Intel Core i7

macbook pro with 4Go of RAM at 1600 MHz running Matlab R2012a).

Grid step size Computation time IR array size (.mat)

10 m 15 sec 1.6 Mo

4 m 1 min 5.2 Mo

2 m 5 min 25 Mo

was imported in the raytracing model and their nature regarding RF propagation was

defined (refraction, diffraction, scattering coefficient, etc.). User’s avatar and target

meshes were replaced by their RF equivalent during the importation, i.e. a DF antenna

array for the user (receiver) and a cellphone-like omnidirectional antenna for the target

(emitter). From this setup, a typical run of the IlmProp raytracing model produced an

array of Impulse Responses (IRs) representing the different RF paths from emitter to

receiver’s antennas (an IR for each of the receiver’s antennas).

As the objective of the VP was to navigate in the virtual scene with the DF to

find a fixed RF emitter in real-time, the IRs for potential positions of the DF (user) in

the explorable space were calculated and stored prior to the navigation. To limit the

size of the resulting IR dataset, a grid of possible positions was predefined based on

the virtual scene size and a grid step. As the user navigated in the virtual scene, their

position was approximated as the nearest grid point and sent to a Matlab script that

selected the associated IR array and ran the DF-related estimation.

The grid step was defined as a tradeoff between the IR dataset computation time/size

and the perceived continuity of the DF estimations during the navigation. Too large a

grid step resulted in scarce IR index updates, i.e. whole areas of the virtual scene that

corresponded to the same IR array producing a unique Direction Of Arrival (DOA) es-

timation. On the other hand, the smaller the grid step, the longer the IlmProp offline

calculation and the larger the produced IR dataset.

Figure 10.3 illustrates the overall pipeline employed to create contextualized RF

propagation in the virtual scene. Table 10.1 reports typical IlmProp computation time

and stored IR dataset size for various grid step values applied on the virtual scene of

Figure 10.3b.
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Figure 10.3: Detail of the different steps involved in the simulation of contextualized

RF propagation in the virtual scene for DF based navigation. (a) Creation of the

virtual scene in Blender. Positioning of both User and target (RF beacon) in the scene.

(b) Import of the scene geometry in Ilmprop, definition of virtual objects behavior

regarding RF propagation. Definition of a grid and its associated grid step for user’s

position approximation and IR index selection (pictured grid is 25 ˆ 25 m2 for a 2 m

grid step). (c) Computation of the IRs from emitter (RF beacon) to receiver (virtual

DF co-localized with the user) for each potential position of the emitter on the grid

(grid nodes). For this illustrative implementation, scatterers (green dots) were defined

around every pillar-like objects in the scene, reflecting the RF signal to simulate multi-

path propagation. Walls were made to simply block the RF paths (dotted pink lines).

(d) Screenshot of the user’s viewpoint during the navigation in the virtual scene.

The IR dataset pre-processing assumed a constant DF orientation2 for each poten-

tial DF position. This assumption was made to avoid a massive increase in the size of

the pre-processed IR dataset, i.e. processing NpositionˆNorientation IR arrays instead of

the Nposition processed so far. Rather, DF’s orientation was “manually” added to the

current IR array during the navigation, differently so according to the considered DF

design:

For automatic DF designs, i.e. whose output consisted of an estimated DOA or

spatial power spectrum (see Chapter 3), the current DF orientation was added to

2DF orientation concerned the azimuthal plane only because of the 2D constraint on the raytracing

model.
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Figure 10.4: Creation of the IR of two directional antennas based on the IR of an

UCA. (a) RF propagation scenario, the red sphere is the emitter, the blue is the UCA

receiver. (b) UCA geometry composed of 8 gaussian antenna of individual apertures

680 in azimuth. (c) Calculation of the received signal strength (red and green dots) of

a fictive pair directional antennas for two different orientations (red and green dotted

lines at 380 and 1580) through a summed average over the two nearest neighboring

UCA elements (2ˆ2 red and green dots circled in black on circle’s circumference).

This synthesized directional antenna had an aperture of 600 (i.e. the linear gain at

˘300 is half the gain at 00).

the estimated DOA or applied as a circular shift to the spatial power spectrum. To

produce results similar to the exhaustive calculation of NpositionˆNorientation IR arrays,

this method required that the measured IR did not depend on the DF (antenna array)

orientation. This need for rotational invariance in the azimuthal plane led us to select an

Uniform Circular Array (UCA) as a basis for the DF designs assessed via the VP. This

assumption made on the antenna array geometry limits the potential of the VP in terms

of DOA estimator assessment, yet UCAs have the advantage of being representative

geometries for assessing the behavior of most DOA estimators. Tests showed that the

estimated power spectrum complied with the rotational invariance hypothesis for UCA

arrays composed of M ě 6 omnidirectional antennas.

For manual DF designs, composed of one or more directional antennas, a likewise

M -element UCA was used for IR arrays pre-processing, this time composed of M di-

rectional antennas. The Received Signal Strength (RSS) of “virtual” DF’s antennas

were simulated based on a weighted average of the RSS of the two UCA antennas

closest to the current orientation of the considered virtual antenna. As for automatic

DF designs, the UCA geometry was selected to because of its rotational invariance.

Modifying UCA’s number of antennas M and their directivity allowed one to simulate

various directional antenna apertures (i.e. directivity). Figure 10.4 illustrates the use
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Figure 10.5: Simplified sequencer of a run of the VP.

of an UCA composed of M “ 8 gaussian antennas to simulate a pair of directional

antennas with a 600 aperture (similar to the one used for the physical prototype intro-

duced in Chapter 11).

Figure 10.5 details the steps involved in a typical run of the VP once the overall

preprocessing achieved. Videos //assets/partIII/2.* virtual-prototype-v*-search.mp4

illustrate DF-based navigation in the virtual scene, further introduced in Section 10.3.

10.2.3 Lifelike Rescue Operations, CAVE-Based Virtual Prototyping

The overall VP implementation has been ported to the EVE platform [209], a CAVE

architecture, to simulate lifelike rescue operations. EVE employs active adaptive stereo-

scopic rendering on four rear-projected screens coupled to a cluster of seven cinema-

sized projectors each controlled by an i7 computer, altogether achieving about 36 m2

of high-definition projection space. The VE was rendered through BlenderVR3 [3], an

extension of the Blender software into a complete authoring tool for VR real-time in-

teractive scene rendering. The sonification was still handled by MaxMSP coupled with

an RF wireless headphone module for mono, stereo, and binaural rendering. Users

explored the VE from a fixed position allowing for an approximate 180°hˆ110°v field

of view, observed through tracked stereoscopic shutter glasses (c.f. Figure 10.6). To

provide some ecological equivalent of walking, navigation in the VE was based on the

combination of a Nintendo Wii Balance Board and Nunchuk (single joystick along with

analog buttons) through a walk-in-place metaphor. The walk-in-place implementation

was a simplified version of the algorithm introduced in [210], where the Nunchuk joy-

stick controlled Z axis rotations of the user’s move box (and attached viewpoint) within

3http://blendervr.limsi.fr/doku.php. BlenderVR developments are detailed in Appendix A.

http://blendervr.limsi.fr/doku.php
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Figure 10.6: Overview of the CAVE-based Virtual Prototype setup. (a) EVE system.

Only the lower half (below the dotted line) of the vertical projection screens was used

for the rendering (using two projectors per front screen for higher video quality). (b)

Hardware used to interact with the virtual environment. (b1) Headset and its associ-

ated RF receiver. (b2) Tracked stereoscopic shutter glasses. (b3) 6 DoF tracker and its

associated analog buttons, used to interact with the virtual DF (e.g. to aim the direc-

tional antenna). (b4) Nintendo Nunchuk. (b5) Loaded backpack, used to reproduce the

physical load related to the DF. (b6) Nintendo Wii Balance Board to create the walk-

in-place metaphor. (c) Detail of the 6 DoF tracker, its two analog buttons (c3.1 and

c3.2) used to map DF related interactions. (d) Detail of the Nintendo Nunchuk. (d4.1)

Joystick used to control Z axis related rotation of the virtual vehicle (i.e. viewport).

(d4.2 and d4.3) analog buttons used for navigation related interactions.

the VE, as EVE is not a full 3600 system. A 6 DoF (Degree Of Freedom) tracker

coupled with some analog buttons was used for DF-related interactions. The video

//assets/partIII/1.1 virtual-prototype-cave-illustration.mov presents an illustration of

the CAVE VP for a simple DF design based on a hand-held directional antenna.

The main asset of the CAVE compared to a laptop implementation was that users

were no longer in front of a “video game”. No longer constrained to use keyboard

interactions, users were more willingly immersed in the 3D environment and could

completely focus on the search task. The inclusion of an ambisonic audio system

integrated in the EVE architecture allowed for the simulation of realistic soundscapes,

e.g. to assess the masking effect of potential environmental sounds onto sonification

designs. The walk-in-place metaphor, supposing walk-like movements, allowed the

evaluation of fatigue related to the wearing of different DF designs during the task.

This CAVE-based implementation was used to assess the ecological validity of the VP,

see Chapter 12.
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Table 10.2: Description of the three DF designs implemented as VP for the informal

experiment. All three designs were assumed to be mounted on user’s helmet, i.e. with

the same orientation as user’s head (or equivalently, user’s viewpoint in the VE).

DF1 1 directional antenna, sends RSS measurement to a Geiger counter

sonification. Positive mapping: the perceived rhythm increased with

the RSS. The antenna orientation is aligned with user’s viewpoint.

DF2 8-element UCA array, sends MUSIC-based DOA estimation to binau-

ral spatialization. The considered UCA is the one illustrated in Fig-

ure 10.4b. A geiger counter metaphor is overlaid to the binaural ren-

dering, based on the average RSS received by UCA’s antennas.

DF3 2 directional antennas, sends the 2 RSS measurements to geiger counter

overlaid to binaural spatialization based on RSS ratio. The orientation

of both antennas is fixed at ˘450 compared to user’s viewpoint. The

geiger counter is ruled by the averaged value over the two RSS. If both

antennas measure the same RSS, the sound is heard in front. The sound

progressively shifts to the right as the ratio RSSright{RSSleft increases

compared to 1 and reciprocally to the left as it approaches 0.

10.3 DF Performance Evaluation Based on the Virtual

Prototype

This section presents the observations issued from informal tests with the DF VP,

comparing the performance and behaviors of three different audio DF designs. This

comparison is followed by a general discussion of foreseen issues related to the design

of an audio DF for search and rescue operations.

10.3.1 Method and Experimental Design

The three DF designs considered are described in Table 10.2. All three were imple-

mented as VPs on a laptop, following the architecture described in Section 10.2. DF1

simulated a typical manual DF, mapping the RSS of a directional antenna to a Geiger

counter sonification. DF1 was a typical implementation of the “Geiger counter for

cellphone signals” discussed in Chapter 94. A control over the RSS sensitivity gain

was added prior to the sonification, allowing users to manually compensate for the

large variation dynamic of the RSS evoked in Section 8.5, discussed in more details

Chapter 12. There were 5 gain levels, coupled with a spearcon-based audio feedback

4Without any noise in the measured RSS though, as the IRs processed prior to the navigation.
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when gain level was modified by the user (“five”, “four”, etc. heard at the beginning

of //assets/partIII/2.1 virtual-prototype-v1-search-1Rx.mp4).

DF2 simulated a typical automatic DF, mapping an estimated DOA to the spatial

position of a sound source. DF2 was based on binaural rendering coupled with a MUSIC

estimator using an 8-element UCA array, similar to the one introduced in Section 4.3.3.

The objective was to perceive the sound as if coming from the estimated DOA. A Geiger

counter metaphor was added based on the average RSS of the UCA elements, to provide

users with some feedback on their distance relative to the RF target. As with DF1,

having a rapid feedback with regards to changes in RSS which related to distance

allowed users to determine whether they were approaching or distancing themselves

from the target. The same spearcon-based control over the sensitivity gain than for

DF1 was provided.

DF3 was proposed as a tradeoff between DF1’s simplicity and DF2 foreseen effi-

ciency. Based on a pair of directional antennas, DF3 implemented a Geiger counter

metaphor coupled with a binaural rendering weighted by the antennas’ RSS ratio. Due

to the antennas specific orientation, the sound spatialization indicated which direction

the user needed to turn the DF in order to increase the average RSS.

Five subjects participated in the experiment. Amongst the subjects were two po-

tential end-users from the SDIS5 (french equivalent of USAR6 firefighters). For each

DF design, subjects had to search for 4 targets in the virtual scene illustrated in Fig-

ure 10.3a guided by the sonification metaphors. After a brief training where they

were introduced with VP controls and sonification paradigms, subjects started the first

search. The initial position of both User (subject viewpoint) and RF beacon (target)

in the virtual environment were randomized, avoiding trivial scenarios were subjects

would start the search in front of the target. When they reached the target, subjects

were repositioned in the virtual scene and notified to search for the next target. Tar-

gets were represented by a cellphone-sized object, see Chapter 12 for further illustration.

The results discussed below are not issued from formal measurements, but rather

from subjective assessment of participants performance by an external examinator.

These search tests were intended as a pre-evaluation of the different audio DF designs

performance. As a future study, this experimental design could be extended (more

subjects, quantitative logs, etc.) to allow rigorous comparison of the considered audio

DF designs.

5Service Départemental d’Incendie et de Secours.
6Urban Search And Rescue
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10.3.2 Results and Designs Comparison

The video //assets/partIII/2.1 virtual-prototype-v1-search-1Rx.mp4 illustrates a typ-

ical use of the design DF1. While the search in the video was deliberately extended

for the sake of illustration, DF1 offered reasonable performance for a minimum design

complexity. Its main inconvenient was that it forced subjects to regularly perform 3600

scans, interrupting their navigation to estimate the DOA of the maximum RSS at a

given location in the exploration space.

A typical use of DF2 is illustrated in video //assets/partIII/2.2 virtual-prototype-

v2-search-UCA-DOA.mp4. Compared to DF1, the DOA estimation slightly increased

the search speed. The binaural rendering made the target’s direction immediately

identifiable, avoiding the systematic 3600 scan to find the maximum RSS. Compared

to the results concerning the automatic search of Chapter 5, errors on DOA estimation

related to multipath propagation did not present an issue with the VP. The average

DF user was able to adapt the search pattern and in a sense to “integrate” information

during the navigation, making decisions based on subjective weighted averages over

several estimations, compensating for scenarios where the DF produced an erroneous

DOA estimation. The only drawback of DF2 was its implementation complexity, mainly

related to the number of antennas that composed its array7.

A search with DF3 is illustrated in video //assets/partIII/2.3 virtual-prototype-v3-

search-2Rx.mp4. Without the 8-element complexity of DF2, this design still allowed

users to avoid the need to perform the 3600 scans of DF1 by adding a simple dynamic

left/right information.

10.3.3 Discussion

Implemented as a VP, DF3 seemed a promising design as an in-between solution be-

tween implementation complexity and navigation performance.

Based on the observation of users performance during the search, and on users’

comments following the experiment, the VP highlighted potential issues with the fore-

seen DF prototype. All three DF designs were subject to the dynamic of variations

of RSS, following an inverse square law regarding the distance from DF to RF target

in the best case scenario (free field hypothesis). Most subjects would have expected a

linear decrease of the perceived distance, e.g. 1 m in the correct direction should always

“sound the same”. Accordingly, the inverse square law dynamic forced to question the

final variation range of the sound parameter. For a constant RSS sensitivity gain or a

careless design of the RSS sensitivity gain levels, dynamic resulted in large variations

of the sound parameter when hovering close to the target and nearly imperceptible for

large distances.

7As discussed in Chapter 6, the number of antennas usually has a severe impact on the size of the

array.
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Figure 10.7: Illustration of the impact of a logarithmic mapping function applied to the

RSS of a directional antenna. (a) Original 1/distance2 RSS dynamic. (b) “Lineariza-

tion” of the RSS dynamic based on a logarithmic function. (c) Original directional

antenna beam-pattern (typical yagi antenna). (d) Impact of the linearization of (b) on

the antenna beam-pattern. While the mapping from (a) to (b) simplifies the sonifica-

tion mapping, its impact on the beam-pattern transforms the directional antenna of

(c) into a cardiod antenna (d) with scarcely more directivity than an omnidirectional

antenna.

Aside from the sensitivity gain levels, a solution could be to use some logarithmic

scaling function prior to the sonification, to provide a linear increase of the perceived

sound parameter as the target draws nearer. Such a scaling function would however

flatten the beam-pattern of the directional antennas in DF1 and DF3 as illustrated

in Figure 10.7, drastically diminishing their directionality, essential during the search.

Another solution considered was to dynamically normalize the RSS (through the sensi-

tivity gain), manually triggering said normalization to adapt it to a given DF-to-target

distance. Dynamic normalization however led to a complete loss of distance-to-target

perception if not coupled with e.g. a PMSon over the current gain level, which simply

shifted the inverse square law dynamic problem.

Finally, the gain for each level could be adjusted so as to provide a roughly piecewise

linearization of the global inverse square law. This process is employed and detailed

in the DF implementation in Chapter 12. Personal observations suggest that a high

performing functional solution would involve a semi-automated gain control (to en-
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sure users’ awareness of their progression) coupled with a sonification of the gain level

overlaid on the main auditory stream. The spearcon sonification feedback of the RSS

sensitivity gain implemented for all three DFi is one option amongst others, e.g. re-

placed in the implementation of Chapter 12 by a change in the main Geiger counter

sonification timbre as the sensitivity gain is modified.

An advantage of the VP over classic prototyping is its malleability, which allowed

us to quickly assess potential designs while providing complete control over the search

complexity. An informal exploration was for example conducted to compare the visual

and audio modality for the three DF designs mentioned above. Said test simply required

the implementation of a visualization widget with either a compass for DF2 or a RSS

level meter for DF1 and DF2
8. No significant difference was observed between both

modalities while the audio feedback naturally allowed users to completely focus on the

search environment.

Another informal exploration was conducted where searches in the virtual scene

were performed using the true target direction as an input for the sonification, without

either propagation nor estimation. This allowed further assessment of the potential of

audio against visual modality for the navigation aid aspect of the DF, especially in 3D

environments (multi-storey parkings, buildings, etc. since the 2D constraint imposed

by the propagation model was no longer present). Both modalities produced roughly

equivalent performance. As the environment grew more complex (doors, floors, dead

ends, etc.) the knowledge of the true direction sometimes led to tedious searches where

the “nearest path” would have been more helpful than a straight line through obstacles.

As put forward in [19], a DF that indicates the nearest path towards the victim9 is

probably preferable over a system encouragin users to walk through concrete walls.

Finally, the VP allowed one to investigate potential masking effects of environmental

sounds on the DF sonification in a controlled environment. Using the ambisonic system

in the EVE architecture or built-in laptop loudspeakers, we were able to assess the

intelligibility of sonification designs in noisy conditions, e.g. with audio files such as

the //assets/partIII/2.4 street, alarms.mp3. It appeared that environmental sounds

should not be an issue as long as users have some control over the system volume and

the “harshness” of the sounds involved in the sonification. An adjustable comb filter

can e.g. be used to control the latter.

Bonephones proved useful in situations were users needed to maintain some level of

auditory attention to monitor their surroundings or exchange information with other

individuals during the search. Bonephones should not however be used in very noisy

environments, as it becomes hardly possible to focus on the sonification, particularly

8Two level meters were actually required for DF2, one for average RSS, the other for RSS ratio.
9“ [...] similar to what rescue dogs would find because of ventilation.”, from [19].
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since the dynamic range of bonephones is limited [211]. For excessive input level, the

“audio” output of the average bonephone will indeed be perceived as actual vibration

on the temples10 (a feature that could however be used for mixed audio-tactile feedback

though).

10.4 Conclusion

This chapter detailed the implementation of the DF Virtual Prototype (VP). Said

implementation consisted in the creation of a Virtual Environment (VE) composed of a

virtual scene, a user avatar, a virtual DF, and a virtual RF target. RF propagation from

the target to the DF was simulated based on the virtual scene geometry, constrained

to 2D propagation scenarios because of the simple raytracing model employed. As

the objective of the VP was to assess the behavior of DF designs during real-time

navigations, most of the calculations related to the RF propagation were executed

offline, storing the IRs for a uniform grid of discrete DF positions in the virtual scene.

The overall VE was adapted to a CAVE architecture to further enhance its ecological

validity, further discussed in Chapter 12.

Informal tests and search simulations in the VE allowed to compare the performance

of three different DF designs. Observations suggested that the performance of a manual

DF design could match those of an automatic DF design (based on automatic DOA

estimation), providing the use of several directional antennas to increase the amount of

sonified information and assist users in their search for a local RSS maximum. Finally,

the VP allowed us to anticipate potential issues related to the implementation of a

physical prototype. Scaling issues are e.g. to be expected, related to the non-linear

decrease of the RSS as the DF-to-target distance decreases.

10In addition to saturation and distortion of the auditory signal.
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This chapter details the implementation of a Physical Prototype (PP) of the audio

Direction Finder (DF). Based on Software Defined Radio (SDR), said implementa-

tion allowed us to quickly prototype various DF designs that reused the sonifications

developed through the Virtual Prototype (VP).

After a brief introduction to the assets of SDR and a description of the PP imple-

mentation, this chapter presents the results of a preliminary study aimed at assessing

the performance of DF designs DF1 and DF3 introduced as VP in Chapter 10 in real

search conditions. The study was conducted in collaboration with firefighters from the

SDIS1 (French equivalent of Urban Search And Rescue squads) and supervised by an

ergonomist intern involved in the research project, in charge of the assessment of audio

DF design ergonomics. Other victim location solutions (avalanche transceiver, trained

dogs, etc.) were deployed during the search simulations involved in the study, allowing

to assess the performance of the audio DF relative to other state-of-the-art systems.

1Service Départemental d’Incendie et de Secours.
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11.1 Introduction: The Assets of Software Defined Radio

Software Defined Radio [212,213] typically refers to systems composed of a Radio Fre-

quency (RF) front-end connected to a computer which handles the majority of signal

processing routines. Due to increasing personal computer power, SDR architectures

have become the fastest way to design and improve RF prototypes. Functions such

as filters, modulators/demodulators, detectors, or coding schemes, can now be im-

plemented, tested, and improved without any hardware intervention, using high-level

programming languages (C++, Python, etc.).

Initially referred to as “Software Radio” [214], SDR is closely related to the no-

tion of cognitive radio [215]. Both concepts emerged as governments and industries

expressed the need for more flexible communication systems in the early 1980’s regard-

ing architecture reconfigurability and RF bandwidth optimization. As the required

technologies have matured, SDR is now commonly used to develop digital RF mock-

ups [216], prototype wireless standards [217, 218], or design cost-effective solutions for

niche markets [219,220].

Governments and industries now perceive the immense potential of SDR as a threat

as well as an opportunity [221]. Offering instantaneous access to any RF waveform,

combined with a continuous increase in personal computer performance, it is commonly

acknowledged that SDR will force authorities to review some of the telecommunication

security standards. The SDR-based air traffic communication monitoring presented

in [222] or the wireless protocol attacks described in [223] are but perfect illustrations

of the risks inherent to the democratization of the access to RF transmissions.

Except for business-to-business solutions, the most widely spread RF front-ends for

SDR applications are currently the series known as Universal Software Radio Periph-

erals (USRPs), first developed by Ettus Research in 2005 [224]. Some efficient SDR

chipsets were also developed within the amateur radio community [225] or adapted

from commercial transmitters [226]. On the software side, Matlab Simulink [227] and

Labview [228] have adapted their framework to propose ready-to-use platforms, al-

ready widespread in academical applications [229,230]. Open source SDR software like

Click [231] or GNU Radio [232,233] also emerged, the latter being now readily accepted

as a reference by the SDR community [234,235].

Several studies have previously implemented SDR-based DFs, processing Direction

Of Arrival (DOA) estimation through Beamforming [236], Pseudo-Doppler [237], or

MUSIC algorithms [238].

The PP implementation, both hardware and software, is detailed Section 11.2.

Section 11.3 presents a preliminary study on the evaluation of DF1 and DF3 designs

introduced in Chapter 10, implemented as PPs.
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Figure 11.1: General architecture of the Physical Prototype. PP elements (top) and

block diagram (bottom).

11.2 Physical Prototype Implementation

This section presents the implementation of the physical DF prototype developed to

support the investigations on sonification design. The PP implementation was based

on both USRP hardware and GNU Radio software to receive and process RF signals.

Processed RF signals were then sent to Pure Data, an open source audio processing

software [239], for sonification. In initial versions, Matlab Simulink Universal Hardware

Driver (UHD) was used instead of GNU Radio, but was finally discarded in order to fo-

cus on a license-free prototype based on a Linux architecture because of industry-related

requirements. The software/hardware implementation described herein is based on the

“RF Geiger counter” referred to as DF1 in Chapter 10, where the Root Mean Square

(RMS) of the signal received by the directional antenna was mapped to the repetition

period of audio bursts. DF3-specific design details are reported Section 11.2.4.

11.2.1 Hardware

The general architecture of the PP implementation is detailed in Figure 11.1. The

choice was made to limit the PP implementation to manual DF designs based on a

maximum of 2 antennas, as opposed to a prototype allowing the test of automatic DF

designs, requiring antenna arrays composed of a minimum of four to five antennas [81].

This choice allowed to considerably reduce the PP complexity and the time required

for its implementation, while obviously limiting the range of its application in terms of

DF designs assessment.

The RF front-end was composed of a dual-band directional antenna and an USRP.

The directional antenna selected was the Yagi-Uda antenna illustrated in Figure 11.2,

designed to operate in both GSM900 and DCS1800 bands (see Table 2.2). The USRP

used was a N210 coupled with a WBX daughterboard, basically a FPGA coupled with

a RF transceiver. The FPGA assumed the conversion of RF analog data received by
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Figure 11.2: Illustration and specifications of the Yagi-Uda directional antenna used

for the DF prototype. Its radiation pattern is a cardioid defined by Apertures V and

H. For example, according to the figures of Aperture GSM900 H, the antenna gain for

a GSM900 source emitting above the pictured antenna would be of 8.2 dBi and would

be decreased by 3 dB if the source was shifted left or right from 900{2 “ 450.

the antenna into baseband digital data, sent to the host computer through an ethernet

cable. Figures 11.3 and 11.4 detail URSP’s specifications and packaging.

11.2.2 Software

The software was hosted on a computer connected to the USRP. A Python script based

on the GNU Radio library (Python and wrapped C++ libraries) processed the RF data

sent from the USRP. The same Python script forwarded these processed data to Pure

Data via UDP for sonification. As GNU Radio and Pure Data UDP formatting mis-

matched, a Python server or “bridge” was used to transform UDP packets sent by GNU

Radio into OSC messages forwarded to Pure Data. Figure 11.5 is a reminder of DF1’s

principle while Figure 11.6 illustrates both GNU Radio and Pure Data PP interfaces.

GNU Radio

Using GNU Radio related Python library, or the user friendly block-based editor GNU

Radio Companion (GRC), the implementation of the RF chain primarily consisted in

the manipulation of predefined functions (blocks). Each block was parametric, enabling

simple modification of central frequency, bandwidth, gain, etc. For DF1, the signal

processing was achieved with four blocks that calculated the RMS of the received

signal and sent it through UDP to the UDP-to-OSC bridge. A 100 kHz low-pass filter

centered around the RF frequency of the emitter (described in Section 11.2.5) was

added upstream of the RMS calculation to limit potential interferences from other RF

emitters. As seen in Figure 11.6, GRC also provided some useful GUI (Graphic User

Interface) elements used to monitor and modify the processing chain in real-time.
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Figure 11.3: Block diagram of the USRP N210 with its WBX daughterboard. In this

configuration, the USRP can receive signals from 50 MHz to 2.2 GHz with approx.

20 MHz of usable bandwidth (the original 40 MHz analog bandwidth of the WBX is

limited by the GigE interface to the host computer) and a noise figure of 5 dB. Figure

taken from http://www.ettus.com/kb/detail/usrp-bandwidth.

Figure 11.4: Illustration of (a) the USRP N210, (b) the WBX daughterboard, and (c)

the USRP related to the block diagram of Figure 11.3. Protruding on the right are the

GigE interface (blue), connected to the host computer, and one of the SMA (SubMinia-

ture version A, antenna connector format) connected to DF1 antenna (gold/black).

http://www.ettus.com/kb/detail/usrp-bandwidth
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Figure 11.5: Illustration of DF1 RF Geiger counter implementation. The repetition

period of audio bursts gets shorter as the Received Signal Strength (RSS) increases,

equating to the directional antenna pointing or progressing towards the RF emitter.

Figure 11.6: Software implementation of DF1 RF Geiger counter using GNU Radio

and Pure Data. The processing chain is first implemented through GRC blocks (top-

left), compiled into Python code and executed, which produces the GNU Radio GUI

(bottom-left). Measured RMS of the signal received from the USRP is monitored

through a level meter (orange bar, RMS at 0.23 “Units”) and sent for sonification

using the UDP protocol. A Python script (not shown) transforms the UDP messages

sent by GNU Radio into OSC messages compatible with Pure Data. Pure Data (right)

receives the RMS value to set the oscillation period of a square wave signal (TTL logic,

between 0 and 1) used to modulate a noise generator (audio-input).
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Table 11.1: Specifications of the components of the PP v1. The DC converter is used

to adapt battery’s output to USRP power requirements.

Computer Dell, Latitude E5420, Core i5-2520M (2.5 GHz), 4 Go,

1333 MHz

USRP Ettus Research, USRP N210 and WBX daughterboard

Directional Antenna Directional antenna GSM900 8.2 dBi (see Figure 11.2)

Battery Energizer, XP18000, DC 5 V, 2.1 A / DC 12 V, 2A DC 19 V,

3.5 A

DC Converter Mascot, Linear Converter DC 12 V / DC 6 V

Pure Data

Pure Data is an open source visual programming language designed to manipulate

audio data streams. Well suited to sonification, it is similar to the Max/MSP software

used in the studies in Chapters 8, 9, and 10 yet compatible with Linux-based operating

systems. It is also based on blocks, each block referring to an internal C method.

For the RF Geiger counter implementation illustrated in Figure 11.6, the measured

RMS was received through OSC and used to define the oscillation period of a square

wave. This wave then modulated a pink noise generator, producing a sequence of

bursts, accelerating as the received RMS increased.

11.2.3 Prototype v1

The first version of the PP was implemented in a ruggedized suitcase, based on a

standard laptop connected to a single USRP, itself receiving the signal of a direc-

tional antenna. Users wore a headset and manually steered the directional antenna,

using a mouse wheel to control the DF sensitivity gain (e.g. to reduce sensitivity as

they approached the RF emitter). Table 11.1 lists the specifications of this first ver-

sion. Figure 11.7b shows some photos of the prototype. //assets/partII/3.1 physical-

prototype-v1-principle.m4v and //assets/partII/3.2 physical-prototype-v1-search.m4v

videos provide some insight on its behavior for the simple Geiger counter sonification

of DF1, further discussed in Section 11.3.

11.2.4 Prototype v2

Used in field tests with firefighters, the PP v2 was a more compact and lighter back-

packed version, based on a small ruggedized computer (MINI PC BRIK 2.5” 3I270D-

V4G). To enable further sonification paradigm assessments, a second USRP was added

to the architecture of the first prototype, along with a second battery and converter
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Table 11.2: Specifications of the RF emitter’s components. The 27 dBm (500mW)

power of the A/V Transmitter was augmented by the 2 dBi gain GSM Antenna. The

resulting 29 dBm was in the upper range of standard GSM900 transmission powers,

imposed by the network between 5 and 39 dBm.

Antenna Adactus, ADA-0186QU, GSM Antenna Penta Stub 2 dBi SWIV

RF emitter Digital Products, 900 MHz A/V Transmitter, 500 mW DPCAV

Battery Pro-Tronik, Batterie LiPo Black Lithium 3s, 11.1 V / 2200 mAh

/ 35 C

needed to power it. The PP v2 could simultaneously process the signal received by

two antennas, required for DF designs such as DF3. The overall design was mounted

on a metallic frame to improve its robustness and ensure the system’s cooling once

inserted in the backpack, illustrated in Figure 11.7c. A typical search with the v2

and the “spatialized RF Geiger counter” sonification of DF3 is presented in the video

//assets/partIII/3.4 physical-prototype-v2-search-2Rx.mp42.

The binaural rendering required for DF3 sonification was processed in Pure Data

via the “Earplug binaural synthesizer” [240] (Pure Data add-on library). Except for

sonification-related implementation, PP v2 reused both GNU Radio and UDP-2-OSC

bridge of Figure 11.6, adapted to process the RMS of the signal received by the second

directional antenna.

11.2.5 RF Emitter

Using a real GSM cellphone for the field testing would have required a complete control

of its RF layer, i.e. being able to trigger it into emit mode on an isolated frequency.

As detailed in Chapter 2, achieving this level of control is possible yet requires the de-

ployment of a complex RF system, exceeding the technical capabilities for the foreseen

evaluations. To simplify the procedure concerning DF designs assessment, a simple

RF emitter was constructed, based on a 900 MHz Amateur TV emitter. The emitter’s

specifications and illustration are reported in Table 11.2 and Figure 11.7a.

11.3 DF Performance Evaluation Based on the Physical

Prototype

This section follows Section 10.3 from the previous chapter, gathering the observations

issued from preliminary tests with the PP v2. The performance and behaviors of DF1

2The pair of directional antennas is hand-held in the video for illustration’s sake.
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Figure 11.7: Illustration of the RF emitter (a) and the PP v1 (b) and v2 (c). RF

emitter sized 7.5cmˆ13cmˆ4cm (WˆHˆD, in cm) and weighted 300 g. PP v1, handle

folded, sized 34cmˆ54cmˆ23cm and weighted 16 kg. PP v2 aluminum structure sized

28cmˆ35cmˆ17cm for a total backpacked size of 31cmˆ46cmˆ23cm and weighting

8 kg. (d) Simplified block diagram of both v1 and v2 prototypes.
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and DF3 PP designs, similar to their VP counterparts introduced in Table 10.2, were

compared during search simulations in realistic conditions. The general performance

of both PP designs were compared with those of three other search and rescue “sys-

tems” usually deployed by search party: (1) trained dog, (2) avalanche transceiver, and

(3) geo-stereophone. Search simulations, observations and discussions were conducted

in collaboration with an ergonomist intern, in charge of assessing systems usability

throughout the steps of a typical search operation.

11.3.1 Method and Experimental Design

As a reminder, DF1 sent the RSS measurements of a single directional antenna to a

Geiger counter sonification while DF3 employed a pair of directional antennas, resulting

in a similar RSS sonification coupled with a left/right panning based on the ratio of

both antennas RSSs. The two DF designs were implemented with the PP v2 illustrated

in Figure 11.7c. The same spearcon-based sonification feedback as in Section 10.3 was

provided over the RSS sensitivity gain levels, controlled with the wheel of a bluetooth

mouse strapped to user’s leg. The video //assets/partIII/3.3 physical-prototype-v2-

search-1Rx.mp4 illustrates a typical search sequence with DF1 in an indoor/outdoor

environment. Video //assets/partIII/3.4 physical-prototype-v2-search-2Rx.mp4 illus-

trates a search sequence with DF3 in an outdoor environment.

Four subjects participated in the experiment, amongst which two firefighters from

a SDIS search and rescue squad. For each DF design, subjects had to search for 2

trapped victims, equipped with the RF emitter of Figure 11.7a, in the 100ˆ50 m2 pile

of rubble illustrated Figure 11.8. After a brief training where they were introduced

with the PP controls and sonification paradigms, subjects started their first search.

The search was achieved when subjects visually located the trapped victim or when

they were definite on its location when the trapped victim could not be seen without

digging (completely buried in the pile). Subjects were then asked to await, away from

the rubble pile without listening to DF output, while a new victim took its position in

the search environment.

The results discussed below are not issued from formal measurements, but rather

from subjective assessment of participants performance by external examinators. These

search tests were intended as a pre-evaluation of the different audio DF designs perfor-

mance. As a future study, this experimental design could be extended (more subjects,

quantitative logs, etc.) to allow rigorous comparison of the considered audio DF de-

signs.

11.3.2 Results and Designs Comparison

Searches with DF1 proved rather efficient. The four subjects took only a few minutes to

master the Geiger counter sonification and its gain sensitivity level selection. Trapped
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Figure 11.8: Illustrations of the tests sessions with the SDIS. Comparison of search

performance between DF1, geo-stereophone and dogs. Victims were trapped under the

rubbles, equipped with the RF transmitter pictured Figure 11.7a.

victims were localized in « 4 min in average, performance comparable to that of the

visual DF presented in [19]. One of the test subjects did not instinctively steered the

directional antenna towards the ground in the last stage of the search, i.e. at less than

5 m from the target. This resulted in several back and forth above the actual victim’s

position as the subject complained that the DF “randomly” switched from high to low

RSS while pointing in a constant direction.

DF3 slightly outperformed DF1 in terms of task execution time. Users judged that

search with DF3 allowed to focus on the navigation rather than on RSS maximum

location as it was enough to “make sure that the sound remained in-between the ears”

(i.e. same RSS for both ˘450 directional antennas) while progressing in the search

environment. As the sound progressively shifted to the left or to the right, users natu-

rally compensated by slightly turning right or left without pause in their progression.

Compared to DF1, this feature proved helpful in situations where untrained subjects,

after a first decision on target’s direction would simply walk straightforward, without

further adjusting their estimation (e.g. without briefly scanning left and right to make

sure they were still aiming at the maximum RSS). The subject previously confused

with DF1 did not reproduce the same mistake with DF3. As said subject experi-

mented DF1 condition first, it was not clear whether this was related to basic learning

effect or to DF3 paradigm. It is believed however that the dual antenna combined

with sound spatialization could help DF users’ interpretation of such situations, e.g.

when they just walked by the victim’s location as DF3 produced a characteristic shift in

sound position followed by erratic left/right oscillations (see end of //assets/partIII/3.4

physical-prototype-v2-search-2Rx.mp4). The assets of spatial diversity in sonification

related to antennas positioning are further discussed in Chapter 13.
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As observed during the VP assessment presented in Chapter 10, both DF1 and

DF3 designs were subject to the uneven dynamic of the inverse square law on RSS as a

function of DF-to-target distance. As for the VP implementation, providing a manual

control over the sensitivity gain allowed subjects to partially overcome this issue after

a few minutes of training. Discussion with users and ergonomist led to believe that

the manual Geiger counter sonification scaling and its associated spearcon-based feed-

back as implemented in both videos //assets/partIII/3.4 physical-prototype-v2-search-

*Rx.mp4 should be improved to improve distance estimation for untrained users. The

four subjects agreed on being able to estimate when the target was close by (in a

« 10 m radius) yet were not confident regarding absolute distance estimation during

most of their navigation.

During calibration tests preceding this experiment, it appeared that one of the most

time-consuming stage of the search with the PP was the identification of meaningful

variations in RSS leading to a first DOA estimation (for distant targets). This “catch-

ing” stage issue is well known amongst avalanche transceiver users [241]. Through

these tests, we would often hopelessly walk just a few meters in each direction before

giving up the search. With DF1 implementation, a trained user could catch the signal

at « 250 m of the RF emitter in free field scenarios, indicating a sensitivity subsequent

to the receiving antenna, coupled with the sonification scaling, of « ´43 dBm (see Ap-

pendix Section 11.5 for detailed calculation). Catching the RF signal was not a critical

issue in the 100ˆ50 m2 search environment considered in the present study, yet often

hindered subjects mishandling DF sensitivity gain levels unable to perceive any clear

RSS maximum when using too low a sensitivity gain in the initial stage of their search

(away from the victim). This maximum catching distance would obviously decrease for

search in indoor environments due to the presence of obstacles increasing the path-loss

coefficient between RF emitter and DF receiver. Search situations where victims are

deeply buried under rubbles or trapped behind blocks of concrete will also impact DF

maximum range [242].

The PP sensitivity could be improved, e.g. following the implementation described

in [19] where designers used a cascade of low noise amplifiers and a high quality direc-

tional antenna (17 dBi gain) to cover larger search areas. Whatever the DF sensitivity

range, a procedure similar to the cross-like or perpendicular bisector techniques [243]

already employed with avalanche transceivers seems appropriate for the initial stage of

the search to help users to focus on a systematic task until the DF provides meaningful

information.

Worth noticing, subjects using DF3 seemed more confident in assessing whether

or not the DF received any signal at all from the RF target: in the absence of any

significant signal, the perceived sound erratically oscillated between the left and right

ear, stabilizing only when the signal became strong enough to stabilize the RSS ratio
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between the two antennas. During calibration tests with DF3, it was also observed that

sound position as a sonification parameter could easily be ignored to focus on tempo,

pitch, etc. This feature could prove useful in indoor environments where left/right

shifts may no longer be significant because of dense multi-path propagation conditions.

11.3.3 Observations on Design Ergonomics

Through successive tests, It progressively appeared that users confidence in the DF

behavior was a critical issue. As said confidence can be undermined in a matter of

seconds, particularly in stressful search conditions, one must anticipate potential situ-

ations where users would no longer feel they can rely on the DF for navigation. Both

technical improvements and predefined procedures can be employed to make the DF

more robust to these situations, as the cross-like technique evoked to assist users during

the “signal catching” phase.

While positioning the DF antenna on users’ head allowed them to keep their hands

free during the navigation, subjects agreed that a hand-held solution would be more

convenient for precise manipulation of the antenna during the last stage of the search.

Discussed in Chapter 13, an in-between solution would be to design a DF based on an

antenna strapped to firefighters’ helmet that can be removed at will when users need

to scan a specific zone of the search area.

Finally, it appeared during the calibration tests that search situations involving

both indoor and outdoor environments where the most complex to deal with. Users

had to sometimes make arbitrary decisions on a target’s potential location: whether

it was inside the building or behind it, in the next room or outside, etc. The search

scenario of //assets/partIII/3.3 physical-prototype-v2-search-1Rx.mp4 (search from in-

door to outdoor, target near to one of the building’s walls) often resulted in a lengthy

search inside the building before any attempt was made to locate the target from

the outside. Indoor situations also raised some issues regarding up/down estimations,

where users spent non-negligible amounts of time searching for the RF beacon in the

room just bellow/above its actual location. Before training, users did not instinctively

aim the DF at ceilings or floors but rather kept steering the directional antenna in the

horizontal plane. The left/right spatial diversity employed in DF3 could be extended

to compensate for up/down uncertainties, as proposed in the DF design presented in

Chapter 13.

11.3.4 Comparison with Existing Search Solutions

Simultaneously with the search simulations conducted with both DF1 and DF3, three

other systems were used to search for trapped victims using (1) trained dogs, (2)

avalanche transceivers, and (3) geo-stereophone.
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The avalanche transceiver, a Mammut Arva Barryvox Pulse model3 was used with

its audio interface only, consisting of a Geiger counter sonification with discrete states

(e.g. sudden shift from 60 bpm to 120 bpm as the RSS came above a certain threshold).

Both DF1 and Barryvox transceiver were roughly equivalent in terms of task execution

time, while the small packaging of the transceiver allowed users to move more freely

during the search. For near-field search situations when subjects closed on the target,

the avalanche transceiver outperformed DF1, due to its secondary search mode auto-

matically triggered a few meters away from the target, i.e. from its tween transceiver.

This shift in operational mode clearly informed users that the target was nearby, which

instantly modifyed their search attitude. An equivalent mode could be implemented for

the PP, assuming knowledge of RF emitter’s emission power (controlled by the network

for GSM cellphones, see Chapter 2). The diversity of obstacles presents in urban envi-

ronments and their various impact on RF path-loss would however prevent any reliable

distance estimation compared to the uniformness of mountain-like environments where

avalanche transceiver are typically employed. Where snow has a known and predictable

impact on said path-loss, it is harder to anticipate the nature of obstacles in-between

the DF and its target in urban environments, which prevents any reliable RSS-based

distance estimation.

Trained dogs clearly outperformed both DF designs, localizing trapped victims

approximately twice faster. This result could be partly attributed to the ease with

which trained dogs moved through the search environment compared to firefighters

equipped with the PP, cumbersome despite its backpacked design. Compared to dogs,

their was no time constraint on the DF usage though, and DF search efficiency did

not suffer from environmental conditions. Discussions with dog handlers revealed that

rescuers cannot expect trained dogs to search for more than 20 min in a raw, as dogs

will progressively tire of what they perceive as a “hide-and-seek game”. They also

reported that environmental conditions such as rain, drifting clouds of gas, or other

dogs in the search area could hinder trained dogs performance, or let them completely

blind to trapped victims’ scent. Trained dogs on the other hand did not require the

presence of a cellphone on the trapped victim.

Compared to search with the geo-stereophone, subjects using DF1 performed ap-

proximately 10 times faster, and did not suffered from acoustical noise in the search

area (e.g. other squads digging to rescue a victim). The geo-stereophone is a device

composed of two microphones, applied on the ground to pickup sounds coming from

potential trapped victims. Acting like ears, the inter-microphone level difference can

be interpreted by a trained listener to iteratively estimate the victim’s location as the

microphones are moved through the search area. Its use supposes a team of three

firefighters: one listener and two in charge of carrying the microphones, positioned at

5 m on both sides of the listener for spatial diversity. A fourth individual is generally

3http://www.mammut.ch.

http://www.mammut.ch
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needed to produce the “call” in-between the searches. Using a metallic pole to hit the

ground, the call signals potential trapped victims that they are being searched, and

should acknowledge their presence by likewise producing a distinctive sound. While the

use of a geo-stereophone does not require victims to carry a cellphone, it works only for

conscious victims able to answer rescuers call and will mobilize up to four firefighters,

requiring the interruption of any digging activity in the search area.

11.4 Conclusion

This chapter detailed the implementation of a Physical Prototype (PP) of a DF for

search and rescue operation. The PP was based on a typical Software Defined Radio

(SDR) architecture, which allowed one to handle most of the signal processing and all

the sonification routines through software implementations on a computer. A crude RF

emitter was also engineered, simulating trapped victim’s cellphone to readily test vari-

ous search scenarios and DF designs without relying on the heavy network deployment

process described in Chapter 2.

A preliminary study was conducted to assess the performance of the two DF1 and

DF3 designs introduced as Virtual Prototypes (VPs) in Chapter 10. The study was

designed in collaboration with professional firefighters specialized in search and rescue

operations and an ergonomist intern in charge of assessing DFs’ usability throughout

the steps of a typical search operation. The study consisted in search simulations

conducted in a realistic post-earthquake environment, based on both DF designs and

three other search systems typical deployed by during search and rescue operations:

trained dogs, avalanche transceivers and geo-stereophones.

DF1 and DF3 proved rather efficient during these simulations. DF3 design was

judged to offer a slight advantage over DF1-based searches, due to the immediate feed-

back it provided when subjects went astray from the correct navigation route, defined

by the Direction Of Arrival of the maximum Received Signal Strength. While both

DF designs were clearly outperformed by trained dogs in terms of task execution time,

they equalled avalanche transceiver’s performance and achieved victims’ location ten

times faster than geo-stereophone. This preliminary study along with calibration tests

conducted in indoor/outdoor/forest environments also allowed to gauge the ecological

validity of the VP implementation, and to identify situations where the considered DF

designs would fail to reliably assist users in their navigation.

Numerous discussions with the search and rescue squads followed these tests, fo-

cusing on their requirements regarding DF performance and range of application. The

general ergonomic of their own equipment was carefully studied to understand their

needs in terms of size, weight, simplicity, packaging, etc. The results of these dis-

cussions and observations are reported in Chapter 13, alongside an overview of the
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principles and guidelines that emerged from the research on audio DF design discussed

throughout this manuscript.

Future work would involve the implementation of a PP for automatic audio DFs, to

enable the performance assessment of DFs based on DOA estimation, such as the DF2

design introduced in Chapter 10, in realistic search conditions. For a SDR-based ar-

chitecture, this implementation would require the conception of a RF switch [237,238]

or the synchronization of several USRPs [244, 245] to coherently process the signals

received by the M antennas of the DF array. Another solution would be to design

a computer-less architecture, i.e. based only on FPGAs (Field-Programmable Gate

Arrays) and DSPs (Digital Signal Processors) components, reducing the PP imple-

mentation cost and size at the expense of its malleability as the signal processing and

sonification routines would have to be developed through low-level programming lan-

guages. Finally, the discussion of Chapter 6 suggests that the implementation of an

automatic DF compliant with portable applications would require a parallel study to

improve state-of-the-art arrays compactness without reducing DOA estimation robust-

ness to multi-path propagation.

Based on this improved PP, an exhaustive study on DF1, DF2, and DF3 performance

in realistic search conditions would provide some insight on whether or not automatic

DF designs significantly outperform manual’s, and whether or not DF3 sonification and

spatial diversity outperform DF2 operational readiness and implementation complexity.

11.5 Appendix: Calculation of the PP Sensitivity

With DF1 implementation, a trained user could catch RF emitter’s signal at « 250 m

in free field scenarios using the Geiger counter sonification with the highest sensitivity

level. For a distance of 250 m, The free field path loss applied on an electromagnetic

wave, noted PLfreeField, is defined as:

PLfreeField “ 20 log10

ˆ

4πdf

c

˙

with c “ 3.108 m.s´1 the speed of light in air. For d “ 250 m and f “ 900 MHz,

PLfreeField « 80 dB. Defining GTx and GRx, the emitter and receiver gain respectively

and PTx the emitting power, the link budget from RF emitter to DF antenna is defined

as:

PTx`GTx´PLfreeField`GRx

which with the 2 dBi emitter antenna, the 8.2 dBi DF antenna, and the 27 dBm

900 MHz Amateur TV emitter power gives a ´43 dB sensitivity for DF1, subsequent
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to the receiving antenna (coupled with the sonification scaling), as proposed in Sec-

tion 11.3.2.
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This chapter examines the ecological validity of the Virtual Prototype (VP) pre-

sented in Chapter 10 regarding the Physical Prototype (PP) detailed in Chapter 11.

Said examination supposes the comparison of two different DF designs, both imple-

mented as VPs and PPs. Observing the inter-design evolution in both implementations

is thought to provide some insight on how far the results issued from the VP can be

applied to improve the PP.

At present, only the virtual part of the evaluation was conducted as a formal inter-

participant comparative study. While the suggested methodology demands a compan-

ion study on the PP, significant results were still acquired regarding the impact of the

Virtual Environment (VE) on VP validity. Part of this chapter has been published in

the proceedings of the 20th International Conference on Auditory Display (2014) [2].

12.1 Introduction

The principle concern in the use of virtual prototyping is its realism, or rather the

apprehension of its distance from the PP behavior [246–248]. Once this apprehension,
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Figure 12.1: Illustration of the suggested ecological validity characterization method.

Said method implies to implement two different designs (A and B) as virtual and

physical prototypes. On the figure, ∆e and ∆c respectively represent the increase in

efficiency and cognitive load between design A and B. Along with a rigorous qualita-

tive assessment, the correlation between ∆cR and ∆cV or ∆eR and ∆eV informs on the

ecological validity of the implementation. In this illustration, the core VP implemen-

tation appears reliable in terms of cognitive load while it does not reflect the efficiency

decrease observed between PPs A and B.

namely the characterization of its “ecological validity” is achieved, the VP can be

used to improve only the design aspects it reliably reflects. Naturally, part of this

characterization will concern the impact of the VE on task execution and user behavior

[249]. A known method to assess the validity of a specific VP implementation is to

compare it to an equivalent PP in terms of performance and ergonomics [250]. As the

prototype is modified in both environments (real and virtual), one may observe the

correlation of performance evolution, as illustrated in Figure 12.1.

The designs considered in this study were based on the DF1 introduced as a VP

in Chapter 10 and a PP in Chapter 11. Both designs consisted of a directional an-

tenna whose Received Signal Strength (RSS) was sent to a Geiger counter sonification

metaphor, further detailed in Section 12.3.1. To reproduce the method presented in

Figure 12.1, the two designs differed only in the placement of the directional antenna:

Design A: directional antenna in the DF user’s hand,

Design B: directional antenna on the DF user’s head.

While far from state-of-the-art DF implementations (see Chapter 3), the proposed

DF core design offered a simple case study of low implementation and human-machine

interaction complexity. Coupled with the hand/head minimalistic inter-design modifi-

cation, the experimental design focused on limiting the amount of independent factors

involved in the assessment rather than comparing two promising implementations. Ini-

tially, understanding the distance between the VE and the reality is a priority over any

ergonomic, performance, or sound aesthetic considerations.
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Table 12.1: Independent and dependent variables of the experimental protocol.

Independent variables

Participant 10 random variable

DF design 2 (conditions) DFHand, DFHead

Target 6 (iterations) T1, T2, ... , T6

Dependent variables

task execution time, covered distance, average speed

move box∗ orientation (relative to VE or target)

DF antenna orientation (relative to VE or target)

∗ represents user’s viewpoint within the VE

12.2 Experimental Design

The experiment consisted of a DF assisted target localization task carried out in a

CAVE (Cave Augmented VE). It involved virtual targets disseminated in a VE which

participants had to gradually progress towards and localize using one of the two con-

sidered DF designs. A total of 13 volunteers (aged 25 to 40 years old) participated

in the experiment. Three out of the 13 volunteers did not complete the experiment,

subject to cybersickness induced by the VE [251]. Participants were introduced to the

task after answering a set of questions on their experience relative to the considered

experiment (VE practice, use of a DF, etc.). They had a varied range of previous ex-

perience in sonification and Virtual Reality (VR), from none to expert, while none had

ever used any DF-like apparatus. All participants reported normal vision (or corrected

to normal), hearing, and physical condition.

During the experiment, participants performed two sessions, one with each design,

involving the search of six targets each (repeated-measures design with DF and target

conditions as fixed factors). DF design conditions and target orders were evenly bal-

anced across subjects to avoid potential carryover effects. The only instruction was to

perform the search as fast as possible. Communication between the participant and

the experimenter was not allowed during the search. Instead, questions and comments

were heartily encouraged during the training session and the post-experiment inter-

view. The Witmer and Singer presence questionnaire [252], along with open questions

during the pre/post interviews were used to detect VE related issues (cybersickness,

VE malfunctions, confusions, etc.). The experiment typically lasted one hour, except

when participants asked for additional pauses between sessions. Table 12.1 presents

the evaluation metrics employed for quantitative analysis of the experiment’s results,

concerned with participants behavior and performance during the search.
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Figure 12.2: VE and target localization task (one session of six sequential targets)

illustration. Dotted lines (succession of triangles, see Figure 12.7) represent the move

box (CAVE point of view / position in the VE) paths in the VE.

12.3 Experimental Setup

The experiment was conducted in the EVE architecture described in Section 10.2.3.

The virtual scene was created in Blender, deployed in EVE with BlenderVR, its adapta-

tion to virtual reality architectures [3] (see Appendix A). The sonification was handled

in Max/MSP, synchronized with Blender through OSC messages. Audio feedback was

presented via a Radio Frequency (RF) wireless headphone module (Sennheiser EK 2000

IEM and HD570 headset). To provide some ecological equivalent of walking, navigation

in the VE was based on the hybrid Walk-In-Place metaphor detailed in Section 12.3.1.

DF related interactions employed a 6 DoF tracker that served as a virtual antenna

for the hand steered design. The virtual head-mounted antenna was associated to the

tracking glasses participants wore for 3D stereoscopic rendering. A 8 kg backpack was

worn by every participant to represent PP related load.

12.3.1 Experimental and Audio-Visual Stimuli

Virtual Scene

The virtual scene was a close reproduction of the 6 ha square field identified as suit-

able for a companion PP experiment. The field was populated with circular fences of

variable size to simulate inaccessible areas of the real environment (see Figures 12.2),

obstructing participants’ path and forcing them to modify their search patterns. An
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Figure 12.3: VE screen shots. (left) Aerial view and (right) user point of view (front

screen only). The black box on the right represents a RF target.

impassible border barrier established the search area limits, illustrated on the left of

Figure 12.3. Targets were represented by wallet sized boxes (14ˆ10ˆ2 cm3) placed on

the virtual scene ground, within the accessible area (Figure 12.3, right). To limit visual

clues impacting on the audio aided search task, 20 cm high grass patches were homo-

geneously distributed in the scene to avoid visual target localization from afar. Visual

references were added to the virtual scene (trees, mountain range, etc.) to enhance

motion perception and path integration [253].

RF Propagation

RF propagation was first simulated using the IlmProp 2D raytracing model [71] em-

ployed in the VP implementation Chapter 10. Due to the simplicity of the search

environment (flat field without any RF obstacles), the propagation model was reduced

to a simple free space, inverse-square propagation law with no noticeable difference on

the VP behavior. The virtual antenna was implemented to match the directional char-

acteristics of the PP antenna detailed in Figure 11.2 Chapter 11. Its output power was

continually fed into the sonification algorithm, from BlenderVR to Max/MSP using

the Open Sound Control (OSC) protocol. As participants approached the target, the

antenna output power increased, resulting in a corresponding increase in the Geiger

counter repetition frequency. Participants could then select the DF sensitivity level

that presented the most meaningful range of repetition frequencies for rhythm ap-

praisal using the analog buttons on the 6 DoF tracker. For the DFHand design, the

6 DoF tracker served as virtual antenna. For the DFHead design, the virtual antenna

was simulated based on participants’ head orientation.

Navigation

The Walk-In-Place (WIP) metaphor was a modified version of the one introduced in

Section 10.2.3. The WIP was based on a Nintendo Wii Balance Board (N-WBB) and
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Figure 12.4: (a) Inverse square law illustrating the DF RSS dynamic as a function of

DF-to-target distance r. RSS“G(θ, ϕ){r
2, where G(θ, ϕ) is the directional antenna gain

for DF-to-target angle (θ, ϕ). (b) Piecewise “linearization” of (a) through sensitivity

levels. RSSlevels“GiˆG(θ, ϕ){r
2, where Gi represents the gain related to one of the

6 sensitivity levels. (c) Amplitude modulation of the Geiger sonification metaphor.

Perceived audio bursts are repeated every Ts, where Ts decreases as RSSlevels increases.

a Nintendo-Nunchuk (N-N), hand-held joystick that controlled Z axis rotations of the

user move box (i.e. viewport) within the virtual scene, as the EVE system is not a full

3600 system. The video in //assets/partIII/1.1 virtual-prototype-cave-illustration.mov

provides an illustration of the WIP behavior used in the EVE architecture. To com-

pensate for poor N-WBB based WIP precision for small or lateral movements, a second

less realistic displacement paradigm referred to as the hover displacement mode was

implemented. Freely triggered by participants by pressing an analog button on the

N-N, this mode allowed slow and precise control of move box translations in the virtual

scene based on the N-N joystick1. N-N and WBB streamed data to BlenderVR via

a VRPN (Virtual Reality Peripheral Network) server through a bluetooth interface.

Participants were required to remain on the N-WBB (i.e. not to walk in the CAVE)

during the search task.

Sonification Design

The sonification metaphor applied a mapping of the DF RSS to the tempo of a repeated

sound sequence. Due to the free field RF propagation model implemented, the RSS

followed the dynamic illustrated in Figure 12.4a as a function of distance between the

DF user and the RF emitter. To provide the DF user with a roughly linear dynamic,

i.e. to perceive a more constant rhythmic evolution as one progressed towards the RF

emitter, the function of Figure 12.4a was divided into the piecewise relatively linear

function of Figure 12.4b based on the application of decreasing sensitivity gains.

1While in hover mode, participants could no longer control the Z axis orientation of the move box.
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Switching between sensitivity levels allowed the participants to select a dynamic

range well suited to the current DF-to-target distance. This shift was achieved using

two analog buttons of the 6 DoF tracker (plus and minus one sensitivity level, see

Figure 10.6 Chapter 10). The size of the environment, i.e. the maximum distance

between DF and RF emitter, suggested the creation of six different sensitivity levels: a

tradeoff between DF usability (ensure there was a relevant sensitivity level, regarding

rhythmic variations, for every potential DF-to-target distance) and complexity (not too

many levels to deal with). To give the user some feedback on the distance to the RF

emitter, i.e. to be able to differentiate between sensitivity levels, the impulse sonification

sound, a 440 Hz marimba note, was comb filtered according to the current sensitivity

level. As a result, the perceived sonification sounded more and more “metallic” as the

sensitivity of the DF decreased.

The upper limit of the Geiger counter metaphor tempo was set at 25 Hz (one

sample per 40 ms). Once this maximum reached (for a given sensitivity level RSS) a

short click notification sound was added to the Geiger sonification every 0.9 s. This

sound informed the participants that the current level had reached its limit for the

current distance and antenna orientation. This state is latter referred to as clipped.

Such an upper limit avoided users e.g. attempting to differentiate between 8000 and

8600 bps while using a high sensitivity level near the target.

A typical search trial in the VE is shown in //assets/partIII/4.1 virtual-prototype-

cave-illustration2.mov (front screen of the CAVE only).

12.4 Experimental Task

Participants started the experiment with a training session which consisted into finding

two targets for each DF design. Participants were divided into two groups, each group

starting the experiment with either the hand-held or the head-mounted DF design to

mitigate potential learning effect. They then started each of the six target localizations

(iteration) for the two DF designs (conditions) at the same position in the virtual

scene, illustrated Figure 12.2. Exploring with the DF and navigating via the hybrid

WIP, participants would progress towards each target. The hover displacement mode

was freely used for slower and more meticulous search. After each target position

validation, the move box was returned to its initial position and the DF sensitivity

level was reset to one (most sensitive). Once all six targets were located, participants

were free to take a short break before proceeding with the second design condition.

To reduce the impact of the the VE interface design, task completion did not require

precise localization of the target. Rather, participants were asked to indicate when

they though they were sufficiently close from the target (“within what you perceive as

5 meters in the VE”). Hence, they were explicitly asked to memorize the sonification

algorithm behavior (adequate sensitivity level, timbre, and rhythm) near the target
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during the training session. This 5 m distance was inspired by the change to near-field

operation mode employed by the avalanche transceiver discussed in Section 11.3.4,

initially designed to avoid situations where participants spent time searching for a

target hidden behind a patch of grass.

12.5 Results and Discussion

This section presents quantitative and qualitative results analysis concerning perfor-

mance and ergonomic variations between VP designs. Qualitative observations serve

to understand the impact of the VP implementation (VE, VP, and task execution) in

order to avoid misinterpretation of results.

12.5.1 Quantitative Analysis

In the following discussion, the significance of results has been assessed using the non-

parametric Kruskal-Wallis one-way analysis of variance with a p-value threshold of 5%,

since differences in group variances prevented the use of the more traditional one-way

analysis of variance.

The first part of the quantitative analysis concerned DF performance related results.

Regarding differences in localization efficiency, Figure 12.5a shows a comparison of task

execution time for each DF design condition. Results indicate no significant difference

between the time related efficiency of the two DF designs, to the point where the average

time values for the subsets were nearly identical (to the nearest second). Comparison

of the results as a function of presentation order (see Figure 12.5b) shows that there

is a substantial influence of learning effect, coupled with significant differences in the

amount of improvement for each DF design between sessions 1 and 2. The head design

appeared initially harder to use (session 1) but showed better results than the hand

design in session 2. This could mean that the DF designs differed in terms of potential

improvement.

This result is uncertain because of the participant skills repartition with respect

to the first design experimented. The term “skill” refers to one’s ability to learn and

assimilate interactions required by the task at hand (WIP, joystick control, DF usage,

etc.). A skilled participant would, amongst other things, present a bellow average total

task execution time. Regarding task execution time ranking, the top four participants

started session one with the same DFHand design. Inspection of results in Figure 12.5b,

comparing [session 1 DFHead - session 2 DFHand] and [session 1 DFHand - session 2

DFHead] indicates a similar influence of the learning effect between sessions for both

groups, and the uneven skills repartition that may explain the observed difference in

potential improvement.

Thorough investigation of participant questionnaires and oral interviews did not



148
Chapter 12. Virtual and Physical Prototypes Comparison: Ecological

Validity Assessment

Figure 12.5: (a) Distribution of recorded time-to-target for all participants (10ˆ6

targets) as a function of DF design. (b) Time-to-target results separated by session.

“ˆ” and “`” symbols stand as subset means and outliers respectively (with a maximum

whisker length of 1.5ˆinter-quartile range). Notched boxplot middle line indicates the

subset median value.

provide any differentiating factor between the highlighted groups. Performances seemed

to mainly depend on their ability to handle the VE interface and their involvement in

the task (see Section 12.5.2). Participants did not report any significant preference

towards either design. At this point, a quantitative analysis of only session two (re-

moving learning effect) would not be statistically significant, leaving only six targets

times five participants per DF design.

The inter-target performance analysis indicated that participants took significantly

less time to find distant targets than close targets, for target localization times nor-

malized by target distance from the initial position in the virtual scene. There was no

significant difference between inter-target covered distances (again normalized) during

the search. Participants actually spent in average a sixth of their time exploring within

a short distance of the targets (with no significant inter-session, design, nor target fluc-

tuations). This region, defined by a radius of 5 m, is referred to as the “near-field”

search area. Observation of the average speed of the move box corroborates the time

consuming aspect of the near-field stage of the search.

The ecological validity of this result is difficult to assess without the figures of

the companion study with the PP. The calibration tests with DF1 PP in a free-field
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environment discussed in Section 11.3.2 suggested that the near-field search was not

particularly time consuming when the target laid visible on the ground. The near-field

search also forced participants attention on the unrealistic details of the VE implemen-

tation (hybrid WIP displacement metaphor, graphics, etc.). Participants would, for

example, report that adding ground bumps on the scene’s floor or allowing physical

displacement in the CAVE would have considerably helped the near-field search.

Regarding the accuracy of participant estimations and their related efficiency in

navigating through the virtual scene, the difference between total covered distance,

average DF antenna orientation, and move box orientation (relative to target) were

examined for both DF designs. To simplify the analysis, data related to near-field

search were not considered, to avoid continuous 1800 jumps in orientation as partic-

ipants walked past a target. There were no significant variation of either distance

nor orientation related results between DF conditions. Inter-target, participant, or

design localization accuracy analysis, i.e. distance between move box and target when

participants validated the target position, did not yield any significant result either.

As a measure of how much participants steered the antenna independent of the

move box orientation (i.e. head or hand antenna movements) for each design during

the localization task, the metric considered was the sum of angular movements of the

DF antenna during the search, defined as

Ntot´Nnear-field
ÿ

n“1

abspθantenna2moveBoxrns ´ θantenna2moveBoxrn´ 1sq

Nnear-field was subtracted from the total number of recorded samples N tot , removing

the near-field phase of the search from the calculation to avoid meaningless 1800 shifts.

Figure 12.6 reports the statistics of this metric regarding DF designs and sessions.

Figure 12.6a indicates a significant difference which supposes that participants scanned

their surroundings more thoroughly in the DFHand condition. Separation of this analysis

by session (Figure 12.6b) supports this observation, furthermore suggesting that skilled

users (i.e. the [session 1 DFHand - session 2 DFHead] group, introduced earlier in this

section) needed significantly less antenna movements to find the targets in the second

session.

Regarding this issue, the VE implementation was believed to induce non-realistic

behaviors, and a potential bias on inter-design and comparison across participants.

With the head design, participants did not scan (i.e. look) beyond the field of view

of the projection screens while rear orientations were scanned with DFHand. Also, the

WIP allowed for a natural dissociation between the walking direction and the head

orientation for participants comfortable with the VE interface, while others had to

stop walking to scan their surroundings when the directional antenna was positioned

on their head (see Figures 12.7b-c).
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Figure 12.6: (a) Distribution of summed angular distance covered by the DF antenna

during the search (10ˆ6 targets) as a function of DF design. (b) Same as (a), separated

by session.

12.5.2 Qualitative Analysis

This section is concerned with the observed search strategies, along with non-ecological

aspects of the VP implementation.

In the experiment, search strategies appeared to primarily depend on participant

skill and their control of the VE interface rather than the specific features of each DF

design. The strategies developed in session 1 (for a given DF design) were often reused

and refined in session 2 for both groups. The following is a synthesis of observations

on participant search strategies during the course of the experiment.

Maximum Power search strategy: involved steering the DF antenna until an an-

gular maximum of signal power was found (i.e. the antenna orientation producing the

shortest audio sample repetition period for a given sensitivity level). Every participant

started the experiment using this strategy while only half of them exclusively used it

until the very end. This strategy was optimal for those able to quickly assess rhythmic

fluctuations while advancing through the VE.

Minimum Power search strategy: involved steering the DF antenna until an an-

gular minimum of signal power was found (the reverse of Maximum Power search

strategy). This strategy took advantage of the directional antenna’s main null (oppo-
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site to its main lobe, particularly narrow for the simulated antenna). This strategy

was instinctively adopted by three participants, proving to be more time consuming

because of the slow dynamic of rhythmic feedback in the low power regions (having

to compare between slow and very slow pulsations). It eventually resulted in more

confident estimations for those who were uncomfortable with detection of subtle rhyth-

mic fluctuations. The minimum power search strategy was seldom used in the DFHead

condition, as the antenna orientation most often needed to be opposed to the walking

direction.

Triangulation search strategy: involved participants moving in the virtual scene

without steering the antenna until a rhythmic fluctuation was perceived due to the dis-

tance variation between the RF emitter and the DF antenna. The directional character-

istics of the antenna were not used: the user moved in the VE to gather information on

the target direction. While not optimal in the overall experiment, this strategy proved

extremely efficient for near-field searches, i.e. for precise target localization where small

movements of the move box produced important shifts in the received signal power (due

to the RF propagation model, despite the bin-wise pseudo linearization). For far-field

search, participants always coupled this strategy with another search strategy.

Interval search strategy: (unexpected at first, this strategy was related to the soni-

fication clipping paradigm evoked in Section 12.3.1) involved steering the DF antenna

using a hypersensitive level, i.e. subject to clipping. As a reminder, the sound related

to the clipping was added to the sonification only for received signal powers above a

RSS threshold relative to a given sensitivity level. Considering the antenna directivity,

this threshold can be seen as a cone drawn towards the target with its tip at move box

position. The clipping sound was heard only when the antenna aim was inside this

cone, with an angle depending on the target distance and the current sensitivity level.

Identifying right and left clipping limits allowed participants to precisely estimate the

target direction. Three participants adopted this strategy, which resulted in slow yet

confident estimations. The interval search strategy particularly hindered participants’

movements, as the clipping limits (right and left) had to be estimated both at a given

distance from the target.

While reasonable performances could be obtained using one of these strategies, the two

best performing participants (in terms of task execution time) were able to seamlessly

use all four of them during the experiment. As the amount of information increased,

they roamed the VE more confidently, adding motion dynamics to the audio feedback

(the faster they moved towards an RF target, the greater the Geiger counter rhythmic

fluctuations).

Mishandling of sensitivity levels proved to be one of the main performance issues.

Participants underestimating the required sensitivity level (for a given target distance)
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Figure 12.7: (a) Full search path illustration of the first session of one of the slowest

participants (regarding task execution time). Triangles represents the recorded move

box positions, arrows the antenna orientations. Path straightness and static rotations

of the move box (instead of the directional antenna) suggest a non-optimal use of the

WIP metaphor (compared to the smooth trajectory curves in Figure 12.2). (b) (zoom

of (a)) Temporal dissociated walk and antenna orientation: the user stopped walking

every few seconds to scan with the DF. (c) (zoom of Figure 12.2) Participant using

both DF and WIP simultaneously.

would, for instance, have to differentiate between a slow and a very slow pulsation

(e.g. 0.5 and 0.3 bps) to find their way towards the next target, where an appropriate

sensitivity level would have resulted in a comparison between 25 and 1 bps for the same

RSS. All three removed participants experienced such a situation, reporting afterward

that their irritation and lack of trust in the DF measurements affected their attention

in the experimental task. It may be related to their experiencing cybersickness.

The main VE related performance issues came from difficulties using the DF and

the WIP metaphor simultaneously. Figure 12.7 illustrates differences in VE exploration

efficiency between two typical participants. A suggested improvement would be to

thoroughly evaluate participants skills regarding VE related interaction mechanisms to

strictly limit the VP analysis to changes related to the DF design.
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Ultimately, the task lacked the urgency related to search and rescue operations.

This issue was related to the experimental context rather than the VE. While this is an

issue regarding ecological validity, it does not necessarily affect the VP external validity

[249], i.e. the bias induced thereby does not necessarily invalidate the generalization of

the results issued from the VP.

12.6 Conclusion

This chapter presented a study designed to assess the ecological validity of the Virtual

Prototype (VP). Said assessment implied the execution of two parallel experimental

observations of both physical and virtual prototypes during a target localization task,

observing the evolution of the performance of both prototypes as the DF design was

modified. The virtual component of this evaluation was carried out for two DF designs

as a preliminary evaluation and use of VP concepts. The companion PP assessment is

left as a future work for this project.

Both DF designs were implemented and tested in a CAVE implementation of the

VP, to enhance participants immersion in the task. Ten participants had to use each

DF design to localize several targets in a minimum amount of time. The core DF

design was based on a single directional antenna whose RSS was mapped to a Geiger

counter sonification metaphor. Implemented DF designs differed only in the position

of said antenna: in the hand or on the head of the participants.

Raw performances, e.g. task execution time, were identical for both designs. The

individual search strategy adopted by each participants appeared to be selected on the

basis of listening skills and participant familiarity with the VR interface rather than

on DF design condition.

The VP implementation itself produced a bias between participants according to

their abilities to learn and assimilate non-realistic HCI interactions like Walk In Place

(WIP) or joystick control. The implementation may also have induced an inter-design

bias, the WIP allowing participants to easily move and look in different directions for

a large amount of time (while one of the DF design involved head movements to steer

the antenna). Using the VP as a test platform to assess the Physical Prototype (PP)

would require thorough training sessions to remove any VE-related impact between

participants along with a careful examination of eventual benefits from the implemen-

tation on specific prototyped designs.

Informal tests with the PP in a flat field environment suggested that the simple RF

model (free field propagation) induced DF behaviors that reflected reality. The VP of

more complex search environments will however require a more advanced propagation

model. All the search strategies deployed with the VP were also naturally used with

the PP, except for the “Interval Search”. This strategy has no validity in a real envi-
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ronment as it relied on the deterministic nature of the implemented RF propagation

model. Noise in the RSS measured by the directional antenna, as discussed in Chap-

ter 9, would for example continuously shift the interval bounds, preventing any reliable

direction of arrival estimation. Finally, the “Minimum Power” strategy proved nearly

useless in multipath environments as the minimum RSS was not always opposed to the

maximum2.

2see indoor tests with the PP in video //assets/partIII/3.3 physical-prototype-v2-search-1Rx.mp4
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More of an engineering report than a formal scientific reflection, this chapter presents

a short discussion on direction finder (DF) opportunities for search and rescue applica-

tion. Along with considerations on cellphone-based DF regarding the current scientific

and industrial context, a final DF design is proposed based on the knowledge gathered

during the research, interviews with end users, surveys, etc. undertaken in the course

of this project.

13.1 The Use of Cellphones as RF Beacons

As mentioned in Chapter 2, the network attachment process, required to identify and

control GSM cellphones in a given area, requires a governmental authorization. In

most countries, said authorization will seldom be delivered to firefighters or emergency

response services but for dire crisis situations. A solution that freely allows search

parties to use cellphones as rescue beacons hardly seems achievable, more likely to

involve some punctual acceptance procedure prior to any deployment. Furthermore,

one of the shortcomings of the jamming process described in Chapter 2 is that their is

no guarantee that the cellphones forcibly attached on the private network will all belong

to a victim, which raises privacy issues regarding unconcerned individuals passing by

the search area.

The development of new telecommunication standards is also likely to raise a critical

issue regarding activation procedures involving the deployment of a private network in

the search area. Compared to GSM, The 3G1 and 4G2 protocols for example involve

1UMTS, Universal Mobile Telecommunications System.
2LTE, Long Term Evolution.
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a crossed identification procedure, from network to cellphone and reciprocally. In

other words, a 3/4G cellphone will never attach itself to any network not specified on

the white list hardcoded in its SIM card. Due to backward compatibility, any 3/4G

cellphone currently available on the market will automatically switch back in GSM

mode when no 3/4G network is available. While this feature allows to bypass the

non recorded network issue, their is no guarantee that this will forever be an available

option.

13.2 Opportunities in an Overcrowded Market

Dozens of DF solutions have already been designed that exploit cellphones as local-

ization beacons, not to mention solutions based on cellphones geolocation (favored for

distant recon operations). A short reading through scientific papers [19, 81], patents

[254, 255], complemented by the analysis of currently available commercial solutions

[256–258] clearly indicates that their is not much room for technical innovation regard-

ing portable DF design for search and rescue applications. As the ultimate goal is

to locate individuals, any new solution would furthermore have to compete with in-

creasingly efficient location techniques based on organic victims location (smells, heat,

sounds, etc.).

In short, there are three key components for every location system: performance

(reach, precision, speed, ergonomics, etc.), logistic (deployment, availability, percentage

of localizable victims, maintenance) and cost (acquisition, subscription, training, etc.).

Naturally, the requirements for each of these components vary with the targeted users.

For firefighters and emergency responders, the minimum requirements to commercialize

a mobile DF solution would be:

Performance: covers a minimum area of 50 m radius in worst case scenarios, allows

to locate victims with an accuracy inf. to 3 m or to define a 3 m radius search area for

buried victims. Search time inf. to 5-10 min (from signal detection to final decision,

prior to digging), less than 10-20 min training to be able to operate the DF.

Logistic: minimum of 45 min battery operation, ruggedized, operational deployement

inf. to 10 min. Minimal maintenance (e.g. functional after more than a month in the

response vehicle), allows to localize more than 70% of the victims in the search area.

Maximum of 15-20 kg for a backpacked solution.

Cost: varies with design performance. Independent DF modules carried by emergency

responders should not exceed 5 ke.

Were all these requirements fulfilled, the commercialization of a new DF would still

involve much efforts to find a niche in this already dense market (particularly regarding

the limited number of potential customers). Any successful strategy is likely to rely
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Figure 13.1: Final Audio DF design proposal. The 3 directional antenna are mounted

on an articulated structure that can be strapped on firefighters’ helmet. Changing the

structure configuration, users can adapt the design to several type of search condition.

Illustrated antenna is low profile with high directivity, scaled after the LPA7 18V/132

model from Cobham antennas.

on at least one or two features amongst: performance differentiation, originality (buzz

effect), low cost solution, acknowledged designer/reseller.

13.3 Audio DF Design Proposal

This section presents the implementation details of a potential audio DF design for

search and rescue operation. Inspired from the various assessments reported in this

manuscript3, this design is based on a set of three directional antennas. Presented in

Figure 13.1, the general design resembles the DF3 introduced in Chapters 10 and 11. In

addition to the two main directional antennas4 which Received Signal Strengths (RSSs)

are mapped to a binaural Geiger counter sonification, the RSS of a third directional

antenna is exploited in the sonification. This antenna is used to notify users when

the RSS is stronger in a direction opposed to the one their attention is focused on.

3see Chapters 6, 10 and 11.
4Scaled illustration based on Cobham LPA7 antenna: http://www.everythingrf.com/products/

panel-antennas/cobham/646-105-lpa7-18v-132.

http://www.everythingrf.com/products/panel-antennas/cobham/646-105-lpa7-18v-132
http://www.everythingrf.com/products/panel-antennas/cobham/646-105-lpa7-18v-132
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For the “head-mounted” configuration in Figure 13.1 for example, the third antenna

is positioned at the rear of the helmet to rapidly warn users when they search in the

wrong direction. The sonification suggested for the RSS of this antenna would be

unobtrusive, e.g. overlaid to the main audio stream as a discrete pulsating sound or a

change in the timbre of the main Geiger counter sonification as said RSS gets stronger

than the average RSS of both front antennas.

All three antenna are mounted on an articulated structure which can be strapped

to users’ helmet or hand-held, e.g. based on a 3-points magnetic fastening. Helmet-

mounted operation is advised for fast and rough estimation, e.g. at the beginning of the

search. Hand-held operation can be used for proximity or indoor search, to allow one to

thoroughly scan a given area or to quickly check difference in RSS as the DF is pushed

through an open door. The articulated structure allows to adjust the orientation of

the third antenna, to point up or down according to search condition. When searching

through the rubble pile of Chapter 11 for example, the third antenna can be used to

inform users they just walked over a trapped victim. The orientation of the two main

antennas can be slightly modified (from pointing in the same direction to 900 apart) to

provide more of less angle width for the main binaural search. For 1D, focused search,

a second operating mode would automatically be triggered when the third antenna is

folded to point in the same direction than the two main antennas (Figure 13.1, bottom

left). The average value of all three RSS could then be monitored via a single Geiger

counter sonification. A fourth directional antenna, mounted on a telescopic arm, could

be used to probe through the rubbles for precise localization in the final stage of the

search. The DF hardware would be based on an new generation of USRP, e.g. the

E310 model5 strapped on a belt. This new design would avoid the use of an external

computer as the E310 has its own audio output and comes with an FPGA powerful

enough to handle both signal processing and sonification routines.

The DF volume is controlled via a continuous analog switch, its sensitivity level

via a discrete one. Changing the sensitivity level triggers a spearcon-based notifica-

tion and changes the Geiger counter timbre, merging the sonifications proposed in

//assets/partIII/3.4 physical-prototype-v2-search-2Rx.mp4 and 4.1 virtual-prototype-

cave-illustration2.mov. Two or three different sets of sounds could be selected to fit

various environmental noise conditions (from smooth to sharp sounds to avoid environ-

mental sounds masking the sonification). The DF must always produces some audio

feedback to comfort users on its operating status, e.g. in the form of a non-intrusive

background organic noise to indicate that it is turned on. Audio feedback can be ren-

dered through bonephones6, to allow users to communicate with other individuals of

the search party and keep some awareness of their surrounding environment during its

operation.

5sized 133ˆ68ˆ26.4 mm for 375 g, http://www.ettus.com/product/details/E310-KIT.
6see Section 10.3.

http://www.ettus.com/product/details/E310-KIT.
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While locating people based on their cellphone is very often seen as intrusive on one’s

privacy, it however can prove highly useful to assist emergency responders during search

and rescue operations. Acting then in a manner resembling avalanche transceivers, cell-

phones furthermore offer the advantage of being wide spread and daily carried by most

people throughout the planet. Numerous designs of Radio Frequency (RF) Direction

Finders (DFs), a kind of compass for RF waves, have already been implemented and

successfully tested to locate unconscious or lost individuals in crisis situations.

The work presented in this manuscript has been largely influenced by the recent

progress of sonification1 in the design of Human Machine Interface (HMI). While DFs

1Audio equivalent of visualization, see Chapter 7.
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are usually based on some visual interface to display navigation-related information,

the whole purpose of this thesis was to examine the benefits of a sound-based HMI,

focusing on sound and perception from the very start of the design process. In an

attempt to design an audio-based DF that outperformed visual DFs, the ambition of

this thesis was to take advantage of the assets of the human auditory system rather

than relying on advanced estimation techniques.

The contributions brought forward by this thesis are presented in Section 14.1.

Section 14.2 discusses some of the research perspectives raised by the investigations

reported in this document.

14.1 Contributions

The thesis contributions concern the three lines of research respectively discussed in

Parts I, II, and III of this manuscript. Section 14.1.1 reports the examination of achiev-

able DF performance in the context of mobile search and rescue operations undertaken

in Part I. Sections 14.1.2 and 14.1.3 review the achievements of Parts II and III, related

to DF sonification and to the development and use of both virtual and physical DF

prototypes for ecological design evaluation.

14.1.1 Investigation on the Achievable Performance of Classical DF
Designs in the Context of Search and Rescue Operations

The literature review presented in Chapter 3 confirmed that some Direction Of Arrival

(DOA) estimation techniques had already been designed that fitted the requirements of

the application context exposed in Chapter 1, i.e. providing robust, fast, and accurate

estimations in multipath propagation environments. Most of these techniques however

proved to rely on antenna array geometries whose dimensions prevented portable and

lightweight designs as discussed in Chapter 5. The various discussions and evaluations

that composed the work reported in Part I suggested two potential lines of investigation

to optimize DF design for search and rescue operation.

The first option that supposed to address the issue of the minimum DF size by de-

signing a new DOA estimation technique or an innovative antenna array was discarded

for the various reasons invoked in Sections 11.2 and 6. A potential bypass was proposed

in Chapter 5, supposing the dynamic reconfiguration of a sparse array geometry based

on metrics issued from the Cramer-Rao Bound. The considered design compensated

for its small number of antennas by a dynamic redistribution of their position to opti-

mize performance regarding DOA estimations on a given region of space. This method

proved however inefficient regarding estimation robustness in multipath propagation

conditions when coupled with classical DOA estimation techniques.

The second option supposed to start with and improve the performance of a manual
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DF design, based on users observing the Received Signal Strength (RSS) of a direc-

tional antenna rather than relying on an automatic DOA estimation. The search tests

performed with the Virtual Prototype (VP) in Chapter 10 led us to believe that such

a simple design was not much less efficient than a more advanced automatic DF. The

manual DF designs proposed and assessed in Chapters 10 and 11 suggested that the

search efficiency could be increased by simultaneously presenting the information issued

from a second directional antenna, taking advantage of the spatial diversity offered by

a pair of antennas aimed in different directions. The underlying assumption yet to be

confirmed was that the performance of a DOA-based DF could be equalled or even

surpassed by a compact design based on two to four directional antennas simultane-

ously monitored by the user. Rather than providing an estimated DOA, would simple

information like “right”, “left”, “behind”, etc. result in an efficient guided navigation.

14.1.2 Sonification Design for an Audio-Based DF Interface

The literature review of Chapter 7 exposed the potential benefits of an audio-based

HMI compared to visual displays classically used for DF feedback, not least the nat-

ural capacity of the auditory system to locate unseen objects in 3600 surroundings.

Regarding the assumption on the efficiency of a DF design based on the sonification of

multiple antennas’ RSS, the literature review partly focused on researches conducted

on one’s capacity to merge large amounts of information into single sound events and

to monitor several auditory streams simultaneously.

The preliminary study presented in Chapter 8 suggested that sonification could

handle various kind of DF output, from high level single value DOA estimation to

low level mean RSS distributed in space. Repeated listening tests indicated that the

perceived prominence of sound parameters should reflect the relative importance of

the presented information. The sonification mapping must allow untrained listeners

to effortlessly focus on the main source of information but can nevertheless provide a

second or third class of information, overlaid on the main stream or in the background of

the auditory scene, that users will progressively be able to listen to and take advantage

of as they gain in expertise.

Chapter 9 initiated a reflexion on the use of perceptual properties intrinsic to sound

parameters in Parameter Mapping Sonification (PMSon). As persistence of vision

which transforms static images into animations, the mechanisms of hearing perception,

specific to each sound parameter (pitch, tempo, etc.) can be employed to improve soni-

fication designs. In this illustrative study, the natural smoothing effect of inter-onset-

interval perception („tempo) proved efficient to reduce the impact of measurement

noise on the exploration of RSS topologies.
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14.1.3 Use of Both Virtual and Physical Prototypes for DF Perfor-
mance Assessment

The VP detailed in Chapter 10 was employed to assess the behavior and performance

of various DF designs in different search environments. The VP implementation was

based on the application of a raytracing propagation model to the geometry of a virtual

scene, used as the search environment. Said implementation was adapted to a CAVE

architecture for lifelike search simulations, leading to the development of BlenderVR,

and open-source framework for the development of immersive virtual environments,

based on the Blender software. In Chapter 11, several versions of a Physical Prototype

(PP) were designed based on the results and observations issued from tests with the

VP. The PP was built using a flexible and scalable architecture based on software

defined radio, allowing it to handle most of the signal processing and sonification related

routines at a software level. Two different audio DF designs, implemented as PP, were

assessed and compared to state-of-the-art search solutions during a simulated rescue

operation in a post-earthquake environment. Members of a professional search and

rescue unit participated in the simulated operation along with an ergonomist in charge

of evaluating the usability of the DF designs through the different stages of the search

activity.

Chapter 12 presented the first results of an assessment of the VP ecological va-

lidity, based on an observation of VP-to-PP correlation over DF design modification.

While the full study was not completed, the VP appeared to produce relatively coher-

ent results in most search situations, in light of the comparative evaluations on VP

and PP-based DF designs presented in Chapters 10 and 11. Simulations of complex

environments such as indoor or indoor-to-outdoor search were limited by the oversim-

plified propagation model used for the VP implementation. Aside from behavioral

evaluations, the VP proved particularly useful for calibrating the various sonification

mappings used for the PP as it perfectly reproduced RSS and directional antenna

dynamics in free-space propagation scenarios.

14.2 Further Work

The research prospects opened by this thesis are gathered in this section.

14.2.1 Potential Improvements of the Virtual Prototype

Currently, the RF propagation model of the VP was based on IlmProp, an Open

Source 2D raytracing model [71]. Aside from being license-free, IlmProp was selected

because it allowed the use of the virtual scene geometry as an input for the propagation

simulation. A more advanced 3D model such as iBuildNet [259] or the beam tracing
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based implementation presented in [260] would be required to refine the ecological

validity of the VP and further test DF behaviors in indoor/outdoor environments.

To exhaustively reproduce the considered application context, the impact of other

RF emitters on DF estimations, potentially interfering with the targeted cellphone

would have to be assessed. Integrating the overall network attachment procedure ex-

posed in Chapter 2 and simulating concurrent GSM networks present in the search area

would allow one to validate and improve the logistics of the complete cellphone-based

localization process.

14.2.2 DF Distance Estimation and Distance Sonification

The benefits of distance estimation were often evoked during DF field tests with re-

sponse teams, particularly regarding victims potentially buried under boulders, rubble,

concrete blocks, etc. Compared to classical avalanche transceiver where the only mate-

rial to consider is snow2, distance estimation with a DF would require some knowledge

of obstacle composition, as said composition will define the pathloss imposed on RF

propagation. As most firefighters in these response teams are expected to recognize

various materials at a glance for safety-related issues, a semi-automated distance esti-

mation procedure might be considered. Supposing the knowledge of cellphone emission

power (defined by the host network), a simple interface could be designed to adjust the

DF sensitivity to the observed obstacles prior to cellphone distance/depth estimation,

based on pathloss information related to the identified materials [242]. Their is still

some research to carry out regarding distance sonification paradigms, as the perfor-

mance of the mappings currently proposed in the literature (e.g. [261]) have yet to

match the precision and intuitiveness of even the most basic seven-segment display.

14.2.3 Attention Triggered Auditory Zoom

This concept was first evoked during our designing of the sensitivity levels to compen-

sate for the inverse square-law dynamic of the directional antenna RSS as a function of

DF-to-cellphone distance for the ecological assessment experiment presented in Chap-

ter 12. As a reminder, these sensitivity levels were required as the variations of the

sound parameter used for RSS sonification were far from being linear as the DF ap-

proached the cellphone, not perceivable from afar or far too large near the cellphone.

An obvious solution to avoid the definition of any sensitivity level in the visual

domain is to use a numerical display with several seven-segment counters. As their

attention naturally focuses on the one that varies “at a reasonable speed”, users can

easily appraise the variation and its scale, similar to watching seconds on a chronome-

ter rather than minutes or milliseconds. The closest example found in the literature

2Distance estimation is indeed available on most avalanche transceiver models.
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would be the “Multi-Band Frequency Modulation” proposed in [195], c.f. audio track

in //assets/appendix/Multi-Band Frequency Modulation.wav. Applying a frequency

modulation with various gains on multiple tones, the authors obtained several levels of

variation speeds that resemble this chronometer paradigm. A preliminary study was

conducted with three Shepard tones [262], representing the variation of units, tens and

hundreds of a counter. As the counter speed increased, listener’s attention seemed

to naturally shift from one tone to the next3 to monitor the counter value with the

most relevant auditory zoom. A complete experiment would be required to assess the

maximum number of tones that can be simultaneously monitored4 and the efficiency

of such a sonification for absolute distance estimation.

14.2.4 Definition of a JND-based Scaling Methodology for PMSon

PMSon designs are often based on arbitrary sonification scaling. This does not repre-

sent any issue for most studies, yet can prove problematic when comparing the perfor-

mance of two or more different sound parameters mappings to convey a given informa-

tion. As for the PMSons assessed in Chapter 9, a solution would be to clearly establish

a scaling methodology based on Just Noticeable Differences (JND) for each sound pa-

rameters. Concerned with pitch, inter-onset-interval, loudness, brightness, etc. and

potentially gathering results published in early psychoacoustic studies [93, 201], such

methodology would allow one to systematically establish a one-to-one JND scale be-

tween sound parameter variations to support inter-PMSon comparisons and results

integrity.

14.2.5 Formal Evaluation of the Audio DF PP Performance

To truly achieve this work, the performance of the design proposed in Chapter 13

would have to be formally compared to concurrent methods during real search and

rescue operations, such as visual-based DFs designs (based on DOA estimation [81]

and RSS measurement [19]), trained dogs, geo-stereophones, avalanche teansceivers,

etc. Said comparison should focus at least on raw performance, robustness to critical

propagation conditions, ergonomics, and simplicity of use.

14.2.6 MBSon or Raw Audification of Received GSM Signals

The application of Model Based Sonification (MBSon) to DF outputs instead of PMSon

as considered in Chapter 8 may well result in efficient designs. A paradigm that would

allow users to perceive the complete spatial or frequency power spectrum of the received

GSM signal could potentially lead to improved situational awareness. It is quite possible

3Different timbres and spatial positions where used for each tone to simplify selective listening.
4Eventually employing the auditory zoom paradigms discussed in [155].
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that experienced listeners could e.g. learn to perceive spectrum variations related to

certain paths or material reflections, as warfare specialist sonar submariners learn to

interpret “sonobuoy” information.

In the early stages of this research, a study on raw audification of the received GSM

signal was considered, discarded in favor of a more reliable solution. This study came

from consideration of the benefits of individualized HRTFs (see Chapter 7), along with

the observation that GSM and audio signals have comparable wavelengths (λGSM900MHz

« λpure tone of 1 kHz ). As HRTFs are spatial filters, function of said wavelength, a set

of ears/head/torso that would interact with electromagnetic waves as humans do with

acoustic waves could produce a set of “RF HRTFs” with a GSM input equivalent

to the one measured with a 1 kHz sound. A simple heterodyne receiver, applying a

straightforward band transposition on the received GSM spectrum would then allow

one to basically hear the incoming wave as one would hear a sound. Note that even if

covering said ears/head/torso with a material that would validate this assumption, one

of the remaining problem would be that locating a 1 kHz pure tone is hard, even in real

life. In that direction, one could take advantage of the TDMA modulation used in the

GSM protocol to produce repeated 1 kHz bursts, easier to localize than a continuous

pure tone5. Fast shifts with GSM1800 could also be employed to provide a bi-tone

listening. One major issue is that, while the wavelengths are comparable, propagation

speeds are not, with the speed of sound being 106 times slower than the speed of

electromagnetic waves. This difference would translate to time-of-arrival differences

between left and right ears for sound sources not on the median plane of the listener,

e.g. an interaural time difference of approx. 500 µs for the acoustical wave to 500 ps in

the electromagnetic domain for a signal DOA on the axis defined by listener’s ears.

14.3 Publications and Diffusions

The work presented in this manuscript led to the publication of several conference pro-

ceedings, presented and discussed during international conferences. The investigations

and studies presented in Chapters 2, 3, and 8 were gathered in a patent describing a

cellphone-based localization procedure using an automatic DF combined with binau-

ral rendering. Chapter 9 has been submitted (early 2015) as a journal paper to the

International Journal on Human-Computer Studies (Elsevier), for a special issue on

interactive sonification. Finally, I had and still have the pleasure of contributing to the

development of BlenderVR (previously referred to as BlenderCAVE), the adaptation

of the 3D creation content software Blender, used as an authoring tool and rendering

engine for virtual reality.

5see literature review in Chapter 7.
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Appendix A

BlenderVR: Open-Source

Framework for Interactive and

Immersive VR

This chapter succinctly presents BlenderVR, an open-source project framework for

interactive and immersive applications based on an extension of the Blender Game

Engine to Virtual Reality applications. BlenderVR is a generalization of the Blender-

CAVE project, accounting for alternate platforms (e.g., HMD, video-walls). The goal

is to provide a flexible and easy to use framework for the creation of Virtual Real-

ity (VR) applications for various platforms, making use of the existing power of the

BGE’s graphics rendering and physics engine. Compatible with 3 major Operating

Systems, BlenderVR has been developed by VR researchers with support from the

Blender Community. BlenderVR currently handles multi-screen/multi-user tracked

stereoscopic rendering through efficient low-level master/slave synchronization process

with multimodal interactions via OSC and VRPN protocols.

A.1 Introduction

We present here the current state of development of the BlenderVR project1. BlenderVR

is a generalization of the previous BlenderCAVE and BlenderCAVE3D-s projects [3,

263]. BlenderVR is principally a scene graph editor based on the well established

Open-source Blender and Blender Game Engine (BGE) [264] software. Blender is a

multi-platform open source 3D creation content software2 with enough functionalities

to create photorealistic pictures, high quality animations and, most of all, video games.

Blender based games use the BGE real-time rendering engine which handles a mul-

titude of physical interactions through the implemented Bullet Physics Library while

general game logic may be defined through blocks and/or embedded python scripts.

Gathering users for more than a decade, Blender now boasts a large support commu-

nity, a dedicated professional network and several scene repositories where one may

find plenty of reusable material.

1http://BlenderVR.limsi.fr & http://github.com/BlenderVR
2http://www.blender.org

http://BlenderVR.limsi.fr
http://github.com/BlenderVR
http://www.blender.org
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Figure A.1: BlenderVR architecture graph showing (right) the 3 main processes inte-

grated in the BGE frame based sequencer. network synchronization process maintains

consistency between master/slave rendering nodes. frustum projection handles tracked

adaptive stereoscopic rendering calculations.

A.2 Main Features

BlenderVR, a patched version of the core Blender software, adds additional functionali-

ties key to VR applications, while benefiting from the basic BGE architecture, interface,

and user community. The BlenderVR code project is accessible via GitHub1 and collab-

orators are welcome. The project website hosts documentation, executable downloads,

and examples.

The core BlenderVR modifications to the BGE master consist in the addition of a

prerender method prior to the basic predraw, the ability to redefine the projection

matrix, and the possibility to redefine the aspect-ratio from a python script (allowing

easier portability of scenes between architectures). BlenderVR routines, as well as

most of the BlenderVR patched modifications, have been implemented so as to be as

transparent as possible regarding BGE native processes in the hope that they will soon
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be integrated in the official Blender master, eliminating the need for patching.

A.2.1 Master/Slave Synchronization

The synchronisation of multiple graphic nodes is necessary for assuring continuity

and coherence of the scene in situations with multiple displays (e.g., CAVE, vide-

owall) or rendering instances (e.g., mutliple HMD). Master/Slave synchronization is

carried out at each frame, in the prerender method. Synchronization, executed via

a python script, inspects every object in the scene to see if it has changed. If so, the

update information is passed from the Master to the Slave nodes before rendering.

TCP multi-unicast is used for synchronization and acknowledgment messages. By de-

fault, BlenderVR synchronizes every object in the scene amongst the rendering nodes.

BlenderVR also supports synchronization, white and black lists, forced synchronization

without checks or no synchronization or checks for specific objects, thereby reducing

unnecessary calculation overhead in complex scene rendering.

Already evaluated for CAVE-type configurations, current development concerns

collaborative work with combined HMD and CAVE or multiple HMD devices on shared

or remote sites. The importance of synchronization of scene graphs is crucial for such

applications and BlenderVR should be well suited to this situation.

A.2.2 Adaptive Stereoscopy for Large-Screen Projections

Adaptive stereoscopy is required for Workbench, projected Walls or CAVE-like sys-

tems. This rendering mainly consists in changes of coordinate systems and projection

operations. The resulting modification in the projection matrix is necessary because

the user is, more often than not, away from the center of the screen and thereby requires

non-symmetric projection matrices. This is updated to take into account user’s cur-

rent head position, orientation, and eye separation. Such variable frustum projections

have been implemented so as to be computed locally on each graphical node before

rendering in the prerender process. This implementation is generic enough to manage

multi-stereoscopy, which allows for several tracked users to each have correct depth

perception.

A.2.3 External Message Processing

While stereoscopic rendering and synchronization are supposedly basic VR features,

message exchange with external software represents a cornerstone in any scene graph

editor as it largely impacts end users in their scene developments. BlenderVR to

external (and vice versa) user defined interactions are conventionally implemented and

collected in a python script attached to the VR scene. Incoming messages are often

dedicated to user integration or interaction in the VR scene, from position/orientation
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coordinates to various controller states, and typically employ the VRPN protocol. For

this, BlenderVR implements the Processor python Class which integrates dedicated

OSC and VRPN APIs to ease message processing for access to controllers and user

parameters.

Most outgoing messages are currently intended to add sound to the scene, i.e.,

update scene graph object properties in the Sound Rendering Engine (SRE) using the

well known Open Sound Control (OSC) protocol. The SRE here refers to the system

gathering audio object definitions (sound source, position, etc.) and sound rendering

methods in an Audio Programming Environment (e.g., Max/MSP, PureData, etc.)

plus eventual loudspeaker/headset outputs. The overall system, combining BlenderVR

for visual rendering and the SRE for spatially distributed sound sources resembles the

framework based on ViSTA and its audio manager introduced in [265]. The OSC API

encapsulates three main Classes of messages: Global, Object, and User.

A fourth class of message manages the routing of Objects to multiple spatialization

engines (i.e., Users), such that certain Objects can be rendered for selected Users if

desired, and is thus named the ObjectUser Class. These messages define which engine

handles a given set of objects in the scene graph.

A.3 Example Installations

Scene graph edition in BlenderVR is essentially based on Blender creation and ani-

mation tools, while audio rendering related events are written in the Processor script.

The overall process being architecture independent, most scene development can be

carried out on standard laptops, before being ported to the actual VR systems. Once

installed, basic import of a Blender scene (without tracking nor audio rendering) is

almost transparent.

BlenderVR has been developed on two VR platforms: SMART-I2 [266] and EVE3.

Portability of developed scenes between such different VR architectures is the driving

goal behind the project.

The SMART-I2 implements passive adaptive stereoscopic rendering through a pair

of front-projected rigid screens which also serve as a 24 channel loudspeaker array offer-

ing horizontal Wave Field Synthesis audio rendering. One computer handles graphics,

with 4 projectors for 2 screens, running Ubuntu Precise on an Intel Core 2 2.66 GHz

Quad Q9400, 4 GB of RAM, and 2 NVIDIA GeForce GTX 470. Audio is handled

separately.

The EVE system offers a multi-user/multi-sensorimotor environment with adapta-

tive double-stereoscopic rendering, 15 loudspeakers and 2 RF modules for wireless audio

input and individual binaural renderings. EVE comprises 4 rear-projected screens cou-

3http://www.limsi.fr/venise/EVEsystem

http://www.limsi.fr/venise/EVEsystem
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pled to 7 projectors providing „ 60m2 of high definition projection space. The system

comprises 8 i7 computers (1/projector + 1 monitoring console) with Ubuntu Precise,

12 GB of RAM, and Quadro 6000. Audio and haptics are handled separately.

A.4 Example Applications

In a study investigating paradigms for 6DoF navigation in immersive virtual worlds,

[267] compared joystick-based input devices and steering metaphors based on move-

ments of the user’s body, e.g., head-controlled paradigms. BlenderVR served as the

software platform, with various input devices controlling the user’s flight through a

series of navigational tasks. While the virtual world was static, the selection of var-

ious test configurations and generation of experimental logs were all achieved within

BlenderVR.

To evaluate different designs for a user audio guidance system for rescue workers,

[2] implemented virtual prototypes in an attempt to provide ecologically valid test

conditions. The BlenderVR based virtual prototypes employed various input devices

(e.g., 6 DoF tracking, Wii Balance Board, Wiimote) along with OSC communication

with MaxMSP to generate interactive audio feedback sonification based on geometrical

data from the BlenderVR scene.

Real-time animation of virtual avatars based on motion capture within the BlenderVR

framework was investigated by [268]. A Python module was developed to control

avatars using an ART MoCap tracking system, common in VR applications.

Focusing on collaborative situations, [269] investigated navigation in a multi-stereoscopic

immersive system (several users sharing the same restricted workspace). In this con-

text, a proper navigation paradigm should provide users both efficient control of virtual

navigation and a guaranty of users’ safety in the real workspace relative to the display

system and between users.

A.5 Conclusion

Due to the lack of affordable scene creation software dedicated to Virtual Reality in

augmented environments, the BlenderVR project was created, implementing a new

scene graph editor based on the popular Blender Game Engine. To adapt the BGE to

VR, BlenderVR includes multi-user tracked stereoscopic rendering, master-slave syn-

chronization, and OSC and VRPN communication methods for external applications.

Compatible with Windows, Linux, and MacOS, BlenderVR is released as open source.

BlenderVR is aimed at those in need of a straightforward scene development solution

for multimodal VR creation.
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[125] R. Tünnermann and T. Hermann, “Multi-touch interactions for model-based soni-

fication,” in Proceedings of the International Conference on Auditory Display

(ICAD), pp. 1–7, 2009. (Cited on pages 68 and 72.)

[126] S. McAdams and E. Bigand, “Introduction to auditory cognition,” Thinking in

sound, pp. 1–9, 1993. (Cited on page 69.)

[127] D. Kish and H. Bleier, “Echolocation: What it is, and how it can be taught and

learned,” California Association of Orientation and Mobility Specialists, 2000.

(Cited on pages 69 and 73.)

[128] V. P., “Sonification for process monitoring,” The Sonification Handbook, pp. 475–

512, 2011. (Cited on page 69.)

[129] T. Hermann, “Taxonomy and definitions for sonification and auditory display,” in

Proceedings of the International Conference on Auditory Display (ICAD), pp. 1–

8, 2008. (Cited on page 69.)

[130] B. Terri L. and F. John H., “Evaluation of auditory display,” The Sonification

Handbook, pp. 131–164, 2011. (Cited on page 69.)

[131] J. Preece, Y. Rogers, H. Sharp, D. Benyon, S. Holland, and T. Carey, Human-

Computer Interaction. Addison-Wesley Longman Ltd., 1994. (Cited on page 69.)

[132] P. Janata and E. Childs, “Marketbuzz: Sonification of real-time financial data.,”

in Proceedings of the International Conference on Auditory Display (ICAD),

pp. 1–7, 2004. (Cited on pages 69 and 73.)

[133] J. Edworthy, “Does sound help us to work better with machines? a commentary

on rauterberg’s paper ‘about the importance of auditory alarms during the oper-

ation of a plant simulator’,” Interacting with Computers, vol. 10, no. 4, pp. 401–

409, 1998. (Cited on page 70.)

[134] G. Parseihian and B. F. Katz, “Morphocons: A new sonification concept based

on morphological earcons,” Journal of the Audio Engineering Society, vol. 60,

no. 6, pp. 409–418, 2012. (Cited on pages 70 and 74.)



184 Bibliography

[135] G. Kramer, “A letter from Greg Kramer: founder of ICAD,” Proceedings of

the International Workshop on Interactive Sonification, pp. 1–2, January 2004.

(Cited on page 70.)

[136] D. Lunney and R. C. Morrison, “High technology laboratory aids for visually

handicapped chemistry students,” Journal of Chemical Education, vol. 58, no. 3,

pp. 228–231, 1981. (Cited on page 70.)

[137] W. T. Fitch and G. Kramer, “Sonifying the body electric: Superiority of an

auditory over a visual display in a complex, multivariate system,” in Proceedings

of Santa Fe Institute Studies in the Sciences of Complexity, vol. 18, pp. 307–325,

1994. (Cited on page 70.)

[138] W. W. Gaver, R. B. Smith, and T. O’Shea, “Effective sounds in complex systems:

The arkola simulation,” in Proceedings of the SIGCHI Conference on Human

factors in Computing Systems, pp. 85–90, ACM, 1991. (Cited on page 70.)

[139] T. Hermann and A. Hunt, “The discipline of interactive sonification,” in Pro-

ceedings of the Int. Workshop on Interactive Sonification (ISon), pp. 1–9, 2004.

(Cited on page 70.)

[140] T. Hermann and A. Hunt, “An introduction to interactive sonification,” IEEE

Multimedia, pp. 20–24, 2005. (Cited on page 70.)

[141] B. N. Walker and J. T. Cothran, “Sonification sandbox: A graphical toolkit for

auditory graphs,” in Proceedings of the International Conference on Auditory

Display (ICAD), vol. 3, pp. 161–163, 2003. (Cited on page 71.)

[142] L. M. Brown and S. A. Brewster, “Drawing by ear: Interpreting sonified line

graphs,” in Proceedings of the International Conference on Auditory Display

(ICAD), pp. 1–4, 2003. (Cited on page 71.)

[143] K. Beilharz, “Wireless gesture controllers to affect information sonification,”

in Proceedings of the International Conference on Auditory Display (ICAD),

pp. 105–112, 2005. (Cited on page 71.)

[144] H. Zhao, C. Plaisant, and B. Shneiderman, “I hear the pattern: Interactive

sonification of geographical data patterns,” in CHI Extended Abstracts on Human

Factors in Computing Systems, pp. 1905–1908, ACM, 2005. (Cited on page 71.)

[145] A. S. Bregman, “Auditory scene analysis,” in Proceedings of the 7th International

Conference on Pattern Recognition, pp. 168–175, 1984. (Cited on page 71.)



Bibliography 185

[146] H. J. Song and K. Beilharz, “Aesthetic and auditory enhancements for multi-

stream information sonification,” in Proceedings of the International Conference

on Digital Interactive Media in Entertainment and Arts, pp. 224–231, ACM,

2008. (Cited on page 71.)

[147] B. F. Katz and L. Picinali, “Spatial audio applied to research with the blind,”

Advances in Sound Localization. InTech, pp. 225–250, 2011. (Cited on page 71.)

[148] I. Pollack and J. Pickett, “Cocktail party effect,” The Journal of the Acoustical

Society of America, vol. 29, no. 11, pp. 1262–1262, 1957. (Cited on page 71.)

[149] B. Arons, “A review of the cocktail party effect,” Journal of the American Voice

I/O Society, vol. 12, no. 7, pp. 35–50, 1992. (Cited on page 71.)

[150] H. J. Song, K. Beilharz, and D. Cabrera, “Evaluation of spatial presentation

in sonification for identifying concurrent audio streams,” in Proceedings of the

International Conference on Auditory Display (ICAD), pp. 285–292, 2007. (Cited

on page 71.)

[151] J. E. Anderson, Sonification design for complex work domains: Streams, map-

pings and attention. PhD thesis, University of Queensland, School of Psychology,

2004. (Cited on page 71.)

[152] M. Watson and P. Sanderson, “Sonification supports eyes-free respiratory moni-

toring and task time-sharing,” Human Factors: The Journal of the Human Fac-

tors and Ergonomics Society, vol. 46, no. 3, pp. 497–517, 2004. (Cited on page 71.)

[153] J. H. Schuett, R. J. Winton, J. M. Batterman, and B. N. Walker, “Auditory

weather reports: demonstrating listener comprehension of five concurrent vari-

ables,” in Proceedings of the 9th Audio Mostly: A Conference on Interaction With

Sound, p. 17, ACM, 2014. (Cited on page 71.)

[154] B. Snyder, Music and memory: An introduction. MIT press, 2000. (Cited on

page 71.)

[155] T. Bouchara, B. Katz, C. Jacquemin, and C. Guastavino, “Audio-visual render-

ings for multimedia navigation,” in Proceedings of the International Conference

on Auditory Display (ICAD), pp. 245–252, 2010. (Cited on pages 72 and 164.)

[156] T. Bouchara, C. Jacquemin, and B. F. Katz, “Cueing multimedia search with

audiovisual blur,” ACM Transactions on Applied Perception (TAP), vol. 10, no. 2,

pp. 1–21, 2013. (Cited on page 72.)



186 Bibliography

[157] J. H. Flowers, “Thirteen years of reflection on auditory graphing: Promises,

pitfalls, and potential new directions,” Faculty Publications, Department of Psy-

chology, p. 430, 2005. (Cited on pages 72 and 91.)

[158] T. Stockman, L. V. Nickerson, and G. Hind, “Auditory graphs: A summary of

current experience and towards a research agenda,” in Proceedings of the Inter-

national Conference on Auditory Display (ICAD), pp. 420–422, 2005. (Cited on

pages 72 and 73.)

[159] S. Wall and S. Brewster, “Feeling what you hear: tactile feedback for navigation

of audio graphs,” in Proceedings of the SIGCHI conference on Human Factors in

computing systems, pp. 1123–1132, ACM, 2006. (Cited on page 72.)

[160] R. Ramloll, W. Yu, S. Brewster, B. Riedel, M. Burton, and G. Dimigen, “Con-

structing sonified haptic line graphs for the blind student: first steps,” in Pro-

ceedings of the fourth international ACM conference on Assistive technologies,

pp. 17–25, ACM, 2000. (Cited on page 72.)

[161] D. Dakopoulos and N. G. Bourbakis, “Wearable obstacle avoidance electronic

travel aids for blind: a survey,” IEEE Transactions on Systems, Man, and Cy-

bernetics, Part C: Applications and Reviews, vol. 40, no. 1, pp. 25–35, 2010.

(Cited on page 72.)

[162] B. F. Katz, F. Dramas, G. Parseihian, O. Gutierrez, S. Kammoun, A. Brilhault,

L. Brunet, M. Gallay, B. Oriola, M. Auvray, et al., “NAVIG: guidance system for

the visually impaired using virtual augmented reality,” Technology and Disability,

vol. 24, no. 2, pp. 163–178, 2012. (Cited on page 72.)

[163] F. W. Youlton, “Portable narrow angle sonar range finder”, US Patent, US

5341346 A, August 1994. (Cited on page 72.)

[164] S. Barrass and B. Zehner, “Responsive sonification of well-logs,” in Proceedings

of the International Conference on Auditory Display (ICAD), pp. 1–8, Citeseer,

2000. (Cited on page 72.)

[165] B. F. Katz, E. Rio, L. Picinali, and O. Warusfel, “The effect of spatialization in a

data sonification exploration task,” in Proceedings of the International Conference

on Auditory Display (ICAD), pp. 1–7, 2008. (Cited on pages 72 and 91.)

[166] D. R. Smith and B. N. Walker, “Tick-marks, axes, and labels: The effects of

adding context to auditory graphs,” in Proceedings of the International Confer-

ence on Auditory Display (ICAD), pp. 1–6, 2002. (Cited on page 72.)



Bibliography 187

[167] D. R. Smith and B. N. Walker, “Effects of auditory context cues and training on

performance of a point estimation sonification task,” Applied Cognitive Psychol-

ogy, vol. 19, no. 8, pp. 1065–1087, 2005. (Cited on page 72.)

[168] B. N. Walker, M. A. Nees, et al., “An agenda for research and development of

multimodal graphs,” in Proceedings of the International Conference on Auditory

Display (ICAD), pp. 1–5, 2005. (Cited on page 72.)

[169] T. Hermann, J. Krause, and H. Ritter, “Real-time control of sonification mod-

els with a haptic interface,” in Proceedings of the International Conference on

Auditory Display (ICAD), pp. 82–86, 2002. (Cited on page 72.)

[170] S. Barrass, “Digital fabrication of acoustic sonifications,” Journal of the Audio

Engineering Society, vol. 60, no. 9, pp. 709–715, 2012. (Cited on page 72.)

[171] S. Barrass, “The hypertension singing bowl: Research through design in acoustic

sonification,” in NIME Workshop, pp. 1–3, 2014. (Cited on page 73.)

[172] T. A. Stroffregen and J. B. Pittenger, “Human echolocation as a basic form of

perception and action,” Ecological psychology, vol. 7, no. 3, pp. 181–216, 1995.

(Cited on page 73.)

[173] C. Arias and O. A. Ramos, “Psychoacoustic tests for the study of human echolo-

cation ability,” Applied Acoustics, vol. 51, no. 4, pp. 399–419, 1997. (Cited on

page 73.)

[174] G. Baier and T. Hermann, “The sonification of rhythms in human electroen-

cephalogram,” in Proceedings of the International Conference on Auditory Dis-

play (ICAD), pp. 1–5, 2004. (Cited on page 73.)

[175] T. Hinterberger and G. Baier, “POSER: Parametric orchestral sonification of

EEG in real-time for the self-regulation of brain states,” IEEE Trans. Multimedia,

vol. 12, pp. 70–76, 2005. (Cited on page 73.)

[176] T. Hermann, P. Meinicke, H. Bekel, H. Ritter, H. M. Müller, and S. Weiss, “Soni-

fication for EEG data analysis,” in Proceedings of the International Conference

on Auditory Display (ICAD), pp. 37–41, 2002. (Cited on page 73.)

[177] S. C. Peres and D. M. Lane, “Sonification of statistical graphs,” in Proceedings of

the International Conference on Auditory Display (ICAD), (Boston, MA), 2003.

(Cited on page 73.)

[178] G. Baier, T. Hermann, O. M. Lara, and M. Müller, “Using sonification to detect

weak cross-correlations in coupled excitable systems,” in Proceedings of the In-

ternational Conference on Auditory Display (ICAD), pp. 312–315, 2005. (Cited

on page 73.)



188 Bibliography

[179] M. H. Hansen and B. Rubin, “Babble online: applying statistics and design to

sonify the internet,” in Design guidelines for audio presentation of graphs and

tables, pp. 10–15, Citeseer, 2001. (Cited on page 73.)

[180] S. Pauletto and A. Hunt, “Interactive sonification of complex data,” International

Journal of Human-Computer Studies, vol. 67, no. 11, pp. 923–933, 2009. (Cited

on page 73.)

[181] L. M. Brown, S. A. Brewster, S. Ramloll, R. Burton, and B. Riedel, “Design

guidelines for audio presentation of graphs and tables,” in Proceedings of the

International Conference on Auditory Display (ICAD), pp. 1–4, 2003. (Cited on

pages 73 and 96.)

[182] J. L. Reuss, “Pulse oximeter with signal sonification”, US Patent, US 6449501

B1, September 2002. (Cited on page 74.)

[183] I. Wallis, T. Ingalls, T. Rikakis, L. Olsen, Y. Chen, W. Xu, and H. Sundaram,

“Real-time sonification of movement for an immersive stroke rehabilitation en-

vironment,” in Proceedings of the International Conference on Auditory Display

(ICAD), pp. 497–503, 2007. (Cited on page 74.)

[184] S. C. Peres and D. M. Lane, “Auditory graphs: The effects of redundant dimen-

sions and divided attention,” in Proceedings of the International Conference on

Auditory Display (ICAD), pp. 169–174, Citeseer, 2005. (Cited on page 74.)

[185] D. Doukhan and A. Sédès, “CW binaural: A binaural synthesis external for

pure data,” in Puredata International Convention Proceedings, 2009. (Cited on

page 78.)

[186] R. Gilkey and T. R. Anderson, Binaural and spatial hearing in real and virtual

environments. Psychology Press, 2014. (Cited on page 78.)

[187] F. L. Wightman and D. J. Kistler, “Resolution of front–back ambiguity in spatial

hearing by listener and source movement,” The Journal of the Acoustical Society

of America, vol. 105, no. 5, pp. 2841–2853, 1999. (Cited on page 79.)

[188] B. F. Katz and G. Parseihian, “Perceptually based head-related transfer func-

tion database optimization,” The Journal of the Acoustical Society of America,

vol. 131, no. 2, pp. 99–105, 2012. (Cited on page 79.)

[189] G. Parseihian and B. F. Katz, “Rapid head-related transfer function adaptation

using a virtual auditory environment,” The Journal of the Acoustical Society of

America, vol. 131, no. 4, pp. 2948–2957, 2012. (Cited on page 79.)



Bibliography 189

[190] A. Lindau, J. Estrella, and S. Weinzierl, “Individualization of dynamic binau-

ral synthesis by real time manipulation of ITD,” in Audio Engineering Society

Convention 128, pp. 1051–1052, 2010. (Cited on page 79.)

[191] B. N. Walker, J. Lindsay, et al., “Navigation performance in a virtual environment

with bonephones,” in Proceedings of the International Conference on Auditory

Display (ICAD), vol. 3, pp. 1–26, 2005. (Cited on page 79.)

[192] J. Hebrank and D. Wright, “Spectral cues used in the localization of sound sources

on the median plane,” The Journal of the Acoustical Society of America, vol. 56,

no. 6, pp. 1829–1834, 1974. (Cited on page 88.)

[193] B. N. Walker and D. M. Lane, “Psychophysical scaling of sonification mappings:

A comparison of visually impaired and sighted listeners,” in Proceedings of the

International Conference on Auditory Display (ICAD), pp. 90–94, 2001. (Cited

on page 88.)

[194] M. S. Mannoor, Z. Jiang, T. James, Y. L. Kong, K. A. Malatesta, W. O. Soboyejo,

N. Verma, D. H. Gracias, and M. C. McAlpine, “3D printed bionic ears,” Nano

letters, vol. 13, no. 6, pp. 2634–2639, 2013. (Cited on page 89.)

[195] G. Parseihian, C. Gondre, M. Aramaki, and R. Kronland, “Exploring the usabil-

ity of sound strategies for guiding task: toward a generalization of sonification de-

sign,” International Symposium on Computer Music Multidisciplinary Research,

pp. 742–757, October 2013. (Cited on pages 91, 96 and 164.)

[196] S. Shelley, M. Alonso, J. Hollowood, M. Pettitt, S. Sharples, D. Hermes, and

A. Kohlrausch, “Interactive sonification of curve shape and curvature data,”

in Haptic and Audio Interaction Design, pp. 51–60, Springer, 2009. (Cited on

page 91.)

[197] S. C. Peres, “A comparison of sound dimensions for auditory graphs: Pitch is not

so perfect,” Journal of the Audio Engineering Society, vol. 60, no. 7/8, pp. 561–

567, 2012. (Cited on page 91.)

[198] R. M. Church and W. Meck, “A concise introduction to scalar timing theory,”

Functional and neural mechanisms of interval timing, pp. 3–22, 2003. (Cited on

page 93.)

[199] E. H. Weber, De Pulsu, resorptione, auditu et tactu: Annotationes anatomicae

et physiologicae. CF Koehler, 1834. (Cited on page 93.)
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[267] W. Chen, A. Plancoulaine, N. Férey, D. Touraine, J. Nelson, and P. Bourdot,

“6DoF navigation in virtual worlds: comparison of joystick-based and head-

controlled paradigms,” in 19th ACM Symp on Virtual Reality Soft and Tech

(VRST), (New York), pp. 111–114, ACM, 2013. (Cited on page 171.)
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