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Abstract 
The remarkable evolution of wireless networks into the next generation to provide ubiquitous 

and seamless broadband applications has recently triggered the emergence of Wireless Mesh 

Networks (WMNs). The WMNs comprise stationary Wireless Mesh Routers (WMRs) 

forming Wireless Backbone Mesh Networks (WBMNs) and mobile Wireless Mesh Clients 

(WMCs) forming the WMN access. While WMCs are limited in function and radio 

resources, the WMRs are expected to support heavy duty applications: that is, WMRs have 

gateway and bridge functions to integrate WMNs with other networks such as the Internet, 

cellular, IEEE 802.11, IEEE 802.15, IEEE 802.16, sensor networks, et cetera. Consequently, 

WMRs are constructed from fast switching radios or multiple radio devices operating on 

multiple frequency channels. WMRs are expected to be self-organized, self-configured and 

constitute a reliable and robust WBMN which needs to sustain high traffic volumes and long 

“online” time. However, meeting such stringent service expectations requires the 

development of decentralized dynamic transmission power control (DTPC) approaches. 

     This thesis addresses the DTPC problem for both single and multiple channel WBMNs. 

For single channel networks, the problem is formulated as the minimization of both the link-

centric and network-centric convex cost function. In order to solve this issue, multiple access 

transmission aware (MATA) models and algorithms are proposed. For multi-radio multi-

channel (MRMC) WBMNs, the network is modelled as sets of unified channel graphs 

(UCGs), each consisting of interconnected active network users communicating on the same 

frequency channel. For each UCG set, the minimization of stochastic quadratic cost functions 

are developed subject to the dynamic Link State Information (LSI) equations from all UCGs. 

An energy-efficient multi-radio unification protocol (PMMUP) is then suggested at the Link-

Layer (LL). Predictive estimation algorithms based on this protocol are proposed to solve 

such objective functions. To address transmission energy and packet instabilities, and 

interference across multiple channels, singularly-perturbed weakly-coupled (SPWC) control 

problems are formulated. In order to solve the SPWC transmission power control problem, a 

generalized higher-order recursive algorithm (HORA) that obtains the Riccati Stabilizing 

Solutions to the control problem is developed. The performance behaviours of the proposed 

models and algorithms are evaluated both analytically and through computer simulations. 

Several simulations are performed on a large number of randomly generated topologies. 

Simulation and analytical results confirm the efficacy of the proposed algorithms compared 

to the most recently studied techniques. 
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Chapter 1 

Introduction 
 

 

 

With the massive growth of wireless networks into the next generation to provide better 

services, an important technology, wireless mesh networks (WMNs), has recently emerged. 

WMNs have attracted immense interest, from those who research wireless networks, during 

the past decade. This sudden interest emanates from developments which indicate that the 

WMNs can offer ubiquitous communication and seamless broadband applications. 

Architecturally, WMNs are hybrid networks composed of a mixture of static and mobile 

nodes interconnected via wireless links to form a multi-hop wireless ad hoc network 

(WANET). The static nodes are usually called wireless mesh routers (WMRs) while mobile 

nodes are generally termed wireless mesh clients (WMCs), as shown in Figure 1.1. In 

WMNs, each node operates not only as a host but also as a router, forwarding packets of data 

on behalf of other nodes that may not be within direct wireless transmission range of their 

destinations. While static WMRs form wireless backbone mesh networks (WBMNs), the 

WMCs access the Internet through WBMNs as well as directly meshing with each other [1]. 

The WMCs form traditional mobile wireless ad hoc networks (MANETs) which provide end-

user applications [2]. However, the WMRs which access WMCs voluntarily relay huge 

backbone traffic to the Internet via a few fixed gateways, and perform internetworking 

integration. These roles render WMNs quite distinct from the traditional wireless networks, 

such as the wireless sensor networks (WSNs) [3], MANETs [2], Wireless Fidelity (Wi-Fi) 

and cellular networks [4, 5]. 

      Wireless mesh networks (WMNs) are classified into three standard activities, namely 

IEEE 802.11, IEEE 802.15, and IEEE 802.16 mesh networks [6]. The working group within 

the IEEE 802.11, called IEEE 802.11s has been formed to standardize the extended service 

set (ESS) [7]. The main objective is to define the MAC and PHY layers for mesh networks 

that extend coverage with no single point of failure. Consequently, the IEEE 802.11 ESS 

mesh defines an architecture and protocol that create an IEEE 802.11 wireless distribution 

system (WDS). The WDS supports both broadcasts/multicasts and unicast delivery of packets 

at the MAC layer using radio-aware metrics over self-configuring multi-hop topologies [7]. 

In terms of power management, the IEEE 802.11s standard demonstrates two power 
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management modes implemented at all mesh stations. The first mode is the active mode and 

the second mode is the power save mode. In active mode the stations stay awake all the time 

while in power save mode, the stations alternate between awake and doze states, as 

determined by the frame transmission and reception rules. However, during transmission of a 

packet, stations use maximum power level implying that proposing a transmission power 

control scheme would improve the power management significantly.  On the other hand, 

IEEE 802.15.5 working group has been established to investigate the necessary mechanisms 

in the PHY and MAC layers that can enable mesh networking in the wireless PANs [8]. Thus, 

power control mechanism would ensure this standard maintains mesh networking topology.  

The IEEE 802.16 mesh networks working group aims at determining the possible 

mechanisms in the PHY and MAC layers which can serve the broadband wireless access in 

metropolitan area (i.e., last mile) and support point to multi-point connection oriented Quality 

of Service (QoS) communications that extend fibre optic backbones. However, the IEEE 

802.16 mesh standard demonstrates several limitations such as lack of scalability, a 

connectionless MAC (i.e., so QoS of real-time services cannot be guaranteed). It also 

assumes no interference between two hops away (i.e., a situation of hidden terminal problem) 

[9]. 

 
 

 

 

 

 

 

 

 

 

 Wired Link 

 Wireless Link 

Backbone Mesh Gateways  

Backbone Mesh Routers  

 Wireless Mesh Clients 

Internet   

 
Figure 1.1: Hybrid Wireless Mesh Network architecture 

 
 

      Numerous significant attributes of the wireless backbone mesh network (WBMN) can be 

identified as follows. Firstly, the WBMN is dynamically self-organized and self-configured. 

That is, the WMRs in the mesh network automatically establish and maintain stable network 

connectivity. This feature provides the end-users with many advantages, such as low up-front 
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cost, easy network maintenance, robustness, and reliable service coverage. Secondly, the 

WMRs establish redundant paths between the sender and the receiver of the wireless 

connection.  This feature provides path reliability against single points of failure. It also 

creates network robustness against node or path failures due to Radio Frequency (RF) 

interference, obstacles or power outages by providing multiple alternative routes. Thirdly, the 

WMRs are constructed using advanced radio technologies, for example, multiple radio 

interfaces, software defined radios and smart antennas. These radio technologies may be 

designed to support either the same or different wireless access network technologies. The 

motivation behind advanced radio technologies is the performance of simultaneous WMC 

network access and backbone traffic routing. As a result, the backbone network capacity of 

diverse service applications (e.g., VoIP, video and data) may be increased substantially 

without compromising the specific QoS constraints. The network capacity is the sum of the 

throughput provided to all end-users in the network. That is, the magnitude of the spatial re-

use and the fairness of medium access. Finally, WMRs perform gateways and bridge 

functionalities. This is to enable the integration of WMNs with various existing wireless 

network technologies, such as WSNs, Wi-Fi, WiMAX, Wireless Region Area Network 

(WRAN) and cellular networks [10]. As a benefit to network operators and subscribers, 

WBMNs can extend the service coverage of these technologies, even up to the furthest of far 

flung remote and rural areas [11]. 

     Based on these significant attributes, WMN technology promises several emerging and 

commercially interesting applications. Examples include broadband home networking, 

community and neighbourhood networks, enterprise networking, coordinated and 

collaborative network management and intelligent transportation systems. Indeed, WMN has 

now made it possible for cash strapped Internet Service Providers (ISPs) and others to roll out 

robust and reliable wireless broadband services at a reasonable cost [6]. Such ambitious 

applications have triggered several challenges that researchers must address before WMN can 

realize its full application potential. In order to automatically access and forward huge 

volumes of traffic over a long period of time and to automatically internetwork with other 

existing technologies, network capacity, and connectivity and energy-efficiency issues must 

be addressed for WBMNs. These are the problems which decentralized Dynamic 

Transmission Power Control (DTPC) must tackle.   

    The DTPC is the method of selecting transmission power levels from a set of transmission 

power settings of a wireless radio interface, for every packet, and is subject to both the 

network and application dynamics [12]. The network dynamics include wireless channel 
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conditions [13], modulation and coding variations, network RF interference fluctuations, 

received signal-to-interference ratio (SIR) variations, queue conditions, topology changes and 

power source outages [5]. The application variations involve the diverse QoS for voice, video 

or data applications [14]. Because the wireless medium is naturally distributed, decentralized 

DTPC approaches are investigated in this work. In such an approach, only the local state 

information is utilized in real-time by each wireless transmitter to select proper transmission 

power levels. Moreover, decentralized algorithms indicate low message overhead costs across 

the network compared to the centralized algorithms [15].  

1.1   Problem Statement 

 

 

The main objective of this investigation is to develop decentralized DTPC solutions 

maintained at the Link-Layer of the protocol stack for the purpose of maximizing network 

capacity of WBMNs while minimizing energy consumption and maintaining fault-tolerant 

network connectivity. 

       In general, WBMNs are expected to extend the coverage range of existing wireless 

technologies through multi-hop communication without sacrificing the channel or network 

capacity. This can be ensured by providing shorter link distances (or hops), less multiple 

access interference (MAI) among adjacent nodes and more efficient frequency re-use within 

an interference range of a transmitter [16-18]. The design criterion is that the power level 

should be high enough to suppress the co-channel interference but no higher than that which 

will create unnecessary contention and collisions among nodes. Channel contention and 

collisions may in turn compromise the overall network throughput. However, capacity 

maximization techniques for the WBMN with multiple radio systems still face a number of 

challenges [19-21]. For instance, switching and process coordination delays stemming from 

multiple channels, MAI effects across multiple adjacent channels, energy outage problems, 

non fault-tolerant and non-scalable network connectivity [22], [23]. 

   In order to conserve transmission power while maintaining fault-tolerant connectivity, the 

transmission power level should be low enough to conserve the supply energy, experience 

less MAI, report a minimal average node degree and maintain short hop-lengths. This power 

level, however, should not result in a partitioned network. To reduce control delays, the 

power level adjustment should be fast enough to limit queue delays due to packet arrivals 

from upper layers but no faster than that which will cause queue perturbations between 

residual energy and packet sizes at the buffer. However, in terms of energy outage problems, 
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in the recent past it has been argued by a number of researchers that WMRs usually do not 

possess strict constraints on power consumption [1]. Nonetheless, with remote applications, 

such WMRs may run on battery power (e.g., solar-power or mechanical vibrations) with 

limited maintenance or replacement [11]. Moreover, mesh routers may also be equipped with 

low cost multiple radios or high speed wireless radio interfaces. The motivation is to perform 

backbone routing, client network access and internetworking integration functionalities. 

However, the challenges involved include multiple queue instabilities owing to speed 

variations between residual energy and packets, and the expected long “online” time: 

consequently, accelerated transmission energy depletion and shorter battery lifetime [6]. 

    Thus, owing to such design constraints, the transmission power level needs to be adaptive 

to changes in the Link State Information (LSI) so that retransmissions in high error-prone 

wireless channels can be avoided. Such LSI may include the wireless link transmission 

packet rate, RF interference, user-centric and network-centric quality measures, transmission 

ranges and residual energy. Exploiting such information renders the flexibility and 

adaptability benefits of the cross-layer interaction useful. In order to manage the interaction 

between non-adjacent layers in a systematic organized manner while preserving the 

modularity of each layer [24], an energy-efficient Link-Layer (LL) protocol will be suggested 

in this study. In addition to controlling packet synchronization, flow control and adaptive 

channel coding, this LL protocol should coordinate the transmission power adjustment by 

multiple radio interfaces operating over multiple error-prone wireless channels [25]. The 

advantage is that the LL periodically monitors the quality of LSI on each radio interface with 

each of its neighbours and performs power optimization. Subsequently, when the time comes 

to send a packet to a neighbour, it selects the correct radio(s) with optimal transmission 

power(s) with which to forward the packet. In addition, the LL protocol allows for the use of 

localized information across the layers in order to derive an optimal transmission power level 

that improves capacity, energy conservation and network connectivity. Thus, such a 

consideration is expected to contribute to a number of desirable features of the WMNs: 

network collaborations, internetwork integration, multi-hop and multi-point to multi-point 

(M2M) communication and scalability. 

1.2    Research Aims 

 

 

The purpose of studying optimal DTPC is to achieve: 
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1. High Throughput Performance. One, most crucial, aim of DTPC solutions for 

WMRs is to ensure maximum network capacity: the maximum number of conversations 

that a receiver station can handle within some Signal-to-Interference (SIR) constraint. 

This network capacity can be measured by throughput performance which describes the 

amount of transmitted packets that are successfully received in a reasonable amount of 

time. 

2. Significant Transmission Power-Saving Performance. The transmission 

power control by itself saves power resources. However, the use of high speed radios 

and/or multiple radio interfaces built on the WMRs may not guarantee a proper 

throughput and energy balance. Thus, this study aims to conserve energy further by 

employing energy-awareness strategies while developing optimal transmission power 

control algorithms. 

3. Reliable Network Connectivity Performance. Network connectivity is 

characterized by average node degree, fault-tolerance and spanner structure metrics. 

Keeping a minimum average node degree while maintaining redundant multiple short 

hop-lengths provides robustness and reliability against node or path failures. In WBMNs, 

nodes or links fail due to RF interference, obstacles and power source outages. These 

metrics are achieved through topology control algorithms using the transmit power 

adjustment. 

1.3    Delimitations 

 

 

This investigation will not involve the following: 

1. Wireless Mobile Ad Hoc Networks (MANETs): This is because mobile nodes are 

portable nodes with a highly constrained power supply and are usually constructed on 

single radio technologies. Thus, they cannot support automatic and simultaneous 

accessing and forwarding of high volumes of traffic over long periods of operation. 

Extensive studies addressing power control problems in MANETs over the past years do 

exist [26]. 

2. Centralized power control algorithms: Such algorithms require an infrastructure base 

station which possesses information concerning the entire network. However, gathering 

such information in real-time across the whole network incurs communication overheads. 

In contrast, WBMNs need to be self-organized and self-configured: that is, each node or 
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radio automatically joins the network when it is added or heals the network when it is 

down so that the network establishes routes without any central control. 

3. Topology Control Algorithms:  The explicit topology control sub-problem in a wireless 

mesh network (WMN) has been dealt with recently [26-30]. However, this thesis is 

limited to the transmission range information affecting network connectivity, that is, the 

transmission power level determines how far a node connects with its neighbours; hence, 

the need to estimate the connectivity range prior to adjustment of the transmission power. 

4. Joint cross-layer resource management: Joint cross-layer resource allocation and power 

control involves excessive message signalling across different layers. Such signalling 

assumes maximum transmission power and, thus, is not scalable in general. Furthermore 

it has been pointed out that most message interactions across different layers do not 

preserve the modularity of the layers [24]. Performing optimal power control and cross-

layer resource allocation indeed adds to the design’s complexity and as a result it is not 

realistic, considering the extensive problem dimensions of multi-radio multi-channel 

(MRMC) wireless systems. 

5. Hardware Implementations and field-testing: Due to time constraints, the study will be 

limited to simulation investigations. The objectives of the research can be adequately 

assessed by both analytical and computer simulations only. 

1.4    Underlying Assumptions 

 

 

This study will assume that: 

1. Wireless mesh routers (WMRs) can operate in energy-constrained environments; for 

instance, rural and remote areas where nodes are battery-powered and frequent battery 

replacements may not be feasible. 

2. WMRs can operate with heterogeneous transmission ranges: In other words, any node can 

connect to another node in the network using a transmission range that may be completely 

different from one node to the other. Therefore, the established network topology need 

not be uniformly distributed. 

3. Channels are statically assigned: For the duration of a time-slot comprising neighbour 

discovery, power optimization and packet transmission time scales, channel assignment 

does not alter. We note that dynamic channel assignments during a time-slot (or at run 

time) may not only incur run time overhead costs but are also NP-hard problems in 

wireless systems [19, 20, 31]. Moreover, wireless fading naturally violates the ideal 
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orthogonality of multiple channels. This assumption is reasonable, considering the power 

control problems, even for delay sensitive applications [14]. Nonetheless, channels may 

be re-assigned randomly at the end of every transmission time-slot. 

4. The network is connected when each node uses the maximum transmission ranges and 

thus the maximum transmission power levels. Thus, no single node can be disconnected 

while operating at maximum transmission power. 

5. There is a finite number of nodes, channels in a network, and radio interfaces at a node. 

This assumption justifies realistic network instances while it also simplifies the design 

accordingly. 

1.5    Motivation 

 

 

This investigation is motivated by the need to develop DTPC techniques so that a high 

network capacity, low energy consumption and reliable network connectivity can be achieved 

for the distributed WBMNs. The rationale behind this research is described below. 

1.5.1 Decentralized versus Centralized Approach 
 

 

As mentioned previously, a decentralized approach models and controls the transmission 

power of one single transmitter, while the algorithm only relies on local information. A 

centralized approach requires a common arbiter which possesses all the information 

regarding the established connections and channel gains at hand, and controls all the 

transmission power levels in the network. The former case is the only practical one causing 

less overhead costs. The decentralized approaches maintain the autonomy of each wireless 

mesh router (WMR) in order to meet the objectives of self-organization and self-

configuration. On the other hand, the centralized approach requires extensive control 

signalling in the network; however, it will suffer from additional time delays and is not robust 

to single points of failures. Therefore, decentralized dynamic power controllers (DTPC) are 

proposed in this study.  

1.5.2 Dynamic Control Theory versus Game Theory 

 

 Theory of dynamic control implements robust filters which are based on the temporal 

correlation of the interference and channel states in order to compensate for time-varying 

disturbances [32]. In addition, each WMR may be equipped with multiple radios and 
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channels, and possesses multi-dimension Link State Information (LSI). State space control 

theory may effectively be used to model such large dimensions so that predictive algorithms 

are conveniently used to derive optimal power output signals. Thus, state space modelling 

offers generic solutions together with reduced control delays, that is, measuring and control 

signalling time delays [33]. On the other hand, game theory is an analytical tool often used to 

model individual, independent decision makers (IDMs) whose actions potentially affect all 

other IDMs in the system [34]. Two categories exist, cooperative and non-cooperative games 

[35]. According to Branzei, et al. [36], cooperative game theory is concerned primarily with 

coalitions, i.e., groups of IDMs, who coordinate their actions and pool their winnings. 

Consequently, one of the key problems addressed by cooperative game theory is how to 

divide or allocate resources or benefits among the members of the formed coalition. In this 

manner, cooperative game theory strives to understand the interplay between an efficient and 

a fair allocation of resources [37]. In [36], cooperative game theory is broadly categorized in 

three models, i.e., crisp games, fuzzy games and multi-choice games. Cooperative games 

with crisp coalitions  are cooperative games with transferable utility (TU-games), while 

cooperative games with fuzzy coalitions model situations where IDMs have the possibility to 

cooperate with different participation levels, varying from non-cooperation to full 

cooperation, and where the obtained reward depends on the level of participation. However, 

in a multi-choice game each IDM has a finite number of action levels to participate with 

when cooperating with other IDMs in the same coalition. On the other hand, a non-

cooperative game comprises an optimization among individual IDMs with selfish objective 

functions [35]. Several DTPC techniques in Ad Hoc networks have been formulated using 

game theory. Game theory allows one to completely decouple independent power control 

decisions from the large-scale interconnected wireless system, to a reduced-scale level. 

However, the main difficulty is how to find the Nash Equilibrium of a non-cooperative game 

possessing a large number of IDMs participating in adverse wireless channel conditions [38]. 

Even the Nash Bargaining Solution in cooperative games that achieves a good compromise 

between fairness and power efficiency in a scarce resource allocation, demonstrates a 

complex implementation challenge with an expanded system dimension [34]. Although 

theory of differential Nash games will be exploited in this thesis [39], dynamic control 

techniques remain key solutions in meeting our design objectives. 
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1.5.3 Predictive versus Non-predictive Algorithms 

 

The advantage of predicting channel gains and interference levels is that of being able to 

update the power levels at a reduced control delay and hence a low computational energy 

consumption. Predictive power control algorithms rely on temporal correlations between 

future, previous, and present measurements [40]. In practice, the transmission power iteration 

time-instants are expected to be faster than the network state evolution time-scales. 

Therefore, predictive power control algorithms allow “online” measurements of states and 

facilitate fast convergence of the optimal power signals relative to a given run time. On the 

other hand, non-predictive power control algorithms are based on only the current and 

previous measurements. They are slow in yielding optimal solutions. They use outdated 

measurements to update the power levels. Therefore, this study considers adaptive predictive 

approaches in order to reduce transmission power adjustment delays. 

1.5.4 Asynchronous versus Synchronous Algorithms 

 

Asynchronous power execution algorithms require that each radio interface performs its 

power adjustment steps independently of other radio interfaces on the same node or other 

neighbouring nodes. In other words, such a radio interface can proceed with its next cycle 

without waiting for other radio interfaces to finish their current iteration interval. In contrast, 

synchronous algorithms require that before proceeding to the next cycle, a radio interface that 

has finished its execution interval must wait for others to finish their current iteration (i.e., the 

execution interval is synchronized). The latter approach naturally supports packet stripping 

mechanisms over multiple channels with minimum re-sequencing problems at the receiver. 

The former approach is strongly applicable to large scale WMNs with no central controllers. 

In addition, WMRs may be constructed on high speed radios and/or multiple radios to 

perform asynchronous access and forward functions. Furthermore, each node may be 

completely heterogeneous in design that is, with different processing speeds, memory 

diversity, varying energy supply technologies, and different transmission ranges. Thus, 

running asynchronous algorithms naturally improves performance efficiency. Moreover, the 

controllers are allowed to run independently of each other in a completely asynchronous 

manner, such that controllers with lower state dimensions will release more updated 

information about their trajectories compared with the synchronous cases. Only the 

controllers with the largest dimensions will perform as much iteration as is performed in the 

synchronous case. Therefore, it is expected that asynchronous algorithms will display faster 
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convergence. The proposed asynchronous algorithms in this dissertation still maintain the 

simple structure of the synchronous algorithms. 

1.5.5 Link-Layer versus Physical Layer 
 

As mentioned previously, the Link-Layer (LL) handles packet synchronization, flow control 

and adaptive channel coding. In addition to these roles, the LL protocol effectively preserves 

the modularity of cross-layers and provides desirable WMN scalability [25]. Scalable 

solutions managed by the LL ensure that the network capacity do not degrade with increase 

in the number of hops or nodes between the traffic source and destination. This is because the 

LL is strategically located just right on top of the medium access control (MAC) and just 

below the network layer. Message interactions across layers do not incur excessive 

overheads. As a result, dynamic transmission power executions per packet basis are expected 

to yield optimal power signals. Furthermore, if each node is configured with multiple MACs 

and radios, then the LL may function as a virtual MAC that hides the complexity of multiple 

lower layers from unified upper layers [41]. It may also coordinate the operations of separate 

radios in a more efficient and reliable manner. On the other hand, the physical layer executes 

transmission power control based on only signal-to-interference plus-noise ratio (SIR), 

interference and channel gains [5]. However, physical layer power control does not take into 

account MAC problems prevalent in multi-hop networks [42, 43]. Indeed, such power control 

techniques may not necessarily provide a good trade-off between energy consumption, 

fairness and network throughput [44].  

 

1.6    Contributions and Publication Synopsis 

 

 

In this study, mathematical programming models for power control problems are developed. 

Optimal adaptive predictive algorithms to solve such problems are proposed at the Link- 

Layer. The main contributions of this thesis are described and our publications are cited in the 

following. 

1.6.1 Mathematical Programming Models 

 

This thesis provides three mathematical programming models for formulating the 

decentralized DTPC problem in WBMNs [21, 23, 45-48] . In each model, the DTPC problem 

is represented as an optimization problem at the link level (i.e., also referred to as user) 
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composed of objective functions subject to a set of Link-Layer (LL) constraints, imposed by 

the link or network and/or the application. The models are decentralized in order to meet the 

self-organization and self-configuration, and scalability requirements of WBMN. These 

models may be summarized as follows: 

 

• Minimizing the convex cost function of joint SIR-deviation and aggregate interference for 

a single radio wireless network:  This model strikes a balance between user-centric 

quality of service (QoS) and the network-centric QoS. The user-centric QoS includes 

maximum user throughput, minimal queue delay, and maximum battery life. The 

network-centric QoS includes maximum network capacity, multi-hop network fairness, 

robust network connectivity and elongated network lifetime. The objective function is 

developed from multiple access transmission awareness (MATA) models; specifically, 

medium access control dependent transmission scheduling probability (MAC-TSP) and 

the generalized cross-layer occupation measure (GCOM) models are developed. While 

the MAC-TSP models the multiple access interference (MAI) and SIR states, the GCOM 

describes the states from all the protocol layers that affect transmission power 

optimization managed by the LL.  

 

• Minimizing the stochastic quadratic cost function within each channel subject to Intra-

channel and Cross-channel dynamic equations for a multi-radio multi-channel (MRMC) 

wireless network: This model is developed to maximize network capacity while 

minimizing transmission energy consumption and maintaining reliable network 

connectivity. Because of the multiple radio and channel configurations, the entire WMN 

is first divided into Unified Channel Graphs (UCGs) sets. A UCG set comprises radio 

interface pairs interconnected via a wireless medium while operating on a common 

frequency channel. The Link State Information (LSI) is derived for each UCG set and 

then generalized as state space models. The stochastic quadratic cost function is adopted 

in order to incorporate model uncertainties as well as to indicate the trade-off between the 

size of uncertain states (or LSI) and the power control action. Specifically, the objective 

ensures selecting a transmission power sequence at each user in such a manner that the 

following LSI transitions at the receiver will be met: 
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o actual SIR level will track the target SIR level 

o actual Network Interference will track the target interference level 

o actual Rate will track the achievable link rate 

o actual Connectivity range will track the target transmission range.  

 

• Minimizing the stochastic quadratic cost function of a singularly-perturbed and weakly-

coupled dynamic MRMC wireless network: This model is provided in order to maximize 

network throughput while minimizing the energy consumption at the backbone nodes. 

Due to energy outages arising from the battery charging and/or discharging, and the 

variations of the packet levels at the queue, singular perturbations may be modelled at the 

queue system. Markov chain models may be employed to approximate such phenomena. 

In addition, because of the multiple adjacent channel interference, a weak-coupling model 

has been developed. These models are formulated as singularly-perturbed weakly-coupled 

(SPWC) differential Nash games control problems. The objective is to minimize the 

singular-perturbations and weak-couplings causing packet retransmissions at the WBMN.  

1.6.2 Adaptive Predictive Algorithms  

 

This thesis provides several adaptive predictive algorithms for the DTPC problems in 

WBMNs. These are based on three protocols suggested at the LL. Synopses of the algorithms 

are outlined and the publications are cited as follows: 

 

• Multiple Access Transmission Aware (MATA) protocol for single channel wireless mesh 

network (WMN):  

First, an energy-efficient bi-directional logical visible neighbour (BLVN) algorithm is 

derived. This algorithm allows each transmitting radio interface to identify its active 

neighbours before performing power optimization. To reduce medium access contentions, 

neighbour identifications are performed using a fraction of maximum transmission power 

at a node. Employing this framework, a localized topology-based power control algorithm 

has been developed which calculates the optimal transmission power so that (1) network 

connectivity is maintained, (2) node transmission power is reduced to cover only the 

nearest neighbours, and (3) network lifetime is extended [27-30]. 

Second, under MATA protocol, a scalable MAC-TSP based DTPC algorithm has been 

developed. The MAC-TSP defines the probability that a packet will successfully be 
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transmitted by each link using a selected transmission power level, given the physical, 

MAC and the BLVN topology information. This algorithm reduces multiple access 

interference (MAI) including those from hidden terminals. It also provides optimal power 

level solutions so that network capacity is improved and energy consumption is minimal 

[45]. An extension of this study to multi-radio problems can be found in [49]. In a general 

situation, a power adjustment policy that depends on average cross-layer information 

fluctuations rather than instantaneous variations has been published in [23]. The 

advantage is that such a power control policy maintained at the LL, relying on imperfect 

and often delayed information provides much power saving on average compared to that 

of some recent proposed techniques such as [12, 50]. 

Third, a generalization of the MAC-TSP referred to as a generalized cross-layer 

occupation measure (GCOM) based DTPC algorithm is developed. This algorithm 

describes the probability that an individual link chooses a certain transmission power 

level knowing the LSI across layers of the protocol stack. Depending on the traffic 

application and multiple transmission activity (MTA), each user adjusts its power 

dynamically so as to minimize the average convex cost function [47]. The benefits are 

that network capacity is increased while utilizing carrier-sensed multiple access together 

with collision avoidance (CSMA/CA) schemes. 

Fourth, MATA-based models and algorithms are rigorously analysed for convergence. 

 

• An energy-efficient power selection multi-radio multi-channel unification protocol 

(PMMUP) supported at the Link-Layer: 

First, this study proposes a multi-radio multi-channel link state information (LSI) 

interaction prediction (MRSIP) algorithm. MRSIP predicts the LSI from lower level 

multiple MACs [46] and UCGs in order to optimize the transmission power levels for 

each link (user). Based on this algorithm, the DTPC problems related to a heterogeneous 

connectivity range in the WBMN have been studied in [51]. Co-channel and cross-

channel interference minimization issues have been investigated in [48]. The work in [46] 

generalizes an MRSIP algorithm in terms of throughput maximization and energy-

efficiency. 

Second, a variation of MRSIP called MRSUP (i.e., unification) is also proposed. 

MRSUP predicts the LSI from the upper layers of the protocol stack. Aware of such 

information alongside the residual energy, each link optimizes its objective function and 



 Chapter 1: Introduction 

 

- 15 - 

produces optimal power levels. Autonomous transmission power adaptation based on this 

algorithm has been published in [21, 46]. The benefits of PMMUP algorithms are that 

they increase network capacity without compromising energy outages by allowing each 

mesh router to perform network access and traffic forwarding in the backbone network. 

Third, convergence and stability analysis of the asynchronous MRSIP and MRSUP is 

reported in [52]. 

 

• Singularly-perturbed weakly-coupled PMMUP for wireless mesh routers (WMRs): Based 

on the knowledge of the queue perturbations and cross-channel interference effects, a 

differential Nash equilibrium strategy is developed. Corresponding to this equilibrium, a 

generalized higher-order recursive algorithm (HORA) is proposed. The HORA provides a 

stabilizing solution for the decoupled algebraic regulator Riccati equation (ARRE). This 

algorithm has been analysed for system convergence. Some of the results of this work 

have been submitted for publication [53]. 

1.7    Thesis Organization 

 

 

The remainder of this thesis consists of 5 chapters structured as shown in Figure 1.2. 

 

Figure 1.2: Thesis structure 
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Chapter 2 presents an overview of the dynamic transmission power control (DTPC): 

decentralized approaches. The taxonomy of the solution techniques is constructed. In short, 

they are classified in terms of mathematical programming, game theory, dynamic control, 

network protocol heuristics and the proposed LL based dynamic control solutions. 

 

Chapter 3 furnishes a multiple access transmission aware (MATA) protocol for developing 

optimal transmission power signals within a Bi-directional Logical Visible Neighbour 

(BLVN) set on the same frequency channel. MATA based models and algorithms are 

derived. Analytical and simulation tests are performed in order to validate the efficacy of 

MATA based algorithms. 

 

Chapter 4 is concerned with wireless mesh routers (WMRs) containing multiple radios and 

multiple channels (MRMCs). In this chapter, WBMN is divided virtually into a set of unified 

channel graphs (UCGs). Based on each UCG set, a decentralized DTPC problem is 

formulated. To solve this problem, an energy efficient power selection MRMC unification 

protocol (PMMUP) is developed. Adaptive transmission power control algorithms are 

derived. The performances of these algorithms are tested by means of analysis and extensive 

simulations. 

 

Chapter 5 first models the WBMNs with MRMC configuration as singularly-perturbed 

weakly-coupled wireless systems. This chapter then develops a generalized higher-order 

recursive algorithm (HORA) that stabilizes the algebraic regulator Riccati equation (ARRE). 

Analytical and simulation results that demonstrate the efficacy of the proposed DTPC 

solution are furnished. 

 

Chapter 6 concludes the research work, summarizes the researcher’s contributions, his 

perspectives, and provides direction for future work. 
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Chapter 2 

Dynamic Power Control: A Survey 
 

2.1 Background Information 

 

 

In the recent past, the wireless backbone mesh networks (WBMNs) have been assumed to be 

power-unconstrained since they are expected to handle high traffic loads over longer periods 

of time [6, 54]. The reason is that WMRs forming the WBMNs operate on stable electric 

power outlets [55]. Moreover, such backbone nodes are equipped with fast-switching radios 

[56, 57] and/or multiple radios operating on single and/or orthogonal multiple wireless 

channels [58]. Nonetheless, these configurations exacerbate such transmission power control 

problems as energy consumption, connectivity and interference irrespective of the types of 

power sources [31, 59, 60].  It is noted that over many years, several transmission power 

control algorithms have been suggested in order to address these problems (e.g., [5, 61, 62]). 

Indeed, depending on different wireless network architectures, researchers have provided 

specific solutions to specific problem definitions. In wireless cellular networks (e.g., [5]), the 

decentralized control of the mobile battery power is achieved through the uplink (mobile-to-

base station) power control methods [62]. In wireless sensor networks (e.g., [63]), the 

transmission power control difficulty arises between sensor nodes and the sink base stations 

(e.g., [61, 64]). However, for self-organized and self-configured WBMN the transmission 

power control problems need to be localized at each WMR [6]. In such architecture, the 

source clients (WMCs) transmit their data to the nearest WMR using uplink channels. This 

WMR then sends the data over multi-hop paths to reach a WMR that is currently in range of 

the destination client. The destination WMC receives its data via a downlink channel [65]. In 

this regard, the uplink (client-to-router) communication exploits well known uplink power 

control schemes (e.g.,[66, 67]). The downlink (router-to-client) transmissions utilize the 

conventional downlink power control schemes (e.g.,[68]). This investigation, however, 

focuses on the decentralized router-to-router power control schemes of the WBMNs. The aim 

is to increase the network capacity at the backbone networks while maintaining the needed 

scalability. 
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2.2 Taxonomy of Dynamic Power Control Approaches 

 

 

In the light of extensive related works in the literature, the ambition is not to furnish a 

complete coverage of the area in this thesis, but rather to outline some important and central 

contributions to the WBMNs. Some examples of the DTPC problems in distributed wireless 

cellular networks (WCNs) have been provided by [5, 33, 62].  Power control that deals with 

WCDMA wireless systems have been furnished by (e.g.,[69, 70]), while those approaches 

associated with WiMAX based WMNs have been proposed in (e.g.,[67, 68, 71]). For 

instance, the WCDMA air interface of the universal mobile telecommunication system 

(UMTS) is organized in frames of 10 ms duration of 15 timeslots and each slot includes one 

power control command [72]. The power control comprises the outer loop which sets the 

target SIR and the inner loop which adjusts the transmit power in order to keep the SIR equal 

to the target. On the other hand, the IEEE 802.16e based mesh networks operate both in FDD 

and TDD modes. Power control algorithms are implemented by the base station which send 

the command to the mobile stations in order to regulate their transmit power levels according 

to the SIR constraints at the base station [73]. As specified in IEEE 802.11 standard, the 

maximum transmit power is limited to 200mW (23 dBm) for the middle band of the 5 GHz, 

which is suitable for indoor environments. A DTPC-enabled 802.11a device is allowed to 

choose any of the 15 transmit power levels from -19dBm [2]. Power control solutions in 

wireless sensor networks (WSNs) have been discussed by [3, 61, 63, 64, 74] and in wireless 

ad hoc networks (MANETs) by [15, 26, 43, 75-77]. Joint DTPC and network cross-layer 

resource management have been addressed for WMNs [78-81]. Based on such reviews, the 

DTPC problem can be assumed to be an optimization formulation irrespective of the solution 

techniques considered [5]. Thus, the power control optimization is purely described by four 

tuples: optimization variables, objective function, constraint set, and constant parameters.  

      This section presents a taxonomy of the proposed approaches or algorithms regarding the 

DTPC issues. Although these algorithms are general to wireless networks, such theories can 

easily be applied in ad hoc WMNs with single radio configurations [82]. The broad 

classification includes: mathematical programming theory, game-theory, dynamic control 

theory and network protocol heuristics. Some past contributions in these categories include: 

mathematical programming (e.g., [12, 83-87]), Branch and Bound theory [57, 88], power 

controlled network protocols (e.g., [18, 26, 77, 89-95]), simulated annealing [87], game 

theory (e.g., [35, 96-99]), predictive methods (e.g., [12, 100, 101]), Kalman filter methods 
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(e.g., [32, 102]) and cross-layer approaches (e.g.,[103-106], [84, 107]). These techniques may 

be classified hierarchically as shown in Figure 2.1. 
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Figure 2.1: Taxonomy of DTPC algorithms 
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2.3 Publications Based on Mathematical Programming 

 

 

 In wireless cellular or Ad Hoc networks, the quality of service (QoS) is interference-limited 

[85]. Therefore, most of the DTPC problems can be formulated as optimization problems 

composed of a cost function subject to a set of constraints imposed both by the service or 

application and the network or system [108]. For example, the DTPC problem can be 

formulated as a nonlinear optimization with a system-wide objective, for example, 

maximizing the total system throughput or the worst user throughput, subject to QoS 

constraints from individual users, for example, on data rate, delay, and outage probability 

[85]. However, in a multi-hop wireless system, the optimal DTPC problem is known to be an 

NP-hard [109] while the time complexity of the optimal algorithm increases rapidly with the 

size of the problem, that is, the number of power levels and nodes in the system. Due to the 

complexity of the DTPC problem, most of the studies in the literature have developed 

heuristics while optimal algorithms are developed only for restricted cases or for small 

problems [110]. Many of these efforts have been dedicated to solving Signal-to-Interference 

plus noise ratio (SIR or SINR) based power optimization problems. The well known 

distributed constrained DTPC algorithm that maximizes the attained user SIR subject to 

maximum power constraints is found in [111]. Algorithms that minimize total power 

consumption in the presence of large-scale fading were found in [112, 113]. Certain 

algorithms minimize total transmission power consumption over a set of discrete available 

power levels (e.g., [35]). Still other algorithms seek to minimize the outage probability of the 

SIR (e.g., [88, 114]).         

     In [115], Tang, et al. examined joint link scheduling and power control with the objective 

of throughput maximization. The maximum of throughput link scheduling with power control 

has been formulated as a mixed integer linear programming (MILP) problem so as to furnish 

optimal solutions. To obtain a good trade-off between throughput and fairness, a new 

parameter called the demand satisfaction factor (DSF) has been defined and an effective 

polynomial-time heuristic algorithm developed. Numerical results have demonstrated that the 

bandwidth can be fairly allocated among all links or flows by solving the MILP formulation 

or by using the heuristic algorithm. The drawback of this model is that centralised arbiters 

that allocate bandwidth are assumed; thus the power expended needs to be accounted for. The 

MILP formulations have also been used by Ramamurthy, et al. [116] to study link scheduling 
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and power control in WMNs with directional antennas. Although the use of directional 

antennas allows network fairness in bandwidth usage, the heuristic algorithms derived 

perform optimally only at light traffic loads. This implies that, there can be no performance 

guarantee at heavy traffic loads. 

      Based on broadcasting in wireless networks so as to reach several nodes with a single 

transmission, Montemanni, et al. [86, 87, 117-119] investigated a minimum power symmetric 

connectivity problem in wireless networks. The minimum power broadcast (MPB) problem 

requires the assignment of transmission powers to the nodes in such a manner that the 

network is connected and the total power consumption is minimized. To achieve this goal, 

authors have formulated the problem in terms of a mixed integer programming (MIP) and 

applied different solution heuristics. In [117, 118], the branch and cut algorithms have been 

used. In [87], Montemanni, et al. have adopted a simulated annealing in order to obtain sub-

optimal solutions. In [119], the authors presented a comprehensive review on different 

solution techniques to the MPB problem in wireless networks. Montemanni performed 

several comparative simulation tests against the broadcast incremental power (BIP) 

algorithms [120]. The BIP was based on constructing minimum power broadcast trees by 

adding new nodes to the tree on a minimum incremental cost basis until all intended 

destination nodes were included. The simulation results demonstrated that MPB 

outperformed the BIP algorithms in terms of energy-efficiency. It should be noted that 

broadcasts result in message duplications and thus network flooding problems. 

      Numerous studies on Integer Linear Programming (ILP) for power optimization 

formulations have been conducted by, for example, [5, 79, 88, 95, 114, 116, 121]. Power and 

rate control outage based on multiple access interference (MAI) and heterogeneous traffic 

sources have been proposed by [88, 114]. The authors solved the total rate maximization 

problem by suggesting a base receiver station for all the nodes. They set the SINR outage 

probability, total transmission power and achievable rate as the model constraints. In order to 

solve this problem, authors have adopted two power control algorithms: the outer and inner 

loop power control algorithms. The outer loop power control is responsible for setting the 

target SINR at the receiver input. The inner loop control compensates for channel variations 

induced by fast fading phenomena. The inner loop attempts to adjust the powers of each node 

in order to meet a target level for the SINR. The optimal solution has been obtained using the 

branch and bound (BB) criteria [110]. 

      From a different perspective, Tadonki and Jose Rolim [95, 122] have solved the dual 

power management problem in wireless sensor networks (WSN). These authors have 
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considered a given network scenario with two possible transmission powers (e.g., low and 

high). They have investigated the problem of finding a minimum size subset of nodes such 

that if they are assigned high transmission power while the others are assigned low 

transmission power, then the network will be strongly connected. Simulation results of the 

exact solutions yielded efficient execution time and solution quality. The approach has 

assumed, however, that each node possesses only two powers, which is thus a restrictive 

assumption. In order to formulate scheduling problems using the ILP techniques, Capone and 

Carello [79] have addressed both power control and rate adaptation. The authors laid down an 

objective function of minimizing the number of used time slots subject to transmission power 

constraints as an ILP.  They used a column generation approach to solve the minimal power 

variables. Column generation that computes a lower bound for the problem and the heuristics 

that compute feasible integer solutions were suggested [121]. Numerical results have shown 

that such an approach can solve small size instances whereas, for larger difficulties, solving 

the pricing problem to optimality becomes difficult; therefore the whole approach becomes 

slow. This method has assumed a centralised arbiter to maintain and distribute time slots 

across the system and thus minimize overhead costs that exacerbate retransmission problems 

[123]. 

     In order to achieve power optimization in low SINR channels, Vasudevan, et al. [124] 

have formulated an optimization problem to optimally assign power to nodes in the data-

gathering tree for the purpose of maximizing the lifetime of the tree, which is equivalent to 

the time until network partition, due to battery outage, is reached. In order to solve this 

problem, they have proposed a binary search algorithm for optimal power assignment among 

nodes, which maximizes the tree lifetime. Using turbo codes as an example of a channel 

coding technique that compensates for low SINR channels, these authors have demonstrated 

significant improvements in network lifetimes. However, turbo codes are computationally 

complex techniques and the aspect of time costs in running a binary search has not been 

investigated yet. 

      For a generalized SIR regime, Chiang [84] has presented a distributed power control 

algorithm that is coupled with existing transmission control protocols (TCPs) in order to 

increase the end-to-end throughput and energy efficiency of the network. Authors have first 

formulated a nonlinear constrained utility maximization with “elastic” link capacities [108]. 

They have subsequently proved the convergence of the coupled algorithm with the global 

optimum of the joint power control and congestion control, for both synchronised and 

asynchronous implementations. They have discovered that the rate of convergence is 
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geometric and that a desirable modularity between the transport and physical layers can be 

maintained. Both analytic and simulation results have illustrated the robustness of the 

algorithm to channel-outage and path-loss estimation errors. However, the algorithm swops 

simplicity of implementation for performance optimality. The authors in [85] have shown 

that in the high SIR regime, these nonlinear, and apparently difficult, non-convex 

optimization problems can be transformed into convex optimization problems in the form of 

geometric programming (GP). In the medium to low SIR regime, some of these constrained 

nonlinear optimizations of power control cannot be turned into tractable convex formulations, 

but a heuristic can be used to compute the optimal solution, in most cases, by solving a series 

of GPs through the approach of successive convex approximations. These techniques for 

power control, together with their implications to admission control and pricing in wireless 

networks, are illustrated by several numerical examples. Although the GP method with 

regards to certain applications, it requires high SIR channels [81]. The use of a convex GP for 

which an Interior Point Method algorithm can be applied is investigated by [125]. The 

authors have generalized the problem of joint optimization of transmit power-time and bit 

energy efficiency by employing convex optimization. The nonlinearity of the problem 

renders the said problem difficult to solve at reasonably low energy levels. 

2.3.1 Summary 

 

 

In summary, mathematical programming theory (MPT) provides a generalized tool for 

formulating the DTPC problem. However, feasible optimal solutions may not exist, 

depending on the dimensions of the problem. Such situations require sub-optimal heuristics. 

Furthermore, the MPT may not yield reliable solutions in stochastic wireless channels unless 

robust filters are implemented. Based on its generalization attribute, the MPT will be invoked 

in this thesis to formulate the DTPC problems, and optimal dynamic control theory will be 

employed to solve the problems. 

2.4 Publications Based on Game Theory 

 

 

In wireless communication systems, the transmission power of each user (or link) contributes 

to the interference experienced by the other users [126]. Given that there is a limited battery 

power available at each node but that each user demands unlimited utility satisfaction, 

effective and efficient power control strategies ought to be in place [34, 127]. These may be 



 Chapter 2: Dynamic Power Control: a Survey 

 

- 24 - 

designed to achieve user oriented quality of service (QoS) or system capacity (network 

oriented) objectives or both [128]. In order to address the strategic DTPC problems, 

Srivastava, et al. [129] assessed game-theoretic analysis of Ad Hoc networks in terms of 

power control and waveform adaptation, medium access control (MAC), routing decisions, 

and node participation. Game theory is the ability to model individual, independent decision 

makers (IDMs) whose actions potentially affect all other IDMs in the system [34]. Game-

theoretic models analyze existing protocols and resource management schemes, and design 

equilibrium-inducing mechanisms that provide incentives for individual IDMs to behave in 

socially-constructive ways [130]. Game theory is broadly categorized in terms of cooperative 

approach to optimization (or team theory) and non-cooperative games [35]. Numerous DTPC 

publications based on the team theory can be found in, for example, [34, 38, 96, 97, 131, 132] 

while those examining the non-cooperative game theory are found in, for example, [98, 133]. 

According to the assessment by Koskie [127], most of the previous contributions have 

contextualized game theory for mobile nodes. We outline the DTPC based on game theory 

applicable to the wireless backbone mesh networks (WBMNs). 

2.4.1 Team Theory 

 

 

Goodman and Mandayan [131] proposed a utility-based network assisted power control 

(NAPC). The power control algorithm was implemented by means of SIR balancing, with the 

assistance of the network that broadcasts the common SIR target for all users. This means 

that NAPC requires coordination by the network, which has to inform terminals of the best 

target SIR for current conditions. The utility levels achieved with NAPC are comparable to 

those achieved by a non-cooperative power control game with pricing [134]. However, 

network broadcasts cause network flooding problems [92, 94, 135]. The main drawback is 

that NAPC requires coordination by the network through broadcasts and thus NAPC lacks 

fault-resilience. 

    Jean and Jabbari [132] proposed a game-theoretic delay-sensitive multi-rate power control 

for CDMA wireless networks with variable path-loss. In order to arrive at this goal, these 

researchers have applied stochastic game-theory which models the dynamism of the cellular 

uplink power-control problem. A vector of buffer states is assigned to the nodes and captures 

the statistics of packet arrivals from higher layers and packet departures via successful 

transmissions, neither of which is deterministic. Jean and Jabbari then evaluate the stationary 

Nash equilibrium that is a function of buffer level variation in time (i.e., congestion) and 
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allows for multi-rate transmission in evolving channel conditions.  In both static path-loss and 

dynamic shadowing path-loss environments, the stochastic game equilibrium calculated 

compares very favourably to the traditional single-agent and often approaches the 

performance of centralised optimization. The assignment of buffer states and CDMA codes 

across the system requires centralized base stations and results in signalling overhead costs 

[5]. 

     In [96], the authors studied the performance of a distributed and asynchronous power 

control scheme for a spread spectrum wireless ad hoc network. In this scenario, network users 

exchange prices that reflect their loss in utility due to perceived interference. The prices are 

then used to determine optimal (i.e., utility maximizing) power levels for each user. 

Simulation results have shown that with logarithmic utilities, the pricing algorithm exhibits 

rapid convergence with the unique optimal power allocation. In another contribution, Huang, 

et al. [97] have considered a distributed power control scheme in a spread spectrum (SS) 

wireless ad hoc network, in which each user announces a price that reflects the current 

interference level. These authors have assumed that node users voluntarily cooperate with 

each other by exchanging interference information. Given these prices, Huang, et al. 

presented an asynchronous distributed algorithm for updating power levels, and provided 

conditions under which this algorithm converges to an optimal power allocation. This 

algorithm was then linked to myopic best response updates of a fictitious game. Its 

convergence was characterized using super-modular game theory [130]. Super-modular 

games are those characterized by “strategic complementarities”: in other words, when one 

IDM carries out a higher action, the others want to do the same. However, motivations behind 

voluntary cooperation among nodes have not been properly substantiated. 

      Altman, et al. [38] have considered the situation where N nodes share a common access 

point. With each node there is an associated buffer and channel state which alters in time. 

Each node dynamically selects both the power and the admission control to be adapted so as 

to maximize the expected throughput, which depends on the actions and states of all the 

nodes, given their power and delay constraints. Using Markov Decision Processes, these 

authors analysed the single node optimal policies under different model parameters. In [35], 

an uplink power control problem where each node wishes to maximize its throughput (which 

depends on the transmission powers of all nodes) but exerts a constraint on the average power 

consumption, has been investigated. These authors assumed that a finite number of power 

levels are available to each wireless node; also, that the decision of a node to select a 

particular power level depends on its channel state. Two cases are considered: that of full 
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state information and that of local state information. In each case, the authors have proposed 

both cooperative and non-cooperative power control. However, a cellular radio system has 

been assumed even in the case of local state information and thus the method does not 

consider scalable attributes of multi-hop WBMNs [4]. In [136], the transmission power 

control problem with SINR as the objective function is investigated. This investigation 

involves two scenarios: selfish and cooperative games. However, the analysis is provided for 

only two users. Such an approach is too restrictive. 

2.4.2 Non Cooperative Game Theory 

 

 

Koskie and Zapf [128] have demonstrated how the power control problem in wireless 

networks is formulated as a non-cooperative game in which users choose to trade off between 

SIR error and transmission power usage, that is, minimizing the SIR error at the cost of high 

transmission power usage. They have proposed distributed power control strategies based on 

the use of Newton iterations possessing third-order rather than quadratic convergence. A 

realistic CDMA cell model has been used to simulate the proposed algorithms. Simulation 

results indicated that the use of Newton iterations to accelerate the convergence of the static 

Nash power control algorithm significantly decreased the number of iterations required for 

convergence. The advantage of the third-order algorithms over the second order ones 

appeared to eliminate the slight overshoot observed in early iterations. It should be noted that 

a CDMA cell model requires a centralised arbiter; hence, the procedure with regards to how 

independent users were assigned codes and with what power level was not discussed by the 

authors. 

     In [98], a game-theoretic approach to energy-efficient power control in multicarrier 

CDMA systems has been proposed.  In multi-carrier direct-sequence CDMA (DS-CDMA), 

the data stream for each user is divided into multiple parallel streams. Each stream is first 

spread using a spreading sequence and then transmitted on a carrier [137]. Therefore, a multi-

carrier CDMA combines the benefits of orthogonal frequency-division multiplexing (OFDM) 

with those of CDMA for the next-generation high data-rate wireless systems. In order to 

achieve their goal, Meshkati, et al. [98] have formulated the power control problem as a non-

cooperative game in which each user decides how much power to transmit over each carrier 

in order to maximize its own utility. The utility function considered measures the number of 

reliable bits transmitted over all the carriers per joule of energy consumed. The utility 

function also reflects the user’s preference regarding the SIR and the transmitter power [99].  
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Meshkati, et al. [98] have demonstrated that, for all linear receivers including the matched 

filter, the de-correlator, and the minimum-mean-square-error detector, a user’s utility is 

maximized when the user transmits only on its “best” carrier. This is the carrier that requires 

the least amount of power to achieve a particular target signal-to-interference-plus-noise ratio 

(SINR) at the output of the receiver. Conditions have been described that must be satisfied by 

the channel gains for a Nash equilibrium to exist. The distribution of users among the carriers 

at equilibrium was also characterised. An iterative and distributed algorithm for reaching the 

equilibrium (when it exists) was presented. It has been shown that the proposed approach 

results in significant improvements in the total utility achieved at equilibrium compared with 

a single-carrier system as well as a multicarrier system in which each user maximizes its 

utility over each carrier independently. However, the proposed technique trades-off 

complexity for optimality; consequently, efficient power consumption is difficult to 

guarantee. 

          In [133], a game-theoretic power management in multi-input multi-output (MIMO) Ad 

Hoc networks has been proposed. The power allocation at each user is built into a non-

cooperative game where a utility function is identified and maximized. Owing to poor 

channel conditions, some users experience very low data transmission rates even though their 

transmission power is high. Therefore, a mechanism for shutting down link users is proposed 

in order to reduce co-channel interference and improve energy-efficiency. Compared to 

multiuser water-filling and gradient projection methods, for example, [98], the proposed 

game-theoretic approach utilizing the link user shut-down mechanism allows the MIMO ad 

hoc network to achieve the highest energy and the highest system capacity.  

        Xing and Chandramouli [99] have proposed a stochastic learning solution for a 

distributed discrete power control game in wireless data networks. The said researchers first 

noted that a simple discretization of the continuous transmitter power level does not 

guarantee convergence and uniqueness. Consequently, they have proposed two probabilistic 

power adaptation algorithms and analysed their theoretical properties along with the 

numerical behaviour. The distributed, discrete power control problem has been formulated as 

an N-node, non-zero sum game by [129]. In this game each user evaluates a power strategy 

by computing a utility value. This evaluation is performed using a stochastic iterative 

procedure. These authors [99] have approximated the discrete power control iterations by an 

equivalent ordinary differential equation and proved that the proposed stochastic learning 

power control algorithm converges on a stable Nash equilibrium [129]. The drawback is that 

the convergence times may be too long relative to the packet duration. 
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    Thomas, et al. [138] have presented a cognitive network approach to achieve the objectives 

of power and spectrum management. The authors classified the problem as a two phased non-

cooperative game and made use of the properties of potential game theory to ensure the 

existence of, and convergence to, a desirable Nash Equilibrium. Although this is a multi-

objective optimization and the spectrum problem is NP-hard, this selfish cognitive network 

constructs a topology that minimizes the maximum transmission power while simultaneously 

using, on average, less than 12% extra spectrum, as compared to the ideal solution. With a 

related formulation, Closas et al. [139] use a non-cooperative game theory to design a fully 

distributed network topology control algorithm using optimal transmit adjustment. Simulation 

results have shown that for a relatively low node density, the probability that the proposed 

algorithm leads to a connected network is close to one. 

     Huang, et al. [140] have proposed two auction mechanisms, the SINR auction and the 

power auction, that determine relay selection and relay power allocation in a distributed 

fashion. For a single relay network case, the authors show that the power auction achieves the 

most efficient allocation by maximizing the total rate increase and that the SINR auction is 

flexible in trading off fairness and efficiency. For both auctions, the distributed best response 

bid updates globally converged with the unique Nash Equilibrium in a completely 

asynchronous manner. The same results were obtained when considering generalised 

networks with multiple relays.  Using a similar approach, Jindal et al. [141] considered non-

iterative power control algorithms with mutually interfering users and a common target 

SINR. Each transmitter knows the channel quality of its intended receiver, but has no 

knowledge of (potential) interference from other transmitters. The said authors have 

considered fractional power control policies that fall between channel inversion (i.e., full 

channel compensation, 1/H) and constant transmission power (i.e., no channel compensation, 

H = 1). They have considered a spatially distributed (decentralised) network, representing 

either a wireless Ad Hoc network or unlicensed spectrum usage by many nodes (e.g., Wi-Fi 

or spectrum sharing systems [34]). The disadvantages of iterative power controls are, for 

example, a feedback channel with the required latency that may not be available or where the 

convergence times may be too long relative to the packet duration. However, it can be argued 

that selecting only the fractional or constant transmission power levels is also restrictive. 
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2.4.3 Summary 

 

 

In summary, non-cooperative games are quite useful in formulating decentralised DTPC 

problems but finding the Nash Equilibrium in an error-prone wireless system is NP-hard [38]. 

Although cooperative approach to optimization (team theory) has been proposed, voluntary 

actions taken by an IDM in order to favour others, are difficult to motivate in real time [35, 

130]. Even the Nash Bargaining Solution (NBS) that achieves a good compromise between 

fairness and efficiency with a small system dimension guarantees no better performance with 

an expanded system dimension [34]. Based on the expanded dimension of the link state 

information (LSI), affecting the optimality of the DTPC, the required feedback latency may 

not be available at each IDM [33]. Furthermore, the WMRs require collaborative protocols 

[6]. This thesis will address the topic of a coalition and individual scope objective function 

formulation offering the benefits of the two types of games. It will exploit dynamic control 

techniques to solve the problem formulation. 

 

2.5 Publications Based on Dynamic Control Theory 

 

 

The DTPC is an important means to reduce mutual interference between the users (i.e., by 

lowering power), while compensating for time-varying propagation conditions (i.e., by 

raising power) [142]. The transmission powers are controlled using feedback while the 

feedback results in dynamic behaviour that critically affects the network performance (i.e., 

throughput and delay) [112]. Methods from control theory have been employed to analyse the 

dynamic effects and to design appropriate control strategies (e.g., [33]). The basic block 

diagram for the DTPC problem formulation with interpreted signals is illustrated by Figure 

2.2. The DTPC algorithm updates transmission power levels by using quality related 

measurements from the environment. The output from a wireless radio system (plant) is 

exacerbated by time-varying external disturbances such as channel states and interference. 

The DTPC algorithms based on such time-varying random channels for wireless cellular 

systems have been researched extensively (e.g., [5, 33, 112, 142-144]). The objectives are to 

achieve the desired quality measures [145, 146]. 
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Figure 2.2: The basic block diagram (Adapted from [33])  

 

      In [33], Gunnarsson has motivated the need to compute powers locally for each wireless 

connection. Methods from control theory have been used to analyse existing algorithms 

locally and to design local controllers with improved performance. On a global level, 

Gunnarsson has provided results with regards to the stability and convergence of the designed 

controllers. The results were illustrated by simulations using both small and large-scale 

simulation environments. However, the algorithms are mainly based on only the SIR 

measurements by the base station from the connected node. The approach limits its 

application to single-hop wireless networks whereby hidden terminal problems (HTPs) are 

not dominant. In [12], both user-centric and network-centric power control objectives were 

considered. Each user adjusts the transmission power level dynamically based on the network 

interference and SINR measurements. Both the interference and SINR are predicted before 

adjusting the transmission power to an optimal level. The robustness of the algorithms was 

investigated against time-varying and noisy channel conditions. The advantage of adapting 

the transmission power in this way is that a user can choose to be either greedy or energy 

efficient.  Greedy users tend to increase their transmission power levels so as to maximize 

their SINR. On the other hand, energy-efficient users tend to lower or possibly power down 

so as to save their transmission power. The method, however, relies on the base station to 

assign individual user-CDMA codes. The aggregate interference is estimated due to forward 

transmissions. In contrast, WBMNs would require bidirectional control signalling whereby 

aggregate interference takes care of the backward transmission as well [147]. 
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        In [148], the researchers provided for a distributed on-line power control of Ad-Hoc 

networks with user-specific SIR requirements. Their algorithm yields the minimum 

transmitter powers that satisfy the SIR requirements. The only drawback is that their 

algorithm requires that the channel gains between nodes in the Ad Hoc networks be constant 

during the transmission power adaptation. This is reasonable only in the case where the time 

scale for transmission power adaptation is much faster than the time scale of the channel 

variability (i.e., stationary users, slowly-varying channels). Yates [149] extended the work by 

Foschini and Miljanic [148], whereby each user is iteratively assigned to a fixed base station 

at which its SIR is highest. The aforementioned researchers have developed a general proof 

of the synchronous and totally asynchronous convergence of predicted power iteration. 

However, it can be inferred that a centralised receiver base station assigns orthogonal codes 

to nodes. The centralised controller possesses knowledge of the channel states for all the 

users in the system [144]. Nonetheless, such a method is too restrictive to apply to 

decentralised general WBMNs [15].  

     Holliday, et al. [144] discussed the power control problem and its relation to the call 

admission problem for Ad Hoc networks. They have pointed out that the power control 

design in wireless networks depends on channel condition dynamics [143]. As a result they 

have developed an appropriate stochastic approximation power optimality algorithm. This 

algorithm is modified to track non-stationary equilibrium (i.e., users entering and leaving the 

system) that performs an admission control. They have also suggested that the iterations of 

the stochastic approximation algorithms can be decoupled to form fully distributed online 

power and admission control algorithms for ad hoc wireless networks with time-varying 

channels. However, the algorithm has been based on the physical layer channel conditions. 

Algorithms that resolve both rate and power control problems are suggested by Subramanian 

and Sayed [107]. Formulations are based on a state space model with and without channel 

condition uncertainties [150, 151]. The algorithms have been found to be robust against SIR 

measurement uncertainties for single hop channels [112]. 

       In [112, 113], the stochastic dynamic optimization technique has been used to minimize 

the total combined mobile receiver operating in log-normal fading channels. A similar 

approach was followed by [152] to adaptively optimize the quantization of the feedback SIR. 

In the same context, Neely, et al. [142] exploited the convex optimization theory in order to 

study the dynamic power allocation for and routing of time-varying wireless networks. Their 

main contributions were the formulation of a general power control for such wireless 

networks, the characterization of the network layer capacity region and the development of 
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capacity achieving routing and power allocation algorithms. These algorithms hold for 

systems with general arrival and channel processes and offer delay guarantees at the queuing 

systems. However, these algorithms required a centralized arbiter and thus not feasible for Ad 

Hoc networks [153]. 

      Based on the convex formulations, Olama, et al. [112]  have suggested using a stochastic 

power control model for time-varying long term fading (TV LTF) wireless networks. The TV 

LTF captures both space and time variations. The proposed TV LTF is represented by a 

stochastic differential equation driven by Brownian motion. The Brownian motion allows 

viewing the wireless channel as a dynamic system solvable by adaptive and non-adaptive 

estimation techniques. Using similar formulations, Hande et al. [154] have solved the joint 

power control and SIR assignment problem. They resolve the coupled constraint set problem 

by using a re-parameterization approach and the left Perron Frobenius eigen-vectors. They 

have developed a distributed algorithm that can achieve any Pareto-optimal SIR assignment, 

and consequently, a distributed algorithm that picks out a particular Pareto-optimal SIR 

assignment and the associated powers through utility maximization [5]. 

       Adaptive predictive power control for the uplink channel in DS-CDMA systems has been 

proposed by [40]. The authors first analysed the conventional closed-loop power control 

system. The analysis was performed using a prediction technique for estimating the channel-

power fading profile. This prediction technique is based on oversampling the power 

measurements. The proposed scheme performs significantly in terms of minimizing the 

power-error variance. Characterization of the predictive closed-loop power control algorithms 

of a reverse link DS-CDMA system can be found in [155]. The main drawback of the 

Adajani and Sayed [40] predictive algorithm is that base stations are required in order to 

provide the nodes with future channel states based on the previous and present measurements. 

This power control algorithm does not scale properly as the network density in a geographical 

cell increases [153]. Shoarinejad, et al. [156] have proposed integrated distributed predictive 

power control and dynamic channel assignment (DCA). This has been achieved by first 

deriving a minimum interference DCA algorithm. They then designed Kalman filters in order 

provide the predicted measurements of both the channel gains and the interference levels. The 

predicted information is in turn used to update the power levels. The local and global stability 

of the network have been analysed and extensive computer simulations carried out to 

demonstrate the improvement in performance, under the dynamics of user arrivals and 

departures, and base station handoffs. It has been observed that call droppings and call 

blockings are decreased while, on average, fewer channel reassignments per call are required. 
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The main drawback is that the approach has been investigated under the centralized FDMA 

and TDMA schemes. Transmission power levels for distributing such control signalling in 

real-time has not been outlined [101, 157]. 

      In [32, 102, 158, 159], Leung proposed transmission power control algorithms based on 

the tracking of the interference power at the receiver by Kalman filter. In [159], link 

adaptation and power control for streaming services was investigated by Leung, et al. In 

[158], Leung remarked that power control algorithms, proposed earlier for packet-switched 

time division multiple access (TDMA) wireless networks, do not yield performance gain for 

short message length and/or moderate control delay [32, 158]. As a consequence, they have 

introduced an error margin in determining the transmission power obtained from tracking the 

interference prediction error [158]. This algorithm has been later applied to packet voice 

service applications [83]. It has been discovered that by introducing such an error margin, 

SINR performance can be significantly improved even for short messages (i.e., the 

performance yields little temporal correlation for the interference prediction) and control 

delay (i.e., that incurred in measuring the interference power and passing the power control 

information from the receiver to the transmitter). The medium access control allows, at most, 

one terminal in each sector or cell to send data at any one time. Furthermore, the base station 

knows which terminal is scheduled to transmit at different times. In general wireless ad hoc 

networks, random medium contentions are dominant while there is a need to devise power 

control, taking into account such phenomena. 

         Koskie and Gajic [62] have generalized the main results on SIR based power control 

algorithms in wireless radio systems. Their aim was to increase network capacity, extend 

battery life, and improve quality of service (QoS). Recent approaches solving power 

distribution problems have exploited Kalman filters, dynamic estimators, and non-

cooperative Nash game theory. In this context, Koskie and Gajic [100] have presented 

optimal SIR-Based power control strategies for wireless CDMA networks. They have 

designed control algorithms that explicitly consider the trade-off between the cost of transmit 

power and SIR error. In this case the cost of each node consists of a weighted sum of power, 

power update, and SIR error. The authors assume that the interference levels do not change 

significantly from one measurement to the next and are slower than the time-scales of the 

power updates. Simulation results have demonstrated the superiority of the proposed 

controller to the power balancing algorithm in minimizing power usage and SIR error. 
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2.5.1 Summary 

 

In summary, most of the DTPC algorithms studied in literature are predictive in order to 

reduce the control system delay. Based on the temporal correlation of interference and the 

SINR, previous works have exploited robust filters to estimate the channel state conditions.  

However, it has been inferred that base stations assign orthogonal CDMA codes or TDMA 

slots to mobile nodes in their cell or sector and a possible high transmission power level may 

be used. In spite of many decentralized control algorithms, most algorithms rely on the 

physical layer SIR measures for the optimal DTPC. However, according to Kumar and 

Kawadia [76], the DTPC algorithms are affected by a number of link state information (LSI) 

across the network protocol stack. We can argue that these LSIs, too, do have temporal 

correlations and thus can be modelled using state space techniques solvable by predictive 

approaches. If the overall WBMN is considered to comprise a large number of interconnected 

distributed control loops, then methods from control theory may be used to assess the 

stability and dynamic behaviour of the network. The rationale lies in the need to improve 

throughput, energy-efficiency, fault-tolerant connectivity, and node coexistence.  

 

2.6 Power Controlled Network Protocol Heuristics 

 

 

Figure 2.3 illustrates a single transmission from node A to node B in a co-channel 

environment with other nodes of the network. Table 2.1 provides the motivation behind such 

illustrations. If node A chooses a minimum power level (i) then significant power saving and 

better spatial re-use may be achieved, but hidden terminal problems (HTPs) around node B 

may aggravate the network throughput. If node A uses a power level (ii) then not much 

power saving and network fairness can be achieved. On the other hand, if node A chooses a 

maximum power level (iii), then all HTPs are resolved but spectrum re-use and energy 

consumption are inefficient and thus may aggravate network throughput (capacity) even 

further. Therefore, if node A uses a “proper” power level (iv) then a fair trade-off between 

power and network capacity may be attained. Allocating the transmission power level 

dynamically on a per-packet basis requires the cross-layering information [76]. This area has 

been widely studied for the general wireless Mobile Ad Hoc and Sensor Networks but 

research has missed the specialized attributes of the WBMNs. This section outlines studies 

relevant to the WBMN context and highlights the open issues addressed in the present study. 
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Figure 2.3: Motivating DTPC (node A to node B) for single channel networks 

 
 

Table 2.1: Summary of TPC Motivation 
Action Advantages Disadvantages 

(i) A-B at minimum power Save power and  better spatial re-use Maximum HTPs e.g., contention and 

collisions and  aggravated network 

throughput 

(ii) A-C at some power > min 

power 

Some power saving, some fairness, 

some spatial reuse 

 

(iii) A-D at maximum power Interference avoidance i.e., suppressed 

HTPs 

Poor spatial reuse,  inefficient power 

use and bandwidth unfairness 

(iv) A-E at properly controlled 

power 

Optimal saving, optimal network 

capacity and optimal fairness 

 

 

 

2.6.1 Publications Based on Omni Directional-MAC Protocol  

 

 

The role of the medium access control (MAC) protocol is to modify the transceiver 

parameters (e.g., transmission power levels and antenna beams) or radio resources (e.g., 

channels) or the topology of a network. At MAC level the aim is to reduce energy 

consumption, improve throughput or both. Our focus in this review falls on how the MAC 

protocol adjusts the transmission power level dynamically for every packet transmitted. This 

section covers only central contributions in this area relevant to the static WBMNs. 

2.6.1.1 Common Channel Based 

 

 

In [42], Cheng, et al. have reviewed the distributed MAC protocols in terms of the objectives 

and methodology as applied to the resource allocation problems in the WMNs. Research 
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carried out on varying the transmission power level on a per-packet basis in Ad Hoc networks 

has been thoroughly conducted by [4, 17]. In the conventional way, maximum transmission 

power level is used for request-to-send (RTS) and clear-to-send (CTS) packets while the 

minimum required transmission power is used for data and acknowledgement (DATA-ACK) 

packets in order to save energy [4, 92]. However, RTS-CTS packet exchanges reserve a large 

floor space for DATA-ACK conversations, thereby degrading the spatial reuse by other 

network users. In order to eliminate hidden terminal problems (HTPs), [17, 160] have 

introduced a power controlled MAC (PCM) protocol. In PCM, RTS-CTS packets are 

transmitted at maximum power and data is periodically also transmitted at maximum power; 

the data is otherwise sent at optimal power to conserve energy. The periodic maximum power 

for data transmissions enable nodes in the sender’s carrier sense zone to stay suppressed 

throughout the sender’s transmission. This asymmetric transmission power results in 

unfairness of medium access among users [161]. In fact, transmission power control increases 

the number of hidden terminals in the network and exacerbates the unfairness of the medium 

access for less powerful links in the network. The SHUSH technique proposed by Sheth and 

Han [162] tackles the unfairness problem among the low and high transmission power nodes. 

The SHUSH technique suggests a reactive transmission power control for wireless MAC 

protocols. SHUSH is grafted into the reactive strategy of SHUSHing the interferer [163].  

Only after interference occurs do the nodes react by identifying the source of interference via 

the header fields in the interfering packets. Nodes initiate the control packets at optimal 

power needed to reach and SHUSH the interferer. The DATA-ACK packets are exchanged, 

also at optimal transmission powers. Autonomous power adjustment for RTS-CTS packets in 

addition to that of the DATA-ACK packets has been well studied by Chen, et al. [160]. 

      Muqattash and Krunz [18] have proposed POWMAC: a single-channel power-control 

protocol for throughput enhancement in wireless Ad Hoc networks [164-166]. Instead of 

alternating between the transmission of control (i.e., RTS-CTS) and data packets, as done in 

the 802.11 scheme [4, 164], POWMAC uses an access window (AW) to allow for a series of 

RTS-CTS exchanges to take place before several concurrent data packet transmissions can 

commence. The length of the AW is dynamically adjusted, based on localized information, to 

allow for multiple interference-limited concurrent transmissions to take place in the same 

vicinity of a receiving terminal. Simulation results have demonstrated that significant 

throughput and energy gains are obtainable with POWMAC protocol. However, it is difficult 

to implement synchronization between nodes during the access window (AW). POWMAC 

does not solve the interference problem either. Siam and Krunz [166] have enhanced the 
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throughput and energy performance of the POWMAC and the IEEE 802.11 standard 

protocols. They have integrated multi-input multi-output (MIMO) capabilities into these 

protocols and noted that the MIMO systems double the bit rate per link over the single-input 

single-output (SISO) systems (i.e., use of single antenna). Throughput gains in the MIMO 

systems are observed at a non-negligible energy cost. However, MIMO systems are not 

energy efficient techniques. 

      Ding, et al. [167] have proposed a per-frame-based transmission power control protocol, 

DEMAC in IEEE 802.11 at a low PHY rate. The aim is to avoid network interference, 

improve throughput and save energy. In DEMAC, the transmit power of RTS is used to find 

the interference in the network. The receiver calculates the optimal transmit power for the 

data frame based on the data payload and the current interference. CTS, DATA and ACK 

would then be transmitted with this optimal transmit power. Although DEMAC avoids 

network interference at both the sender and receiver side, yields a good throughput and is 

energy saving, it does not take into account a high PHY rate. The DEMAC employs 

maximum power with RTS packets and thus evidences poor spatial re-use. Jia, et al. [44] 

have improved on the work by Ding, et al. [167] by proposing a scheme that carefully 

combines collision avoidance and spatial re-use for IEEE 802.11 MAC protocols. Simulation 

results indicated that up to 40% throughput increase and 3 times more data delivery could be 

achieved with the same amount of energy under single-channel, single-transceiver design 

conditions. Although the authors have provided a theoretical analysis in order to justify the 

scheme and simulation results, interference avoidance and fairness was assumed only at the 

receiver side. Li, et al. [168] proposed an adaptive transmission power control protocol 

(ATPMAC) which can enable several concurrent transmissions without interfering with each 

other while incurring minimal signalling overhead costs. Considering the single channel and 

single transceiver nodes Ad Hoc networks, ATPMAC has shown up to 136% throughput 

improvement compared to the IEEE 802.11 in a random topology. The method, however, 

does not take into account interference effects at the sender’s side [169]. 

      In order to allow fairness, Ho and Liew [170, 171] have proposed and investigated two 

distributed adaptive power control algorithms that minimize mutual interference among links 

while avoiding the hidden nodes [172, 173]. Hidden nodes cause unfair bandwidth 

distributions and bandwidth oscillations [173]. The two algorithms adapt the transmission 

power of each transmitter link to the positions of its surrounding links in addition to the 

connectivity requirements with its receiver link. The algorithms demand that links that do not 

mutually interfere with one another remain non-interfering while existing interfering links 
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can be made non-interfering after the adjustment of transmission power. Also, no new hidden 

nodes will be created [173]. By means of extensive experiments, the authors observed that the 

proposed algorithms achieve a good balance between the scalability of the network capacity 

(which is related to the exposed node) and fairness (which is related to the hidden node) in 

wireless networks [174]. 

      In [63], Correia, et al. performed experiments on two dynamic transmission power 

adjustments in MAC protocols for wireless sensor networks (WSNs). The first approach 

employs dynamic power adjustments by exchanging information among nodes, and the 

second one calculates the ideal transmission power according to signal attenuation in the link. 

Both methods used a clear channel assessment (CCA) mechanism (i.e., one that does not 

exploit channel reservation, e.g., RTS-CTS messages). Nodes periodically sample the signal 

strength if there are ongoing transmissions in order to determine the maximum noise level 

(base noise). If the sampled signal strength is higher than the base noise, then the protocol 

detects ongoing transmission and the transmission power is dynamically and accordingly 

adjusted by the node [175]. The CCA mechanism has the advantage of mitigating collisions 

over the reservation based schemes. In another paper, Correia, et al. [176] extensively 

discussed the benefits of the transmission power control MAC protocols, examined the issues 

in the implementation of such protocols and summarized the results of their first evaluation 

using existing hardware [89]. 

     In [145], the authors established an effective transmission power control mechanism by 

understanding the dynamics between link qualities and the received signal strength indicator 

and link quality indicator (RSSI/LQI) values. They presented empirical results that 

demonstrate the relationship between the link layer quality and RSSI/LQI. It was observed 

that the irregularity of radio channel results in radio signal strength variation in different 

directions, while the signal strength at any point within the radio transmission range displays 

a detectable correlation with transmission power in a short time period. A similar empirical 

experiment was studied by Jeong, et al. [177]. They based their work on previous studies and 

evaluated power control algorithms using realistic multi-hop WSN workloads as well as a 

large Mica2dot based test-bed. The experimental results indicated that the dynamic power 

control MAC protocol with low duty cycles yields up to 16% more power saving than the 

fixed power controlled counterparts. The said authors also furnished an empirical and 

mathematical analysis of micro-solar power systems for WSNs [178]. The WSNs typically 

possess some fixed central servers in order to aggregate the sensed traffic which is thus not 

fully distributed. 
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2.6.1.2 Separate Channels Based 

 

 

From a different perspective, Dongsheng, et al. [91] have emphasized the need to combine 

both power control (i.e., to reduce energy consumption and increase spatial re-use) and least 

interference channel assignment (i.e., to reduce collisions and improve fairness) and to 

combine both the MAC layer and the network layer (i.e., to guarantee network connectivity 

and eliminate frequent topology changes). This research has been triggered by the fact that 

the control of transmission power by the use of minimum power not only reduces energy 

consumption but also brings about more collisions and frequent changes in topology [179]. In 

order to solve such problems, the authors have proposed a protocol with the following 

features: independent channels are used to transfer data packets to reduce collisions in data 

transmissions, control packets are transferred at maximum power and data packets are 

transferred at proper power in order to reduce energy consumption, guarantee network 

connectivity and eliminate frequent topology changes. However, the use of maximum power 

to eliminate HTPs in turn aggravates the spatial re-use and thus poor network capacity. 

        In order to reduce collisions further, [5, 33, 180] combined the carrier sense multiple 

access (CSMA) with a spread spectrum-code division multiple access (SS-CDMA) which 

does not require the central controller [5]. The various authors observed that through the use 

of local coordination only, packet collisions were completely avoidable by employing the 

hybrid MAC protocol and power control. A better trade-off between bandwidth usage and 

latency could also be noted compared to IEEE 802.11 MAC [4]. The authors have assumed a 

decentralized SS-CDMA but have not further investigated how codes are spread across the 

network as well as the transmission power cost. 

      It has been well argued that minimizing the transmit power (i.e., to eliminate exposed 

node problems (ENPs)) not only improves spectral re-use and reduces energy consumption 

but also introduces HTPs [42].  In order to eliminate HTPs, Lai, et al. [181] presented a 

power control interference avoidance (IA) scheme. They demonstrated a proper way to adjust 

the transmission power of the control packets and data packets in such a manner that large 

interference range problems are resolved and low energy is consumed compared to IEEE 

802.11. This is achieved by first dividing the channel into separate control and data channels. 

The RTS, CTS and ACK packets are sent in control channels while DATA packets are sent in 

data channels. The RTS and DATA packets are subsequently sent by means of a smaller 

transmission power (i.e., a tenth of the maximum power) and CTS and ACK packets are sent 
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by means of a larger power (i.e., the maximum power) in order to suppress the interferers 

within the vicinity of the receiver [182]. However, they did not estimate the interference 

within the vicinity of the transmitter during control signalling exchanges [147]. 

           In order to utilize the radio spectrum efficiently and resolve potential contention 

among nodes using the medium, a dynamic channel assignment with power controlled (DCA-

PC) MAC protocol is proposed [183]. The overall bandwidth is divided into one control 

channel and several data/application channels. The purpose of the control channel is to assign 

data channels to hosts and to resolve the potential contention while using data channels. Data 

channels each for one host are used to transmit data packets and acknowledgements. Each 

host is equipped with two half-duplex transceivers. The control transceiver operates on the 

control channel to exchange control packets with other hosts and to obtain rights to access 

data channels. The data transceiver dynamically switches to one of the data channels to 

transmit data packets and acknowledgements. The data channels are used with proper power 

control while control channel are used with maximum power level. The added benefits are 

that while a multi-channel provides an improved network performance as the number of the 

nodes causing contention and collision increases, the transmission power control provides 

spatial re-use and minimizes energy consumption. If a node is empowered to access multiple 

channels such as in CDMA technology, then a node can utilize multiple codes simultaneously 

or dynamically switch from one code to another as needed. In this way, the authors achieved 

the channel assignment, multiple access and power control solutions in an integrated 

framework [184-187]. It should however, be noted that assigning channels, estimating cross-

layer states and performing the DTPC may cause system delay problems. Multi-radio 

configurations have been designed to resolve delay problems of this kind [41]. However, not 

many studies exist in the literature with regards to the multi-radio DTPC problems in 

statically assigned channels [21]. 

2.6.1.3 Summary 

 

 

In summary, the above power-controlled MAC protocols assume that nodes have equal 

reception sensitivity and radiate equal power in all directions. The argument behind this 

assumption is that if any node can cause interference at a receiver then it will most likely hear 

the CTS from that receiver and defer from transmitting. However, when directional antennas 

are used, the radiated power and reception sensitivity between any two nodes become a 

function of the angular orientation of these nodes. Thus, using omni-directional power for 
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RTS-CTS and data packets, even at different levels, can no longer prevent all potential 

interferers from transmitting [188]. However, when directional antennas are employed 

without invoking proper power control, typical MAC protocols for the IEEE 802.11 Ad Hoc 

mode may face several medium access problems. For example, interference from minor lobes 

and HTPs may cause medium access unfairness [189]. Hence, this thesis addresses the issue 

of accessing and forwarding traffic simultaneously while maintaining bandwidth fairness by 

means of power controlled multiple channel MAC protocols. 

2.6.2 Publications Based on Directional MAC Protocol 

 

 

The use of directional antennas offers the numerous benefits of a wireless Ad Hoc network, 

that is, extended communication range, better spatial reuse, capacity improvement, and 

suppressed interference [188]. While numerous studies exist in this regard, the focus falls on 

the WBMNs. 

     Capone and Martignon [78, 190] have argued that while adaptive antennas may improve 

the utilization of the wireless medium (i.e., increased network capacity) by reducing radio 

interference and the impact of the exposed node problem, they can exacerbate the HTP [90]. 

Consequently, information about the reservation of the wireless medium needs to be 

distributed to the maximum possible extent without interfering with the connections already 

established in the network. In order to achieve an improved total traffic which is accepted by 

the network (i.e., capacity) and fairness between competing connections, Capone and 

Martignon [78] proposed a scheme in which RTS-CTS frames are sent in all antenna sectors 

at the maximum allowed power that does not cause interference with the ongoing 

transmissions. The DATA-ACK packets’ exchange then takes place directionally with the 

minimum necessary power. Instead of using maximum power for control traffic, one should 

employ power efficient antenna radiation gain. 

      Arora, et al. [188] suggested a power-controlled MAC protocol for directional antennas 

that ameliorates HTPs and improves energy-saving [90]. The protocol used separates control 

and data channels to reduce collisions. This allows for the dynamic adjustment of data-packet 

transmission power to such a degree that this power is just enough to overcome interference 

at the receiver. In [90], Arora and Krunz proposed a load control access protocol (LCAP) that 

allows transmissions to take place along already reserved directions, provided that the SINR 

at the receiving nodes remains above the predefined SINR. The proposed LCAP manages 

throughput and energy trade-off in a power-controlled (interference-limited) wireless 
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communications with directional antennas. The LCAPs are categorized into two types; 

interference-based LCAP and the overall throughput based LCAP. In the former, when a new 

user is to be admitted, the service provider estimates the expected total interference due to the 

addition of this new user. The increase in the interference depends on the user’s quality of 

service (QoS) requirements (bit rate, required bit-error-rate, etc.). The new user is admitted 

only if the total expected interference is below a predefined threshold. In the latter case, the 

prospective user is not admitted if the total normalized throughput following the admission is 

expected to exceed a predefined threshold. The simulation results have demonstrated that the 

combined gain from concurrent transmissions using directional antennas and power control 

provides a good trade-off between network throughput and energy consumption. 

    In [191], Alawieh, et al. analysed the benefits of transmission power control on throughput 

and energy consumption in Ad Hoc networks with directional antennas. The researchers first 

constructed an interference model for such antennas based on the honey grid model in order 

to calculate the maximum interference [192]. Subsequently, they developed a collision 

avoidance model [181]. The authors also presented the maximum end-to-end throughput 

under the maximum interference constraints. It was noted that selecting a smaller carrier 

sense threshold (i.e., interference range) will severely impact on the spatial re-use whereas a 

larger carrier sense threshold will yield excessive interference among concurrent 

transmissions [16]. Hence, a need exists for an appropriate selection of the carrier sense 

threshold so that power control can reduce collisions significantly. 

2.6.2.1 Summary 

 

In summary, the use of directional antennas and performing power control allows improved 

throughput and energy-saving since they possess a higher gain than their equivalent omni-

directional counterparts. However, frequent beam switching to specific target receivers may 

turn out to be energy-inefficient [192]. To access and route traffic simultaneously, sectored 

antennas driven by power controlled dual-band radios or soft-ware defined radios might be 

desirable [52, 57, 192].  

2.6.3 Publications Based on Power Management 

 

 

 In order to sustain a longer lifetime for wireless networks on limited energy resources, two 

major approaches have been proposed: transmission power control and sleep schedules. 

While transmission power control reduces the radio power consumption in the transmission 
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state, the sleep scheduling reduces the radio power consumption in the idle state by turning 

off radios when not in use. Hence, the integration of the two is often referred to as power 

management [193]. A detailed taxonomy of power management protocols for wireless 

networks have been provided by Zheng, et al. [194]. Numerous DTPC contributions exist in 

this context for mobile Ad Hoc and WSNs. We outline works that are relevant to the 

attributes of WBMNs. 

       Jamieson, et al. [195] have proposed a power-saving technique for multi-hop Ad Hoc 

wireless networks called Span. Span has been based on the observation that when a region of 

a wireless Ad Hoc network contains a sufficient density of nodes, only a small number of 

them need to be switched on at any time in order to forward and coordinate traffic for active 

connections. Experimental design has proved that the system lifetime of a Span 802.11 

network is a factor of two better than a Standard 802.11 network. Span yields an improved 

latency and competitive bandwidth. Xu, et al. [196] presented two topology control protocols 

that extend the lifetime of dense Ad Hoc networks while preserving connectivity, the ability 

for nodes to reach each other. The methods conserve energy by identifying redundant nodes 

and turning their radios off. The first method is that of Geographical Adaptive Fidelity 

(GAF), which identifies redundant nodes by their physical location and a conservative 

estimate of their radio range. The other method is cluster-based energy conservation, which 

directly observes radio connectivity in order to determine redundancy and therefore can be 

more aggressive regarding radio fading. Analysis, simulation and experimental tests have 

demonstrated that both protocols are robust with regards to node failures, radio propagation 

and node deployment density. However, since these proposals have focussed on the network 

operations and neighbour discovery, Hsu and Hurson [197] applied probabilistic wake-up 

based power management to neighbour monitoring which aims to reduce energy consumption 

while preserving the effectiveness of misbehaving node detection. 

         An asynchronous power save protocol has been discussed in depth by [198]. In this 

protocol, neighbours that wish to communicate, estimate their relative phase difference 

between their sleep and wake cycles. A station then uses this phase information to transmit its 

pending packets over the available periods most efficiently. The advantage is that stations can 

adjust their phase relationships to avoid contention and reduce latency for delay sensitive 

flows. In a recent study Feeney, et al. [199] investigated the impact of wakeup schedule 

distribution in asynchronous power saving protocols regarding the performance of multi-hop 

wireless networks. The asynchronous wakeup schedules create an uncoordinated pattern of 

times at which nodes will attempt to transmit. Simulation data indicated that the capacity 
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associated with the best wake-up patterns is significantly larger than that of the worst ones. 

The result gives an insight into the behaviour of such protocols and serves as a feasibility 

study indicating the potential benefit of mechanisms by which nodes adapt their wake-up 

schedules in order to obtain improved performance. 

      Instead of placing inactive components into low power states using a single dynamic 

power management (DPM) policy, Dhiman and Rosing [200] suggested making a selection 

among a set of DPM policies using a machine learning algorithm. This algorithm adapts to 

changes in workloads and guarantees quick convergence with the best performing policy for 

each work load.  In a similar spirit, unified power management architecture (UPMA) for 

supporting radio power management in WSNs is furnished [201, 202]. The UPMA provides a 

set of standard interfaces that allow different sleep scheduling policies to be easily 

implemented on top of various MAC protocols at the data link layer and an architectural 

framework for composing multiple power management policies into a coherent strategy 

based on application needs. A minimum power configuration that minimizes the aggregate 

radio power consumption of all radio states has been suggested by Xing, et al. [203]. 

However, in both Klues, et al. [202] and Xing, et al. [203], the transmission power choices 

and the sleep scheduling decisions of nodes are coordinated according to the current network 

workload. The UPMA enables cross-layer coordination and the joint optimization of different 

power management strategies that exist at multiple network layers while allowing them to 

carry out independent implementations [204]. 

     Zheng and Kravets [205] have proposed an on-demand power management framework for 

multi-hop wireless networks. In this framework, power management decisions are driven by 

data transmission in the network. Nodes maintain soft-state timers that determine power 

management transitions. By monitoring routing control messages and data transmissions, 

these timers are set and refreshed on demand. Only nodes on the communication path along 

which a connection is routed are kept active while all the other nodes can switch to the 

power-save mode. The benefit achieved is that soft states are aggregated across multiple 

flows and the system’s maintenance requires no additional out-of-band messages. However, 

no incentive has been given to keep some nodes active while others sleep. Motivated by the 

observation that explicit and periodic re-computation of the backbone topology [196] is 

costly with respect to its additional bandwidth overhead, a probabilistic power management 

framework been constructed by Li and Li [206]. They believe that any schemes involving 

periodic and local broadcasts of messages do not scale well as the number of node densities 

increases. Since each node needs to broadcast a message during each broadcasting interval, as 
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the number of nodes increases, such broadcasts will eventually saturate the residual capacity 

of the network, thereby causing collisions and disruptions to the ongoing data traffic. The 

contributions of the probabilistic (odds) approach guarantee network scalability, 

uninterrupted ongoing traffic, network parameter flexibility and compatibility with IEEE 

802.11 MAC layer standard. However, Odds suffers from heavyweight computations, a 

prime consumer of the network energy. Odds has not proved whether or not an optimal 

transmission power is used for selected active nodes. 

    Zhang, et al. [207] have proposed a time-division multiple-access (TDMA) based multi-

channel MAC protocol called TMMAC in order to save power for Ad Hoc networks. 

TMMAC requires only a single half-duplex radio transceiver on each node. In addition to 

explicit frequency negotiation, TMMAC introduces a lightweight explicit time negotiation in 

order to exploit the advantage of both multiple channels and TDMA so as to set inactive 

nodes to doze mode. The simulation evaluation has shown 113% higher communication 

throughput and 74% less per packet energy over the state-of-the-art multi-channel MAC 

protocols for single transceiver wireless devices. The drawback of TMMAC is that time 

negotiations are difficult to distribute across the network without incurring bandwidth 

overheads. While single half-duplex radio transceiver operations are energy-efficient, such 

configurations coupled with multiple channels require sophisticated switching and thus 

exacerbate delay [208]. 

     Wang, et al. [208] considered the joint design of opportunistic spectrum access (i.e., 

channel assignment) and adaptive power management for multi-radio multi-channel wireless 

local area networks (WLANs). Their motivation has been the need to improve throughput, 

delay performance and energy efficiency [209]. In order to meet their objective, they have 

suggested a power-saving multi-channel MAC (PSM-MMAC) protocol which is capable of 

reducing the collision probability and the wake state of a node. The design of the PSM-

MMAC relied on the estimation of the number of active links, queue lengths and channel 

conditions during the ad hoc traffic indication message (ATIM) window [4, 210]. From 

numerous simulation results, a good trade-off was observed for throughput, delay 

performance and energy-efficiency compared to the previous approaches [210, 211]. 

2.6.3.1 Summary 

 

 

In summary, power control by alternating the dormant state and transmission state of a 

transceiver is an effective means to reduce the power consumption significantly. However, 
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most previous studies have emphasized that wake-up and sleep schedule information are 

distributed across the network. The overhead costs associated with this have not yet been 

thoroughly investigated. Furthermore, transmission powers for active connections have not 

been optimally guaranteed. This thesis will consequently investigate the problem of energy-

inefficient DTPC whereby nodes whose queue loads and battery power levels are below 

predefined thresholds are allowed to doze or otherwise participate voluntarily in the network. 

2.6.4 Publications Based on Connectivity Management 

 
 

In order to attain desirable network connectivity attributes, minimal average node degree 

(e.g., [212, 213]), fault tolerant connectivity (e.g., [214, 215]) and spanner network structure 

(e.g., [216-218]), topology control algorithms (TCAs) using optimal transmission power 

adjustment (TCATPA) have been studied (e.g., [22, 27-30, 213]). The topology of a multi-

hop wireless network refers to the set of communication links between node pairs used 

explicitly or implicitly by a routing mechanism. The WBMN topology is affected by many 

factors: weather conditions, medium obstacles, interference, channel noise, battery power 

outage, the power levels and antenna radiation directions [179]. Our interest is to adjust the 

transmission power level of each node dynamically based on the desired connectivity 

attributes. In Figure 2.4, a connection from node A to node B with transmission power levels 

(i), (ii), (iii), and (iv) may result in a dis-connected, a fully connected, a critically connected 

and a ‘properly’ connected network, respectively. Table 2.2 furnishes a summary of the 

advantages and disadvantages of choosing various transmission power levels (i.e., 

homogenous ranges). The heterogeneous network is a generic model of this homogenous 

scenario. 
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Figure 2.4: Connectivity range adjustment for node A to node B: homogenous case 

 

 
 

Table 2.2: Summary of Topology Control Based DTPC Motivation 
Action Advantages Disadvantages 

(i) A-F, Low connectivity range  Significant power saving and enhanced 

multi-hop routing (fault-tolerance). 

Node A and B are disconnected 

directly by one hop and routing delays 

may occur. 

(ii) A-E, Maximum connectivity 

range 

Fully connected network and user-

specific quality of service (QoS) 

improvement e.g., reduced user 

latency. 

Very high energy consumption and 

thus short network life, very high node 

A degree e.g., F, B, C, D and F, and 

increased congestion to other nodes. 

(iii) A-B, Critical connectivity Power saving and some network 

capacity improvement. 

Critical resilience to topology changes, 

dominant unfairness from hidden 

nodes. 

(iv) A-C, properly adjusted 

connectivity range 

Minimum average node A degree e.g., 

F, B and C, enhanced multi-hop, high 

spatial re-use and improved network 

capacity. 

Fair energy loss and suppression to 

immediate neighbours, thus 

introducing bandwidth unfairness 

 

     Numerous studies on the DTPC based on the TCA for distributed wireless networks have 

been conducted (e.g., [22, 27-30, 213, 219]. In [213], the authors studied the problem of 

adjusting transmit powers of nodes to create a desired network topology. They formulated the 

transmit power adjustment problem as a constrained optimization problem. In this case, the 

connectivity and bi-connectivity were taken as constraints and the maximum power used as 

an optimization objective. They suggested the so called Connected MinMax Power (CMP) 

and Biconnectivity Augmentation with MinMax Power (BAMP) problems. These problems 

assumed a given multi-hop wireless network, ( ),M N L= , where N is a set of nodes in the 

entire network and L : ( )0 0
,N Z Z

+ +→  is a set of coordinates on the plane denoting the 

location of the nodes. Specifically, the CMP problem finds a per-node minimal transmit 

power assignment :p N Z
+→ , such that the induced graph of ( ), ,M pλ  is connected, and 
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( )u N uMax p∈  is minimum. The induced graph is represented as: ( ),G V E= , where V is a set 

of vertices corresponding to nodes in N , and E  is a set of undirected edges such that 

( ),u v E∈  if and only if ( )( ),
u

p d u vλ≥ , and ( )( ),
v

p d u vλ≥ . The BAMP problem attempts 

to find a per-node minimal set of power increases ( )uδ  in such a manner that the induced 

graph of ( )( ), ,
u

M p uλ δ+  is bi-connected, and  ( )( )u N u
Max p uδ∈ +  is minimum. In order 

to solve these problems, the authors proposed two centralized algorithms for static networks 

and two distributed heuristics for mobile networks. The aforementioned work [193] 

minimized the maximum transmission power rather than the total power to maintain system 

scalability.   

      Authors in [215, 220] have suggested a transmission power adjustment scheme related to 

the approach by Ramanathan and Rosales [213]. They have shown that each node makes 

local decisions concerning its transmission power which collectively guarantee global 

connectivity. Specifically, a node receiving directional information increases its transmission 

power gradually until it finds a neighbour node in every direction. Simulation results have 

indicated that with low transmission power adjustment and low node degree attainment, the 

network lifetime is increased and traffic interference is reduced [221]. Tan and Seah [221] 

have proposed the critical neighbour (CN) scheme, which adaptively adjusts the transmission 

power of individual nodes according to route and traffic demands in order to reduce the level 

of interference amongst nodes in the network. Simulation results have indicated that the CN 

scheme records higher throughput and lower end-to-end delays than the unmodified version.  

      Li, et al. [219] studied the strong minimum power restricted topology control problem in 

wireless sensor nodes in order to adjust the limited transmission power for each wireless node 

and to find a power assignment that reserves the strong connectivity and achieves minimum 

energy cost in the wireless nodes. Simulation results have demonstrated their efficiency. 

      Calinescu, et al. [222] have reported analytical power assignment problems. Calinescu, et 

al. [223] calculated approximation algorithms for the Min-Power Symmetric Connectivity, 

Min-Power Strong Connectivity and Min-Power Broadcast. They also considered a special 

treatment for the important case of Power Symmetric Connectivity in the Euclidean norm 

with node-dependent transmission efficiency. In [222], they analysed the assignment and 

concluded that adjusting transmission power can present strong network connectivity. 

      The authors in [218, 224] generalized the work in [213, 215]. They addressed the problem 

of finding the minimum power assignment of each individual node in such a way that the 
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undirected induced communication graph represents a spanner of the communication graph 

when all nodes transmit at their maximum power. The term, induced undirected 

communication graph, is defined by an edge uv  if and only if 
uv up p≤  and 

uv vp p≤  with  

up  and vp  as power settings for node u  and v , respectively. However, if all wireless nodes 

transmit with their maximum power 
maxp then the induced communication graph is called the 

original communication graph, or simply a unit disk graph (UDG). It should be noted that at 

maximum power, each node may possess information about all possible network topologies. 

The term, a spanner, means that the length of the shortest path in the induced communication 

graph at most represents some constant multiplied by the length of the shortest path in the 

original communication graph. However, the minimum power assignment does not always 

guarantee the minimum average node degree in spite of a strongly connected network [218]. 

      The authors in [218] developed a polynomial time algorithm that minimizes the 

maximum assigned power. They also presented a polynomial time approximation method to 

minimize the total transmission radius of all nodes. The algorithm and approximation are 

based on two heuristics. Simulation studies were conducted to verify their efficacies. 

However, the minimization of the total transmission radii implies that each node possesses 

global knowledge of the network at the expense of communication overheads. The approach 

holds little practical value since battery power-life is localized. An energy-efficient extension 

to the work by [218] has been found in [217]. Khan, et al. [217] and Choi, et al. [225] 

presented a distributed construction of the minimum spanning tree (MST) problem. This 

problem was formulated as a geometric weighted MST problem:, that is, given an arbitrary 

set N  of nodes in a plane, find a tree T  spanning N  such that ( )
( ),

,
u v T

d u v
α

∈∑  is 

minimized, where ( ),d u v  is the distance of an edge, ( ),u v T∈  according to the Euclidean 

norm and [ )2,4α =  depicts environments with multiple-path interference or local noise. 

Khan, et al. identified that in Kruskal’s algorithmic construction [216], the MST which 

minimizes ( )
( ),

,
u v T

d u v
∈∑  also minimizes ( )

( ),
,

u v T
d u vα

∈∑   for any 0α > . In order to solve 

the distributed MST problem, they developed the so called Nearest Neighbour Tree (NNT) 

algorithms with low energy complexity. The NNT operates on the idea that each node 

independently chooses a unique rank, a quantity from a totally ordered set, and this node 

connects to the nearest node of higher rank. This precludes overhead cycles with the edges 
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already chosen. The only information that needs to be exchanged is the rank. However, the 

procedure on how to evaluate the set of ranks has not been furnished. 

    Gerharz, et al. [214, 226] introduced a simple distributed algorithm that assigns individual 

transmission powers to wireless devices. The authors proposed a cooperative nearest 

neighbour topology (CNNT) control strategy. Each device is assigned the lowest transmission 

power that connects it to the k-nearest “neighbours”. Node A is the neighbour of a node B if 

and only if there is a bidirectional link between A and B. Through simulations, the topologies 

created by the CNNT algorithm without any global knowledge are as effective as the 

topologies resulting from the best choice of a common transmission power (which would 

require global knowledge) in terms of the achievable throughput. The CNNT was thus an 

improvement of NNT. However, common transmission power adjustment does not only 

cause excessive message overheads across the network but also assumes prior to this the 

network nodes are uniformly distributed.  

      Li and Hou [206] proposed two localized topology control algorithms for general wireless 

networks with each node possessing different maximal transmission power. The two 

algorithms are: the Directed Relative Neighbourhood Graph (DRNG) and the Directed Local 

Spanning Sub-graph (DLSS). In both algorithms, each node independently creates its 

neighbour set by adjusting the transmission power and defines the network topology by using 

only local information. These authors have proved that both the DRNG and the DLSS can 

preserve network connectivity, the out-degree of any node in the resulting topology generated 

by the DRNG or DLSS is bounded by a constant and the DRNG and the DLSS can preserve 

network bi-directionality.  

      Aron, et al. [29] considered the problem of topology control for hybrid wireless mesh 

networks (WMNs) with heterogeneous transmission ranges. A localized distributed topology 

control algorithm was developed which calculates the optimal transmission power so that 

network connectivity is maintained, node transmission power is reduced to cover only the 

nearest neighbours and network lifetime is extended. These goals have been confirmed by 

means of numerous simulation tests. However, mobile mesh clients have not been considered 

in spite of investigations of the hybrid mesh architecture. In other works, Aron, et al. [27, 28, 

30] proposed the local minimum shortest-path tree (LM-SPT) and/or the local neighbourhood 

shortest-path tree (LN-SPT) algorithms suited for WBMNs. The algorithms are distributed 

with each node using only the information gathered locally in order to determine its own 

transmission power. The implementation takes place in two phases. The first phase is to 

construct a minimum local or neighbourhood shortest-path tree. The other phase is to 
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gradually remove all unidirectional links. The researchers performed several simulation tests 

and noted that the resultant network topology preserved the network connectivity, reduced 

the average node degree, ensured evenly distributed power consumption among the nodes 

and significantly reduced the total power consumption leading to a longer network lifetime 

[196]. 

      In a similar framework to that of the work in [225], Bhatia, et al. [212] investigated a 

power balancing problem in energy constrained multi-hop wireless networks. The objective is 

to minimize the maximum average power used by the nodes in such a way that no node uses 

more power than the others. The authors have formulated the problem of two power 

assignments under the constraint that the network connectivity is maintained. However, such 

a problem has been shown to be an NP-hard and also hard to approximate [215]. Because 

establishing the maximum average power is not feasible with a fully decentralized algorithm, 

the distributed localized heuristics proposed to solve this problem have demonstrated that the 

algorithm can reduce the average power significantly when compared with algorithms that 

assign a common power [214]. However, excessive message overhead costs across the 

network remained un-resolved by [212]. 

      Li, et al. [227] proposed a distributed mechanism to build a sparse power efficient 

network topology for non-uniform Ad Hoc wireless networks. In order to achieve their goal, 

they first extended the Yao structure [228] in order to build a spanner with a constant length 

and power stretch factor for the mutual inclusion graph. They then suggested two efficient 

localized algorithms to construct connected sparse network topologies. They discovered that 

both algorithms incur communication costs ( )O n , where each message contains 

( )logO n bits. The proposed structure requires the use of maximum power in a sparse 

topology; hence it is an energy-inefficient technique.    

2.6.4.1 Summary 

 

 

It is worthwhile to conclude that a decentralized power adjustment is useful in topology 

control problems, which are graph-theoretic problems [179]. Optimal graph-theoretic 

methods, however, assume a global optimisation space, otherwise, they are often NP-hard 

problems [215]. An optimal assignment of power by each node requires information across 

the network and thus incurs overhead costs [213]. Furthermore, the unit disk graphs (UDGs) 

employed in the solution assume a 2-D plane or flat earth surface problem [179]. However, 
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the earth’s surface is composed of topographical obstructions [146]. Many applications to 

structuring monitoring and underwater networks present a 3-D plane power control problem 

[229]. The topology control based power control algorithms over-rely on the position of 

neighbour nodes in order to preserve the connectivity, maximum node degree, conserve 

energy and minimize interference. However, locations are complicated by several spatial 

factors [146].  In order to meet most of the stringent requirements for control of topology, our 

thesis considers localized range predictions in order to adjust transmission power level 

dynamically.       

2.6.5 Publications Based on Joint Cross-layer Resource 
Management 

 

In their seminal paper, Kawadia and Kumar [76] remarked that power control in wireless 

networks is a cross-layer design problem. This occurs because the transmission power level 

affects signal quality and thus influences the physical layer, determines the neighbouring 

nodes that can hear the packet and consequently impacts on the network layer, affects 

interference which causes medium access issues and congestion, thus affects the medium 

access control (MAC) and transport layers. Furthermore, power control aims at desirable 

throughput, delay and energy consumption performance [80, 89]. Some of the power control 

jointly performed with cross-layer protocols will be reviewed in this section. 

     Wang, et al. [50] proposed a joint scheduling and power control algorithm, supporting 

multicasting traffic in multi-hop wireless Ad Hoc networks. Multicasting enables data 

delivery to multiple recipients in a more efficient manner than traditional unicasting and 

broadcasting. A packet is duplicated only when the delivery path toward the traffic 

destinations diverges at the node, thus helping to reduce unnecessary transmissions 

(overheads). The algorithm performed an optimal power control based on the Yates 

Algorithm [149] and subsequently connections are scheduled when no optimal transmission 

power solution exists. In other words, scheduling determines which connections should not 

be allowed so that the connections admitted can enjoy a sufficiently high SINR.  

      Muqattash, et al. [164, 165] proposed a power controlled dual channel (PCDC) protocol 

that emphasizes the interplay between the MAC and network layers. They explained that the 

MAC layer indirectly influences the selection of the next-hop by properly adjusting the 

power of route request packets while maintaining network connectivity. Channel gain 

information obtained mainly from overhead RTS and CTS packets is used to dynamically 

construct the network topology. They argued that unlike the IEEE 802.11 approach whereby 
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RTS-CTS packets are used to silence the neighbouring nodes, collision avoidance 

information (CAI) can be inserted into the CTS packets and sent over an out of band control 

channel. The CAI is used dynamically to bound the transmission power of potentially 

interfering nodes in the vicinity of a receiver [18]. Compared to the IEEE 802.11 approach, 

the proposed protocol achieved a significant increase in the channel utilization and end-to-

end network throughput, and a significant decrease in the total energy consumption. On a 

similar course, the authors contributed towards developing a joint rate and power control with 

modulation adaptation [125, 230]. 

      Li and Wu [14, 231] studied the power control and dynamic channel allocation for delay 

sensitive applications in wireless networks. In [14], they investigated QoS-driven power 

allocation for the downlink of multi-channel, multi-user wireless networks. They 

subsequently proposed schemes based on multi-user and frequency diversities. Performance 

evaluations have indicated that such schemes guarantee the QoS requirements compared to 

those which do not use multi-user diversity and power control. However, this model approach 

confines it to base-station based wireless cellular networks; hence the applications are limited         

[153]. A two phase distributed scheduling algorithm to identify a subset of wireless users 

whose QoS is guaranteed is found in [232]. In the first phase, each link transmits with a 

probing power and each user determines whether it can be a member of the basic feasible set 

or not in a distributed manner. In the second phase, a generalized call admission algorithm 

that attempts to merge as many of the remaining links as possible into the basic feasible set is 

developed. By means of simulations, the said researchers evaluated the performance of the 

proposed scheme in terms of average execution time, average packet delay and the maximum 

of the cycle time. 

       Narayanaswamy, et al. [77] studied the theory, architecture, algorithm and 

implementation of the COMPOW protocol in wireless Ad Hoc networks. The COMPOW 

power control protocol for each node selects a common power level, sets this power level to 

the lowest value which keeps the network connected and maintains the energy consumption 

close to the minimum. It possesses the property of ensuring the bi-directionality of links due 

to the reciprocity of electromagnetic waves in space. They noted that the COMPOW protocol 

simultaneously satisfies the three objectives of maximizing the traffic carrying capacity of the 

entire network, extending the battery life by providing low power routes, and reducing the 

contention at the MAC layer. The COMPOW protocol reveals the drawback that all links 

need to be symmetrical and all nodes must be homogenously distributed. This implies that 

even a single outlying node can cause every node to use a high power level. An improvement 
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to the COMPOW protocol was investigated by Bergamo, et al. [233]. In Bergamo, et al. 

[233], each node estimates the power necessary to reach its own neighbours so as to yield the 

energy efficiency required while performing routing algorithms. However, disseminating 

routing information across the network incurs overhead costs. This fact was not even 

considered by the said authors. 

       In order to solve the power control problem for nodes with heterogeneous distribution, 

Kawadia and Kumar [93] proposed a protocol called CLUSTERPOW. In clustered networks, 

the CLUSTERPOW protocol allows nodes to use a power level which depends on the 

destination of the packet so as to maximize spatial re-use and hence network capacity. In 

particular, every node forwards a packet to a destination d using the smallest power level p 

such that the destination d is reachable, possibly in multiple hops, using only p. In Kawadia 

and Kumar [76], the authors have generalized the solution proposed by [93]. They discussed 

the COMPOW, CLUSTERPOW, MINPOW and LOADPOW power control protocols. In this 

case, the MINPOW attempts to optimize the total energy consumption globally [222, 223]. In 

order to achieve this goal, they have presented an architecturally clean implementation of the 

MINPOW in Linux without assuming any physical layer support. Instead, estimates of link 

costs are performed using control packets at the network layer. In order to maximize network 

capacity by increasing spatial re-use, a power control adaptive to the traffic load, called 

LOADPOW, is introduced. The LOADPOW protocol opportunistically uses a higher transmit 

power level whenever the network load is low, and lowers the transmit power as the load 

increases. These authors furnished details of the implementation of these protocols in 

wireless IEEE 802.11 cards, and the test-bed experimentation using several topology 

scenarios, and also discussed their performance. Although running routing daemons at each 

power level has demonstrated no loop cycles, such iterative computations coupled with table 

maintenance could eventually increase route computation delay. 

        Park and Sivakumar [234, 235] argued that the use of minimum transmission range and 

hence the MINPOW protocol might not always result in an optimal throughput. Using 

throughput and throughput per unit energy optimization criteria, they demonstrated that the 

optimal transmission power is generally a function of the number of stations, the network 

size, and the traffic load. As a result, they defined analytical throughput in terms of spatial 

reuse, hop count and contention time. They substantiated their arguments by means of a 

comprehensive set of simulation results in both typical and atypical network configurations in 

terms of number of stations and network density. 
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       Power-aware routing in wireless networks that addresses the inherent conflict between 

energy efficient communication and the need to achieve desired QoS such as end-to-end 

communication delay has been thoroughly investigated [94, 236, 237]. For instance, Chipara, 

et al. suggested a real-time power-aware routing (RPAR) protocol that dynamically adapts 

transmission power and route packets based on packet deadlines. The RPAR possesses salient 

features, including improving the number of packets meeting their deadlines at low energy 

cost and using an efficient neighbour manager that quickly discovers forward choices (pairs 

of a neighbour and a transmission power level) that meet packet deadlines while introducing 

low communication and energy overheads. However, it is difficult to acquire an eligible 

neighbour manager that meets the stringent velocity requirements. Simulations based on 

MICA2 motes have shown that RPAR reduces miss ratio and energy consumption [194].     

       Gomez and Campbell [238] studied the impact of individual variable-range transmission 

power control on the physical and network connectivity, network capacity and power savings 

of wireless multi-hop networks. They demonstrated that the average traffic carrying capacity 

of nodes suggested by Gupta and Kumar [239] remains constant even when nodes are added 

to the network. They have also shown that the ratio between the minimum transmission range 

levels obtained using a common-range and a variable-range based routing protocol is 

approximately one to two. They also derived a model that approximates the signalling 

overhead of a routing protocol as a function of the transmission range and topology dynamics 

for both route discovery and route maintenance. They concluded that routing protocols based 

on common-range transmission power limit the capacity available to nodes [240]. In spite of 

the desirable features, the use of variable range may result in medium access unfairness 

whereby the lower range nodes are suppressed by the higher range ones. 

      In Li, et al. [241], a multi-rate power controlled MAC protocol, called MRPC-MAC, to 

enable fairness and a multi-rate power controlled routing called MRPC-Routing, to determine 

the next hop immediately before transmitting packets at the MAC layer, was proposed. The 

MRPC-MAC and Routing use the effective transport capacity as the routing metric so that 

short links with high bandwidth are preferred and more concurrent transmissions can be 

enabled. Although spatial re-use and network throughput could significantly be improved, 

these authors have not shown how the protocol performs in the case of all short links with 

low bandwidth. 

     The problem of joint power control, scheduling and routing in multi-hop wireless 

networks has received much attention (e.g., [57, 231, 242-246]). The chief motivation has 

been the need to reduce energy consumption of individual nodes and the overall network 
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without severely degrading network throughput (i.e., capacity). In connection with this, 

Hengster [244] exploited two multi-hop routing protocols. One such protocol determines 

packet routes according to a shortest-path criterion and aims to minimize the total 

transmission power. The other selects routes that minimize the cumulative energy 

consumption within the network (i.e., both links and nodes). The algorithm developed jointly 

performs link scheduling and power control in order to minimize packet delays and 

transmission powers. However, wireless sensor nodes (WSNs) are assumed that transmit 

application information to, or receive control information from, a central node. This is not 

feasible for Ad Hoc type WBMNs.  

      In cases where the exact end-to-end traffic matrix is unknown, Kashyap, et al. [245] 

proposed algorithms that compute a two-phase routing, schedule and power assignment. 

Their goal was to minimize the total transmission power in the network over all traffic 

matrices in a given polytope. They proved the algorithms to be 3-approximations with respect 

to an optimal algorithm. The drawback is that although the scheme does not require the 

network to detect changes in the traffic distribution, the limits imposed by the ingress-egress 

nodes on capacity bounds need to be known across each node in the network. However, an 

overhead-efficient means to do this has not yet been investigated. 

      Cruz and Santhanam [242] studied the problem of joint routing, link scheduling and 

power control to support high data rates for broadband wireless multi-hop networks. They 

applied the convex optimization problem whereby link scheduling and power control policies 

are optimized, subject to given constraints (i.e., the minimum average data rate per link and 

peak transmission power constraints per node). They discovered the sensitivity of the 

minimal total average power with respect to the average data rate for each link. They noted 

that shortest path algorithms with link weights set to the link sensitivities can be used to guide 

the search for optimum routing globally. In this case, it can be determined that optimal 

allocations do not necessarily route traffic over minimum energy paths. With single channel 

wireless mesh networks in mind, Gupta [243] designed a joint mechanism that conducts 

routing in parallel with the scheduling by calculating routes over links that fit completely into 

the current schedule. The power control algorithm for both these schemes utilizes the 

minimum power level needed for communication. Nonetheless, the algorithm does not 

necessarily produce optimal power values. 

     In Yuan, et al. [81], a joint optimization of multicast routing and power control for WMNs 

have been suggested. The aim is to maximize multicast throughput by proposing a cross-layer 

optimization model and solving the optimal throughput problem in an efficient and 
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distributed manner. They discussed the geometric programming method and game-theoretic 

approach in order to solve the transmission power control problem. Their contribution was to 

strike a balance between the demand of link bandwidth at the network layer and the supply of 

link capacity at the physical layer. Although multicast routing ensures reaching multiple 

receivers in a single transmission, the algorithms proposed demanded information exchange 

by broadcasting messages. Broadcasting introduces network flooding even if it is localized, 

and consequently exacerbates the cross-layer optimization problems. 

     Xi and Yeh [246] proposed optimal distributed power control, routing and congestion 

control in wireless networks. They assumed a multi-commodity flow model in which power 

and routing variables are chosen to minimize convex link costs reflecting an average queuing 

delay. Distributed network algorithms performing joint power control and routing on a node-

by-node basis have been established. The benefit of their work is that congestion control can 

seamlessly be incorporated to optimize the user input rates   [84]. 

     Xi and Yeh [123] devised a spectrum allocation scheme that divides the whole spectrum 

into multiple sub-channels and activates conflict-free links on each sub-band. They then 

proposed a simple distributed and asynchronous algorithm to feasibly activate links on the 

sub-bands. For the active links on each sub-band, they developed an optimal power control, 

traffic routes’ and user input rates’ algorithms based on the channel states and traffic 

demands. They proved that under specific conditions the algorithms asymptotically converge 

to optimal operating points. However, this convergence performance has been subjected to 

specified conditions and thus may not hold for general conditions [149]. 

2.6.5.1 Summary   

 

 

In summary, joint cross-layer resource optimization involves allocations of transmit power 

level, MAC layer schedules, links, input rates, routes and delay constraints [123, 246]. The 

benefits are energy-management, throughput improvement and connectivity preservation. 

However, many cross-layer optimizations from the physical layer to application layer lack 

proper modularity and scalability [15]. Complex models are presented and sub-optimal 

solutions are obtained [80]. In order to ensure modularity and scalability, this thesis considers 

new DTPC protocols at the Link-Layer. The protocol utilizes the information on SINR, MAI, 

and connectivity range and transmission rate to adjust transmission power level optimally. 
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2.7 Chapter conclusions and Remarks 

 

 

The DTPC problems for the wireless networks have been extensively addressed in the 

literature. The motivations can be outlined as follows: firstly, in order to compensate for the 

effects of time-varying random wireless channels and thus high SINR; secondly, in order to 

minimize energy consumption and thus elongate network lifetime; thirdly, in order to reduce 

MAC problems such as exposed terminal nodes (ETNs), hidden terminal nodes (HTNs), 

collisions and contentions and spectrum sharing fairness and thus maximize spatial re-use 

(network capacity); fourthly, in order to improve connectivity attributes such as minimal 

average node degree and stable or fault-tolerant network connectivity and thus energy-

efficient routing; fifthly, in order to minimize congestion and thus optimal end-to-end 

network throughput and latency. These objectives have been formulated as an optimization 

problem which tries to strike a balance between minimal use of power at a node and maximal 

network throughput gain. The attributes of the DTPC optimality are emphasized as follows. 

The power level should be high enough to avoid interference from the HTPs but no higher, so 

that it will not create unnecessary contention or collision among nodes in a shared channel. 

Furthermore, the power level should be low enough to save energy but no lower than this, or 

it will create a disconnected network.  Finally, the transmission power adjustment should be 

fast enough to eliminate queue delays but no faster so that it will not create queue singular 

perturbations among multiple radios. Optimal solutions have been conducted based on a 

number of conceptual frames: mathematical programming, game theory, dynamic control 

theory and cross-layering protocol heuristics. Nonetheless there are still a number of open 

issues worth considering for network capacity enhancement in the WBMNs. 

• In order to address both forward and backward power controlled message exchanges, 

the LSI measurements should include both the sides: the transmitter and the receiver. 

• In order to effectively address multiple LSI based optimal DTPC algorithms, the LSI 

should comprise: the SIR deviation, aggregate interference, connectivity range 

deviation, and link rate deviation. The LSI can then be viewed as state space models. 

• In order to address protocol modularity, scalability and delay across multiple layers, 

the DTPC algorithm should be implemented at the Link-Layer (LL) of the stack. 

• In order for the WBMN to perform as mesh client access and backbone traffic routers 

simultaneously, each WMR should be built from low cost dual or multiple radios. To 
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coordinate these multi-radio operations, an energy-efficient unification protocol 

should be developed at the LL. 

• In order to ameliorate singular perturbations between power and packet dynamics at 

the queues, the DTPC protocol should be developed to manage such system 

instability. 

The above open issues have been investigated in Chapters 3, 4 and 5. The DTPC problem has 

been formulated using mathematical programming, solved using dynamic control theory and 

managed by the LL protocol. To the best of our knowledge these issues have never been 

investigated in the past. 
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Chapter 3 

Single Channel Network: MATA Scheme 

 

3.1 Introduction 

 

This chapter presents a multiple access transmission aware (MATA) dynamic transmission 

power control (DTPC) scheme for single channel wireless backbone mesh networks 

(WBMNs). This scheme is based on recently proposed DTPC schemes, developed at the 

physical layer with regards to the wireless cellular context [12, 35]. Instead, this study 

addresses power controlled MAC scalability issues affecting the capacity performance for the 

WBMN. WBMNs are composed of static wireless mesh routers (WMRs) that access and 

route the huge traffic generated by wireless mesh clients (WMCs). WBMNs particularly 

those operating in energy-constrained environments do face DTPC problems. These problems 

include accelerated energy depletion due to the long operation time required, multiple access 

co-channel interference (MACI) due to co-located nodes, poor quality of the received signal 

owing to adverse channel environment and energy-inefficient cross-layer information 

exchanges. These problems affect the level of the power and will be modelled in terms of the 

MATA states in this study. 

     In order to solve such problems, two decentralized DTPC schemes have been developed. 

These schemes are based on the awareness of multiple access transmissions occurring in the 

same frequency channel simultaneously. To realize this, first, a medium access control 

(MAC) dependent transmission scheduling probability (TSP) model is furnished. This model 

is simply referred to as the MAC-TSP based DTPC model. It entails a scalable interaction 

between the physical and MAC layer information exchanges for transmission power control. 

Second, a generalized cross-layer occupation measure (GCOM) model, which is an extension 

of the MAC-TSP model, is introduced. The GCOM model involves the general cross-layer 

information exchanges for transmission power control and energy-efficiency. For each 

model, a convex cost function is proposed. This function has been formulated as a 

minimization problem of a user centric (i.e., measured in terms of the quality of the received 
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signal) and a network centric (i.e., measured in terms of MACI) objectives. The cost function 

is constrained by the locally available LL information. 

   Extensive analytical and simulation results that confirm the efficacy of MATA-DTPC 

models to WBMNs are furnished. Key contributions are two-fold: firstly, a generalized 

DTPC model independent of specific medium access scheme and of specific WMN 

technology; secondly, a scalable convex cost function formulation with both user and 

network centric objectives. 

    The basic block diagram of the proposed MATA-DTPC model for WBMN is depicted in 

Figure 3.1. The fundamental concept is that each wireless link (user) gathers neighbourhood 

bidirectional information, that is, at the sender and receiver sides. Such information is 

processed as MATA estimates, which are driven to stable conditions by iterating transmission 

power signals. If the power control system output metric mismatches the desired metric 

performance, then a feedback loop is initiated. Otherwise, the control system becomes stable 

and optimal power signals are attained. 

 

 

Figure 3.1: Basic block diagram of MATA-DTPC in WBMNs 

 
 

Tables 3.1 and 3.2 summarize the definitions of common abbreviations and notations used in 

the rest of this chapter. 

 

Table 3.1: Abbreviation 
Abbreviation Description 

BLVN A set of nodes forming Bi-directional Logical Visible Neighbourhood  

CCA Clear Channel Assessment  

GCOM Generalized Cross-Layer Occupation Measure 

MAC Medium Access Control 
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MACI Multiple Access Co-Channel Interference 

MATA Multiple Access Transmission Awareness 

OCG Optimal Transmission Power Controller Gain 

TSP Transmission Scheduling Probability 

 

 

 
Table 3.2: Notation 

Notation Description 

p  Transmission Power Vector 

( )iq k−  Instantaneous MACI against node i ’s transmission at time k  

( )r
i kβ  Instantaneous Signal-to-Noise Ratio (SINR) between transmitter i  and receiver r  

kx  MATA State Vector at Instant time k  

ky  MATA measurement vector at time k  

( )e EJ k∈  User and Network-centric cost function 

e Eα ∈  Transmission Power Controller Gain 

iω  Weight for the cost function 

iρ  Transmission Scheduling Probability (TSP) 

iu
iρ  Generalized Cross-Layer Occupation Measure (GCOM probability). 

3.2 MATA Model Description 

3.2.1 Fundamentals 

 

Let N  stationary wireless mesh nodes (WMN) be randomly distributed in a space S  of a 

single frequency channel. Suppose each node is assumed to be equipped with an omni-

directional transmitter of a carrier sensing range (CSR) at least twice as large as the 

transmission range (TR) [17]. Nodes are generally assumed to be heterogeneous with 

different CSRs and TRs [238]. This assumption is reasonable when taking into account that 

different wireless mesh network (WMN) technologies can co-exist in the same area. Consider 

a multi-hop network whereby nodes voluntarily cooperate to relay each others’ messages 

[22]. Multi-hop communication provides short multiple ranges between source nodes and 

destination nodes located beyond the sender’s transmission range [213].  

      Let the wireless network be defined by a graph ( ),G V E= , where V is the set of static 

nodes and 2
E V⊆  is the set of pairs of devices between which communication is possible via 

a direct link. It should be noted that the heterogeneity with TRs and the multiple paths 
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channel fading conditions guarantee that the sets E  and 2
V  are not necessarily equal [247]. 

However, we will assume that node failures due to energy depletion are more common than 

link failures due to environmental dynamics as no mobility is taken into account [247]. 

Therefore, the distance between devices i  and r  is denoted as ( ),d i r  and the power setting 

which i  and r  must use to communicate to each other is denoted as ( ),p i r . Each node is 

faced with the problem of an undirected minimum power k-vertex connected sub-graph [22]. 

This is necessary in order to ensure bi-directional communication among decentralized nodes 

with the least possible transmission power consumption [248]. According to [22], a k-vertex 

connected graph has k vertex-disjoint paths between every pair of vertices such that even 

when k-1 vertices are removed, the network still remains connected. In order to have a k-fault 

tolerant topology, the localized topology control based transmit power adjustment has been 

given [22, 27-30]. Based on these algorithms, MATA-DTPC assumes the following topology 

definitions: 

Definition 3.1: accessible neighbourhood set: the accessible neighbourhood set 
N

iA is 

defined as the set of all nodes that forms a direct link with node i  when node i  transmits at 

maximum power. The set is 

                                                  ( ) ( ){ }| ,N

iA r V d i r R i= ∈ ≤ . 

Here, ( )R i  is the TR when node i  transmits with maximum power. 

Definition 3.2: relay region: the relay region of the transmit-relay node pair ( ), N

ii r A∈ is the 

physical region 
N

i r iRL A→ ⊆  such that relaying through the physical location, ( )oL c r  to any 

other point 
N

ij A∈  would consume less power than direct transmission to that point. That is, 

                                                 ( ) ( ) ( ), , ,p i r p r j p i j+ ≤ .  

Definition 3.3: logical neighbourhood set:  the set is denoted as 
L

iNS  and a node 
L

ir NS∈  if 

and only if there exists an edge ( ),i r in a given generated topology. The set is 

{ }|L

iNS r V i r= ∈ → . 

Definition 3.4: bi-directionality: an undirected graph ( )' ', 'G V E= generated by a topology 

control algorithm is bidirectional if  'V V= , ( ) ( ) ( ) ( ) ( ){ }' , | , ' , 'E i r i r E G and r i E G= ∈ ∈ . 

Definition 3.5: power cost of an undirected graph ( )' ', 'G V E= : the power cost with edge 

costs ( ),p i r , is defined as 
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                                                 ( )
( ){ }

( )
| , '

'

' max ,
r i r E

i V

P G p i r
∈

∈

=∑ . 

Definition 3.6: normal cost of a graph ( )' ', 'G V E=  with edge costs ( ),p i r  is defined as 

 

                                                 ( ) ( )
( ), '

' ,
i r E

C G p i r
∈

= ∑ . 

Definition 3.7: an undirected minimum power k-vertex connected sub-graph (k-UPVCS) of a 

graph ( )' ', 'G V E= is a k-vertex connected sub-graph ( )',H V L= , L E⊆  such that 

( ) ( )'P H P H≤  for any k-vertex connected sub-graph ( )' ', 'H V L= , 'L E⊆  [22]. 

Definition 3.7: an undirected minimum cost k-vertex connected sub-graph (k-UCVCS) of a 

graph ( )' ', 'G V E= is a k-vertex connected sub-graph ( )',H V L= , L E⊆ , such that 

( ) ( )'C H C H≤  for any k-vertex connected sub-graph ( )' ', 'H V L= , 'L E⊆ [22]. 

3.2.2 The Neighbour Discovery Algorithm 

 

It is to be noted that MATA-DTPC requires each transmitting node to initially identify (or 

discover) its active neighbours before performing power optimization. This is to eliminate 

interference levels and increase the data rate. The energy-efficient neighbourhood topology 

discovery procedure is outlined by Algorithm 3.1 as follows: 
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Algorithm 3.1: bidirectional logical visible neighbour (BLVN) set 

Input: ( ),G V E=  

Output: BLVN 

Step 1: initialize: ( ),N
iA G V E⊆ = ∅ , NotNbr = ∅ , ( )LVN i =∅ , ( )BLVN i =∅ ; 

Step 2: Node i  broadcasts its identity (ID) “Hello” message with transmission power, 
max

i ip p= ; 

Step 3: Node i  receives ACK messages and record location IDs of its neighbours in the set 
N
iA . 

Step 4: for each , N
ir j A∈ and r j≠  do 

Step 5: compute: ( ),d i r , ( ),p i r  and ( ),p i j . 

Step 6: if ( ) i jLoc r RL →∈  && ( ) ( ) ( ), , ,p i j p j r p i r+ ≤  then 

Step 7: add: { }NotNbr NotNbr r= ∪ , else if 

Step 8: ( ) i rLoc j RL →∈ && ( ) ( ) ( ), , ,p i r p r j p i j+ ≤  then 

Step 9: add: { }NotNbr NotNbr j= ∪ ; 

Step 10: remove non neighbours: ( ) \N
iLVN i A NotNbr= ;  //logical visible neighbour of node i // 

Step 11: if directed edge i r→  and ( )i LVN r∉  then 

Step 12: add: ( ) ( ) { }LVN r LVN r r i= ∪ → , for each ( )r i LVN i→ ∈  do; 

Step 13: add:  ( ) ( ) { }LVN r LVN r i= ∪ , for each ( )i LVN r∈ do; 

Step 14: set: ( ) ( )BLVN i LVN r= , ,i r V∀ ∈ ;  //bidirectional logical visible neighbourhood// 

 

 

The resulting BLVN topology set is constructed geometrically as demonstrated by Figure 3.2. 

a

b

c

i
r

j

( ),d i r

( ),d i j
( ),d j r

 

Figure 3.2: Bi-directional Logical Visible Neighbour, ( ) { },BLVN i r j= : 
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In Figure 3.2, the set of accessible neighbours of node i  on full transmission power is denoted as: { }, , , ,N
iA a b c j r= . A 

set which is not a logical visible neighbour of i  (NotNbr) is denoted as: ( ) { }, ,NotNbr i a b c= . If ( )Loc r satisfies 

( ) ( ) ( ), , ,p i j p j r p i r+ ≤ , then ( ) { }\N
iLVN i A r= . If ( )Loc j  satisfies ( ) ( ) ( ), , ,p i r p r j p i j+ ≤ , then 

( ) { }\N
iLVN i A j= . The ( ) ( ) ( )BLVN i LVN r LVN i= = of the triangle vertices ,i r and j . 

 

3.2.3 Motivation 

 

In the context of MATA models, one seeks to estimate the bidirectional (i.e.., undirected) 

channel gains, multiple access co-channel interference (MACI) and the localized topology 

information in a given BLVN set. The transmission power is then dynamically allocated 

given such MATA information or estimates. This is the so called MATA based DTPC 

scheme in this thesis. Any sender intending to transmit data first periodically probes the 

channel conditions, MACI and network topology; this is referred to as a clear channel 

assessment (CCA) [249]. The CCA is needed during the transmission power adjustment [45]. 

Several benefits of CCA can be noted: firstly, the CCA for the conditions of the physical 

(PHY) and medium access control (MAC) layers can improve the quality of service (QoS) at 

the receivers [17]. Secondly, the utilization of CCA information for power optimization 

before exchanging actual data/application packets reduces the probability of traffic drops in 

bad channels. At the LL, dropped packets are adaptively retransmitted. This incurs significant 

power consumption and excessive network delays [185]. Thirdly, the knowledge of the local 

topology conditions for transmission power optimization results in fault-tolerant route 

decisions for multiple hop communications [147]. Therefore, CCA information is first 

modelled as a MAC transmission scheduling probability (MAC-TSP) and then generalized as 

a cross-layer occupation measure (GCOM). The MAC-TSP and GCOM both form MATA 

models. The MATA-DTPC approach carries the advantage of being independent of specific 

medium access scheme (e.g., TDMA, CSMA, FDMA, CDMA, etc.) and specific WMN 

technology (e.g., IEEE 802.11, IEEE 802.15, IEEE 802.16, etc.). Finally, Figure 3.3 

illustrates the need for a MATA based DPC scheme in single channel wireless networks. 
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Figure 3.3: Motivating MATA Scheme: 

 

In Figure 3.3a, node an  transmits to node bn  with probe power ( ),p a b . At the same kth time instant node en  transmits to 

node cn  and node dn  transmits to node fn  all transmissions are on the same channel. Powers, ( ),p e c  and ( ),p d f  are 

any values within the maximum power limits. Node cn  is exposed by an omni-directional radiation if distance, 

( ) ( ), ,d a b d a c≥ . Collisions occur at cn  due to exposed terminal problem (ETP). Node fn  receiving from dn  is hidden 

from link ( ),a b  transmissions if ( ) ( ), ,p a b p a f≤ . Transmissions from dn  to fn  cause collisions at bn  due to dn  hidden 

from an  (i.e., Hidden terminal problem (HTP)). Figure 3.3b: shows the backward transmissions of the link ( ),a b  

irrespective of the links ( ),e c  and ( ),d f  directions. The backward transmissions relay exchanged information to the 

power controller at the sender end. Figure 3.3c: depicts the bidirectional communication necessary for scalable information 

gathering. 

 

3.3 MATA State Estimation 

3.3.1 Stochastic State Space Model 

 

Using the probe power level, each transmitter-receiver pair i  (or user) gathers variable state 

information such as channel gain, ( )iiG k , perceived multiple access interference power plus 

additive white Gaussian noise, ( )iI k , received signal to interference plus noise ratio (SINR 

or SIR), ( )i kβ , normalized queue length to buffer size, ( )iQ k , channel normalised 

bandwidth to the link capacity limit, ( )i kΓ  and the network connectivity range, ( )iC k . Such 

stochastic state information gathered within a BLVN set can be modelled as [107, 156, 250]: 

 

( ) ( ) ( )1ii ii iG k G k g k+ = , 

( ) ( ) ( )1i i iI k I k i k+ = , 

( ) ( ) ( )1i i ik k s kβ β+ = , 
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( ) ( ) ( )1i i iQ k Q k q k+ = , 

( ) ( ) ( )1i i ik k b kΓ + = Γ , 

( ) ( ) ( )1
i i i

C k C k c k+ = ,                                                (3-1) 

 

where ( )ig k , ( )ii k , ( )is k , ( )iq k , ( )ib k  and ( )ic k  are Gaussian distributed unit mean 

random variable noise terms. The noise term ( )ig k  refers to the fluctuations in channel gains 

characterized by the spatial-temporal fading on top of the distance signal propagation path 

loss. The term ( )ii k represents fluctuations in the interference levels when nodes power up 

above, or power down below their interference levels, respectively and ( )is k  represents the 

SIR variations. The queue variations when packets either enter or exit the queue system is 

denoted by ( )iq k and the increase or decrease in the link bandwidth due to network 

congestion is denoted by ( )ib k . Variations in connectivity range that model the topology 

changes due to node failures or entry into the network are yielded by ( )ic k .  

    In order to linearize the above models, we introduce a logarithmic scale so that: 

 

( ) ( ) ( )1ii ii iG k G k g k+ = + , 

( ) ( ) ( )1i i iI k I k i k+ = + , 

( ) ( ) ( )1i i ik k s kβ β+ = + , 

( ) ( ) ( )1i i iQ k Q k q k+ = + , 

( ) ( ) ( )1i i ik k b kΓ + = Γ + , 

( ) ( ) ( )1i i iC k C k c k+ = + ,                                            (3-2) 

 

For convenience of notations we drop the subscript i as it should be noted that the dynamics 

are the same for each user. Let ( ) ( ). . .
T

k ii i
X G k C k  �  and ( ) ( ). . .

T

k ii i
g k c k  w � , 

where kX  is random variable with realization vector kx , depicting state information and kw  

is a realization vector of system driving noise terms with zero-mean and some variance 2σ w  

and is assumed independent of the transmission power selected by a link user. The linear 

dynamic model stemming from the above equations is given by 
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1k k k+ = +x Ax w , 

  
k k k= +y Cx v ,                                                    (3-3) 

 

where n n×∈ℜA  is the state identity matrix, p n×∈ℜC  is the measurement vector ky  matrix 

and kv  is the measurement noise term of zero mean and some variance 2σ v . In order to filter 

out noise terms in the above equations and reliable track states and measurements, the well 

known Kalman filter method is exploited [251]. 

3.3.2 The Kalman Filter 

 

The Kalman filter is a set of mathematical equations which provides an efficient 

computational (recursive) means to estimate the state of a process, in a way that minimizes 

the mean of the squared error [251]. Let ( )~ ,Ν Σx µ  denote the value of a random variable 

X  with a normal probability distribution with mean [ ]k=Εµ x  and covariance 

( )( )
T Σ =Ε − −

 
x µ x µ . The random variable X is a complex vector of wireless MACI, link 

bandwidth, queue states, received signal quality and neighbour connectivity range. If y  is the 

value of random variable Y  and represents measurement values, then the Kalman filter 

process model at time  step k  is given by the following equations: 

 

Dynamic Model: 

( )1~ ,k k k k−Ν Σxx A x , where ( )cov T

k k k k
 Σ = =Ε  x

w w w  and kw  is the dynamic system 

process noise. 

( )~ ,
k k k k

Ν Σ
y

y C x , where ( )cov T

k k k k
 Σ = =Ε  y

v v v  and kv  is the measurement process 

noise. 

 

Initialization:  

[ ]0 0E− =x x
�

 and ( )( )0 0 0 0 0

T

Eσ − − − = − −  
x x x x
� �

. 

 

 



 Chapter 3: Single Channel Network: MATA-DTPC Scheme   

- 70 - 

Update Equations: Prediction  

1k k k

− +
−=x A x

� �
: System state transition and the a priori mean value of ( )1 1|k k kP X Y − −= y  =  

( ) ( )1 1, /k k kP X P− −y y . 

1k k k k kσ− +
−Σ = + ΣxA A : a priori Riccati model and the a priori estimate error covariance of 

( )1 1|k k kP X Y − −= y . 

 

Update Equations: Correction 

1
T T

k k k k k k k
κ

−− − =Σ Σ + Σ y
C C C : Kalman Filter Gain 

k k k k k k
κ+ − − = + − x x y C x

� � �
: Correction process/posterior mean of various distributions 

encountered while tracking a state variable of a certain fixed dimension using the given 

dynamic model. 

[ ]k k k kκ+ −Σ = − ΣI C : Update Riccati Matrix, a posterior estimate error covariance of various 

distributions based on the given dynamic model. 

3.4 MAC-Scheduling Probability Model 

 

In general, consider distributed spread-spectrum channel signalling methods [185]. Such 

methods provide anti-jamming capabilities, robustness to multi-path effects and potential for 

multi-user access [147]. In spread-spectrum systems, distributed transmission power control 

methods are affected by multiple access co-channel interference (MACI) powers [12]. The 

MACI powers due to concurrent transmissions by other network users suppress a user’s 

reception quality (i.e., as measured in terms of the received SINR) [143]. The instantaneous 

MACI level at the receiver node r  can be defined by 

 

                                   ( ) ( ) ( ) ( ), .
r

r

i i j j j rj V j i
q k x k g k p k η− − ∈ ≠

= +∑p .                        (3-4) 

 

     Here, ( )jp k  and ( )r

jg k  denote the interfering power of node j  towards receiver, rr V∈  

and the corresponding channel gain, respectively.  All interfering transmitters other than 

transmitter i  have powers represented as ( )i k−p . Notation, 
rη  refers to the thermal noise 

power at the receiver node rr V∈ . Denote ( )jx k  as a binomially-distributed random variable 
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describing whether a user is active or not. It dictates the number of nodes in the set rV  and iV  

that are transmitting concurrently. Let ( )jx k  occur with probability jρ  for all .r ij V V∈ ∪  

Thus, ( )jx k  may be defined as 

 

( )
1 if j transmits at time k

0 otherwise
jx k


= 


.                                     (3-5) 

 

The number of multiple transmission activities (MTA) should be made available to the power 

control system in order to estimate the MACI level. If the number of MTA at node r  is 

r rV N= , then there are exactly 12 rN − possible combinations of MTA in the set 
rV  excluding 

the transmitting node itself at any given time. Sets of such combinations of MTA can be 

denoted as { } 1
1, . . . ,2

Nr

r

in
n

φ
−=

[147]. Table 3.3 depicts possible state combinations of two 

independently interfering nodes during time period k . Interestingly, Table 3.3 generalizes 

medium access schemes ranging from the TDMA scheme showing no interference to the 

CDMA scheme indicating simultaneous activity. Based on this generalization, the 

transmission power control can be developed at any given instant of time k  [47]. 

 

  

Table 3.3: Possible Concurrent MACI States 

 

 Interferer 1 Interferer 2 

r

i1φ  01 =x  02 =x   

r

i2φ  01 =x  12 =x   

r

i3φ  11 =x  02 =x   

r

i4φ  11 =x  12 =x   

 

Correspondingly, we can define a random variable  ( )r

i kΦ  which indicates the occurrence of 

a specific combination ( )r

in kφ  of independent interferers, interfering with node i ’s 

transmission at a certain time k .  Thus, the probability that ( )r

i kΦ  assumes the value of 

( )r

in kφ for the nth combination of independent interferers can be defined as 
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( ){ } ( )Pr 1
r r

in in

r r

i in m l

m l

k
φ φ

φ ρ ρ
∈ ∈

Φ = = −∏ ∏                                                  (3-6) 

 

     Here, r

inφ  of the first product term denotes the complement of r

inφ  in the second product 

term. That is, the first term of the product function is the probability describing nodes which 

are not transmitting simultaneously with the sender node i  at time k . On the other hand, the 

second term refers to the probability of those actively transmitting simultaneously with node 

i . The medium access probability lρ  or mρ  is to be evaluated as follows. Considering the 

definition in (3-6), assuming unicast traffic and dropping the time index k  for reasons of 

simplicity, the probability r

iυ  that a CCA packet transmitted with power ( )ip k  by the node i  

is successfully received at the node r  conditional on certain MACI levels is calculated as: 

                 { }Prr

i successful packet reception at rυ = , 

                                        { } { }
1

2

1

Pr . . .| Pr

Nr

r r r r

i in i in

n

succ pac recept φ φ
−

=

= Φ = Φ =∑ , 

                                                     ( ) { }Pr .
r r r

in i in

n

f φ φ= Φ =∑                                                          (3-7) 

     Here, ( )r

in
f φ  denotes the probability of successful CCA packet reception by node r  due 

to the transmission of node i  using power ( )r

ip k , conditioned on a certain MACI level. The 

functional form of ( )r

in
f φ  depends on the specific choice of the PHY-layer aspects such as 

wireless channel model, modulation and demodulation schemes, channel coding and the 

receiver designs [252]. If we assume that the forward and backward transmissions are 

independent, then the joint probability of successful reception of packets at the nodes i  and r  

is given by 

             { }Pr ,i forward success backward successυ = , 

       ( ) ( ) { } { }
11

2 2

Pr Pr

NNr i

r i r r i i

in rl i in r rl

n l

f fφ φ φ φ
−−

= Φ = Φ =∑ ∑ .                  (3-8) 

The MAC protocol in place exploits the PHY-layer signalling information in (3-8) and the 

interaction among other nodes in the topology to determine adaptive scheduling rules for 

actual application packet transmissions. This can be achieved in a manner which minimizes 

the number of unsuccessful transmissions. Such a MAC-dependent functional may take the 
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form ( )i i iρ ξ υ= . In general, this functional is a non-linear function of Kalman filter 

outputs. Its related analysis is complex. In linear representation, ( )i iξ υ  can be assumed to 

have an nth derivative throughout the interval[ ]0,1  such that the Maclaurin series expansion 

is given as  

( ) ( ) ( )
( )

( ) ( ) ( ) ( )
1

1'0 0 . . . 0 ,
1 ! !

n n
n ni i

i i i i i i i i
n n

υ υ
ρ ξ υ ξ υ ξ ξ ξ ε

−
−

= = + + + +
−

          (3-9) 

 

where  0 iε υ≤ ≤ .  The first order approximation of (3-9) is given by   

 

        ,i imρ υ≈  where  ( )' 0m ξ= ,    at  0.iυ =                                              (3-10) 

 

    Here, m  is a time-varying proportionality design factor for the linear model in (3-10). This 

proportionality factor relates the PHY-layer successful packet reception probability (PRP) iυ  

to the MAC-dependent TSP, iρ  at any given time k . The determination of the value m  

involves the network topology in a BLVN region. It is easy to verify that m is inversely 

proportional to the number of nodes in the neighbourhood of the transmitter and the receiver 

[147]. Therefore, one can choose 1m < <  since in a Maclaurin expansion series, the 

conditional successful packet reception probability, 0iυ = as the number of MTA gets much 

larger (i.e., N >>1). 

      

Theorem 3.1: Given a BLVN(i) set described by i riV V∪  with 1N > . If ( )
1

1m N
−

< − then 

matrix 
N N×∈ℜM is non singular regardless of the network topology described by m . 

 

Proof: 

Suppose =ρ M υ  with 

1 if ,

if ,

0 if ,

i ri

ij i ri

i ri

i j j V V

m m i j j V V

i j j V V

= ∈ ∪


= ≠ ∈ ∪
 ≠ ∉ ∪

 and by design, the diagonal elements of 

matrix M  are all unity entries and by definition M  and TM  are said to be diagonally 

dominant if 
ij iij

m m<∑ , j i≠ , 1ijj
m <∑  for all i  and 1iji

m <∑  for all j . Hence, we can 

let S denote the set of non-zero off-diagonal elements in a specific row or column of M  such 
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that ( ) ( )1
ij

s S

m s N m
∈

≤ −∑ . Thus, from the definition, matrix M  is a positive definite matrix 

with ( )
1

1m N
−

< − . The positive definiteness property implies that 1−M exists, proving 

theorem 3.1. 

 

�  

3.4.1 Average Multiple Access Co-Channel Interference (MACI) 

 

In reality, channel gains, received signal power, MACI and SINR are random processes 

fluctuating in time. Power adjustments need to respond to the average trends reflecting true 

QoS changes rather than instantaneous values [47]. That is, if the number of MTA which is 

heard by the device r  is r rV N= , then there are exactly 12 rN − possible combinations of MTA 

in the set 
rV  excluding the transmitting node itself, during a long time slot. The average 

MACI is then dependent on the probability that a time-variant random variable ( )ir kΦ  has a 

realization irφ  in each combination. Therefore, such an average MACI over all possible 

combinations of medium access schemes is modelled as [23] 

                                      

                      ( ) ( ){ } ( )
1

2 1

,

0

, Pr , ,

Nr

ir ir ir irm ir m ir

m

q k k q kφ

− −

− − − −
=

= Φ =∑p p                                                        

 

( ) ( ),1 ,
irm irm

ActiveSet Inactive Set

a d ir m ir

m a d

q k
φ φ

ρ ρ − −
∈ ∈

= −∑ ∏ ∏ p ,                      (3-11) 

 

 

where 
irρ  for all ( ),i r E∈  denotes any MAC transmission scheduling probability (MAC-

TSP) for any actively transmitting wireless user [23, 45]. The product terms in (3-11) denote 

the number of users in the active and inactive sets. 

 



 Chapter 3: Single Channel Network: MATA-DTPC Scheme   

- 75 - 

3.5 MATA-Power Optimization 

3.5.1 Problem Formulation: MAC-TSP 

 

The main aim of each user is to minimize its convex cost function subject to MAC-TSP 

constraints. The convex cost function consists of the next step average SINR deviation (i.e., 

user centric) and the next step average aggregate network MACI (i.e., network centric) falling 

in the BLVN set [12]  

 

                   ( ) ( ) ( )
2

2

1 2
min 1 1

e E e e E e e E
J k k q kω ω∈ ∈ ∈= ∆ + + +                                       (3-12) 

 

      Subject to:   ( ) { }0,1e Ex k∈ ∈  e E∀ ∈ , 1,. . . ,k K= ,                                             (3-13) 

 

                               ( )
( )

( )
( )

1r i

i r

i r E r i E

x k x k
→ ∈ → ∈

+ ≤∑ ∑   ,i r V∀ ∈ , 1,. . . ,k K= ,                    (3-14) 

 

                                         ( )0 1e E kρ ∈≤ ≤  e E∀ ∈ , 1,. . . ,k K= ,                                      (3-15) 

                                    ( ) ( ) ( )1 1 1
e E max max

e E e e E e E emax

T

d
p x k p k p x k

R

ν

∈

∈ ∈ ∈

 
+ ≤ + ≤ + 

 
,                (3-16)                                                                                   

                                      ( ) ( )1 1 1max maxzr
zh zh zh zhmax

I

d
p k p p x k

R

ν  
 + ≤ − − + 
   

.                        (3-17) 

 

        Here, the next step average SINR deviation and interference are given respectively, by 

 

( ) ( )1 1
e E e E e E

k kγ β∈ ∈ ∈∆ + = − + ,                                                (3-18) 

                                                  

( ) ( ) ( ) ( )1 1 1 1
e E e E e E e E

q k q k p k G k∈ − ∈ ∈ ∈+ = + + + + .                         (3-19) 

 

These cost function components are weighted by the network and/or application generated 

scalars 1eω  and 2eω . The weights determine whether a user is self-centred, network-centred or 
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a trade-off between the two. The instantaneous SINR at the receiver r  when a signal is 

transmitted by sender device i  at the beginning of time k  is given by 

 

( )
( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( )

r r r

i i i ir

i m r m

l l l rl m i r

S p k G k x k
k

p k G k x k k
β

η
→ ≠ →

=
+∑

,                         (3-20) 

 

where 
iS  is the spreading gain (or the bandwidth expansion factor) of the spread-spectrum 

system, ( )r

ip k  is the transmission power emitted by i  on link ( ),i r , ( )r

iG k  is the gain of the 

radio channel between i  and r , 
rη  is  the thermal noise at receiver r . 

     Constraint (3-13) is a binary constraint that indicates concurrent transmission of link 

e E∈ with other links in the co-channel BLVN set. Equation (3-14) implies that each device 

is active in, at most, one link in each iteration slot, while constraint (3-15) depicts a 

pessimistic successful transmission with probability zero and an optimistic successful 

transmission with probability one. Equations (3-16) and (3-17), respectively, are the 

necessary and sufficient conditions for a successful transmission under the protocol 

interference model (PrIM) [57]. Parameters,ν , ed , max

TR  and max

IR  are the path-loss exponent, 

transmission distance, the maximum transmission and interference ranges, respectively for 

link e E∈ . 

 

Proofs for equations (3-16) and (3-17) can easily be derived by extending analytical results in 

[239]. In particular, a link e E∈  considers its transmission to be successful if and only if the 

receiver device r  falls within its transmission range but outside the interference range of a 

concurrent transmitting link ( ),z h E∈ . Equation (3-16) offers a practical minimum power 

level that can be chosen for a channel probing mechanism [253]. It should be noted that PrIM 

constraints result in poor space re-use (i.e., a low network density). Reducing this 

transmission range through power control significantly improves the network capacity [57].    

  

3.5.2 Optimal Controller Gain Analysis 

 

Let the decentralized power adjustment law that minimizes the cost function in (3-12) and 

satisfies MAC-TSP constraints be given by     
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( ) ( ) ( ) ( )1 ,e E e E e E e E e Ep k p k k q kα∈ ∈ ∈ − ∈ − ∈+ = + p  ,                               (3-21) 

 

    where ( )e E kα ∈  represents the distributed power controller gain, analysed in theorem 3.2. 

   

Theorem 3.2 [108]: From the distributed cost function (3-12), if ( )eJ α is convex on a convex 

set C , then ( )eJ α has at most one local minimum. If such a minimum exists, it is also a 

global minimum for users in the BLVN set and is attained on a convex set. 

 

Proof: Suppose there is a local minimum at a point ( ) ( ){ }22

1 2arg mine e e e e e eqαα ω α ω α∗ = ∆ +  

with 2 1/e e eω ω ω� . For any e eα α=  in C , by definition of a local minimum and convexity of 

( )eJ α  [254], we have 

                                ( ) ( )( ) ( ) ( ) ( )1 1
e e e e e

J J J Jα λ α λα λ α λ α∗ ∗ ∗≤ − + ≤ − + ,                  (3-22)    

 

for λ  a sufficiently small positive number. From the extremes of (3-22) we have 

 

( ) ( ) ( ) ( )1
e e e

J J Jα λ α λ α∗ ∗≤ − +  ,                                           (3-23) 

( ) ( )e e
J Jλ α λ α∗ ≤   ,                                                                   (3-24) 

 

and since 0λ > , then ( ) ( )e e
J Jλ α λ α∗ ≤ , which implies ( )e

J α ∗  is a global minimum by 

definition, as eα  is any point in C [108]. 

 

If eα ∗  and eα �  are two points at which ( )eJ α  attains its minimum value 0z , then for 0 1λ≤ ≤  

 

  (3-25) 

 

  Hence, ( )eJ α  also attains its minimum at ( )1e e eα λ α λα∗= − + �  and thus the set of solutions 

is convex. 

�  

( )( ) ( ) ( ) ( )0 0
1 1

e e e e
z J J J zλ α λα λ α λ α∗ ∗≤ − + ≤ − + =� �
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       It should be noted that a unique fixed point p
∗ can be achieved if the adaptive control 

gain ( )e kα  can be optimum for all e E∈  in the BLVN network. This optimum point may be 

derived from: ( ) ( )arg mine l E lk J kα ∗
∈= [45]. 

 

Corollary 3.1: For a link executing the power iteration in (3-21), the optimum controller 

gain (OCG) ( )e E kα ∗
∈  in the kth iteration can be written as 

 

( )
( ) ( ) ( ){ }

( ){ }

2

2

1 1

1 1

k e e E e E e E e

e

k e e E

A q k q k p G k
k

B q k

ω
α

ω

− ∈ − ∈ ∈∗

− ∈

− + + +
=

+ +
,                           (3-26) 

                                                                                                                                                  

where 

  ( ) ( )
2

1k e E e E e E e EA q k p G kγ− ∈ ∈ ∈ ∈= + − ,                                (3-27)                                                                              

( )k e E e E
B G q k∈ − ∈= ,                                                                    (3-28)                         

2 1/e E e eω ω ω∈ =  .                                                                                (3-29) 

 

       From equations (3-18), (3-12) and (3-29) the notations e Eγ ∈ and  e Eω ∈   are respectively, 

the target SIR value and the application priority based non-negative weighting factor for the 

minimization of the objective function in (3-12).   

      It should be noted that the weighting factor ( ) 0e kω ≥  and the MAC-dependent TSP 

( )0 1e kρ≤ ≤  are locally assigned to each node depending on the MATA states and traffic 

applications [12]. 

 

  Proof: The outline of the proof is as follows: If we substitute the value of ( )1ep k + in (3-18) 

and (3-19) with the expression in (3-21) and evaluate the first partial derivative of (3-12) with 

respect to ( )e E kα ∈ , and set the result to zero, we obtain the result in (3-26).  

�  

Corollary 3.2: Given the BLVN set, each user’s power update given by (3-21) is globally 

optimal with respect to the minimization of the decentralized constrained nonlinear function 

(3-12) consisting of the average SINR deviation and average MACI. 
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Proof:  Using the Karush-Kuhn-Tucker conditions [108], it is possible to solve the 

constrained nonlinear programming problem in (3-12).  Suppose the protocol constraints (3-

13)-(3-15) hold, then 
eα ∗  is a solution to the convex-programming problem ( )eJ α  with the 

predicted power value  ( )1ep k +  bounded by the minimum and maximum if and only if 

Lagrange scalars 1π  and 2π  exist such that ( ),
e j

α π∗ ∗  is a solution to the saddle point problem 

[254]. 

�  

Consequent Proof (Saddle Point) :  It is well known from [108] that the saddle point 

conditions are sufficient to ensure that  eα ∗  is a solution to the convex-programming problem. 

The saddle point problem is given by 

( ) ( ) ( ), , ,
e e e

F F Fα π α π α π∗ ∗ ∗ ∗≤ ≤  with 
eα−∞ < < ∞  and [ ]1 2, 0π π π= ≥  and ( ),

e
α π∗ ∗  is the 

saddle point.  

First, substitute the power iteration in (3-21) into constraints in the (3-16) then obtain new 

constraints defined as 

                                    

      ( ) ( ) ( )max

1
/ 0

e e e e e e
p p qα α− −− + ≤p� � ,                             (3-30) 

  

    ( ) ( ) ( )min

2
/ 0

e e e e e e
p p qα α− −− − ≤p� �   ,                           (3-31) 

Given that 

                          ( ) ( ) ( )
2

1

,e e j j e

j

F Jα π α π α
=

= +∑ �  .                                           (3-32) 

We have from the saddle point definition that  

 

                    ( ) ( ) ( ) ( ) ( ) ( )
2 2 2

1 1 1

e j j e e j j e e j j e

j j j

J J Jα π α α π α α π α∗ ∗ ∗ ∗ ∗ ∗

= = =

+ ≤ + ≤ +∑ ∑ ∑� � � .   (3-33) 

 

For the left hand inequality of (3-33) to hold for all 0π ≥ , we must have both ( ) 0j eα ∗ ≤�  

for all j  and ( )
2

1

0j j e

j

π α∗ ∗

=

=∑ � . We demonstrate this as follows. The left hand inequality is  
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                                           ( ) ( )
2 2

1 1

j j e j j e

j j

π α π α∗ ∗ ∗

= =

≤∑ ∑� �    .                                            (3-34) 

     If some ( ) 0
j e

α ∗ >� , then a corresponding 0jπ >  can be chosen large enough so that the 

inequality (3-34) does not hold. Therefore, ( ) 0
j e

α ∗ ≤�  for all j . Since 0eα ∗ ≥  for all 

transmission power sequence ( ){ } 0ep k ≥ , one concludes that eα ∗  satisfies the constraints of 

the (3-31) of the convex-programming problem.  

     Also as (3-34) must hold for 0π = , we have ( )
2

1

0 j j e

j

π α∗ ∗

=

≤ ∑ � . But as 0π ∗ ≥ , all 

( ) 0
j e

α ∗ ≤� ; then ( )
2

1

0j j e

j

π α∗ ∗

=

≤∑ � , which implies  ( )
2

1

0j j e

j

π α∗ ∗

=

=∑ � . Thus either 0jπ ∗ =  or 

( ) 0
j e

α ∗ =� , or both equal zero. 

Similarly, from the right hand inequality of (3-33) we obtain  

                                             ( ) ( ) ( )
2

1

e e j j e

j

J Jα α π α∗ ∗

=

≤ +∑ �  for all 0eα ≥ . 

 Since 0π ∗ ≥ , ( ) ( )e e
J Jα α∗ ≤  for all eα−∞ < <∞  from which one concludes that 

( ) 0j eα ≤� . Consequently, with ( ) 0
j e

α ∗ ≤� , 
eα ∗  is a solution to the convex programming 

problem.   

�  

    

3.5.3 Optimal Controller Power Analysis 

 

It should be noted that the global optimal MATA power adjustment law in the BLVN set is 

defined as [45] 

 

( ) ( ) ( )1k k+ = + +p I A p b ,                                            (3-35) 

Subject to: ( ) ( )1lower upperk≤ + ≅ Γ ≤p p p p .                                 (3-36) 

 Here,  
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 1 1 1 2 1 1 3 1 1

2 2 1 2 2 2 2 2 3 1 2

1 2 3

. . .

. . .

. . . . . . . . . . . . . . .

. . . . . . . . . . . . . . .

. . .

N

N

N N N N N N N N N

g k g k g k g k

g k g k g k g k

g k g k g k g k

α α α α

α α α α

α α α α

∗ ∗ ∗ ∗
↔ ↔ ↔ ↔

∗ ∗ ∗ ∗
↔ ↔ ↔ ↔

∗ ∗ ∗ ∗
↔ ↔ ↔ ↔

 
 
 
 =
 
 
 
 

A

( ) ( ) ( ) ,r i

i r i rg k g k g k i r V↔ = = ∀ ∈ , 

 

and       
1

. . . . . . T

N
α η α η∗ ∗ =  b . 

                                                               

Theorem 3.3: If the optimal gain vector ∗
α  is unique then it implies that power update 

function ( )Γ p has a unique fixed point at the optimal power vector ∗p . 

 

Proof by contradiction: Suppose a
α  and b

α  are two distinct fixed points at a  and b  for all 

[ ]1 2, , . . . , T

Nα α α=α  at the same time. Thus, from (3-35) and (3-36), the following 

properties can be defined: 

 

                                       + ≤ +I A I A ,                                    (Triangle Inequality) 

( ) ( )0 1,
T

i jg k↔+ > < ≤I α G 0  

                                       >b 0         where   0η > ,                          (non zero)  

                                        0iα⇒ ≠       1, 2,. . .i N∀ = .                       (non zero)                                

                                        ( ) ( )a b
f f≥α α  if  a b≥α α ,                         (monotonicity)                      

                                                 ( ) ( ) 1f fδ δ δ> ∀ >α α ,                            (scalability)       

                             

  Let us assume that there exists j  such that a b

j jα α<  for all j . Correspondingly there exists 

1δ >  such that a bδ ≥α α . Thus, there exists for some j , a bδ =α α . The monotonicity and 

scalability implies: 

 

( )b b

j j
f α=α ( )a

j
f δ≤ α . (3-37) 
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( )a a

j j
f δ δ α=α ( )a

j
fδ< α . (3-38) 

 

   The result in equations (3-37) and (3-38) implies that  a  and  b  are two distinct points. 

Thus, there can be no more than one solution of ∗
α  at the same time. Furthermore if wireless 

channels hold their states in the duration of the power control, then ∗
α can be unique with 

exact solution as shown in (3-26).  From theorem 3.3, having shown that ∗
α is unique, then 

the proof that ( )Γ p   has a unique fixed point at ∗p  can be found in [149]. However, the 

uniqueness of ∗p  does not necessarily imply the feasibility of the power vector  ( )Γ p  in a 

contention and collision environment [50]. In such situations, the MATA based DPC 

algorithm becomes necessary. That is, each sender aware of the TSP constraints may decide 

whether to transmit at a certain time using a controlled degree of power in such a manner that 

the aggregate MACI component of the objective function in (3-12) is minimized. The 

remaining sender nodes can then attain feasible power solutions via the execution of 

transmission power iterations, i.e., ( ) ( )0 1 . . .≥p p  if ( )0 0>p . Hence, the feasibility 

implies monotonicity [254].   

�  

 Lemma 3.1: If p  is a feasible power vector for all nodes, then ( )Γ p  is a monotonically 

decreasing sequence of feasible power vectors that is lower bounded by the minimum power 

and ( )Γ p  converges to a unique fixed point 
∗p . Conversely starting from ( )0 0=p , then 

( )Γ p  is a monotonically increasing sequence of power vectors that is upper bounded by a 

unique fixed point ∗p .     

 

The proof is developed in [149] and extended in [50].  

                             

�  
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3.5.4 Problem Formulation: GCOM 

 

It should be noted that MAC-TSP models consist of interactions between the physical and 

MAC layers. However, the transmission power level impacts on connectivity range and hence 

multi-hop routing decisions. This is a generalized view of a cross-layer design problem. 

       Suppose ( ) ( )( )1 |i iu p k k+ y , denotes the probability that user i  dynamically chooses 

transmission power value ( ) ( )1 1ip k k+ ∈ +p  in the next time period given cross-layer 

information ( ) ( )k k∈y Y  describing the MATA state and application constraints. Then, the 

generalized cross-layer occupation measure (GCOM) of user i  knowing the dynamic power 

control policy is given by 

                                                     

  ( )( ) ( ) ( )( ), 1 1 |iu

i i i i ip k k u p kρ ρ+ = +y y  ,                                  (3-39) 

 

for all iu

iρ ∈ρ . Such a measure gives the steady state probability information that the system 

is in state ss ss∈y Y  and the transmission power ss ss

ip ∈p  is chosen [255]. The compliment of 

the GCOM is defined as, 1i iu u

i iρ ρ= − . The corresponding power policy 
iu U∈  can be 

obtained by 

( )( )
( )( )

( )

,
|

,

i

i

i

u

i i

i i u

i i

p k
u p k

ρ

ρ
−

−
∈

=
∑

p p

y
y

y p
.                                               (3-40) 

 

 For a given policy and the corresponding GCOM presented in equations (3-40) and (3-39), 

an average power minimization problem in terms of a convex cost function, subject to a set of 

cross-layer constraints, is given by [12]: 

 

        ( )( ) ( ) ( )
2 2

1 2Min : 1 1i i i i i i
u U

J u k k q kω ε ω
∈

= + + + ,                    (3-41) 

                                Subject to:  

         ( )min max1
i i i

p p k p≤ + ≤ ,                                             (3-42) 

                ( ) 2 1/ 0i i ikω ω ω= ≥ ,                                                         (3-43) 

          ( )0 , 1iu

i ipρ≤ ≤y .                                                      (3-44) 
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      Here,  

                     ( ) ( )( ) ( )1 1 ,iu

i i i i i
k k pε γ γ ρ+ = − + y ,                                   (3-45) 

 

where (3-45) denotes the user centric objective function. It measures the quality of the 

received signal for a user as in (3-18). The space average aggregate interference powers are 

given by 

  

                   ( ) ( ) ( ) ( )( )( ) ( )1 1 1 1 ,iur

i i i i i iq k q k p k g k pρ−+ = + + + + y .                   (3-46)  

                                                                                

     Expression in (3-46) models the network centric objective function. It measures the impact 

of the power chosen by a user on the transmissions of other network users. Since (3-41) 

presents a cost function problem to each user’s decisions, the expectations in (3-45) and (3-

46) are taken with respect to iu

iρ ∈ρ . The decentralised network state space average DTPC 

algorithm can now be given by  

 

                         ( ) ( ) ( ) ( )( ) ( )1 , ,iu

i i i i i i i
p k p k k q k pα ρ∗

− −+ = + p y .                         (3-47)  

  

The objective weight function, ( )i
kω can be defined as ( ) ( )

1
max /

i i
k p Rate of iω

−

= . The 

weight function depicts the delay sensitivity measure of the application. That is, depending 

on the priority level of application traffic, each user can either adapt its power in a greedy 

manner (so that the first term of (3-41) is minimized) or in an overly energy-efficient manner 

(so that the second term of (3-41) is minimized). In practice, delay sensitive traffic 

applications enjoy higher priority than bursty traffic applications. Thus, each node must 

generally evaluate the weight as   

 

If ( )
0, delay sensitive applications

, non delaysensitive applications

0 , otherwise,a trade-off

i

i

kω

ω




= ∞
 < <∞

  .                              (3-48) 
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3.5.5 Summary of MATA Based Algorithm 

 

Based on a given GCOM, and on both the user and application constraints, each node 

executes a dynamic power control algorithm: 

  

          If ( )kiu

iρ

( )

( )

( )

min

max

min max

0 select 1

1 select 1

otherwise select 1

i i

i i

i i i

then p k p

then p k p

then p p k p

 + =


= + =


< + <

.                          (3-49) 

 

The details of this contribution can be found in our publications [23, 45, 47, 49]. 

It is worth noting that the MATA based algorithm provides a correction mechanism for the 

problem of overly greedy algorithms
1
. That is, any user i experiencing ( ) 0iu

i kρ =  will 

autonomously go onto power-save mode while causing no interference to an actively 

transmitting user r ij V V∈ ∪  in state ( )1jx k + . Conversely, with ( ) 1iu

i kρ = , the sender user 

i can transmit with up to maximum power, taking advantage of the favourable link 

condition. However, due to the inherent interference caused to the rest of the network users, 

the voluntarily relaying nodes may choose to isolate such a persistent interferer. This decision 

may prompt the transmitting user to lower its transmission power. Consequently, the network 

may eventually become socially stable in the long run as depicted by simulation results in 

Section 3.6. 

 

3.6 Performance Evaluations 

3.6.1 Simulation Tests, Results and Discussions (MAC-TSP) 

 

 For performance tests, MATLAB
TM

 version 7.1 [256] was used, to simulate realistic physical 

layer wireless radio and MAC layer conditions, which are often simplified in idealized 

network simulators. Up to fifty mesh nodes were placed randomly within a 1000 x 1000 m
2 

area, i.e., a size big enough to deploy a multi-hop network. Each node was assumed with a 

transmission range of 250 m and the maximum interference range of 500 m. Performance 

metrics were evaluated by Monte Carlo simulations for 60 independent runs for each random 

                                                
1 An overly greedy algorithm refers to users simultaneously adapting their transmission powers to maximum values, 

causing excessive MACIs in the network. 
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network configuration or instance. For all network configurations, it was assumed that all 

nodes have at least one neighbour, and that there were considerable channel contention and 

collision problems. Such problems could be resolved by employing distributed time-slotted 

signalling and the bi-directional signalling (or the TSP) exchanges. Packets arrive at the radio 

link queues according to independent Poisson processes. Packet sizes are 1000 bytes, data 

rate of 2 Mbps, code spectrum gain of 128 (i.e., for simulation purposes only). A channel 

bandwidth of 10 MHz was assumed, as was a typical carrier frequency of 2.4 GHz for 

calculating the signal wavelength for channel gain. Modulation and channel coding 

techniques were employed as in [257].  It was further assumed that every node has a 

maximum transmission power (Pmax) of 1000 mWatts and a minimum transmission power of 

0 mWatt. The propagation path loss model exponent and a white Gaussian noise (AWGN) 

were also assumed to be 4 and 0.001 mWatts respectively.   

    In Fig. 3.4, performance tests of the optimally designed per link or user power control gain 

as a function of estimated channel states demonstrates that when priority based weighting 

factor is zero (i.e., greedy strategy) and the channel condition is poor for the purpose of 

transmission then the gain is a large positive value that decreases exponentially when the 

channel condition improves. This can be explained as follows. In a bad channel condition and 

with a zero weighting factor, a mesh radio link or user computes a greedy based optimal 

transmission power level. This is in order to overcome channel barriers, consequently 

achieving a user-centric target QoS. However, such greedy power level adjustments result in 

a high energy source depletion and also cause additional interference to other co-located 

network users. As the wireless channel conditions become more favourable for packet 

transmission, such a user lowers the optimal controller gain (OCG), suggesting a low optimal 

transmission power level. In favourable channel conditions, OCG ensures that the 

transmission power remains stable during steady state time. Also evident from Fig. 3.4 is that 

the OCG approaches a zero from negative when the weighting factor is a positive large value 

(i.e., energy-efficient strategy). This means that each user, in a bad channel chooses to 

become energy-efficient and lowers its transmission power significantly. In fact, in a 

persistent bad channel condition, such a user may eventually switch off its transmission 

power and opt-out of transmissions. As the channel condition becomes more favourable for 

packet transmission, an energy-efficient user will set a near positive value to the parametric 

OCG and consequently attain a stable value for the transmission power level. 

    In Fig. 3.5, the impact of changes in the MAC probability (MAC-TSP) on the autonomous 

link optimal power control gain at different objective function weight factors is depicted. At 
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different transmission scheduling probabilities, each interface autonomously chooses the 

value of the weight factor from a non-negative real range and determines a stable level for the 

OCG factor. In each time slot the dynamic transmission power is executed until it reaches a 

steady state. At the beginning, an interface uses a probing power level to gather various 

aspects of local network information including interference, channel conditions and PHY-

layer information. The interface utilizes such information to evaluate the MAC-TSP. The 

reliability of the MAC-TSP depends on the conditions of the wireless channel at any given 

time. If the MAC-TSP value is low then the wireless channel condition is unreliable for 

successful transmission and vice versa. At a zero weighting factor, Fig. 3.5 illustrates that the 

OCG factor falls rapidly from a high positive value to a near zero level, that is, defined as a 

stable region as the MAC-TSP value increases. This implies that the OCG factor tracks the 

channel uncertainties exponentially faster in order to reach the stable region. However, at a 

unity weighting factor, a marginal gain response was noted, that is, the OCG factor falls from 

a sufficiently large positive value to a negative region and rises monotonically to a stable 

level. If the weighting factor was taken to be a large positive value then the MAC-TSP versus 

OCG curve rises monotonically from a large negative to a stable equilibrium region. The 

observations are due to the fact that an interface decision to select a zero weighting factor 

allows such an interface to autonomously attain its desired QoS in a time-competitive 

environment. It is thus, a desirable decision for delay-sensitive QoS applications such as 

voice traffic. However, the decision incurs a high energy depletion cost. On the other hand, 

deciding on a non-zero weighting factor implies that the primary goal is to conserve 

individual energy and to reduce overall network interferences. Such decisions are tolerable by 

data traffic applications. However, energy-saving decisions may face starvation conflicts, 

particularly when a device fails to resolve its starvation problem in a number of transmission 

trials. The impact of this is evidenced in increased queue congestions. 
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    In Fig. 3.6, the parametric OCG graph smoothly tends to a zero value from a large 

negative, with an increase in MACI levels when the link is energy efficient or delay-

insensitive. This implies that, irrespective of the choice of the initial transmission power in 

each radio link, an energy-efficient radio link attempts to maintain constant and low 

transmission power levels even as others introduce excessive interferences in the network. At 

20 mWatts of MACI powers, the parametric OCG is noted to be about -15 when the initial 

probing power is 60 mWatts and about -60 when the initial probing power is 100 mWatts. 

This implies that the initial choice of the transmission power at a node exerts significant 

effects on the value of the parametric OCG. For a given interference level against an energy-

efficient user, the higher the initial power, the larger the magnitude of response of the control 

system to stability region. That is, the high valued gain suppresses possible energy 

dissipations. Negative signs of the OCG suggest a reduction in the initial transmission power 

from high to low levels if a user decides on an energy-efficient strategy. 

   However, the greedy user’s OCG versus MACI at different initial transmission powers is 

depicted in Fig. 3.7. The values of OCG fall as MACI increases. The fall from the user point 

of view is explained as follows. Low MACI ensures a high degree of freedom in selecting the 

power level it will use. Conversely, high MACI suppresses this freedom; hence a fall in the 

OCG factor. At 10 mWatts of the MAI powers, the parametric OCG was noted to be about 

100 when the initial transmission power was 60 mWatts and about 200 when the initial 

transmission power was 100 mWatts. This implies that for a given MACI level and high 

initial powers, a greedy radio link increases its power selection rapidly in order to attain the 
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desired system stability. High transmission power decisions suppress MACI effects at the 

receiver, yielding reliable receiver decoding estimates. However, suppressing MACI effects 

at the receiver is a greedy behaviour that results in extra interference for other network users. 

   For different SINR thresholds or target values, five senders’ transmission power iterations 

and the corresponding received SINR responses are illustrated in Figure 3.8 which depicts 

that for a random choice of the weighting factor of the designed cost function, that is, 

between zero and any positive large value, the transmission power iterations converge fast to 

a nearly fixed point, that is, after three sample epochs in sixty sample epochs of the total 

simulation time. Furthermore, all radio links can be noted to have met their target QoS, that 

is, each link has its received SINR as being above the SINR threshold. This implies that in 

this simulation run, the channel condition is favourable for successful transmission. 
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    Figure 3.9 depicts an autonomous DTPC policy in which a scalable MAC-TSP is 

incorporated in the model. It was noted that links 2, 4 and 8 demonstrate transmit power 

savings aperiodically between time 17-24 seconds and time 40-60 seconds. That is, if such 

links can compute their scheduling rates independently, they are able to determine whether or 

not to transmit at the optimal power level. Link 6 performs independent CCA and finds 

favourable network conditions. Link 6 then joins the network at these periods. In this manner, 

network capacity can significantly improve via the admission of other network users. The rest 

of the links execute iterative power selection throughout the steady state time. From the 
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network perspective, autonomous sleep, wake-ups and power selection procedures improve 

capacity and power savings. 
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     In order to investigate the impact of the MAC-TSP based DTPC on throughput 

performance, additional simulation parameters were specified as: time slot duration = 100 

msec, data packet duration = 80 msec, packet arrival rates were 12.8, 51.2, 89.6 and 128 

packets per second, and the simulation time = 60 seconds.  

     Fig. 3.10 shows the impact of autonomous adjustment of the transmission power on the bit 

reception probability at different network traffic loads. Assuming independent MACI at each 

sender- receiver pair, the bit delivery ratio-power curve is a monotonically increasing curve. 

Such observation depicts a greedy algorithm in which case, each link strives to increase its 

transmission power in order to attain a reliable connection with its receiver. If the MACI and 

the traffic arrival rates are low then increasing the sender power yields a successful bit 

delivery ratio.  However, the bit delivery ratio degrades for a high network traffic load. This 

implies that at high packet arrival rates, there are high multiple transmissions and collisions 

that degrade the bit reception probability. A similar observation can be reported for results in 

Fig. 3.11. That is, Fig.  3.11 illustrates that at different packet level arrival rates, the packet 

delivery ratio-transmission power curve monotonically increases. However, the power 

demand to send packets reliably to the receiver is high, that is, with a highly successful 

probability of delivery. In particular, over 20 mWatts, 40 mWatts and 60 mWatts of 

transmission power were needed, respectively to transmit 51.2, 89.6, 128 packets/s of the 

traffic load. 
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 In Fig. 3.12, a comparative performance analysis of average transmission powers after 

convergence is depicted. In general, the average transmission power drops exponentially as 

the number of sender users increases. However, the proposed cross-layer based dynamic 

power control (i.e., MATA-DTPC) indicates more power savings than the recently proposed 

iterative methods [12, 50]. In Fig. 3.12, 50% more power saving is evident at 15 users 

compared to the common base station-based method. This implies that the proposed method 

allows for network density scalability without sacrificing throughput performance. 
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       Figure 3.13 reveals the average link throughput performance with respect to the network 

density in a square kilometre area. In the simulation, fixed locations of source devices and 

destination devices were assumed. The average steady state transmission power was used to 

send DATA packets between any two sender-receiver pairs or users in a local neighbourhood. 

Sources which could not reach their destinations when using steady state transmission powers 

did so through multiple hop packet forwarding by intermediate hops. The rate of packets that 

successfully reached the intended destination was measured and considered as the average 

link throughput. The same simulation environment was run for multiple interference 

estimation-type algorithms for unicast and multicast traffic connections [50].  

The simulation results show that the average throughput performance degrades as the 

network becomes denser. This implies that collisions and interference are more likely when 

the network density grows larger. However, if each link possesses sufficient medium access 

information, then throughput can be improved significantly. In other words, the choice of 

optimal transmission power to use for a reliable successful reception depends on the PHY-

layer parameters and concurrent activity of the network in the neighbourhood. Simulation 

results show that the MATA-DTPC method improves throughput performance compared to 

certain conventional algorithms.   

3.6.2 Simulation Tests, Results and Discussions (GCOM) 

 

For simulations, similar settings as in the case of MAC-TSP method are assumed. The power 

specifications of Pmax = 50 mWatts and Pmin = 0 mWatt, were assumed. In all simulation 

runs, we observed a monotonically increasing sequence of power response that converges to a 

fixed point. The GCOM based DTPC results in a stable SINR condition in the time limit at 

steady state.  

  In particular, for different target SINR thresholds, the transmission powers update, regarding 

five senders and the corresponding received SINR response, are depicted in Fig. 3.14. Figure 

3.14 shows how five greedy sender nodes, that is, =ω 0 , adjust their transmission powers via 

the optimum control gain ∗
α in order to attain respective SINR, [ ]4,5,6,7,8=γ . If the 

GCOM is [ ),=ρ 0 1  for all senders, then each greedy sender attempts to increase its own 

transmission power selfishly and cause interference to the rest of the network users. Greedy 

optimal network users aim at achieving the target QoS. Thus, this method is rendered 

appropriate for delay sensitive traffic while still maintaining appropriate network scalability. 
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      Figure 3.15 illustrates an energy-efficient transmission power adjustment performance 

and the corresponding received SINR performance. Each sender keeps its transmission power 

low enough relative to the perceived MACI powers by allocating itself ( ) 100
i

kω =  and 

target SINR threshold values, assuming these are the same as shown in Fig. 3.14. The energy-

efficient method result indicates that at a steady state more power saving occurs than that of 

the greedy method as depicted in Fig. 3.14. However, target SINR thresholds are not attained 

owing to low power modes.  Lower power modes lead to network disconnectedness and poor 

network capacity performance [258]. However, the power saving method may be appropriate 

to bursty traffic applications which are tolerant of delays. 
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Figure 3.14: Transmission power execution for greedy users 
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Figure 3.15: Transmission power execution for energy-efficient 

users 
 

 

  In Fig. 3.16 a random joint greedy and energy-efficient power control performance is 

depicted. This is useful in balancing power savings and throughput performance. The results 

depict the scenarios of active and inactive transmission states during a certain common 

period. The benefits are controlled excessive network interferences and enhanced co-

existence feasibility within a given deployment location.  

    Figure 3.17 illustrates simulation results for a non-zero GCOM ( 0 1i
u

iρ< ≤ ) incorporated in 

a greedy and energy-efficient DTPC method. In Fig. 3.17, sender 4, at the beginning of 

simulation, adjusts its transmission power to a value sufficiently minimal to achieve the target 

SINR threshold in the steady state. At a later time, say after 38 seconds, sender 4 chooses to 

opt-out of the network participation when an unfavourable channel condition arises. Sender 1 

chooses to stay active in the network throughout the power control convergence and 



 Chapter 3: Single Channel Network: MATA-DTPC Scheme   

- 94 - 

continues to achieve the target QoS. The rest of the users remain inactive throughout the 

duration of the power control convergence and the transmission of a packet. 
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5 are energy-efficient. 
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Figure 3.17: TSP based greedy and energy-efficient 
 

 

 Figure 3.18 depicts an average feasibility rate per network scenario versus the number of 

admitted sender users. The average feasibility rate (feasibility probability) indicates how 

many senders can be active simultaneously in a specific area without causing MACI 

significantly, that is, a case when the power vector ( )1k +p  converges to a unique fixed 

solution ∗p . Infeasibility implies that no successful transmission can be obtained and that the 

transmission power vector ( )1k +p  does not attain convergence to ∗p in the long run. As 

shown in Fig. 3.18, the feasibility probability drops sharply as the number of simultaneous 

active senders increases. However, the proposed algorithm (i.e., based on the GCOM model) 

can accommodate slightly more active users than certain recently proposed algorithms [12, 

50]. This is significant in improving the WMN capacity. 
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Figure 3.18: Feasibility probability versus number of senders 
 

 

3.7 Chapter Conclusions and Remarks 

 

In this chapter, a new decentralized dynamic power control (DTPC) scheme based on 

multiple co-channel access transmission awareness (MATA) has been proposed. The MATA-

DTPC scheme is suitable for Wireless Backbone Mesh Networks (WBMNs) equipped with 

single radios operating on single channels. Two MATA-DTPC models have been formulated. 

Both are based on joint user-centric and network centric objectives. The first one was referred 

to as the medium access control dependent transmission scheduling probability (MAC-TSP) 

model that contains a convex cost function subject to MAC protocol constraints. The second 

one was referred to as the generalized cross-layer occupation measure (GCOM) model with a 

convex cost function subject to general cross-layer information interactions. Both models are 

managed at the Link-Layer. 

   Analytical results revealed that the DTPC scheme possessed optimal controller gain and 

transmission power value for each decentralized user. Both the gain and transmission power 

values were proved to converge to a steady state exponentially. Several simulation results 

demonstrated that the proposed MATA-DTPC scheme was both optimally greedy and 

energy-efficient depending on the MATA states. There was significant improvement in 

network feasibility, scalability and average throughput when the MATA-DTPC was 

compared with recent leading contributions. 

  The key contributions of this chapter are two-fold: Firstly, a generalized DTPC model has 

been derived, independent of medium access schemes (i.e., TDMA, FDMA, CSMA/CA, 
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CDMA, etc.) and WMN technologies (i.e., IEEE 802.11, IEEE 80.15, IEEE 802.16, etc.). 

Secondly, a scalable joint user and network centric DTPC strategy has been developed. 

   However, the MATA-DTPC scheme applies to single radio networks. Typically WBMNs 

are configured with multiple radios with access and route functionalities. Chapter 4 therefore 

discusses the DTPC scheme suitable for such networks. 
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Chapter 4  

Multi-Radio Multi-Channel Wireless 

Networks: PMMUP Scheme 

 

4.1 Introduction 

 

 

This chapter addresses the problems of transmission power control in multi-radio multi-

channel (MRMC) wireless networks. Such networks demand high energy resources during 

operation. The co-located radios and wireless channels experience cross-channel interference 

that degrades network capacity. Even if the signals are orthogonal when transmitted, the radio 

channel may affect this orthogonality. Time delays and lack of synchronization in the entire 

network as well as fading and other effects violate the orthogonality. Under these conditions, 

the receiver risks interference effects from adjacent channels. The MRMC configuration also 

introduces topology control problems arising from the increased dimension of non-

overlapping channels and connectivity scenarios. In order to address interference problems 

and improve spectrum efficiency, several approaches have implemented channel assignments 

[20, 259, 260]. Also, topology control related problems have been addressed [59, 261]. 

However, such conventional approaches have assumed that high performing nodes are not 

subjected to power constraints. That is, all nodes are plugged into electrical power outlets 

during operation. Despite numerous recent works on joint power control and channel 

assignments [60, 183], the key emphasis has been placed on the minimization of maximum 

power output constraints. The motivation is to reduce interference and control network 

topology. Moreover, such methods require that the global network power constraints from all 

nodes be available to the central controller [262]. However, major challenges revolve around 

the need for scalability and the utilization of at least one power controlled channel for 

application traffic. This in turn results in the need for high throughput performance without 

compromising power conservation and topology stability [1]. 
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      Therefore, this chapter considers WBMNs utilizing MRMC capabilities. In order to 

achieve the desired energy-efficient network, the MRMC network is first divided into sets of 

unified channel graphs (UCGs). A UCG is defined as a set of radio interface pairs 

interconnected via a wireless medium sharing the same frequency channel. Under the 

decentralized paradigm, each wireless link or a user predicts Link State Information (LSI) 

consisting of signal-to-interference noise ratio (SINR), aggregate interference, packet 

transmission rate and the link connectivity range. The LSI may model network capacity and 

may allow for the evaluation of optimal transmission power signals, that is, each user 

minimizes a quadratic cost function of the LSI subject to the transmission power constraints. 

In order to coordinate the functions of different users, an energy-efficient power selection 

MRMC unification protocol (PMMUP) at the LL is proposed [21, 46, 48, 51, 52]. The 

PMMUP performs a virtual MAC at the LL and connects multiple MACs and radio interfaces 

with the unified higher layers. The PMMUP estimates the MRMC LSI variables and provides 

each user with LSI estimates from other UCGs and the total power constraints at a particular 

node. Figure 4.1 illustrates the basic PMMUP based DTPC scheme for WBMNs. The MRMC 

LSI are estimated and coordinated to each power control system of a particular UCG set. 

Based on MRMC LSI estimates, the optimal power control signals are then obtained for each 

active user. 

   This work leads to two main new algorithms. The first is based on the LSI interaction 

prediction called multi-radio multi-channel LSI interaction prediction (MRSIP) and the other 

is based on the LSI unification prediction called multi-radio multi-channel LSI unification 

prediction (MRSUP). The interaction prediction concerns LSI estimates from lower layers, 

while the unification prediction concerns LSI estimates from both lower and higher layers 

[52]. Analytical results have demonstrated that asynchronous predictions (i.e., MRSIPA and 

MRSUPA) converge rapidly with a linear rate. The rate of convergence depends on the 

chosen iteration interval and the interaction among users of different UCGs. The power 

control system of multi-users is stabilized in the Lyapunov sense. The simulation results 

confirmed the efficacy of the proposed algorithms. The performance of the MRSIPA method 

yielded interesting results. At different traffic loads, this method on average provided 

between 8.11% and 87.87% transmission power saving after the system reached a steady 

state, compared to other related approaches. Also, at different traffic loads, the MRSIPA 

yielded on average between 16.67% and 80.00% throughput gain per node-pair while 

transmitting with steady state powers compared to recent works [41, 45, 183]. The reason for 

significant power saving and throughput gains has been attributed to the fact that MRSIP 
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(asynchronous) has a simple computational structure and low information interaction 

overhead costs across-multiple layers. 
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Figure 4.1: Basic block diagram of PMMUP based DTPC for BWMNs 
 

 

 

Tables 4.1 and 4.2 summarize the definitions of abbreviations and notations used in the rest 

of this chapter. 

 

Table 4.1: Abbreviation 
Abbreviation Description 

ACI Adjacent Channel Interference 

DCA-DPC Dynamic Channel Assignment with Power Control Protocol 

EBIA Effective Band Interference Aware Power Control Scheme 

LSI Link State Information 

MRMC Multi-radio Multi-channel Wireless System 
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MRSIP MRMC LSI Interaction Prediction (Asynchronous and Synchronous)  

MRSUP MRMC LSI Unification Prediction (Asynchronous and Synchronous) 

MUP Multi-radio Unification Protocol 

NICs Network Interface Cards or radio interfaces or devices 

PMMUP Link Layer Power Selection MRMC Unification Protocol 

UCG Unified Channel Graph 

 

 

Table 4.2: Notation 
Notation Description 

iΩ  A set of co-located radio devices in the neighbourhood of user i  

( )1ip t +  The next time-slot transmission power level of user i  

( )iI t�  Effective band interference at both terminals of user i  

( )
i

tx�  LSI interaction vector of user i  

( )i tu  Transmission power input control vector of user i  

( )i ty  LSI available to user i  and coordinated from other channels 

i
tπ  Cross-channel coordinated weight at user i  and time slot t  

i
tφ  Higher layers coordinated weight vector at user i  and time slot t  

H  Effective channel gain of user i  

kP  Idempotent and stabilizing matrix solution to a control problem at time instant k  

F  Feedback regulator matrix of the control system 

 

4.2 Network Model 

4.2.1 Unified Channel Graph 

 

Consider a wireless MRMC multi-hop WBMN  (see Fig. 4.2), operating under dynamic 

channel conditions [142]. Let us assume that the entire WBMN is virtually divided into L  

UCGs, each with a unique non-overlapping frequency channel. Further, let each UCG 

comprise VV N= , network interface cards (NICs) or radio devices that connect to each 

other, possibly via multiple hops [54]. These transmit and receive NIC pairs are termed as 

users within a UCG. Successful communication is only possible within a common UCG; 

otherwise inter-channel communication is not feasible. Thus, each multi-radio mesh point 

(MP) node or wireless mesh router (WMR) is a member of at least one UCG. In practice, the 
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number of NICs denoted as AT , at each MP node is less than the number of UCGs denoted 

as AL , associated with that node, i.e., A AT L< . Each UCG set is represented as l , 

l L∀ ∈ and the entire WBMN is viewed by the higher layers of the network protocol stack as 

unions of all UCG sets, that is, 
1 2 3

. . .
L

l l l l∪ ∪ ∪ ∪ . Utilizing the UCG model, transmission 

power optimization can then be locally performed within each UCG lower level, yet managed 

by the LL. The cross-channel LSI estimates are coordinated by the LL.  Through higher level 

coordination, independent users are fairly allocated shared memory, central processor and 

energy resources [52]. 

 

Ai T∈

B
r T∈

Cd T∈

( )l L i∈

j L∈

 

Figure 4.2: MRMC multi-hop WBMN: 
 

In Figure 4.2, each Wireless Mesh Router (WMR) is assumed to have a single power supply. Node A has AT  network 

interface cards (NICs) and AL  non-overlapping frequency channels. Node B and C have, BT  and CT  NICs, 

respectively. Source NIC i  can communicate with destination device d  through multiple hop relays (routers), i.e., r . 

Devices can randomly switch among different channels so that each channel is maximally utilized during most of the 

operation time. However, the criterion of channel switching depends on the channel with the best channel quality as 

observed by the Link-Layer [41]. 

    

     Based on the UCG model depicted in Figure 4.2, there exists an established logical 

topology, where some devices belonging to a certain UCG are sources of transmission, say 

Ai T∈  and some devices act as ‘voluntary’ relays, say Br T∈   to destinations, say Cd T∈ . A 

sequence of connected logical links forms a route originating from source i . It should be 

noted that each asymmetrical physical link may need to be regarded as multiple logical links 

due to multiple channels [84]. Adjacent channels actively transmitting packets 
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simultaneously cause adjacent channel interference (ACI) owing to their close proximity. The 

ACI can partly be reduced by dynamic channel assignment if implemented without run time 

overhead costs [19]. In this thesis, static channel assignment is assumed for every 

transmission time slot. Such an assumption is reasonable since the transmission power 

optimization is performed only by actively transmitting radios, to which channels have been 

assigned by the higher layers of the network protocol stack. It is pointless setting the time-

scales for channel assignments greater than or matching that of power executions since the 

WMRs are stationary. Furthermore, modern WMRs are built on multiple cheap radio devices 

to simultaneously perform multi-point to multi-point (M2M) communication. Indeed, 

network accessing and backbone routing functionalities are effective while using separate 

radios [6]. Each actively transmitting user acquires the medium through carrier sensed 

multiple access with collision avoidance (CSMA/CA) [263]. Such users divide their access 

time into a transmission power optimization mini-slot time and a data packet transmission 

mini-slot time interval. For analytical convenience, time slots will be normalized to integer 

units { }0,1,2,. . .t∈  in this chapter. 

4.2.2 Adjacent Channel Interference 

 

Let Figure 4.3 depict the interference modelling for a multi-hop UCG.  If during time slot t  

NIC ii∈ Ω  on channel ( )l L i l∈ ∀  randomly selects a transmission power ( )r

i ip t ∈Π  to 

multicast pending packets in its queue ( ) 0iq t >  to a set of relaying devices, say rr∈ Ω  on 

channel ( )l L i∈ , then its transmission interferes with  simultaneous transmissions in its 

neighbourhood (a well known problem of exposed terminals [109]). Terminals, say mm∈Ω  

transmitting to terminal rj∈Ω  (see Fig. 4.3) at time slot  t  cause interference at the receiving 

device r . The net instantaneous co-channel interference (CCI) at the beginning of time slot t  

at device r  is given as in [142]. The net ACI, that is, from Figures 4.2 and 4.3 can be 

modelled as                                                                                              

 

( ) ( ) ( ) ( ) ( )( )
{ }

, ,

, , , , 1 , 1

, 1,..

0, 0
m r

r
m l m l

ACI r j j j j

i l m l im m l im m m l m l

m m i l L j

q x

I t G t c p t c x p t p tδ− − +
∈Ω ≠ ∈ ∈Ω

> >

= + +∑ ∑ ∑
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     ( )
{ }

( ) ( ) ( )( ) ( ), , , , 1 , 1 ,

1, . . . ,
r

r j j j j j

i l i l i l i i l i l r l

l L j
j r

G t x p t x p t p t tδ η− +
∈ ∈ Ω

≠

− + + +∑ ∑ ,                                                 

 

( ) ( ) ( )
{ }

( ), , , ,

1...

ACI r sum

r l i l i l r l

l L

I t G t P t tη
∈

= − +∑ .                                                 (4-1) 

 

    Here, ( ) ( ), ,,r r

m l i lG t G t ∈ℜ  are asymmetrical wireless channel gains from senders m  and i , 

respectively to receiver r  on the lth UCG. The coding orthogonality coefficients at the 

senders are denoted as ( )imc t ∈ℜ  and defined as ( )
1 if i = m

0 otherwise
imc t


= 


. Such codes are 

spread along the common wireless spectrum to permit the interference-limited simultaneous 

transmissions of multiple neighbouring nodes [147]. The transmission activity constraints on 

the frequency channel l are ( ) ( ) { }, ,, 0,1j j

m l i lx t x t ∈ . These constraints describe whether a radio 

device is transmitting or dormant. The thermal noise at the receiver r  is ( ),r l tη ∈ℜ . The 

transmission power leakage factor between neighbouring adjacent channels is 0 1δ≤ ≤ . This 

factor signifies the fraction of the transmission power causing interference between any two 

closely-separated wireless channels. 

 

ii ∈ Ω rr ∈Ω

r
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Figure 4.3: Interference model for ith transmission in a multi-hop UCG network 
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4.2.3 Basic Power Control 

 

Each sender MP node initiates transmission by first gathering neighbour information using a 

fraction of a full or maximum power level known as the probing power level [142]. The 

probing power level is constrained by the amount of energy available at that node. For 

example, with respect to a communication link between a NIC a  and a set of immediate 

neighbours aΩ , the probing power level constraint at a multiple radio node is 

{ } ( ) max

1,... a

i

ab MPi N b
p t p

∈ ∈Ω
≤∑ ∑ , where i  is an ith radio device and N the number of radios at the 

node. In addition to energy-awareness, NICs adapt transmission power levels based on the 

local channel environment ( )( ),
ab ab

p G t t . Conditions of the channel environment are probed 

through a request-to-send and clear-to-send (RTS/CTS) protocol [109]. This protocol allows 

NICs to sense whether the channel between the sender and the receiver pair is busy or not. 

The work in [45] utilized this protocol to extend the closed loop dynamic power control by 

[12]. The new algorithm is based on effective band interference (EBI) [45].  The algorithm is 

referred to as the EBIA and executes as  

 

                        ( )
( ) ( ) ( ) ( ) ( ),

if 0
1

0, otherwise

i i ii r

i

p t t I t q t
p t

α + >
+ =


 ,                             (4-2) 

 

where EBI is denoted as ( ) ( ) ( ) ( ) ( ),
1i ri r

I t I t I tς ς+ −� , for 0 1ς≤ ≤ . Exploiting both 

forward and backward message signalling, each user autonomously estimates interferences at 

both the receiver and sender during each time slot [12, 45] in order that a node can choose 

power levels judiciously so as not to interrupt legitimate active sessions in its neighbourhood. 

Moreover, hidden terminal nodes at the receiver terminal can be exposed to allow the sender 

terminal to select an appropriate transmission power level. Finally, the feedback control gain 

( )i tα ∈ℜ  in equation (4-2) is defined as a time-variant sequence [12] because the channel 

quality is assumed to change from one time slot to the other. The well known Kalman filter is 

utilized to compensate for the channel condition uncertainties [156]. 

      It is worth noting from (4-2) that if packets exist in a queue, that is, ( ) 0iq t > , then a 

device (NIC) decides to transmit with one step predicted power levels, that is, ( )1 1ip t + ≥  
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mWatts. Otherwise it decides to become dormant, that is, ( )1 0ip t + =  mWatt, a condition 

that saves transmission power significantly [208].  

      In order to address the network capacity problem, we emphasize that the level of 

transmission power determines the quality of the received signal expressed in terms of signal-

to-interference plus noise ratio (SINR) and the range of a transmission [76]. The range of the 

transmission determines the amount of interference a user creates for other users, hence the 

level of medium access contention. Interference, in turn, impacts on the link achievable rate 

[262]. These network capacity issues are what this thesis considers as Link State Information 

(LSI) based power control problems. Based on the LSI estimates, the decentralized power 

control strategy for each sender-receiver pair (i.e., user) on the lth UCG can be defined as 

[46, 52], 

 

( ) ( ) ( ) { } if Queue 0 and Residual_Energy > 0
1

0 , otherwise
l l

l

p t f
p t

 + ∀ ∈ >
+ = 



x x x

,  (4-3) 

 where ( ) ( ) ( ) ( ) ( )( ), , ,
l l l l l l

f f t I t t R tβ= Γx . It is a non linear function of the LSI estimates. 

The LSI estimates are denoted by ( )l tβ , ( )lI t , ( )l tΓ , ( )lR t  as the actual SINR, aggregate 

co-channel network interference, actual transmission rate and connectivity range of a 

particular user during time slot t . Using the Taylor series to obtain first order linear 

approximations to ( )lf x  gives 

 

                                 ( ) ( ) ( )( ), , ,ss ss ss ss ss

l l l l l l lf f I R tβγ α β γΛ + − +x �  

 ( ) ( )( ) ( )( ) ( )( )ss ss ss

I l l l l R l l
I t I t t R t Rα α αΓ− + Γ − Λ + − ,    (4-4) 

 

where ss

lγ , ss

lI , ss

lΛ and ss

lR  are the steady state LSI values describing the target SINR, co-

channel interference [12], link capacity and the transmission range values, respectively [264].  
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4.2.4 State Space Model 

 

This subsection demonstrates the predictive LSI models that describe network capacity, 

transmission energy and connectivity. The LSI models permit the evaluation of the 

transmission power levels by each user in every UCG of the WBMN. 

SINR deviation problem: The aim is to select a transmission power sequence ( ){ }l
p t  

such that the actual SINR levels ( ){ }l
tβ  will track the target SINR level ( ){ }l

tγ . Thus, using 

( )1lp t +  in equation (4-3) and the EBIA scheme given by (4-2), the SINR state equation [12, 

156] becomes, 

 

( )
( ) ( )

( )
1 1

1
1

l ll

l

l

p t G t
t

I t
β

+ +
+ =

+
 .                                               (4-5) 

        Let 
( )
( )

( )
( )
( )

1

1

ll

l

G t m t
H t

I t n t

+
=

+
 be defined as the predicted effective channel gain with 

( )m t  and ( )n t  which are Gaussian independent unit mean noise terms with the same 

variance 2

mσ . By Substituting ( )1lp t +  from (4-3) into (4-5) and maintaining the definition 

of ( )lf x  in (4-4), one obtains the SINR deviation: 

 

             ( ) ( ) ( )
( )
( )

( )
( )
( )

( )1 1 , , ,
ss ss ss ss

l l l l l l

m t m t
e t t t H t f I R

n t n t
β β β γ+ = + − − Λ , 

                              ( ) ( )
( )
( )

( )( )1 ss

l l

m t
e t H t t

n t
β βα β γ+ = − +   

                                                ( )
( )
( )

( )( )ss

I l l

m t
H t I t I

n t
α − + ( )

( )
( )

( )( )ss

l l

m t
H t t

n t
αΓ Γ − Λ +  

( )
( )
( )

( )( )ss

R l l

m t
H t R t R

n t
α − .                                                   (4-6) 

 

     Here, ( )m t  characterizes the slowly changing shadow-fading and the fast multipath-

fading on top of the distance loss [265]. The noise term ( )n t  models the fluctuation when 

radio interfaces increase or decrease their transmission power levels. 
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Aggregate interference problem: Each user desires to select the transmission power 

sequence ( ){ }l
p t  such that the actual network interference ( ){ }1

l
I t +  including its own 

transmission interference to other network users is minimized. Making use of ( )1lp t +  in (4-

3), the network interference state equation is modelled in a similar way to (4-6) and is given 

as   

 

                        ( ) ( ) ( ) ( ) ( ), ,
1 1 1 1l l ll i r l

I t p t G t I t+ = + + + +       

                                     ( ) ( ) ( ) ( ) ( ) ( ) ( ), ,l l ll i r l
p t f G t m t I t n t = + + x  

         ( ) ( ) ( ) ( )( )1 ss

I ll l l
e t G t m t tβα β γ+ = − + ( ) ( ) ( )( )ss

ll I l l
G t m t I t Iα − +  

                                         ( ) ( ) ( )( )ss

ll l l
G t m t tαΓ Γ − Λ + ( ) ( ) ( )( )ss

ll R l l
G t m t R t Rα − .        (4-7)                                  

 

Link rate deviation problem: The aim is to select the power control sequence 

( ){ }l
p t  in such a way that the actual transmission rate ( ){ }1

l
tΓ +  will not exceed the 

achievable link capacity ( )l tΛ . Let the transmission power optimization be performed 

immediately after the neighbour discovery and frequency channel assignment so that 

( ) 1lSINR t � , that is, ( ) ( ) ( )ll l lG t p t I t> . The wireless link transmission rate then becomes 

 

                    ( ) ( ) ( ) ( ) ( ), ,
1 log 1 log 1 log 1l l ll i r l

t p t G t I tΓ + = + + + − + , 

                                     ( ) ( ) ( ) ( ) ( ) ( ) ( ), ,
log log log log log

l l ll i r l
p t f G t m t I t n t = + + + − − x . 

 

Let ( ) ( )l lp t f≥ x , since ( ) 0lp t >  when ( ) 0lq t >  and ( ) 0lf ≈x  when 0=x  [142]. 

Therefore, 

( ) ( )
( )
( )

( ) ( ) ( ) ( ) ( ), ,
1 log log 1 log log log log

l

l l ll i r l

l

f
t p t G t m t I t n t

p t

 
Γ + + + + + − − 

  

x
� . 

But, [ ]log 1 x x+ ≈ , where 0 1x< < . Thus, the transmission rate deviation from the target 

value becomes [46]  
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( )
( )

( )( ) ( )( )
( )( ) ( )( )

1
1

ss ss

l l I l l

ss ss

l l R l ll

t I t I
e t

t R t Rp t

βα β γ α

α αΓ

Γ

 − + − +
+ =  

Γ − Λ + −  

 ( ) ( )log logm t n t+ − .   (4-8)                                                                           

 

Network connectivity problem: The connectivity range modelled as a function of the 

selected transmission power sequence ( ){ }l
p t  was given in [51]. Let 

( ) ( ) ( )( )
1

log 1 log
l l l

R t p t f κ
ν

+ = + −x , with 0κ ∈ℜ≥  and 2 6ν≤ ≤ , where κ  is a certain 

constant and ν  is the path loss exponent (PLE). The PLE depends on the physical 

environmental conditions [146]. The connectivity range deviation from the target value is 

given as, 

 

                          ( )
( )

( )( )
( )

( )( )1 1
1 ss ss

R l l I l l

l l

e t t I t I
p t p t

βα β γ α
ν ν

+ = − + − +      

( )
( )( )

( )
( )( )1 1ss ss

l l R l l

l l

t R t R
p t p t

α α
ν νΓ Γ − Λ + − .                   (4-9)                                                                           

 

    Let ( )
T

ss ss ss ss

l l l l l l l l lI I R Rβ γ− − Γ − Λ −x � be LSI deviations of a control system         

[266]. Combining equations (4-6), (4-7), (4-8) and (4-9) and introducing a control input 

sequence term, we obtain 

 

( ) ( ) ( ) ( )1l l l l l lt t t tε+ = + +x A x B u ,                                        (4-10) 

 

where lA  is a 4 x 4 coefficient matrix given by  

I R

I R

I R
l

l l l l

I R

l l l l

m m m m
H H H H

n n n n
mG mG mG mG

p p p p

p p p p

β

β

β

β

α α α α

α α α α
α α α α

α α α α

ν ν ν ν

Γ

Γ

Γ

Γ

 
 
 
 

=  
 
 
 
 

A , and ( )
( )
( )
( )
( )

l l I

R

u t

t u t

u t

u t

β

Γ

 
 
 

=  
 
  

B u  characterizes the 

control sequence that needs to be added to the ( )1lp t +  equation (4-3) in order to maximize 

the network capacity. lB  is assumed to be a 4 x 1 coefficient matrix. The state stochastic 
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shock term ( )l tε  is a 4 x 1 random Gaussian distributed vector with zero mean and 

covariance matrix 

 

( ) ( ) ( )2 2 2 2, , ,T

l l I R
t t diagε βε ε σ σ σ σΓΘ = Ε = .                                        (4-11) 

 

      From Equation (4-10), driving the SINR deviation and link rate deviation to as minimal a 

value as possible, benefits the individual user. On the other hand, ensuring low aggregate 

network interference is beneficiary to network users. It is important that each user selects the 

transmission power sequence so as to maintain joint user and network-centric LSI deviations 

as minimal a value as possible. This can be achieved by weighting the LSI deviation vector as 

 

( ) ( )T

l lt tω x x�� ,                                                           (4-12) 

 

where ( )1 2 1 1

T

l l l lω ω ω ω=ω are weights such that the higher layer unification protocol 

assigns users according to the available energy constraints [12]. Intuitively, if 1 2l lω ω> , then 

it implies the availability of more energy resources. Users adjust powers increasingly to 

maintain the target SINR, queue size level, throughput and proper connectivity range. 

Conversely, when 2 1l lω ω>  it implies a energy supply shortage. Users judiciously adjust the 

transmission power to keep the network interference as low as possible. Consequently, denote 

the energy assignment ratio as 2 1/l l lω ω ω += ∈ℜ  such that [ ]0,lω ∈ ∞  l L∀ ∈ .  

4.3 MRMC Wireless System Controller 

 

4.3.1 State Space Models for Multiple UCGs 

 

If at each MP node there are N NICs tuneable to L  orthogonal channels (UCGs), then at 

each node the state space equation (4-10) becomes                            

 

( ) ( ) ( ) ( ) ( )1t t t t t+ = +x A x B u� � ,  ( ) 00 =x x� �  ,                             (4-13) 
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where nN∈ℜx� , M∈ℜu , nN nN×∈ℜA , nN M×∈ℜB , M  is the size of the control input vector  for 

all active users associated with a single node and n  is the dimension of LSI estimates at each 

user. 

     It should be noted from (4-13) that firstly, the structural complexity of the MRMC 

configuration increases with the size of NICs, the channels (UCGs), and the control input 

vector. Secondly, the number of NICs on one router may be different from that of another 

router, that is, owing to the heterogeneity of the WBMN [1]. Thirdly, owing to the diverse 

fading channel conditions, LSI dimensions may vary from one frequency channel or UCG set 

to the other. Therefore, channel power optimizations executed between multi-radio nodes 

may be complex and impractical with large network dimensions. For these reasons, (4-13) is 

decomposed into N  interconnected subsystems (network users) each of LSI dimension n . 

Let L N≥ , without loss of generality. Because power control is only performed by actively 

transmitting radios on a pre-assigned number of channels at any given time, one can let 

L N= as a worst case MRMC configuration at run time. The simplified multi-radio multi-

channel state space (MMSS) model representation becomes [266, 267] 

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1i i i i i i i it t t t t t t tε+ = + + +x A x B u C y� � ,  ( )0 0 ,i it i= ∀x x� �    (4-14)   

                                                            

where ( )i ty , introduced in (4-14), is a linear combination of states (LCS) from other UCGs 

available to the thi network user belonging to UCG l. This LCS is defined as  

 

( ) ( ) ( ) ( )
1

N
y

i ij j i
j
j i

t t t tε
=
≠

= +∑y L x� ,                                                          (4-15) 

 

 where ( )y

i tε  denotes Gaussian distributed coordination process shocks with zero mean and 

the covariance matrix is denoted as ( ) ( )y yT

i it tε ε εΘ = Ε , ( )i tC  is considered to be a n n×  

identity matrix and ( )ij tL  is the higher level interconnection matrix of states between 

thi network user and thj network user. This interconnection matrix needs to be evaluated by 

an energy-efficient multi-radio unification protocol (MUP) implemented at the LL. 
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4.3.2 Problem Formulation 

 

In what follows, the control problem for each user is formulated as the minimization of the 

following stochastic quadratic cost function subject to the network interaction LSI equation 

(4-14) and coordination LSI in equation (4-15):  

 

( ) ( ) ( ) ( ) ( )1

0

1
lim

Tt T

i i i i i iit
J E

t
τ τ τ τ τ τ−

=
→∞

 
= +  

∑ x Q x u R u� � , 

              ( ) ( ) ( ) ( ) ( ) ( ){ }
{ }

( )1

0

1
lim ,

τ
τ τ τ τ τ τ ρ

−
∈

=→∞ ∈

 = + ∑ ∑ � � � � �i

i

t T T

i i i i i i i i i
t t

x x

u u

x Q x u R u x u . 

 

Subject to: Equations (4-14) and (4-15).                                                                            (4-16) 

 

     Here, ( ) n n

i t ×∈ℜ ≥Q 0  is an assumed symmetric, positive semi-definite matrix and 

( ) ×∈ℜ >M M

i tR 0  is also an assumed symmetric, positive definite matrix. These matrices 

signify state and control input penalties, respectively [268]. In the sequel, for simplicity iQ  is 

chosen to be an identity matrix and 
iR  to be a matrix of unity entries. The quadratic cost 

function in (4-16) has a robust and fast tracking rate [107]. The joint probability density 

function (pdf) ( ),ρ �
i i ix u  denotes the cross-layer occupation measure (COM). The COM is 

defined as     

( ) ( ) ( ){ }, Pr | ,ρ ρ∈= ∑� � �
i ii i i i i i i iu ux u u x x u . It gives the steady state probability that the control 

system is in state { }∈� �
ix x  and the driving control parameter { }i i∈u u is chosen [35]. Vector 

ix�  is of dimension n , i.e., 4n =  and is assumed to be Gaussian distributed [269]. The 

evaluation of the pdf follows the Gaussian multiple model adaptive estimator (MMAE) of 

parameters and states proposed by Ormsby, et al. [269]. Thus, we can seek an optimal 

{ }i i∈u u  that solves the problem in (4-16). However, due to high level inter-channel LSI 

coordination matrices involved in the solution of (4-16), an energy-efficient power selection 

multi-radio multi-channel unification protocol (PMMUP) has been proposed recently [21, 46, 

52]. 
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4.4 PMMUP Description 

4.4.1 Architecture 

 

The PMMUP: V-MAC architecture is illustrated in Fig. 4.4. It is a virtual MAC built on top 

of the legacy IEEE 802.11 MAC and is required to operate with existing hardware [41]. The 

PMMUP periodically performs neighbour discovery using a probe power level equal to a 

fraction of the maximum power level. The PMMUP coordinates optimal power selection. 

State information from multiple channels, influencing power selection process is stored in the 

neighbour communication power and states (NCPS) table. The NCPS table is shown in Table 

4.3. The PMMUP updates NICs with the unification variables such as the residual energy in a 

node, information from higher layers and coordinated variables from other UCGs. 

 

Neighbour discovery: At start-up, the NICs of a node are tuned to orthogonal UCGs 

[58]. The PMMUP initiates communication using an address resolution protocol (ARP) 

message broadcast over all radio interfaces [41]. Each radio interface sends these messages to 

neighbours in their corresponding UCGs with a fraction of maximum power as instructed by 

the PMMUP. Upon receiving the ARP requests, the destination node sends the ARP 

responses with the MAC addresses of the NICs on which it received the ARP requests. Once 

the originating host receives the ARP responses it proceeds to communicate with the 

interface from which it received the ARP responses. The PMMUP begins the PMMUP 

discovery process with already discovered neighbours. Nodes that support PMMUP are 

classified as PMMUP enabled nodes, otherwise termed as legacy nodes.  

 

Power selection process: The PMMUP chooses initial probing power and then 

broadcasts messages to all radio interfaces. This fraction of the maximum power level is vital 

for the neighbour discovery process with low network flooding effects. One can refer to the 

total probing power over the interfaces as tot-ProbPow. The energy residing in a node is 

referred to as Energy Reserves. The transmission power selection protocol is summarized by 

Algorithm 4.1. 
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    The PMMUP gathers “link state information” (LSI) by unicasting/multicasting power 

selection (i.e., ps-Request) message. Upon receiving ps-Request messages, neighbouring 

NICs evaluate the LSI such as SINR, interference, rate, queue status and energy reserves (i.e., 

line 5). After receiving the acknowledgement (i.e., ps-Ack) message, each sender NIC 

evaluates additional state information such as round trip time (RTT) (i.e., line 6). 

Transmission power is then optimally selected based on the LSI (i.e., line 7). Application or 

data traffic is transmitted using optimal power levels (i.e., line 8) and the PMMUP table is 

updated for the next time slot (i.e., line 9).  
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Figure 4.4: PMMUP: Virtual MAC architecture for Wireless Mesh Router (WMR) 

 
 

 

Table 4.3: Entry in the PMMUP Table (NCPS) 
FIELD DESCRIPTION (FOR EACH NEIGBOUR NODE, NEIGH) 

Neighbour IP address of the neighbour host 

Class Indicates whether neigh is PMMUP-enabled or not 

MAC list MAC address associated with neigh NICs 

States Recent measurements on: Channel Quality, Queue, RTT, and Energy Reserves 

TPL Recent transmit power level selected 

 

4.4.2 Advantages of PMMUP 

 

The PMMUP does not require a global knowledge of the network topology; hence, it is a 

scalable protocol. Contents of a neighbourhood topology set are added or subtracted one node 

at a time. The PMMUP utilizes multiple parallel power controlled channels in order to 

enhance high data speed and capacity. It adapts to switched antenna beams for efficient 

spectral re-use. That is, neighbour discovery broadcasts require an omni-directional beam 

patterns while data transmissions can be effected using directional beam patterns. The 
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PMMUP is located at the Link layer (mid-way in the network protocol stack); thus, the top 

down or bottom up information flows with a reduced latency. The NCPS table at each node 

does not have too many LSI estimates, which determines the network capacity, in order to 

update. Neighbour discovery occurs once throughout the power optimization interval. This 

results in low overhead costs as regards exchanging control packets. Finally, the PMMUP 

coordinates the optimal executions by multiple MACs and radio interfaces in asynchronous 

and predictive manner. 

4.4.3 Optimal Transmission Power Controller 

 

In order to solve the minimization problem in (4-16), we introduce Lagrange multipliers i

tπ  

and a state unification (SU) vector 1+
i

tφ  to append the Linear Combination of Sates (LCS) 

equality in (4-15) and the multi-radio multi-channel states space (MMSS) constraint (4-14) 

respectively, to the cost function. The dynamic programming value function is then defined 

as 

             ( )
{ }

{ }min
i
t

i iT i i iT i i

t t t t t t tV = +
u

x x Q x u R u� � � + 
{ } 1

min
i
t

T i T ij j T y

i t t t t t t t
j
j i

E Vρ
=
≠

  
  − + +
  
   

∑
u

π y π L x π ε� + 

{ }
( )1 1 1 1min

i
t

T i i T i i T i i T x

i t t t t t t t t t t tE Vρ + + + +
 + + + u

φ A x φ B u φ C y φ ε� .                             (4-17) 

 

Let us postulate a quadratic form for the DPF, in which P  is an idempotent matrix so 

T =P P , 

      ( )i iT i

t t t
V = +x x P x D� � �   .                                                               (4-18) 

                                                                

We can proceed by substituting this form (with as yet undetermined matrices P  and D ) into 

the value function (4-17). For convenience of notation, we drop the time slot subscripts and 

the user superscripts. In all cases, x� , u , y , π , φ  and ε  refer to time slot t  dated variables 

corresponding to the thi user on thi subsystem (UCG): 

 

           ( ) { }min T T
V = +

u
x x Q x u R u� � �   + ρD + 

1

min T T ij j T y

j
j i

E Vρ
=
≠

  
  − + +
  
   

∑
u

π y π L x π ε�   + 
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          ( ) ( )min ρ  + + + + + +  
� �

T
T T T T x T T T T x

E
u

φ Ax φ Bu φ Cy φ ε P φ Ax φ Bu φ Cy φ ε  .                (4-19)  

                         

From (4-19), one expands the quadratic terms in the brackets and notes that 

( )
T

T T T=φ A x x A φ . Also, the expected value of the stochastic shocks is zero, so the terms of 

the form T T T xx A φPφ ε� , T T T xu B φPφ ε , T T T xy C φPφ ε , xT T
ε φPφ Ax� , xT T

ε φPφ Bu , and 

xT T
ε φPφ Cy , drop out. We are left with 

 

          ( ) { }min T T
V = +

u
x x Q x u R u� � � + ρD  + 

1

min T T ij j T y

j
j i

E Vρ
=
≠

  
  − + +
  
   

∑
u

π y π L x π ε� + 

 

         min

T T T T T T T T T

T T T T T T T T T

T T T T T T T T T

xT T x

Eρ

 + +
 
+ + + 
 + + +
 
 + 

u

x A φPφ Ax x A φPφ Bu x A φPφ Cy

u B φPφ Ax u B φPφ Bu u B φPφ Cy

y C φPφ Ax y C φPφ Bu y C φPφ Cy

ε φPφ ε

� � � �

�

�
 .                      (4-20) 

                                                                                             

The optimal control strategy from (4-20), after differentiating partially with respect to u  and 

simplifying, is obtained as,  

 

            ( )
1

T T T T T

T T

T T T T
ρ ρ

−∗
 +

= − +   + + 

B φPφ Ax x A φPφ B
u R B φPφ B

B φPφ Cy y CφPφ B

� �
, 

            ( ) ( ) ( )( )
1

T T T T T T T Tρ ρ
−∗ = − + + + +u R B φPφ B B φPφ Ax Cy x A y C φPφ B� � , 

            ( ) ( )
1

T T T T T Tρ ρ
−

∗ = − + +u R B φPφ B B φPφ z z φPφ B� � , where = +z Ax Cy� � , 

            ( ) ( )
1

T T T T T Tρ ρ
−

∗ = − + +u R B φPφ B B φPφ z z φPφ B� � , 

            ( ) ( )
1

2T T T Tρ ρ
−

∗ = − +u R B φPφ B B φPφ z� , with T M n×∈ ℜB , n n×∈ ℜP  and 1n×∈ℜφ . 

 

Or, more succinctly,                          

  ( )∗ = − +u F Ax Cy�  ,                                                           (4-21)  

where ( ) ( )
1

2T T T Tρ ρ
−

= − +F R B φPφ B B φPφ .       
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      It can be noted from (4-21) that the optimal control strategy requires the control input 

vector u  to depend linearly on the interaction LSI vector x�  and the coordination LSI vector 

y . First order conditions for optimality of the other variables are given as follows [267]: 

 

                      
( )

1

0ij y

j
j
j i

V
Vρ

=
≠

 
∂  = − − =

 ∂
 

∑π

x
y L x ε

π

�
� , with  

( )V
V

∂
=

∂
π

x

π

�
 .                          (4-22)             

       
( )

( ) 2 0T T T T T T
V

V
∂

= + + + =
∂

y

x
π C φPφ Ax C φPφ Bu C φPφ Cy

y

�
�                        (4-23) 

       
( ) ( )T T T T T T

V∂
= + +

∂

x
x A PA u B PA y C PA x

φ

�
� � + ( )T T T T T T+ +x A PB u B PB y C PB u� + 

                   ( )T T T T T T+ +x A PC u B PC y C PC y� + xT x
ε Pε 10 t+= = x� ,  ( ) 00 =x x� � .        (4-24) 

( ) ( ) ( )T T T T
V

ρ ρ
∂

= + +
∂

x
Q A φPφ A x A φPφ B u

x

�
�

�
+ ( ) 0T T

t
ρ = =A φPφ C y φ , ( ) ∞∞ =φ φ  .     

(4-25) 

 

       Equations (4-24) and (4-25) constitute a two-point boundary value problem (TPBVP). 

The TPBVP must be satisfied by an input control sequence { }u  in (4-21) in order to achieve 

a stationary value of the value function (4-17). We demonstrate that the linear policy function 

in (4-21) (derived from a postulated quadratic value function) does actually imply a quadratic 

value function. In the process, we will be able to determine the two matrices P  and D . To do 

this, we substitute the policy function ∗ = −u Fz�  back into the value function (4-17). Note that 

T T T−x F B PAx� �  is a scalar and therefore equal to T− Tx A PBFx� � . Also, the postulated quadratic 

value function in (4-18) is assumed to be independent of the LSI estimates at steady state 

conditions or at the optimal control policy [265]. Thus, from (4-20) we have 

 

( )
2

T T T

T T T T

T

T T T

xT x

V E

E

ρ

ρ ρ

 +
 

 − 
= + = + +   +  

 + 

x Q x x F QFx

x A PAx x A PBFx
x x Px D

x F B PBFx

ε Pε D

� � � �

� � � �
� � �

� �
.                         (4-26) 

                         



Chapter 4: Multi-Radio Multi-Channel Wireless Networks:  PMMUP Scheme 

- 118 - 

Comparing coefficients on constant terms in (4-26), that is, xT x
Eρ ρ= +D ε Pε D . 

Simplifying this equation by applying the result   ( )xT x xT x
E tr E=ε Pε ε Pε  

 ( )xT
tr E= P ε ε ( )tr= ΘεP , we have   

 

( )
1

tr
ρ

ρ
= Θ

−
εD P .                                                              (4-27)    

                                                              

     This equation shows how the additive uncertainty caused by the stochastic shocks tε  does 

have an effect on the value function, but this effect is limited to the constant term, which is 

independent of the transmission power control policy. 

Comparing coefficients of the terms quadratic in x�  from (4-26), we have 

 

( )2T T T T Tρ= + + − +P Q F RF A PA A PBF F B PBF .                            (4-28)                                                   

Rearranging, 

                           ( )2T T T Tρ ρ ρ= + − + +P Q A PA A PBF F R B PB F , 

( )
1

2T T T Tρ ρ ρ
−

= + − +Q A PA A PB R B PB B PA .                              (4-29) 

 

Here,  ( )
1

T Tρ ρ
−

= +F R B PB B PA , is independent of the state unification weighting vector 

φ .    

     Equation (4-29) confirms that a linear policy function does imply a quadratic value 

function. It is often known as the discrete in time algebraic matrix Riccati equation (DARE) 

[267]. This matrix is a non linear; therefore we simply use an iterative technique based on a 

matrix Riccati difference equation in order to solve the P  matrix. Starting from an initial 

estimate of the P  matrix in the value function, kP  is updated to 1k +P  according to 

 

         ( )
1

2

1

T T T T

k k k k k
ρ ρ ρ

−

+ = + − +P Q A P A A P B R B P B B P A .                        (4-30) 

 

      This equation is iterated until convergence, which is guaranteed to uniqueness under very 

mild weak conditions. That is, having eigenvalues in A  of modulus less than unity is a 

sufficient condition [265]. 
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    At this stage it is worth noting that discrete equations (4-24) and (4-25) contain the lower 

level variables namely, u  and x�  as well as higher level unification variables (UV) namely, y , 

φ , and π . Hitherto, y  signifies coordinated states (LSI estimates) from other UCGs, φ  and 

π  signify the unification weight vectors such as energy reserves and information from higher 

layers while x�  signifies the interaction vector of states (LSI estimates) within each UCG. 

Consequently, two PMMUP based power optimization algorithms called the MRSIP and 

MRSUP can be developed. MRSIP stands for synchronous (asynchronous) multi-radio multi-

channel interaction LSI prediction. MRSUP stands for synchronous (asynchronous) multi-

radio multi-channel unification LSI prediction. MRSIPA (i.e., asynchronous) and MRSIPS 

(i.e., synchronous) solve the power optimization with π  and  y  as the PMMUP based 

coordinated variables. On the other hand MRSUPA (i.e., asynchronous) and MRSUPS (i.e., 

synchronous) solve the power optimization variables with  φ  and y  as the PMMUP based 

coordinated variables.    
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4.5 PMMUP Based Power Control Algorithms 

4.5.1 MRSIP Algorithm 

Algorithm 4.2: MRSIP: Predicts Multi-Radio Multi-Channel Interaction Variables 

 

Input: π , y ; 
i

x� ; A, B, C, Q and R          

Output: i

∗u    /*ith user optimal power control signal*/ 

1:   while  ( 1k ≥ ) do 

2:        for each (user [ ]1,i N∈ ) do 

3:                   Predict: ( ) ( )1i ik k← +x x� � ; 

4:              if ( ( )1i ik
∗+ ≡x x� � for any i j≠ , [ ]1,j N∀ ∈ );   /*if MRSIPA is executed*/ 

5:                 else if ( ( )1i ik
∗+ ≡x x� �  for all [ ]1,i N∀ ∈ ); /*if MRSIPS is executed*/ 

6:                  Update the PMMUP Table:  ( ) ( )1k k← +y y ; ( ) ( )1k k← +π π ; 

7:            if  ( ( )1 rre k ε+ ≤ , a small positive value); 

8:                Compute:  ( ), ,i i i i if π
∗ ∗ ∗ ∗ ∗= = −u π x y F z� � ;    

9:                Add: i

∗
u  to Equation (4-3) 

10:          else 

11:               Repeat:  Steps 2-6 

12:         end if 

13:      end for each 

14:    end while  

 

 Here, 

           ( ) ( ) ( )1 1e k k k+ = + −g g , where 

                ( ) ( ) ( )
T

T T
i it k k =  g y π and ( ) ( ) ( )1 1 1

T
T T
i ik k k + = + + g y π . 

 

 

 

 

 

 

 

 

 



Chapter 4: Multi-Radio Multi-Channel Wireless Networks:  PMMUP Scheme 

- 121 - 

4.5.2 MRSUP Algorithm 

 

Algorithm 4.3: MRSUP: Predicts Multi-Radio Multi-Channel Unification 

Variables 

 

Input:φ , y ; ix� ; A, B, C, Q and R          

Output: 
i

∗u    /*ith user optimal power control signal*/ 

1:    while  ( 1k ≥ ) do 

2:          for each ( user [ ]1,i N∈ ) do 

3:                         Predict: ( ) ( )1i ik k← +x x� � ; ( ) ( )1i ik k← +φ φ ;                                     

4:       if ( ( )1i ik ∗+ ≡x x� � && ( ) ( )1i ik k← +φ φ for any i j≠ , [ ]1,j N∀ ∈ );  /*if MRSUPA is executed*/ 

5:           else if ( ( )1i ik ∗+ ≡x x� � && ( ) ( )1i ik k← +φ φ for all [ ]1,i N∀ ∈ ) ;  /*if MRSUPS is executed*/ 

6:                          Update PMMUP table: ( ) ( )1k k← +y y ; 

7:               if  ( ( )1 rre k ε+ ≤ , a small positive value); 

8:                       Compute: ( ), ,i i i i if
∗ ∗ ∗ ∗ ∗= = − *

φu φ x y F z� � ; 

9:                         Add: 
i

∗u  to Equation (4-3). 

10:                 else 

11:                       Repeat: Steps 2-6. 

12:               end if 

13:          end for each 

14:    end while 

  

            Here, 

                   ( ) ( ) ( )1 1e k k k+ = + −g g ,with ( ) ( ) ( )
T

T T

i i
t k k =  g y φ and    

                   ( ) ( ) ( )1 1 1
T

T T

i ik k k + = + + g y φ . 

 

 

 

 

Each user automatically predicts the Interactive LSI affecting network throughput and 

transmission energy at the local UCG and the Unified LSI from the higher levels of the 

protocol stack (i.e., lines 1-3). If all users terminate their LSI predictions after a common 

iteration intervals then the convergence is termed as synchronous, otherwise asynchronous 

(i.e., lines 4-5). Using LSI trajectories, the coordination variables are updated at the PMMUP 
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table (i.e., line 6). Optimal power control signal is then computed using the converged LSI 

trajectories (i.e., line 8). After computing the optimal power control signal ( ) 1 1,i t∗ ×∈ ℜu the 

optimal dynamic power control law for each user is updated as 

 

( ) ( ) ( ) ( )1i i i ip t p t f t∗+ = + +x u .                                                (4-31) 

 

The optimal power law governing a multi-radio node and its neighbours is constrained by  

( ){ }1,. . .,0 1 sum

i N i MPp t p∈≤ + ≤∑ , where maxsum

MP MPp p≤   are sum and maximum powers at each 

transmitting wireless MP (router). 

     It should be noted that local solutions for x�  depend on the converged DARE P  matrix. 

Variables x�  and φ  are functions of the coordinated variable y  from the PMMUP. 

Asynchronous convergence of the PMMUP algorithms is non-trivial and is analysed in 

Section 4.5.3. 

4.5.3 Analysis of Algorithms 

 

Suppose W  is a matrix of coupling variables between the ith user on lth UCG and other 

users on other UCGs [270, 271]. Let W  be a discrete function representing a finite number 

of users performing a finite number of iterations.  We write W in the form  =  x φ
W W W , 

where 
xW  is the x�  component of W  and 

φW  is the φ  component of W  given by 

[ ]1 2| |. . . | N=x x x xW w w w ,  
1 2

| |. . . |
N

 =  φ φ φ φ
W w w w . Thus, the two-point boundary value 

problem derived from the value function (4-17) yields 

 

( )

( )

( )

( )

( ) ( )

( )

( )

( )

( )1

1 1
1

00 0

0 00 0

kk T k kT kk
N

j j ji ii i

kk k k
ji ii j jj i

ε

+

+ +
=
≠

         
   = + +                        

∑
x

wx wx wxx x x

φ
φφ wφ wφ

z P zz P zx εP

z εPφ P z

�
. (4-32)                            

 

If we define 
( ) ( ) ( )( )

T
k k k

i i i
=

x φ
z z z ,

( ) ( ) ( )( )
T

k k k

j j j
=

w wx wφ
z z z ,  

( ) ( ) ( )( )1 1
T

k k k

i i i

+ +
=ν x φ� , then (4-32) can be 

written in the form 
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( ) ( ) ( ) ( )1

1

N
k k k k

i i j j i
j
j i

+

=
≠

= + +∑xφ w w εν H z H z H ε , [ ]i =wH 0 , [ ], 1,i j N∀ ∈  ,   

      ( )

( )

1

1

k

i
N

k

i j j
j
j i

i

+

=
≠

  
  =   
   

∑xφ w ε w

z

ν H H H z

ε

( )k

i i= A ν
�

  ,                                         (4-33) 

 

 where 
xφH , 

jwH  and 
εH  are functions of control system matrices, A , B ,C , P , Q  and R . 

Let us now define the model uncertainty for (4-33) as                                   

1

N

j
j
j i

δ δ δ δ
=
≠

 
 =
 
 

∑xφ w εA H H H
�

,                                                               (4-34) 

where 
0iδ ε<A

�
 and 0ε  is a small positive value.  Using this model uncertainty and 

invoking the Lyapunov test for stability, we show that the system is stable in every time slot 

[267].      

                       

Definition 4.1: Lyapunov Stability 

 The dynamic system in (4-33) is said to be stable in the sense of Lyapunov if there exists a 

Lyapunov scalar function, ( ) :Z Οℜ → ℜν
�

, defined in a region of state space near a solution 

of a dynamic system such that: 

 

( )1: 0 0Z v= ∀ =ν
� �

,  

( )2 : 0 , 0Z ν ν> ∀ ∈Ο ≠ν
� � �

,  

( )( ) ( )( ) ( )3 : 1 0Z t Z t Z ν+ − = ∆ ≤ ∀ ∈Ον ν ν
� � � �

, 

 

where 0=ν
�

 represents a solution of the dynamic system, Οℜ  represents the output space and 

Ο  represents the region surrounding this solution of the system. 

 

Proposition 4.1: The model in (4-34) with the system’s asymptotic input i i i

∗ =u L ν
� �

, where 

( )
1

0 T T

i ρ
− = − +

  
L R B PB B PA
�

 is stable if for some stationary 0iA
�

, there exists a 

positive definite matrix N  such that for any radio device belonging to user { }1. . .i N∈ , 
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0T

i i i ≤ν D ν
� �

, iν∀ ∈ Ο
�

, where the equality holds only when i ≡ν 0
�

. Here, 

( ) ( )0 0

T

i i i i i
δ δ= + + −D A A M A A M

� � � �
. M  is assumed to be a positive definite matrix  that 

solves the Lyapunov equation 0 0

T

i i − = −A M A M N
� �

.  The uncertainty variable is iδ A
�

, with 

the norm 
iδ A
�

 as a small positive value. 

 

Proof: For a positive definite N , the solution M of the Lyapunov equation is also a positive 

definite when 0iA
�

 is stable. Thus from part 2 of the Lyapunov definition, ( ) T

i i iZ =ν ν M ν
� � �

 is 

always positive, i∀ ∈Ον
�

, 0i ≠ν
�

. From part 3 of the Lyapunov definition we proceed as: 

 

                  ( ) T

i i i i iZ ν∆ = ∀ ∈Ον ν D ν
� � � �

, 

 

                                ( ) ( )( )0 0

T
T

i i i i i iδ δ= + + −ν A A M A A M ν
� � � �� �

 

 

             ( )0 0 0 0

T T T T T

i i i i i i i i i iδ δ δ δ= + + + −ν A M A A MA A M A A M A M ν
� � � � � � � �� �

    

  

           0 0 0 0

T T T T T

i i i i i i i i i iδ δ δ δ

−

 
 = − + + +
 
 N

ν A MA M A MA A M A A M A ν
� � � � � � � �� �
�		
		�

 

 

                              ( )0 0

T T T T

i i i i i i i iδ δ δ δ= + + −ν A MA A M A A M A N ν
� � � � � �� �

  

 

                              ( )0 0

T T T T

i i i i i i i iδ δ δ δ= + + −ν A MA A M A A M A N ν
� � � � � �� �

.   

  (4-35)     

                                                                                                                                            

        Let 0 0

T T T

i i i i i i iδ δ δ δ= + + −D A MA A M A A M A N
� � � � � �

as extracted from (4-35). Consider 

long timeslot durations such that: ( )lim 0i
t

tδ
→∞

→A
�

 if applied in (4-34). We can take the norm 

of iD  and obtain: i = −D N . Since from the Lyapunov proposition, N  is a positive 

definite matrix, iD  is a negative definite matrix denoted by [ ]i <D 0 . Also, from the 
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proposition, 0T

i i i <ν D ν
� �

, , 0i iν ν∀ ∈Ο ≠
� �

. Hence the system is said to be exponentially 

stable in the Lyapunov sense. 

�  

   Theorem 4.1: If the kth asynchronous iteration of the interaction state equation for the ith 

user is written as 

 

                  
( ) ( )

( )

( )

( )

( )

( ) ( )1

kT T T
i

kk k xT k x kT T T T T T

i i i i i i i

T T T k

i

+

  
  
 = + 
     

xA PA A PA A PC

x x u y B PA B PB B PC u ε Pε

C PA C PB C PC y

�

� �  with 
( )0

0i =x� , 

            
( ) ( ) ( ) ( )1k T k k x kxT

i i i i i

+
= +x x xx z P z ε Pε� ,                                                                    (4-36) 

  
( ) ( ) ( ) ( )

1

N
k k k k

i ij j j
j
j i
=
≠

= +∑ xy L w ε ,                                                                                    (4-37)     

and the unification state equation is given by                                                                                                                                                                

 

                              
( )

( ) ( )

( ) ( )

( ) ( )

( )

( )

( )

1 1

1 1

1 1

k T k kT

i i i

k k T k kT

i i i i

k T k kT

i i i

ρ

ρ

ρ

+ +

+ +

+ +

  +
  
  =
  
  
  

Q A φ Pφ A x

φ A φ Pφ B u

A φ Pφ C y

�

, with 
( ) 0
K

i =φ ,  

              
( ) ( ) ( )1k k k

i i

+
= φ φφ P z ,                                                                                     (4-38) 

          
( ) ( ) ( ) ( )

1

N
k k k k

i ij j j
j
j i
=
≠

= +∑ φy L w ε ,                                                                         (4-39)       

then 

                                                                  

(a) The MRSIP and MRSUP algorithms satisfy a contraction property defined on a space S  

whereby 

1

N

i
i

S S
=

= ∑ ,  [ ]( )2

0
, ; ni

i d
S C k k∞= ℜ ,                                                            (4-40 )                                                                    

( ).dC  denotes the set of discrete functions and n  denotes the dimension of LSI at each user. 

(b) MRSIP and MRSUP algorithms converge. 

(c) The rate of convergence is linear and depends on the iteration interval and the interaction 

between users via exchange of states among separate UCGs. 
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Proof:  MRSIP 

Let each user { }1, . . . ,i N∈ iterate the discrete interaction and unification states jointly 

according to equation (4-32). Consequently from (4-33) one can re-write ( )1k

i

+
ν  as 

 

                                            ( ) ( ) ( ) ( )1k k k k

i i i

+ = + +
xφ w w ε

ν H z H z H ε ,                                           (4-41) 

 

 where xφH , wH  and εH  are the coefficient matrices in equation (4-32). The notations, 
( )k

iz , 

( )k

wz  and 
( )k

iε  are the interaction variable, coupling variable and stochastic shocks 

respectively, at time instant k . 

    Let the optimal solution to (4-41) be  ( )
T

i i i

∗ ∗ ∗=v x φ� , where i

∗x� , i

∗
φ  are the ith user optimal 

values of interaction vector x�  and unification vector φ . Define the interaction variable error 

of the ith user at iteration 1k +  to be 
( ) ( )1 1k k

i i i

+ + ∗= −e ν ν
( ) ( )( )1 1

T
k k

i i

+ +
= x φe e . The coupling 

variable iteration error at the  jth user is given as ( ) ( ) ( )
TTk

j j j j j

∗ ∗= = − −
w wx wφ wx wφ

e e e z x z φ�  . 

Define the deviation of the stochastic shocks as 
( ) ( )k k

i iε
∗= −e ε ε . Putting all this information 

together in (4-41), we have 

                                              

( ) ( ) ( ) ( )1k k k k

i i ε
+ = + +

xφ w w ε
e H e H e H e .                                        (4-42) 

 

     In order to obtain sufficient conditions for the convergence, we introduce the norm for the 

global multi-radio system error vector ( )ke over the time period [ ]0 ,k k∞  and note the two 

point boundary conditions ( ) 0i k∞ =φe  and ( )0 0i k =xe [267]. Also, we remember that after 

the large number of iteration k k∞→ , ( ) ( )
2

lim 0i i
k k

k k∞
→ ∞

= =e e , ( )
2

lim 0i
k k

kε
→ ∞

=e  and the 

decentralized optimal control policy is i i

∗ ∗= −u Fx� . From (4-42) we have: 

                  

[ ]
( ) ( )

[ ]
( ) ( ) ( )( )0 22 2 22 2 20, 0,1

[1, ]

max max
N

i ij j i
k k k k k kj

j N

k k k k k kε ε∞
∈ ∞ ∈ ∞=

∈

 
 ≤ − + +
  

∑ xφ we H e H e H e , 
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                            ( )
[ ]
[ ]

[ ]
[ ]

( )0 2 20, 0,1
1, 1,

max max
N

ij j
k k k k k kj
j N j Nj i

k k k∞
∈ ∞ ∈ ∞=
∈ ∈≠

≤ − ∑ wH e , 

            

 
[ ]
[ ]

( )
[ ]
[ ]

2 20, 0,

1, , 1, ,

max maxi j
k k k k k k

i N i j N j i

k α
∈ ∞ ∈ ∞
∈ ∀ ∈ ≠

≤ we e , ( )
[ ]
[ ]

0 20,1
1,

max
N

i ij
k k kj
j N j ij i

k kα ∞
∈ ∞=
∈ ≠≠

= − ∑ H   .                         (4-43) 

Here, the Norm of ( )
[ ]

( )
20,

max
k k k

k k
∈ ∞

=e e , is the Euclidean norm in 2nℜ .  

                                                      

Proof: MRSUP 

On the other hand let each user, { }1, . . . ,i N∈  separately iterate the discrete interaction 

state equation (4-36) independent of the unification state equation (4-38). From (4-36), we 

have 

 

            
( ) ( ) ( ) ( ) ( ) ( )1k T k k T k k x k

i i i iε
+

= + +x x x wx wx wxx z P z z P z P ε� ,                                 (4-44) 

where  ( ) ( )k k

i=wx xz y  and  
( ) ( ) ( )( )

T
k k k

i i i
=

x
z x u�  .                                                  

                                                                            

 At the optimal solution one obtains, 

 

                            
( ) ( ) ( ) ( ) ( )T T x

i i i iε
∗ ∗ ∗ ∗ ∗∗ = + +x x x wx wx wxx z P z z P z P ε� ,                                  (4-45) 

where  
( ) ( )

i

∗ ∗
=wx xz y  and 

( ) ( ) ( )( )
T

i i i

∗ ∗ ∗
=xz x u� .                                                                                                                                      

By subtracting (4-45) from (4-44), applying initial condition 
( )0

0i =x� , and simplifying we 

obtain 

( ) ( )i k k=x wx wxe P e .                                                                               (4-46) 

Taking the norm of both sides of (4-46) over the iteration period ( )0 ,k k∞ , we have 

 

[ ]
( )

[ ] [ ]02 2 20, 0, 0,
max max max

i
k k k k k k k k k

k k∞
∈ ∞ ∈ ∞ ∈ ∞

≤ −
x wx wx

e P e .                                   (4-47) 

                                          

In a similar procedure and noting the final value condition, one defines the norm error for the 

unification state equation as 
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[ ]
( )

[ ] [ ]
02 2 20, 0, 0,

max max maxi
k k k k k k k k k

k k∞
∈ ∞ ∈ ∞ ∈ ∞

≤ −φ wφ wφe P e .                                   (4-48) 

 

Combining the inequality (4-47) and (4-48) in a compact form for ith subsystem, we have 

              
[ ]

( )
[ ] [ ]

2 2 2

0
0, 0, 0,

2 2 2

0
max max max

0

i

k k k k k k k k k
i

k k∞
∈ ∞ ∈ ∞ ∈ ∞

     
     ≤ − ×
     
     

x wx wx

φ wφ wφ

e P e

e P e
,         

             
[ ]
[ ]

( ) ( )
[ ]
[ ]

02 20, 0,1
1, , 1, ,

max max
N

i ij j
k k k k k kj
i N i j N j i

k k k∞
∈ ∞ ∈ ∞=
∈ ∀ ∈ ≠

≤ − Φ∑ we e , 

 
[ ]

[ ]

( )
[ ]
[ ]

2 20, 0,

1, 1, ,

max maxi i j
k k k k k k

i N j N j i

k σ
∈ ∞ ∈ ∞
∈ ∈ ≠

≤ we e ,                                                                    (4-49) 

 

                 ( )0i ijj i
k kσ ∞ ≠

= − Φ∑ , ( )
T

j j j
=

w wx wφ
e e e .                                      (4-50) 

Therefore, 

 

 (a) If one chooses ( )0k k∞ −  such that 1iσ < , [ ]1,i N∀ ∈ , then inequalities (4-43) and (4-49) 

satisfy a contraction property on a space S  which is defined as 

1

N

i
i

S S
=

= ∑ ,  [ ]( )2

0
, ; ni

i d
S C k k∞= ℜ ,                                                 (4-51)                                                                    

where ( ).dC  denotes the set of discrete functions. 

(b) Consequently, satisfying a contraction property guarantees the convergence of 

asynchronous iterations [272]. 

(c) From (4-51) the asynchronous convergence depends on the iteration interval ( )0k k∞ −  

and the interaction matrix ( )ij k∞Φ . Furthermore, each user is not expected to communicate 

its results after each iteration but only once at each power optimization period. Thus, some 

users execute more iterations than others. All users of a node-pair share the PMMUP layer 

and can access state trajectories simultaneously. This reduces the effects of communication 

delay across users of separate UCGs. Therefore, such asynchronous algorithms converge 

rapidly. 

 

�  
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4.6 Performance Evaluations 

4.6.1 Simulation Environment 

 

In all simulations, MATLAB
TM

 version 7.1 was used. Fifty IEEE 802.11 wireless standard-

based multiple radio nodes were randomly located in a 1200 m x 1200 m
 
region. Each node 

was assumed to be equipped with 4 NICs or radios, each tuned to a unique frequency channel 

at any given time in operation. Radios operating in a common frequency channel form a UCG 

set, and fifty NIC-pairs were assumed to be fully interconnected over a wireless medium, 

forming network users. Each simulation run was performed long enough for the output 

statistics to stabilize (i.e., sixty seconds simulation time). Each datum point in the plots 

represented an average of five runs where each run used a different randomly generated 

topology. For evaluation purposes, we considered the frequency spectrum of 2412 MHz-2472 

MHz, so that in each UCG, frequency carriers were: 2427 MHz, 2442 MHz, 2457 MHz and 

2472 MHz. The direct sequence spread signalling in the IEEE 802.11 PHY layer was 

assumed. This is because of its potential for multi-user access through CDMA techniques. 

While the legacy MACs performed the CSMA/CA, the LL assigned orthogonal codes to 

NICs. Other simulation specifications per user were used as illustrated in Table 4.4 [21, 46]. 

 
 

Table 4.4: Simulation Specifications 
Parameter Specification Parameter Specification 

Bandwidth 10 MHz Transmit & Interference  ranges 240 m and 480 m 

Basic rate 2 Mbps Network probing power Variable [Pmin,Pmax] 

Maximum link capacity 54 Mbps MAC scheme CSMA/CA 

Minimum transmit power 10 mWatts Slot duration 

Power optimization duration 

100 milliseconds 

40 milliseconds 

Target SINR threshold Between 4 dB-20 

dB 

Offered load 

Queue length  

12.8,51.2,89.6,128 pkts/s 

50 packets 

Thermal noise 90 dBm Packet sizes and FEC sizes 1000 bytes and 50 bytes 

Maximum transmit power 500 mWatts Simulation time 

One measurement sample time 

60 seconds 

1 millisecond 

 

     In order to evaluate LSI matrix A, the channel gain and the interference were estimated as 

follows: at each user  associated with the lth channel, the channel gain conditions were given 

according to [125] 
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( ) ( )2 2

0

0

l l
ll l Il Ql

d
G L d Y X X

d

ν−
 

= + 
 

,                                   (4-52) 

where  ( )
2

0 2 2

016

i rL d
d

ϖ

π
=
� �

 is the path loss of the close-in or reference distance 0d , with i� and 

r�  as the antenna gains of the transmitter and the receiver radios assumed to be unity, 

respectively, and ϖ  is the wavelength of the carrier signal. Let the close-in distance be 

0 100d = meters and lld  be the distance between the transmitter i  and neighbourhood 

receiver r . The parameters lY  l∀  are independently identically distributed (i.i.d) lognormal 

shadowing random variables with the standard deviation 
sσ , set to 8 dB. The random 

variables IlX  and QlX  l∀  are real and imaginary components, respectively, of a Rayleigh 

fading channel gain.  Such variables possess zero mean and variance of 0.5. The path loss 

exponent (PLE) ν  is assumed to be 2 6ν≤ ≤ , depending on the physical environment 

conditions. Using the channel autocorrelation function in [156] and assuming mobility-

limited mesh devices, then ( )2 2 21
m s

aσ σ= − , whereby picking 0.95a =  yields 1.56mσ = dB. 

    The work in [12, 156] revealed that a Kalman filter is utilized to predict the aggregate 

interference among users in a co-channel environment. However, the computational 

complexity of the filter would increase with the number of radio devices equipped at each 

node and the increased network state dimensions. Moreover, interference estimation in a 

distributed multicasting wireless network of multiple radios is an NP-hard problem [109]. 

Using Equation (4-1), interference becomes 

 

      ( ) ( ) ( )1l lI t I t n t+ +� �� ,                                                 (4-53) 

 

where ( )lI t�  is the aggregate form of equation (4-1). The term ( )n t  is a Gaussian distributed 

unit mean noise with variance 2

mσ  = 1.56 dB. The time-invariant effective channel gain is 

computed according to:   

        ( )
1

0

1
lim

t
ll

t
l

G
H

t Iτ

τ
−

→∞ =

 
Ε = 
 

∑ � .                                            (4-54) 
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The LSI matrix coefficients, βα , Iα ,αΓ  were set to unity. The user and network and/or 

application weights 1lω  and 2lω were both set to 0.5. The steady state pdf for the LSI 

deviation minimization iρ  was set to 0.5 in order to offer a better trade-off between the 

system’s states and control action regulation. 

4.6.2 Simulation Results and Discussions 

 

In a single unified channel graph (UCG), packets were transmitted by transmitter radio 

devices (or NICs) to target receivers of neighbouring nodes. The relationship between the 

transmission power consumed and the number of packets transmitted during a particular time 

slot was recorded in Fig. 4.5. The consumed transmission powers were recorded at different 

effective channel conditions. The results demonstrate that as the number of packets 

transmitted during each time slot increases, the amount of transmission energy needed to 

‘ferry’ the packets increases linearly (i.e., see Fig. 4.5). Bad channel conditions, that is, H = 

0.2 require additional transmission energy rate measured in 5x10
-3

 Watts-time slots per 

packet compared to ideal (favourable) channel conditions, that is, H = 1 with 7.33x10
-4

 

Watts-time slots per packet. In order to transmit 500 packets in every time slot, transmissions 

when the gain was H = 1 demonstrated about 400%, 150%, 60%, 20% more power savings 

than when H = 0.2, 0.4, 0.6 and 0.8, respectively. Lossy channels occur as a result of wireless 

channel fading and interferences caused by multiple transmissions over a shared wireless 

medium.  

    Figure 4.6 depicts the number of packets successfully received by target receivers, divided 

by the transmission power used as a function of the inband packet transmission rate. The 

number of successfully received packets per unit transmission power decreases exponentially 

with the wireless link transmission rate. This is explained as follows. Increasing the 

transmission rate demands an increase in the transmission power for proper packet decoding 

against wireless fading conditions. Thus, throughput degrades with high wireless 

transmission power and rate, owing to the caused network interference and congestion. More 

signal losses would be noted when the channel gain, H = 0.2 than in situations when H = 1.0, 

and the associated explanations are similar to those of results in Fig. 4.5. 
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Figure 4.5: Transmit power versus packet transmission rate 
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Figure 4.6: Energy-efficiency versus transmission rate 

 

 

  

 

 

    In Fig. 4.7, the PMMUP based power control algorithms were investigated for 

convergence. The simulations were run for a local UCG having carrier frequency of 2427 

MHz. Operations of users belonging to other UCGs on separate frequency carriers were 

coordinated by the PMMUP layer. Intra-channel effective channel gain, H = 0.4 and adjacent 

channel interfering (ACI) power leakage factor was assumed to be 0.5 (i.e., strictly non-

orthogonal channels). The LSI convergence time was allowed to be large enough (i.e., 4/5 of 

the time slot duration) in order to allow steady state values to be achieved. Each time slot 

consisted of a power optimization phase and data exchange phase. The Figure 4.7 

demonstrates that all the algorithms converge at different rates. Specifically, at the 3
rd

 time 

step, MRSIPA (asynchronous) recorded 25%, 37.5%, 50% and 75% superior convergence 

rates compared to MRSIPS (synchronous), MRSUPA (asynchronous), EBIA (co-channel 

interference estimation-based) and MRSUPS (synchronous) algorithms, respectively. The 

results are explained as follows. Asynchronous algorithms (e.g., MRSIPA and MRSUPA) 

require that any PMMUP user which has successfully completed the prediction of the link 

state information (LSI) terminates iterations regardless of the iterations of the other users on 

separate UCGs.  However, synchronous algorithms (e.g., MRSIPS and MRSUPS) require 

that all users of a node must terminate executions at the same synchronized time. Thus, 

depending on various queue loads and network conditions, LSI executions by some users will 

converge faster than those of others. Prediction of unification variables tends to consume 

slightly more time than that of interaction variables, owing to the fact that the prediction of 
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the interaction variables by the PMMUP layer involves only intra-channel states and the 

coordinated variables. This simplifies the computational structure. On the other hand, the 

prediction of the Unification variables involves the intra-channel, the higher layers and the 

PMMUP coordinated variables. This complicates the computational structure. The latter 

approach faces the LSI exchange run time overhead costs. Furthermore, after receiving these 

variables the PMMUP layer updates the power table (i.e., NCPS) and subsequently 

broadcasts them to all users performing power optimization. This consumes a significant 

amount of the computational time. Finally, the EBIA approach estimates aggregate 

interference both at the sender and receiver nodes after a series of bidirectional information 

exchanges. Such bi-directional information exchanges minimize collisions and contentions at 

the expense of significant amount of convergence time. Nonetheless, EBIA works for user 

levels resulting in low information exchange overhead costs. Consequently, EBIA shows a 

slightly faster convergence rate than the MRSUPS method. 

    Fig. 4.8 illustrates the impacts of the transmission power sequence selection on the 

convergence of the LSI prediction. The simulation experiment was performed for each user 

on each UCG in a wireless multi-radio system. Specifically, the results indicate the difference 

between the actual and the target LSI values versus the measurement samples. The LSI 

estimates consist of the SINR, aggregate Interference within the neighbourhood of the 

transmitter, transmission bandwidth and the user connectivity range. It was noted that the 

control system stabilizes to steady states independent of the initial states. In fact, the system 

stability commences within the initial ten samples (i.e., 10% of one time slot duration) after 

short transients. This observation is justified as follows. A stabilizing solution of the 

idempotent matrix, P  that finds an optimal control signal, ∗u  exists. This optimal control 

signal tracks the LSI deviation to convergence. Furthermore, a unique stabilizing value of P  

is always guaranteed under mild conditions (i.e., the LSI matrix A has eigenvalues with 

negative real components).  
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Figure 4.8: The LSI deviation in a single channel 
 

 

     Asynchronous LSI predictions demonstrated results in Figs. 4.9 and 4.10. For each UCG, 

inter-and intra-channel LSI is predicted and their differences from the target LSI values are 

noted. Rapid convergence was noted in both asynchronous Interaction and Unification 

predictions (i.e., MRSIPA and MRSUPA). Indeed, both MRSIPA and MRSUPA have 

occupied about 25% of power optimization period (i.e., 10 milliseconds out of 40 

milliseconds), because the PMMUP layer coordinates the predictions of low level states 

across multiple channels. These states are stored at the NCPS table. The table-driven actual 

state tracking, to the predefined values, accelerates the convergence. However, Unification 

predictions have been shown to have a more complex structure and demonstrated a worse 

transient response than the Interaction prediction counterparts. Unification LSI predictions 

comprise states from multiple UCGs and a higher layer of the protocol stack, while 

Interaction LSI predictions require states only from the low level multiple UCGs. 
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Figure 4.9: The LSI interaction prediction in multi-channels 

(i.e., MRSIPA) 
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Figure 4.10: The LSI unification prediction in multi-channels 

(i.e., MRSUPA) 
 

 

     After the convergence of the Interaction and Unification LSI variables, the steady state 

response for transmission powers for each user is furnished in Figs. 4.11 to 4.14. The plots 

demonstrate transmission power executions for MRSIPA, MRSIPS, MRSUPA and 

MRSUPS. Simulation results indicate simultaneous transmission power executions by all 

active users on separate frequency channels: 2.427 GHz-2.472 GHz. Each frequency carrier 

is modelled as a single unified channel graph (UCG) set. States from multiple UCG sets are 

coordinated among independent radios by the PMMUP layer. The transmission power at each 

user evolves as a result of adding the optimal power control sequence { }i

∗u , to the power 

update equation proposed at equation (4-3) in Section 4.2.3. It was noted that given the same 

initial prediction power value of 100 mWatts, the Interaction LSI prediction based power 

control approaches yielded more power saving at a steady state than the Unification LSI 

prediction based approaches. MRSIPA has presented slightly higher transmission power 

energy-efficiency compared to related counterparts. Specifically, MRSIPA consumes about 

20.02% of the total amount of energy resource at a single node (i.e., 400.475 mWatts out of 2 

Watts). On the other hand, MRSUPA consumes approximately 20.05% of the total amount of 

energy resources at a single node (i.e., 400.913 mWatts out of 2 Watts). Moreover, the Table 

4.5 summarizes the statistical power savings by MRSIPA compared with other approaches.  
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Table 4.5: Percentage Transmission Power Saving Gain by MRSIPA Approach 

 UCG 1 (2.427GHz) UCG 2 (2.442GHz) UCG 3 (2.457GHz) UCG 4 (2.472 GHz) 

MRSIPS 0.005% 0.010% 0.015% 0.010% 

MRSUPA 0.128% 0.130% 0.064% 0.130% 

MRSUPS 19.86% 23.84% 13.90% 21.850% 

 

The explanation is as follows. Asynchronous algorithms require each autonomous user to 

terminate LSI predictions as soon as it attains the convergence level, while the convergence 

time of synchronous algorithms depends on the longest iteration interval set by the PMMUP. 

Thus, asynchronous algorithms have low computational run time overhead costs. 

Furthermore, each user autonomously updates the transmission power level immediately after 

attaining prediction convergence.  Consequently, application or data packets are then 

exchanged without additional time delays. Interaction LSI prediction approaches provide 

better transmission energy saving than their Unification counterparts. Interaction LSI 

exchanges are simpler in structure and incur less overhead costs than the Unification LSI 

exchanges. The MRSIPA provided slightly improved energy conservation performance 

because it is asynchronous with a simple structure. The MRSIPA involves only Interaction 

LSI estimates from the lower level multiple UCGs. 
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PMMUP user: MRSUPA algorithm 
  

 

       Fig. 4.15 depicts simulation results for transmission power after steady states per time 

slot duration per node-pair versus the amount of generated packets per time slot duration per 

node-pair. Fifty randomly generated nodes in a network of size 1200 m x 1200 m were 

considered. Five simulation runs were carried out; each run depicts a random topology. 

Packets were generated from each node and the amount of transmission power needed to 

reach the neighbouring nodes was measured. Three related approaches were compared with 

MRSIPA and MRSUPA under similar wireless channel conditions. Specifically, the dynamic 

channel assignment with power control (DCA-DPC) approach [183] uses two half-duplex 

transceivers per node. One transceiver operates in one control channel and the other in power 

controlled data channels which are switched dynamically. The effective band based 

interference prediction algorithm (EBIA) [12, 45] is a special case of the MRSIPA and/or the 

MRSUPA that uses one radio per node in a power controlled channel for both control and 

data packets. Finally, the multi-radio unification protocol (MUP) [41] uses multiple channels 

for control packets and then selects only one channel with the best link quality for data 

packets while keeping other radios dormant. For simulation purposes only, four non-

overlapping UCGs with adjacent channel interference (ACI) leakage factor of 0.5 were used. 

The leakage factor depicts the fraction of transmission power causing interference across 

multiple adjacent channels. Simulation results reveal that increasing the amount of generated 

traffic increases the amount of transmission power needed. This suggests that a high data 

volume implies a high transmission energy consumption as demonstrated in Figs. 4.5 and 4.6. 

Over different amounts of generated traffics, the MRSIPA and the DCA-DPC method [183] 
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indicate impressive transmission power savings. Table 4.6 summarizes the MRSIPA power 

saving gain compared to the other methods: 

 

 

Table 4.6: Percentage Transmission Power Saving Gain by MRSIPA 

 5 pkts/slot 10 pkts/slot 15 pkts/slot 20 pkts/slot 

DCA-DPC 9.09% (less) 8.33% (less) 14.29% (less) 8.11% (less) 

MRSUPA 45.45% 50.00% 50.00% 56.76% 

EBIA 63.64% 66.67% 57.14% 72.97% 

MUP 81.82% 83.33% 82.86% 87.84% 

 

The explanation follows. The DCA-DPC [183] approach offers the most superior power 

saving compared to others. This is because several data channels are assigned dynamically to 

hosts in “on-demand” manner. Owing to the on demand feature, the number of channels 

given to the network is a fixed number which is independent of the network size, topology 

and node degree. Furthermore, only subsets of nodes (i.e., each with only two transceivers) 

with the best channel qualities participate actively in data transmissions at controlled powers. 

The rest of the nodes go into the doze modes. This saves energy significantly, on average. 

Across the wide range of the packets generated, the MRSIPA yields significant transmission 

power savings compared to the rest of the related approaches, because the MRSIPA is a 

method which is both load and energy resource aware, that is, each user of a node 

autonomously performs dynamic power selection based on both node energy and queue 

status. Furthermore, Interaction LSI predictions depend on only local channel and 

coordinated states with low computational time. On the other hand, the MRSUPA approach is 

not only computationally complex but also demonstrates LSI prediction delays because it 

involves higher layers. The MUP approach [41] consumes a significant amount of 

transmission energy because it does not take power control into account, although it exploits 

only one channel with the best channel quality. The EBIA approach [12, 45] evaluates 

multiple access interference (MAI) by executing series of forward and backward information 

exchanges. Such procedures significantly increase the network “online” time and may 

translate to substantial energy consumption.   

    In Fig. 4.16 the simulation results on average throughput performance versus offered loads 

are illustrated. Each datum point in the plots was an average of five runs where each run used 

a different randomly generated topology of fifty nodes. The statistical averages were 

calculated with a 95% confidence interval. The adjacent channels transmission power leakage 
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factor was assumed to be 0.5. The plots demonstrate that MRSIPA provides the most superior 

throughput performance at various loads compared to the related methods. The performance 

gain of the MRSIPA approach compared with others is illustrated statistically by Table 4.7.   

 

Table 4.7: Summary of Average Throughput Gain by MRSIPA 

 12.8 pkts/s 51.2 pkts/s 89.6 pkts/s 128 pkts/s 

MRSUPA 16.67% 21.74% 18.52% 20.69% 

DCA-DPC 50.00% 45.65% 48.15% 48.28% 

EBIA 66.67% 65.22% 64.81% 65.52% 

MUP 80.00% 76.09% 77.78% 77.59% 

 

      The explanation now follows. MRSIPA records on average 16.67%, 21.74%, 18.52% and 

20.69% average throughput gain over the MRSUPA versus various packet arrival rates. This 

observation is based on the view that the MRSIPA has a lower computational structure and 

faster convergence (i.e., less delay). Consequently, data packets are transmitted at faster rates 

than those of the MRSUPA approach. MRSIPA has on average 50%, 45.65%, 48.15% and 

48.28% greater gain over the DCA-DPC across various arrival rates. This is because 

MRSIPA performs power control for all active wireless channels and strips data or 

application packets in parallel to improve the network traffic capacity. The PMMUP layer 

ensures node access and routes the traffic simultaneously. Each function is performed on a 

separate non-overlapping power controlled channel. On the other hand, the DCA-DPC 

performs dynamic channel assignments in which control packets are exchanged in one 

channel using the maximum transmission power level. This limits channel spatial re-use, 

causing poor network capacity. The data packets are transmitted using power controlled 

channels which are dynamically assigned to neighbouring hosts. The authors make no 

assumption to clock synchronization among these hosts. However, the DCA-DPC approach 

utilizes one transceiver per each node to transmit data packets. The DCA-DPC therefore 

provides a lower throughput performance than the MRSIPA approach. 

MRSIPA records on average 66.67%, 65.22%, 64.81% and 65.52% greater gain over the 

EBIA at various packet arrivals. The MRSIPA approach performs power control for all 

channels based on intra-channel LSI states as well as LSI states from other neighbouring 

channels. The LSI states from other neighbouring channels are coordinated by the virtual 

MAC layer (i.e., PMMUP). In addition, the MRSIPA aims at minimizing the LSI deviation to 

enhance throughput. EBIA estimates interference at both the receiver and the transmitter end. 
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EBIA exploits this bi-directional interference information to adjust transmission power in 

such a manner that network aggregate interference is minimized [45].  This approach relies 

only on interference estimation and minimization to improve network capacity. 

Consequently, the resulting throughput per node pair is lower compared to the multi-radio 

approaches. The MRSIPA records on average 80.00%, 76.09%, 77.78% and 77.59% greater 

gain over the MUP approach at various packet arrivals. The MRSIPA is a multi-radio multi-

channel (MRMC) power control approach and at the same time minimizes the LSI deviation. 

MUP on the other hand selects only one channel with the best channel quality for 

transmission of data or application traffic and no power control is guaranteed in each channel. 

The MRSIPA uses all power controlled channels for transmissions, yielding an average 

throughput gain over the MUP approach. 
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4.7 Chapter Conclusions and Remarks 

 

 In this chapter, a new power selection multi-radio multi-channel unification protocol 

(PMMUP) was developed. The PMMUP performed decentralized dynamic power control 

(DTPC) algorithms. Key PMMUP-based DTPC algorithms discussed were referred to as 

Asynchronous multi-radio multi-channel LSI Interaction and Unification predictions (i.e., 

MRSIPA and MRSUPA). The MRSIPA computes the optimal transmission power by 

allowing each network user to autonomously predict the Interaction LSI variables. The 

MRSUPA on the other hand predicts the Unification LSI variables. In order to achieve this 

goal, each user minimized a stochastic quadratic cost function. Analytical results showed that 
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the PMMUP-based DTPC algorithms converge linearly. The convergence rate depended on 

the iteration interval and the interaction between users through LSI exchanges. Simulation 

results revealed that PMMUP-based DTPC algorithms converge rapidly. The MRSIPA 

method, however, demonstrated the most superior convergence motivated by its simple 

computational structure. MRSIPA showed, on average, convergence power saving gains 

between 0.005% and 23.23% compared to other approaches. MRSIPA provided, on average, 

transmission power saving gains between 8.11% and 87.84% over different traffic loads 

compared to other approaches. MRSIPA also yielded, on average, throughput gains between 

16.67% and 80.00% over different traffic loads compared to other approaches. Further 

simulation results regarding average throughput and energy performance can be found in our 

recent publications [21, 46, 48, 51].  

   It should be noted that the PMMUP based DTPC methods permit the transmission of 

application data only when the buffer and residual energy levels are greater than zero. 

However, speed differences involving both the buffer and energy variations introducing 

transmission power control problems have not been investigated. In other words, perturbation 

problems stemming from the energy and packet evolutions at various multi-radio queues have 

not been studied. Chapter 5 investigates a singularly-perturbed weakly-coupled based 

dynamic power control (SPWC-DTPC) method in MRMC wireless networks. 
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Chapter 5 

Singularly-Perturbed Weakly-Coupled 

DTPC Scheme 

5.1   Introduction  

 

This chapter discusses a singularly-perturbed weakly-coupled dynamic transmission power 

control (SPWC-DTPC) problem at the Wireless Backbone Mesh Networks (WBMNs) 

configured with multi-radio multi-channel (MRMC) systems. Singular perturbations arise 

when different multiple packet queues on different channels evolve at various time-scales 

compared to the rate of energy depletions and/or charging by the multiple radios. Such a 

singular perturbation can effectively be modelled as a coefficient of the first order Taylor 

series expansion of steady state Markov Chain probability distributions. The MRMC wireless 

networks not only demonstrate singular perturbations at the multiple packet queues but also 

cross-channel interference problems owing to the fading of the diverse channels. Although 

orthogonal adjacent channels do not strongly interfere, the radio channel may affect this 

orthogonality. Indeed, time delays, lack of synchronization in the entire network and fading 

effects violate the orthogonality, resulting in significant packet losses. These MRMC 

configuration problems may substantially affect the capacity performance of the backbone 

WMNs. Owing to diverse multi-channel conditions, nodes may frequently be compelled to 

retransmit packets. Such retransmissions cause additional power control problems which 

have not received much research attention previously. Consequently, this study investigates a 

singular-perturbation and weak-coupling (SPWC) based transmission power control. 

    The theory of Singular perturbation and its applications is richly described [273-276]. Of 

interest here, the authors in [275] studied a singular perturbation approach for approximating 

steady state solutions of a two dimensional Markov chain. In particular, a queuing analysis of 

packet dropping over a wireless medium with retransmissions was undertaken. The Markov 

chain consisted of the channel state and the number of packets queued at the buffer. 

However, only good and bad levels of channel states were analysed. Based on a similar 
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paradigm, this chapter investigates a singular perturbation problem existing between the 

transmission energy availability and the buffer size evolutions at queue systems. In this case, 

energy levels are possibly larger than two and a multi-channel wireless framework is 

considered. The speed ratio between the buffer sizes and the transmission energy availability 

can be sufficiently represented by a singular perturbation parameter sε . On the other hand, 

weakly-coupled theory and its applications to large scale control systems can be found in 

numerous studies [271, 277-279]. In these contributions the emphasis has been mainly 

focused on the modelling of large scale interconnected control systems as differential Nash 

games [271]. In particular, assuming a large scale interconnected system, a strategy of one 

subsystem is decoupled from strategies of other subsystems [277] in the game so that a Nash 

equilibrium can then be attained [278]. Such a weak coupling parameter can be denoted as 

wε . Based on such modelling techniques, inter-channel wireless interference can be presented 

as a weakly-coupled power control problem. The transmission power control solutions are 

then obtained in terms of the sufficiently small positive parameter denoted as ε�  and defined 

as 
s wε ε ε=� . To the best of our knowledge this is the first study to address a singularly-

perturbed and weakly-coupled dynamic power control (SPWC-DTPC) problem in backbone 

wireless networks. 

    In order to coordinate the functions of multiple MACs and radios, and to hide their 

complexities from the upper layers of the protocol stack, an energy-efficient power selection 

multi-radio multi-channel unification protocol (PMMUP) can be assumed at the Link Layer 

(LL). This PMMUP handles the SPWC problems of transmission power control. Based on 

differential Nash games, the SPWC higher order recursive algorithm (HORA) is then derived. 

This algorithm offers a stabilizing solution of the transmission power control problem for a 

decomposed system. Analytical results indicated that such an algorithm converges to the 

exact stationary solutions. The rate of convergence is linear. Numerical evaluations confirm 

that the algorithm converges to fixed points after about eight execution cycles. The dynamic 

power control based on the Link State Information (LSI) derived in Chapter 4 rapidly attains 

exact solutions. Several simulation results indicate that the SPWC-DTPC protocol is both 

energy and throughput superior compared to the conventional protocols. Specifically, the 

SPWC-PMMUP ensured that after 50 units of the simulation time and at 0.001ε =� , the 

average number of “still alive links” gain over other protocols occurs between 12.50% and 

33.30%. The resulting average throughput per node-pair gain statistically yields between 8% 
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and 36.36% at traffic loads 120λ = packets/s and at the SPWC parameter 0.001ε =� . This 

observation occurs because the SPWC-PMMUP scheme incorporates the queue perturbations 

and the cross-channel interference influence in the model. The SPWC conditions, in addition 

to the conventional LSI discussed in Chapter 4, have been shown to provide optimal power 

control solutions.   

Tables 5.1 and 5.2 summarize the definitions of abbreviations and notations used in this 

Chapter. 

 

Table 5.1: Abbreviation 
Abbreviation Description 

ATIM Ad Hoc Traffic Indication Message Window 

LSI Link State Information 

MAC Medium Access Control Protocol 

MRMC Multi-radio Multi-channel Wireless system 

MUP Multi-radio Unification Protocol 

NIC Network Interface Card or Radio Interface 

PHY Physical Layer 

POWMAC Power-Controlled Single-Channel MAC Protocol 

PSM-MMAC Power-Saving Multi-channel MAC Protocol 

RTS/CTS Request/Clear-To-Send Control Packets Exchanges 

SPWC-PMMUP Singularly-perturbed Weakly-coupled Power Selection MRMC Unification Protocol 

SWARRE SPWC-Continuous Algebraic Regulator Riccati Equation 

UCGs Unified Channel Graphs 

 

Table 5.2:Notation 

Notation Description 

φ  Probability of arrival in the queue system of a node 

iϕ  Departure probability given the available energy level is i  

( )X n  Markov chain sequence for singularly-perturbed queue system 

( )sπ ε  Steady state perturbed Markov chain probability distribution 

sε  The singular perturbation (SP) sufficiently small parameter 

wε  The weakly coupling (WC) sufficiently small parameter 

ε  
Defines a MRMC wireless communication system which has both SP and WC properties, 0 w

s

ε
ε

ε
≤ = <∞  

ε�  The SPWC sufficiently small parameter given by s wε ε ε=�  

( )1ip t +  The next time slot transmission power level of the ith user. 

( )i t
∗

u  The ith user optimal Nash strategy 
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( )i tεP  The ith user decoupled SWARRE  Solution 

( )i tεF  The ith user decoupled control feedback gain 

5.2   System Model and Analysis  

5.2.1 Perturbed Queue System  

 

Suppose that N  wireless links, each on a separate channel, emanate from a particular 

wireless MRMC node. Such links are assumed to contain N  queues and use N  times energy 

consumption associated with that node. The multiple queue system is depicted in Fig. 5.1. It 

is noted that at the sender (and, respectively, the receiver) packets from the PMMUP layer 

(respectively, multiple queues) are striped (respectively, resequenced) into multiple queues 

(respectively, PMMUP queues) [21, 46, 48, 52]. Queues can be assumed to control the rates 

of the input to the finite-sized buffers. Such admission control mechanisms are performed if 

the information about the energy residing in the node and the upper layers is known. Suppose 

that during a given time-slot, the application generates packets according to a Bernoulli 

process. Packets independently arrive at the multiple MAC and PHY queues with probability 

φ , where 0φ > . Buffers’ sizes of B  packets are assumed. Suppose queues are initially 

nonempty and that new arriving packets are dropped when the queue is full; otherwise 

packets join the tail of the queue. The speed difference between the queue service rate and the 

energy level variations in the queue leads to the physical phenomenon called perturbation. 

Based on such perturbations, optimal transmission power is selected to send a serviced 

packet. It is noted that such a perturbation can conveniently be modelled by the Markov 

Chain as follows: 

 

 

Figure 5.1: Multiple queue system for a MRMC router-pair 
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      Denote i∈Ε , where { }1,2,. . ., , . . .i EΕ = as the energy level available for transmitting 

a packet over wireless medium by each NIC- pair (user). Denote iϕ , where [ ]0,1iϕ ∈ , as the 

probability of transmitting a packet with energy level i . The transition probability from 

energy state nX i=  to state 1nX j+ =  during the time transition [ ), 1n n + is yielded by 

( )1
Pr |

ij n n
X j X iλ += = = . Let Λ , be the energy level transition matrix, where  1 1E

j ij
λ= =∑  

with the probability distribution denoted by [ ]1 2, ,. . . , Eϑ ϑ ϑ ϑ= [275]. 

 

11 12 1

21 22 2

1 2

. .

. .

. . . . . . . .

. .

E

E

E E EE

λ λ λ

λ λ λ

λ λ λ

 
 
 Λ =
 
 
 

,                                                            (5-1) 

 

     It should be recalled that the power optimization phase requires information about the 

queue load and energy level dynamics. Such dynamics can be modelled as the Markov chain 

processes. Denote ( ) ( ) ( )( ){ },nX n X i n j n=  as a two dimensional Markov chain sequence, 

where ( )i n  and ( )j n  are respectively the energy level available for packet transmission and 

the number of packets in the buffer at the nth time step. Let the packet arrival and the energy-

charging/discharging process at each interface in time step 1n +  be independent of the chain 

( )X n . Arrivals are assumed to occur at the end of the time step so that new arrivals cannot 

depart in the same time step that they arrive [274]. Figure 5.2 depicts the two dimensional 

Markov chain evolution diagram with the transition probability matrix, ( )TP n , whose 

elements are ( ), 1 ,n n i jλ +  for all 1, 2, . . . ,i E=  and 0,1, 2, . . . ,j B= . The notation, 

( ), 1 ,n n i jλ +  represents the transition probability of the ith energy level and the jth buffer level 

from state at n to state at n+1. In general, similar Markov chain representations can be 

assumed for other queues in a multi-queue system. 
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( ) ( )( )1 1 , 1X i j ( ) ( )( )2 2 , 2X i j ( ) ( )( ),nX i n j n ( ) ( )( )1 1 , 1nX i n j n+ + + ( ) ( )( ),X i j∞ ∞ ∞

, 1n nλ + 1, 2n nλ+ + 1,λ∞− ∞

,λ∞∞

, 1λ∞∞−2, 1n nλ + +1,n nλ +, 1n nλ −3,2λ2 ,1λ

1,1λ

1,2λ
2,3λ 1,n nλ −

1, 1n nλ + +,n nλ2,2λ

 

Figure 5.2: Markov chain diagram 
 

 

      The transition probability ( ) ( )1 1E B E B+ × +  matrix of the Markov chain ( )X n  is 

yielded by 

 

( )

0 1

2 1 0

2 1 0

01

2 1

0 0

0 1

00 .

.

.

0 0

TP n

B

 
 
 
 

=  
 
 
  
 

B B

A A A

A A A

AA

A F

���

��

�

� � � �

 � � �

� �

,                                       (5-2) 

 

where  ( )TP n  consists of 1B + block rows and 1B + block columns each of size E E× . The 

matrices 0B , 1B , 0A , 1A , 2A  and 1F  are all E E×  non-negative matrices denoted as 

0 φ= ΛB , 1 φ= ΛB , ( )0 , 1, . . . ,i i Eφϕ= = ΛA diag , ( )1
, 1, . . . ,

i i
i Eφϕ φϕ= + = ΛA diag , 

( )2 1, . . . ,i i Eφϕ= = ΛA diag  and ( )1 , 1, . . . ,i i i Eφϕ ϕ= + = ΛF diag . Here 

1φ φ= − and 1i iϕ ϕ= −  respectively denote the probability that no packet arrives in the queue 

and no packet is transmitted into the channel when the available energy level is i . If one 

assumes that the energy level transition matrix Λ  is irreducible and aperiodic
2
 and that 

0φ > , then the Markov chain ( )X n  is aperiodic and contains a single ergodic class
3
 [38]. A 

unique row vector of steady state (or stationary) probability distribution can then be defined 

as ( ) ( ) ( )( ), lim ,
T

n
i j P l n i b n jπ

→∞
= = = , 1, 2, . . . ,i E= ,  0,1, . . . ,j B=  and  

                                                
2 A state evidences aperiodic behaviour if any return (returns) to the same state can occur at irregular multiple time steps. 
3 A Markov chain is called ergodic or irreducible if it is possible to go from every state to every other state 
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( ) ( )1 1
, 0

i j
i jπ × +

∈ℜ ≥ . 

      Let ( ), , si jπ ε , 1, . . . , , . . . ,i i E= , 0,1, . . . . . . ,j j B=  be the probability distribution 

of the state of the available energy and the number of packets in the system in a steady state.  

Such a probability distribution ( ), , si jπ ε  can uniquely be determined by the following 

system 

  

( ) ( ) ( )s T s sPπ ε ε π ε= , ( ) 1sπ ε =1 , ( ) 0sπ ε ≥   ,                              (5-3) 

 

where  
sε  denotes the singular perturbation factor depicting the speed ratio between energy 

and queue state evolutions. The first order Taylor series approximation of the perturbed 

Markov chain ( )X n  transition matrix can be represented as ( ) 0 1T s sP Q Qε ε= + , where 0Q  

is the probability transition matrix of the unperturbed Markov chain corresponding to strong 

interactions while 1Q  is the generator corresponding to the weak interaction [275], that is, 

 

                                      

2 1 0

2 1 0

0

0

2 1

0

0

00

0 0

I I

Q

φ φ 
 
 
 

=  
 
 
 
 
 

A A A

A A A

A

A F

���
��

�

� � � �

� � � �

� �

, 

0 1

2 1 0

2 1 0
1

0

2 1

0

0

00

0 0

Q

 
 
 
 
 =
 
 
 
 
 

B B

A A A

A A A

A

A F

� � ���
� � � ��

� � � 

� � � �
�� � � �

� �� �

,         (5-4) 

 

where 

( )2
, 1,. . . ,

i
i Eφϕ= =A diag , ( )1

, 1, . . . ,
i i

i Eφϕ φϕ= + =A diag , 

( )0 , 1, . . . ,i i Eφϕ= =A diag , ( )1 , 1, . . . ,i i i Eφϕ ϕ= + =F diag , ( )0 1φ= ΛB� ,   

( )1 1φ= ΛB� , ( )2 1
, 1,. . .

i
i Eφϕ= = ΛA diag� , 

( )1 1
, 1, . . . ,

i i
i Eφϕ φϕ= = ΛA diag� , ( )0 1, 1, . . . ,i i Eφ φϕ= = ΛA diag�  and 

( )1 1, 1, . . . ,i i i Eφϕ ϕ= + = ΛF diag� . 
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Here,  

 ( ) 1s sIε εΛ = + Λ                                                               (5-5) 

 

where 
1Λ  is the generator matrix [273], representing an aggregated Markov chain ( )X n .  

   The model in (5-2) to (5-5) leaves us with the perturbation problem under the assumption 

that an ergodic class exists (i.e., has exactly one closed communicating set of states), and 0Q  

contains E  sub-chains ( E  ergodic class).  The stationary probability ( ), , si jπ ε  from (5-3) of 

the perturbed Markov chain, therefore, takes a Taylor series expansion  

 

 ( ) ( ) ( )0, , ,
n n

ns s
i j i jπ ε π ε∞

== ∑ ,                                                  (5-6) 

�  

where  n

sε  is the nth order singularly-perturbed parameter.  Denote the aggregate Markov 

chain probability distribution as 
1 2
, , . . . ,

E
ϑ ϑ ϑ ϑ =   . The unperturbed stationary 

probability is then given by 
( ) ( ) ( )0

,
iii j jζπ ϑ ν=  where 

iζν  is the probability distribution of 

the recurrent class iζ , i.e., ( )
0

1
B

i
j

jζ
=

=∑ [275]. 

                                 

Lemma 5.1: For each energy level, 1,2, . . . ,i E= , the stationary distribution 
iζν  of the 

recurrent class iζ  is given by: 

1-If H Li ∉Ε ∪ Ε , then ( )
( )

( )
( )

1

11

1
1 0

1
i i

jj

i

jj

i

jζ ζ

φ ϕ
ν ν

ϕ φ

+

++

−
+ =

−
, 1,2, . . . ,j B= . Here, 

( )0
i

i

B

i

ζ

ϕ φ
ν

ϕ φα

−
=

−
 with 

( )
( )
1

1

i

i

φ ϕ
α

ϕ φ

−
=

−
. HΕ  and LΕ  are sets respectively of the higher and 

lower energy levels than the minimum required for successful packet transmission. 

2-If  Hi ∈ Ε , then  ( )0 1
iζν φ= −  and ( )1

iζν φ= . 

3-If 
Li ∈ Ε , then ( ) 1

i
Bζν = . 

 

Proof:  If the level of the available energy H Li ∉ Ε ∪ Ε  then we first consider ( )1
iζν  in terms 

of ( )0
iζν , i.e.,  
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                                 ( ) ( )
1

1 0
1i i

i

ζ ζν αν
ϕ

=
−

. 

Then by induction  

                 ( ) ( )
1

0
1i i

j

i

jζ ζν α ν
ϕ

=
−

, 1, 2, . . . ,j B= ,
( )
( )
1

1

i

i

φ ϕ
α

ϕ φ

−
=

−
.   Thus,                     

                           ( ) ( )11
1 0

1i i

j

i

jζ ζν α ν
ϕ

++ =
−

; alternatively, 

                          ( )
( )

( )
( )

1

11

1
1 0

1
i i

jj

i

jj

i

jζ ζ

φ ϕ
ν ν

ϕ φ

+

++

−
+ =

−
, 1,2, . . . ,j B= . Using the normalization 

condition that ( )
0

1
B

i
j

jζ
=

=∑ , one obtains ( )0
iζν  by summing over all 0, 1,2, . . . ,j B= , 

( )
1

0
1 1

1
1 1

B

i

Bζ

ϕ φ
ν

α ϕ φαα
ϕ α

−
= =

− −+
− −

.                                                 (5-7) 

�  

    Suppose the level of the available energy is Hi ∈ Ε , given that there is no packet in the 

queue then the condition ( )0 1
iζν φ φ= − =  holds. Consequently, one packet arrives with 

probability φ , implying that ( )1
iζν φ= . In a similar treatment, if the energy is Li ∈ Ε given a 

full buffer then the stationary distribution of the recurrent class, iζ , is yielded by ( ) 1
i

Bζν = . 

 

Lemma 5.2: Assuming that there exists a perturbed Markov Chain ( ), ,n sX i j ε , the 

perturbed steady state transmission probability is given as follows: 

 

( )
( ) ( ) ( )

( ) ( )( )

( ) ( )
( )

11 1

111
, ,

1 1
,

1 1

j Bj B

ni i i n

ns s iB j BB j B
i j i j

i i

i j
φ ϕ ϕ φ ϕ φ

ψ ε φ π ε ϕ
ϕ φ φ ϕ

−+ +
∞

=+ −+ +

− − −
= +

− − −
∑ ∑ ∑ ,      (5-8) 

where  

                               

 
( ) ( ) ( ) ( )1

11 0 1 0 1 1 0

kn n kn n

kπ ϑ
−−

=
 = ∆ + ∆ ∆ ∆
  

∑R Q RQ R Q� . 

Here, 
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( ) ( )( )1 1 1E E B+ × + +
∈ ℜR  denotes a matrix whose rows are a stationary distribution of the Markov 

chain 0Q , i.e., ( ), 0,1, . . . . ,
i

i Eζν= =R diag . 
( )( ) ( )1 1 1E B E+ + × +∈ ℜR� denotes a matrix of 

eigenvectors corresponding to the zero eigenvalue of the unperturbed generator 0 I−Q , i.e., 

( )
0 1
, , . . . ,

Eζ ζ ζθ θ θ=R� .  0∆  denotes a deviation matrix of the unperturbed Markov chain 

1

0 0
I

−
 ∆ = − + − Q RR RR� � . 

1

1 1

−∗ ∗ ∆ = −Λ + Λ − Λ   denotes a deviation of the aggregated 

Markov chain, where 
Eµ ϑ∗Λ = , with ( ) 11, . . . ,1

T E

Eµ += ∈ ℜ [275]. 

 

Proof: By definition and Lemma 5.1, the steady state transmission probability ( )sψ ε  is given 

by the following 

                        

                      ( ) ( )

( )
( )0

,

,
n n

ns s i
i j

i jψ ε φ π ε ϕ∞
== ∑ ∑ ,  1, 2, . . . ,i E=  and 0,1,2, . . . ,j B=  

                                 ( ) ( )
( )

( )

( )
( )0 0

1
, ,

, ,
n n

ns i s i
i j i j

i j i jφ π ε ϕ φ π ε ϕ∞
== +∑ ∑ ∑  , 

                                 ( ) ( )

( )( )
( )1

, ,

,
i

n n

ni i s i
i j i j

j i jζφ ϑν ϕ φ π ε ϕ∞
== +∑ ∑ ∑ ,                                 

                                
( )

( )
( )

( )( )
( )1
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0
,

1

i

j

n n

ni i s i
i j i ji

i j
ζα ν

φ ϑ ϕ φ π ε ϕ
ϕ

∞
== +

−
∑ ∑ ∑ , with 

( )
( )
1

1

i

i

φ ϕ
α

ϕ φ

−
=

−
,  

                                                                                                               ( )0
i

i

B

i

ζ

ϕ φ
ν

ϕ φα

−
=

−
, 

                                
( ) ( ) ( )

( ) ( )
( ) ( )

( )( )

11 1

111
, ,

1 1
,

1 1

j Bj B

ni i i n

ni s iB j BB j B
i j i j

i i

i j
φ ϕ ϕ φ ϕ φ

ϑ φ π ε ϕ
ϕ φ φ ϕ

−+ +
∞

=+ −+ +

− − −
= +

− − −
∑ ∑ ∑ , 

                    (5-9) 

   

with 
( )nπ  being recursively evaluated as given in Lemma 5.2.    

�  

Lemma 5.3: Assuming that there exists a perturbed Markov Chain ( ), ,n sX i j ε , the expected 

delay in a singularly-perturbed queue, ( )D sεΕ  is given as follows:                              

 

       ( )D s

Nu

De
εΕ = ,                                                                                          (5-10) 
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where, 

                                            

     
( ) ( ) ( )

( ) ( )( )

( ) ( )
( )

1

111
, .

1 1
,

1 1

j Bj B

ni i i n

ni sB j BB j B
i j i j

i i

j
Nu i j j

φ ϕ ϕ φ ϕ φ
ϑ π ε

ϕ φ φ ϕ

−

∞
=+ −+ +

− − −
= +

− − −
∑ ∑ ∑ , 1, 2, . . . ,i E= ,   

                                                                                                                   0,1,2, . . . ,j B= . 
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( )( )
( ) ( )

1

1
1

1
,

1H L L
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ni i sB
i i i

i

De i B
φ ϕ

φ ϑ ϑ π ε
ϕ φ

+
∞

=
∉Ε ∪Ε ∈Ε =

−
= − + +

−
∑ ∑ ∑∑ , with     

     
( ) ( ) ( ) ( )1

11 0 1 0 1 1 0

kn n kn n

kπ ϑ
−−

=
 = ∆ + ∆ ∆ ∆
  

∑R Q RQ R Q� . 

 

Proof: By definition, the average number of packets in the queue is yielded by 

 

                              [ ] ( )
( ),

, ,n s
i j

Nu X i j jπ ε= Ε = ∑ , 1, 2, . . . ,i E= , 0,1,2, . . . ,j B= . 

                                    ( )

( )
( )0

,

,
n n

n s
i j

i j jπ ε∞
== ∑ ∑ , 1, 2, . . . ,i E= , 0,1,2, . . . ,j B= . 

                                    ( )

( )
( ) ( ) ( )

( )

0

1
, ,

, ,
n n

n s
i j i j

i j j i j jπ π ε∞
== +∑ ∑ ∑ , 1, 2, . . . ,i E= ,  

                                                                                                     0,1,2, . . . ,j B= . 

After expanding the above and using the results in Lemma 5.1, we obtain  

 

                         
( ) ( ) ( )

( ) ( )( )

( ) ( )
( )

1

111 1
, ,

1 1
,

1 1
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ϑ π ε
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−

∞
=+ −+ +
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= +
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∑ ∑ ∑ , for all 

i  and j . 

Suppose φ∗ denotes the packet acceptance rate into the queue at steady state. Define φ∗  as, 

                            ( )
1

1 , ,
E

s i
i

De i Bφ φ π ε ϕ∗

=

 
= = − 

 
∑ , 

                                ( ) ( )0
1

1 ,
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i Bφ π ε ϕ∞
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                                ( ) ( ) ( )0

1
1 1

1 , ,
E E
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i B i Bφ π ϕ ε ϕ∞
=

= =

 
= − + 

 
∑ ∑∑ . 

Applying results of Lemma 5.1, we obtain 
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( )

( )( )
( ) ( )1 1

1
1

1
1 ,

1H L L
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ni n

ni i sB
i i i
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De i B
φ ϕ

φ ϑ φ ϑ φ π ε
ϕ φ

∞− −
=

∈Ε ∪Ε =Ε =

 −
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 − 

∑ ∑ ∑∑ . 

Using Little’s Theorem [273, 280], the average delay in a perturbed queue is calculated by 

 

                     ( )D s

Nu

De
εΕ = .                                                                      (5-11) 

�  

    It should be noted from the results of Lemma 5.1 and 5.2 that the steady state transmission 

probability of a packet from the queue and the expected packet queue delay are 

decomposable into an unperturbed component (i.e., independent of sε ) and a perturbed 

component expressed in terms of a higher order Taylor series expansion (i.e., dependent on 

sε ). A higher order Taylor series expansion with sufficiently large step size n  results in 

significantly small values of perturbation, hence such terms can be neglected. The first order 

Taylor series expansion in terms of the perturbation factor presents a reliable approximation 

of the exact steady state probability distribution of the Markov chain ( ), ,n sX i j ε . 

5.2.2 Weakly-Coupled Wireless System  

 

Theoretically, simultaneous transmitting links on different non-overlapping and orthogonal 

channels are expected not to conflict with each other. However, wireless links emanating 

from the same node of a multi-radio system do conflict with each other owing to their close 

vicinity. The radiated power coupling across multiple channels results in the following: loss 

in signal strength owing to inter-channel interference; hence packet losses over multi-channel 

wireless links. Such losses lead to packet retransmissions and hence queue instabilities along 

a link(s). Retransmissions also cause high energy consumption in the network. Highly 

energy-depleted networks result in poor network connectivity. Therefore, one can model the 

wireless cross-channel interference (interaction) as a weakly-coupled system [271].  Each 

NIC-pair (i.e., transmit-receive or user) operating on a particular channel (i.e., UCG) adjusts 

its transmission power dynamically, based on a sufficiently small positive parameter denoted 

as wε . 

     Consider a two-dimensional node placement consisting of two co-located orthogonal 

wireless channels labelled i  and j  with simultaneous radial transmissions. Such a 
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configuration is illustrated in Fig. 5.3. The coupled region is denoted by surface area Aε . 

Since power coupling is considered, the weak coupling factor can be derived as a function of 

the region or surface Aε , i.e., ( )2

ij
O d , where 

ijd  is the distance between point i  and j . From 

the geometry of Fig. 5.3, it is easy to demonstrate that the weak coupling parameter is 

obtained as  
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.  

                                        (5-12) 

 

  Thus, the weakly-coupled scalar is generally a function of the square of the transmission 

radius and the coupling-sector angle. The weak coupling parameter is bounded by 

0 1ij wε ε< = < . The sectored angle has a bound, 0 2θ π≤ ≤  radians. 
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Figure 5.3: Weak coupling between two channels 
 

In Figure 5.3, two simultaneously co-located transmitting 

users i  and j  described by infinitesimally small radiating 

points TXR i and RXR i pair, and TXR j  and RXR j pair, 

respectively. Transmitters i  and j  are assumed to radiate 

signals omni-directionally with radii id  and jd  and cause 

weak inter channel connections.  Here, id  refers to the 

conflict edge from a sender on channel i  to a receiver on 

channel j  while jd  is the conflict edge from a sender on 

channel j  to a receiver on channel i . The region denoted 

by εΑ  is the weakly coupling region described by id  and 

jd  as well as by the coupling beamwidth angles iθ  and jθ  

in radians.  
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    It should be noted that both the singular perturbation and weak coupling models at the 

multiple MACs and radio interfaces are coordinated by the virtual MAC protocol at the Link 

Layer. The motivation is to conceal the complexity of lower layers from the higher layers of 

the protocol stack. 

 

5.3  SPWC-PMMUP Architecture  

 

In order to manage SPWC models based DTPC scheme at the complex MAC and PHY 

layers, a singularly-perturbed weakly-coupled power selection multi-radio multi-channel 

unification protocol (SPWC-PMMUP) is suggested. The SPWC-PMMUP firmware 

architecture is depicted in Figure 5.4. The design rationale of the firmware is to perform an 

energy-efficient power control in a multi-radio system with minimal change to the existing 

standard compliant wireless technologies. Such power control can adapt even to a 

heterogeneous multi-radio system (i.e., each node has a different number of radios) 

experiencing singular perturbations. Like the PMMUP discussed in Chapter 4, SPWC-

PMMUP coordinates the power control executions in UCGs. Power optimization is based on 

the Link State Information (LSI) from the same channel or coordinated channels. In addition, 

this chapter deals with queue perturbation and cross-channel interference. It also furnishes the 

medium access timing phases. 

   

 

Figure 5.4: Singularly-perturbed weakly-coupled PMMUP architecture 
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5.3.1 Timing Phase Structure 

 

The SPWC-PMMUP contains L  parallel channel sets with the virtual timing structure shown 

in Fig. 5.5. Channel access times are divided into identical time-slots. There are three phases 

in each time slot after slot synchronization. Phase I serves as the channel probing or LSI 

estimation phase. Phase II serves as the Announcement Traffic Indication Message (ATIM) 

window which is on when power optimization occurs. Nodes stay awake and exchange an 

ATIM (indicating such nodes’ intention to send the queue data traffic) message with their 

neighbours. Each node is faced with a power control problem formulated in section 5.4. 

Based on the exchanged ATIM and probe messages, each user performs an optimal power 

selection for eventual data exchange. Phase III serves as the data exchange phase over power 

controlled multiple channels. 
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Figure 5.5: The virtual SPWC-PMMUP timing structure 
 

 

Phase I: In order for each user to estimate the number of active links in the same UCG, 

Phase I is divided into M  mini-slots. Each mini-slot lasts a duration of channel probing time 

cpT , which is set to be large enough for judging whether the channel is busy or not. If a link 

has traffic in the current time-slot, it may randomly select one probe mini-slot and transmit a 
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busy signal. By counting the busy mini-slots, all nodes can estimate how many links intend to 

advertise traffic at the end of Phase I. Additionally, the SPWC-PMMUP estimates: the inter 

channel interference (i.e., weak coupling powers ), the intra-UCG interference (i.e., the strong 

coupling powers), the queue perturbation and the LSI addressed in Chapter 4 [46]. It should 

be noted that the number of links intending to advertise traffic, if not zero, could be greater 

than the observed number of busy mini-slots. This occurs because there might be at least one 

link intending to advertise traffic during the same busy mini-slot. 

    Denote the number of neighbouring links in the same UCG intending to advertise traffic at 

the end of Phase I as n .  Given M  and n , the probability that the number of observed busy 

mini-slots equals to m , is calculated by 

 

 ( )

1

1
, ,

1

1

r

M n

m m
P M n m

n M

M

−  
  

−  =
+ − 

 
− 

                                                     (5-13) 

 

   Let n  remain the same for the duration of each time-slot t .  Denote the estimate of the 

number of active links as ( )n̂ t  and the probability mass function (PMF) that the number of 

busy mini-slots observed in the previous time-slot equals k  as ( )kf t . Denote ( )m t as the 

number of the current busy mini-slots. The estimate ( )n̂ t  is then derived from the estimation 

error process as, 

 

( )
( )

( ) ( )( )( ){ }ˆ arg min , ,
n n

r kk m t k m t
n m t

n t P M n k f t
= =

≥

= −∑ ∑ ,              (5-14) 

 

where ( )kf t  from one time-slot to other is updated as 

 

 ( )
( )( ) ( ) ( )

( )( ) ( ) ( ) ( )

1 1 ,

1 1 ,

k

k

m

t f t k m t
f t

t f t t k m t

α

α α

 − − ≠
= 

− − + =
,                (5-15) 

 

and ( ) ( )( ), 0 1t tα α< <  is the PMF update step size, which needs to be chosen appropriately 

to balance the convergence speed and the stability. Of course, selecting a large value of M  
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when Phase I is adjusted to be narrower will imply short cpT  periods and negligible delay 

during the probing phase. Short channel probing phase time allows time for large actual data 

payload exchange, consequently improving network capacity.  

   

Phase II: Suppose the number of busy mini-slot is non-zero then the SPWC-PMMUP 

module performs a power optimization following the p − persistent algorithm or back-off 

algorithm [249]. Otherwise, the transmission power optimization depends on the queue status 

only (i.e., the evaluation of the singular perturbation of the queue system). The time duration 

of the power optimization is denoted as 
2T  and the minimal duration to complete power 

optimization as a function of the number of participating users in a p-persistent CSMA, is 

denoted as ( ),
succ

T n p
∗ [281]. The transmission power optimization time allocation 2T  is then 

adjusted according to  

 

 ( ){ }ˆmax

12 2min , ,
n

n succT T T n pϑ ∗
== ∑ ,                                        (5-16) 

 

where max

2T  is the power allocation upper bound time, ϑ  is the power allocation time 

adjusting parameter and n̂  is the estimated number of actively interfering neighbour links in 

the same UCG. The steady state medium access probability p in terms of the minimal average 

service time can be computed as [208], 

 

 ( ){ }
0 1

arg min ,succ
p

p T n p∗

< <

= .                                                       (5-17) 

 

     It should be noted that due to energy conservation, 1T and 2T should be short enough and 

the optimal p
∗  can be obtained from a look up table rather than from online computation.  

The transmission power problem and solution can be formulated according to the 

optimization criteria in Sections 5.4 and 5.5.  

 

Phase III: Data is exchanged by NICs over parallel multiple non-overlapping channels 

within a time period of 3T . The RTS/CTS are exchanged at the probe power level sufficient 

enough in order to resolve collisions due to hidden terminal nodes. Furthermore, the optimal 
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medium access probability p
∗ resolves RTS/CTS collisions. After sending data traffic to the 

target receiver, each node may determine the achievable throughput according to [208, 249], 

 

 ( ) ( ) ( ),

1, 2 , , 3, , ,
Lswp l data

lr i swp swp j l data l data
i j

L
Th t P n p T j P n p T

t
=

  
= ×  

  
∑ ∑ ∑

� � � � �
. (5-18) 

 

     Here, L�  is the application/data packet length and  t  is the length of one virtual time-slot 

which equals 1 2 3T T T+ + . Denote ( )2
, ,swp

i swp swp
P n p T

� �
 as the SPWC based probability that i  

actively interfering links successfully exchange ATIM in Phase II, given the number of links 

intending to advertise traffic as, swpn
�

 and the medium access probability sequence as, swpp
�

 

during time 2T  period. Denote ( ),

, , 3
, ,l data

i l data l data
P n p T

� �
 as the probability that i  data packets 

are successfully exchanged on channel l  in Phase III, given the number sequence 
,l datan
�

 and 

the medium access probability sequence as 
,l datap
�

 during time 
3T  period. The computations of 

such probabilities have been provided in [282]. If several transmissions are executed, then an 

average throughput performance can be evaluated. The energy efficiency in joules per 

successfully transmitted packets then becomes 

 

 
( )

( )/ s
eff

optimal transmission power per node watts
E

averageThroughput per node packets
= .                       (5-19) 

 

    It should be noted that a high throughput implies a low energy-efficiency for a given 

optimal power level, because of the high data payload needed to successfully reach the 

intended receiver within a given time slot. The use of an optimal power level creates better 

spectrum efficiency and improved throughput measurement. Such optimal power levels can 

be formulated according to Section 5.4 while managed by the SPWC-PMMUP developed at 

the LL. 
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5.4   Problem Formulation  

5.4.1 Preliminaries 

 

Based on the virtual SPWC-PMMUP timing structure discussed in Section 5.3, the 

transmission power optimization is performed during Phase II. Indeed, the study can be 

simplified by decomposing the WMN into separate but interconnected single channels (i.e., 

each being a set of users forming the Unified Channel Graphs (UCGs)). This concept 

naturally leads to a decentralized optimization for large scale systems [283]. The higher order 

state variables are then reflected by the wireless interconnected system [271]. As a result, the 

transmission power control problem can be formulated as Nash Equilibrium differential 

games [284]. 

     For N  users at each WMR, the SPWC large-scale linear dynamic system is written as 

[271, 277-279],  

 

            ( ) ( ) ( ) ( ) ( ) ( ) ( )1i ii i ii i ii it t t tε ε ε+ = + +x A x B u W w  

 

                                ( ) ( )
1 1

N N

ij ij j ij ij j
j j
j i j i

t tε ε
= =
≠ ≠

+ +∑ ∑A x B u ( )
1

N

ij ij j
j
j i

tε
=
≠

+ ∑ W w , 

           

( ) ( ) ( ) ( ) ( )
1

N

i ii i ij ij j i
j
j i

t t t tε ε
=
≠

= + +∑y C x C x v ,  ( ) 00i i=x x , 1, . . .,i N= ,      (5-20) 

                                                                

where in

i ∈ ℜx  represents the state (LSI) vector of the thi  user, im

i ∈ℜu  is the control input 

of the thi  user, iq

i ∈ℜw represents the Gaussian distributed zero mean disturbance noise 

vector to the thi  user, il

i ∈ ℜy  represents the observed output and il

i ∈ ℜv  are the Gaussian 

distributed zero mean measurement noise vectors.  The white noise processes iq

i ∈ℜw  and 

il

i ∈ ℜv  are independent and mutually uncorrelated with intensities 0Θ >w  and 0Θ >v , 

respectively. The problem system matrices A, B, C and W are defined in the same way as 

discussed in Chapter 4. 
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      Let the partitioned matrices for the wireless MRMC node pair with the weak-coupling to 

the singular-perturbation ratio 0 w

s

ε
ε

ε
< = <∞ , be defined as follows: 

 

        

( )
( )

( )

11 12 12 1 1

21 21 22 2 2

1 1 2 2

...

...

. . . .

...

N N

N N

N N N N NN

ε

ε ε ε

ε ε ε

ε ε ε

 
 
 =
 
 
  

A A A

A A A
A

A A A

, 

1

2

1

1

1

2

1

.

i

i

Ni

i

i

i

Ni

δ

δ

ε

δ

ε

ε

ε

−

−

−

 
 
 =
 
 
  

B

B
B

B

, 
( )

( )

0

1
ij

i j

i j
δ

≠
= 

=
, 

 

( )
( )

( )

11 12 12 1 1

21 21 22 2 2

1 1 2 2

...

...

. . . .

...

N N

N N

N N N N NN

ε

ε ε ε

ε ε ε

ε ε ε

 
 
 =
 
 
  

W W W

W W W
W

W W W

,  

( )
( )

( )

11 12 12 1 1

21 21 22 2 2

1 1 2 2

...

...

. . . .

...

N N

N N

N N N N NN

ε

ε ε ε

ε ε ε

ε ε ε

 
 
 =
 
 
  

C C C

C C C
C

C C C

. (5-21)                     

 

   Each strategy user is faced with the minimization problem along trajectories of a linear 

dynamic system in (5-20), 

 

     ( )( )1, . . ., , , 0i NJ u u w x  = 

 

               

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
1

0
1

1 1
lim

2

T T

i ii i
t

N
T T

t ij j ij j i
j
j i

t tt ετ

τ τ τ τ

ε τ τ

−

→∞ =
=
≠

  +
   

= Ε  + − Θ
  
   

∑ ∑ w

z z u R u

u R u w w
,(5-22)              

 

where s∈ ℜz  is the controlled output with dimension equal to s , given by [271], 

 

      ( ) ( ) ( ) ( )
1

N

i ii i ij ij j
j
j i

t t tε ε
=
≠

= + ∑z D x D x ,                                                 (5-23)                                               

with 

                                    

( )
( )

( )

11 12 12 1 1

21 21 22 2 2

1 1 2 2

...

...

. . . .

...

N N

N N

N N N N NN

n n

ε

ε ε ε

ε ε ε

ε ε ε

×

 
 
 =
 
 
  

∈ ℜ

D D D

D D D
D

D D D

, 
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                             0 i im mT

ii ii

×= > ∈ ℜR R , 0 j jm mT

ij ij

×
= ≥ ∈ ℜR R ,      

                           ( ) ( )( )11 1

1 1 . . .i iN

i i i iN iN

δ δ
ε ε ε− − − −

Θ = Θ Θw w wblock diag  0 q q×≥ ∈ℜ , , 1, . . . ,i j N=  . 

5.4.2 Nash Strategies  

 

The optimal solution to the given problem (5-22) with the conflict of interest and 

simultaneous decision making leads to the so called Nash strategies [271] 1 ,..., ,...,i N

∗ ∗ ∗u u u  

satisfying  

 

                    ( )( )1
, . . . , , . . . , , 0

i i N
J

∗ ∗ ∗u u u x   

( )( )1
, . . . , , . . . , , 0

i i N
J

∗ ∗≤ u u u x ,
i i

∗ ≠u u , 1, . . . ,i N= .   (5-24) 

 

Assumption 5.1:  Each thi user has optimal closed-loop Nash strategies yielded by  

 

( ) ( )i it tε
∗ ∗= −u F x ,     1, . . . ,i N= .                                         (5-25)                                                

 

Here, the decoupled iε
∗F is the regulator feedback gain with singular-perturbation and weak-

coupling components defined as  

 

1 21 1 1

1 2 . . .i i Ni n

i i i Ni

δ δ δ
ε ε ε ε− − − = ∈ ℜ F F F F

  ,                      (5-26) 

with 1

N

i in n== ∑ , in  is the size of the vector ix  and  
( )
( )

0

1
ij

i j

i j
δ

≠
= 

=
. 

Define the N-tuple discrete in time Nash strategies by 

 

( ) ( ) ( ) ( )
1

T T

i i ii i i i i it t tε ε ε ε ε ε ε

−
∗ ∗= − = − +u F x R B P B B P A x ,   1, . . . ,i N= ,   (5-27)  

                                                  

 where ( )1
, . . . ,

N N
Fε ε

∗ ∗ ∈F F  and N-tuple ( )i t∗u , form a soft constrained Nash Equilibrium 

represented as  
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        ( )( ) ( ) ( )1 , . . . , , 0 0 0
T

i N iJ ε ε ε
∗ ∗ =F x F x x x P x .                                             (5-28) 

 

Here, the decoupled 
iεP  is a positive semi-definite stabilizing solution of the discrete-time 

algebraic regulator Riccati equation (DARRE) with the following structure: 

 

1

2

1

1 1 2 12 1

1

2 12 2 2 2

1

1 2

.

.

. . . .

.

i

i

iN

i i i i iN i N

T

T i i i i iN i N

i i

T T

iN i N iN i N iN

n n

δ

δ

ε ε

δ

ε ε ε

ε ε ε

ε ε ε

−

−

−

×

 
 
 = =
 
 
  

∈ ℜ

P P P

P P P
P P

P P P

,                                 (5-29)                                                       

where the DARRE is given by 

 

 

( )
1

T T T T T

ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε

−

= + − +P D D A P A A P B R B P B B P A  ,        (5-30) 

with 

                                    ( )1. . . N=R diag R R , 

 

                                   

( )
( )

( )

11 12 12 1 1

21 21 22 2 2

1 1 2 2

...

...

. . . .

...

N N

N N

N N N N NN

n n

ε

ε ε ε

ε ε ε

ε ε ε

×

 
 
 =
 
 
  

∈ ℜ

D D D

D D D
D

D D D

�

. 

 

     It should be noted that the inversion of the partitioned matrices  T

ε ε ε ε+R B P B  will produce 

numerous terms and cause the DARRE approach to be computationally very involved, even 

though one is faced with the reduced-order numerical problem [271]. This problem is 

resolved by using bilinear transformation to transform the discrete-time Riccati equations 

(DARRE) into the continuous-time algebraic Riccati equation (CARRE) with equivalent co-

relation [271]. 
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The differential game Riccati matrices iεP satisfy the singularly-perturbed and weakly-

coupled, continuous in time, algebraic Regulator Riccati equation (SWARREs) [271, 277, 

278] which is given below, 

( )1 , . . . , , . . . ,i i Nε ε εΩ =P P P  
1 1

T

N N

i j j j j i
j j
j i j i

ε ε ε ε ε ε ε ε
= =
≠ ≠

   
   − + −
   
   

∑ ∑P A S P A S P P  

                         
1

N

i i i ij j ij j
j
j i

ε ε ε ε ε εε
=
≠

− + ∑P S P P S P T

i i i i iε ε ε ε ε+ Μ + =P P D D 0 ,(5-31) 

 

where  

                                         1 T

i i ii iε ε ε
−=S B R B ,     1, . . .,i N= . 

                                         1 1 T

ij j jj ij jj jε ε
− −=S B R R R B , 1, . . .,i N= . 

                                       1

i iε ε ε ε
−Μ = ΘwW W , 1, . . .,i N= .                                 

 

�  

5.4.3 Auxiliary SWARRE 

 

By substituting the partitioned matrices of εA , iεS , ijεS , iεΜ , iεD , and iεP  into SWARRE 

(5-31), and by letting 0wε =  and any 0sε ≠ , then simplifying the SWARRE (5-31), the 

following reduced order (auxiliary) algebraic Riccati equation is obtained, 

 

( ) 0T T

ii ii ii ii ii ii ii ii ii ii+ − − Μ + =P A A P P S P D D ,                         (5-32) 

 

where 1 T

ii ii ii ii

−=S B R B  and 1 T

ii ii ii ii

−Μ = ΘW W , and iiP , 1, . . .,i N=  is the 0-order 

approximation of iεP  when the weakly-coupled component is set to zero, i.e., 0wε = . It 

should be noted that a unique positive semi-definite optimal solution *

iεP  exists if the 

following assumptions are taken into account [277].  

 

Assumption 5.2: The triples iiA , iiB  and iiD  , 1, . . .,i N= , are stabilizable and detectable. 
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Assumption 5.3:  The auxiliary (5-32) has a positive semidefinite stabilizing solution such 

that ii ii ii= −A A S P�  is stable. 

 

Lemma 5.4: Under assumption 5.3 there exists a small constant ∗∂  such that for all 

( ) ( )0,tε ∗∈ ∂� , SWARRE admits a positive definite solution 
iε
∗P  represented as 

 

                                   ( )( )i i i O tε ε ε∗= = +P P P , 1, . . . ,i N=   and  ( ) w stε ε ε=� , 

( ) ( )( )0 . . . . . . 0ii O tε= +block diag P � .                          (5-33) 

 

Proof: This can be achieved by demonstrating that the Jacobian of SWARRE is non-singular 

at  ( ) 0tε =�  and its neighbourhood, i.e., ( ) 0tε → + . Differentiating the function 

( )( )1, , . . . ,i Nt ε εεΩ P P�  with respect to the decoupled matrix iεP  produces,  

 

                              ( )( )1, , . . . ,
T

ii i N

i

vec t
vec

ε ε

ε

ε
∂

= Ω
∂

J P P
P

�  

                                    
i i

T T

ii n n iiI I= ∆ ⊗ + ⊗ ∆ . 

                              ( )( )1
, , . . . ,

T

ij i N

ij

vec t
vec P

ε εε
∂

= Ω
∂

J P P� , 

 

( ) ( )
i i

T T

j i ij ij j n n j i ij ij j
I Iε ε ε ε ε ε ε εε ε= − − ⊗ − ⊗ −S P S P S P S P� � ,       (5-34) 

where  i j≠ , 1, . . . ,j N=  and  
1

N

j j i i
j
i j

ε ε ε ε ε
=
≠

∆ = − + Μ∑A S P P .  

 

Exploiting the fact that ( )( )j i
O tε ε ε=S P �  for  i j≠ , the Jacobian of SWARRE  with 

( ) 0tε → +�  can be verified as  

                                ( )11
ˆ . . .

NN
= ∆ ∆J block diag , 

                                ( )ˆ ˆ. . .=J block diag J J . 
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Since the determinant of 
ii ii ii ii ii ii∆ = − +A S P M P with ( ) 0tε =�  is non-zero by following 

assumption 5.3 for all 1, . . .,i N= , thus det 0≠J  i.e., J  is non-singular for ( ) 0tε =� . As a 

consequence of the implicit function theorem coined in [285], 
iiP  is a positive definite matrix 

at ( ) 0tε =�  and for sufficiently small parameters ( ) ( )0,tε ∗∈ ∂� , one can conclude that 

( )( )i iiP O tε ε= +P �  is also a positive definite solution. 

�  

5.5   Recursive Algorithm and Analysis  

 

5.5.1 Conventional Approach 

 

For analytical brevity, let N = 2 users. Substitute matrices, namely εA , εP , εS , εM  and εD  

into the following steady state Riccati equation 

 

 ( ) 0T T

ε ε ε ε ε ε ε ε ε ε+ − − Μ + =P A A P P S P D D  ,                                      (5-35) 

 

so that after tedious algebraic calculations, three decomposed matrix algebraic equations are 

produced  according to [271]: 

 

 

 ( )4

11 11 11 11 11 11 12 21 21 12

T T T

wε+ − − −P A A P D D P S M P  

 ( ) ( )2

11 11 11 11 21 12 12 21

T T

w
ε− + + −P S M P A P P A  

 ( ) ( )( )2

11 12 12 11 12 11 11 12 12 22 22 12

T T T

w
ε − + + + − =P S M P P Z P P ZP P S M P 0  .        (5-36) 

 

 12 22 12 12 11 12

T+ + +P A D D P A  

 ( )( )21 22 12 22 22 22 11 22

Tα − − − −A P P S M P P ZP  

 ( )2

12 21 21 22wε α − +P S M P  

 ( )( )11 12 11 11 11 12

T

s
ε − − −A P P S M P  

 ( )( )11 12 12 12 12 12

s T

w s
ε ε − + =P S M P P Z P 0  .                      (5-37) 
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22 22 22 22 22 22

T Tα α+ + −P A A P D D  

 ( ) ( )2 2

22 22 22 22 12 12 12 12

T T

w s
α ε ε− + + −P S M P P A A P  

 ( ) ( )2 2 2

22 12 12 22 22 21 21 22

T T

w s w
ε ε α ε α+ − − −P Z P P ZP P S M P  

 ( ) ( )( )2 2 2

12 11 11 12 12 12 12 12

T T

w s w
ε ε ε− + − =P S M P P S M P 0  .                  (5-38) 

 

 

where 1 T

ij ij i ij

−=S B R B , 1, 2,i =  1, 2,j =  1 T

ij ij ij ij

−= ΘM W W , 1, 2,i =  1, 2,j =  and 

1 1

11 1 21 12 2 22

T T− −= +Z B R B B R B , with w

s

ε
α

ε
= . The recursive algorithm solving the stabilizing 

solution 
iε
∗P  from Equations (5-36)-(5-38) has conventionally been established in Gajic and 

Shen [271]. Since 
wε  and 

sε are sufficiently small parameters, ( )O ε  approximation of (5-

36)-(5-38) can be defined as follows: 

 

 
( ) ( ) ( ) ( )0 0 0 0

11 11 11 11 11 11 11 11 11

T T U+ + − =P A A P D D P P 0 , ii ii iiU = −S M , 1, 2i = .                              (5-39) 

 
( ) ( )( ) ( ) ( ) ( ) ( )( )0 0 0 0 0 0

12 22 22 22 12 12 11 12 21 22 11 22 0
T T

U Zα α− + + + − =P A P D D P A A P P P  .                          (5-40) 

 
( ) ( ) ( ) ( )0 0 0 02

22 22 22 22 22 22 22 22 22

T Tα α α+ + − =P A A P D D P S P 0  .                                           (5-41) 

 

The decomposed solution of (5-35) is now yielded by 

 

 
( )

( ) ( )

( ) ( )
( )

0 0

11 120

0 0

12 22

w s

T

w s w s

O
ε ε

ε
ε ε ε ε

 
= = + 
  

P P
P P

P P
.                                    (5-42) 

 

      The unique positive semi-definite stabilizing solution ( )0
P  from (5-39)-(5-41), exists 

under the assumption 5.2. It should be noted that [271] considered specific cases when only 

iiU , iiP  and ijP  with i j≠ , 1, 2,i = and 1,2j =  are present in the problem. A more general 

case would be to take into account 
12iU , 

ijU , 
ijP  and 

12iP  as non zeros for all i j≠ , 

1, 2,i = and 1,2j = ,…  

�  
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5.5.2 Generalized Recursive Algorithm  

 

Suppose an alternative generalized algorithm for solving SWARREs (5-31) can be obtained.  

Let 2N =  and 
1

2

1

1 12

1

12 2

i

i

w i i

i i T

i w s i

U U

U U

δ

ε µ δ

ε ε

ε ε ε

−

−

 
− =  

 
S M  so that the tedious algebra manipulations 

involved with high order MRMC dimensions can be analytically simplified. The SPWC 

Higher Order Recursive Algorithm (HORA) is assumed to be decentralized with reduced 

information exchange overhead costs. Thus, HORA demonstrates a low computational 

complexity. Consequently, SWARRE can easily be solved at a user’s perspective. 

   In order to solve the SWARREs (5-31), it is crucial to first define the approximation error 

equations decomposed as follows: 

 

 ( )0

ii ii iiε= +P P E� , ( )0

ij ij ij
ε= +P P E� , i j≠ , ( )0

12 12 12i i iε= +P P E� ,                 (5-43) 

 

where i , 1, 2j = , 
w sε ε ε=� , 

ii ii iiU = −S M  and ( )0

iiP , ( )0

ij
P , ( )0

12iP  are the 0-order 

approximations of iεP  corresponding to ε .  Define the asymptotic equations of the 

SWARREs (5-31) as follows: 

 

 ( ) ( ) ( ) ( )0 0 0 0T T

ii ii ii ii ii ii ii ii iiU+ − + =P Α A P P P D D 0 . 

 
( ) ( ) ( ) ( )0 0 0 0T T

ij jj jj ij ij ij ij ij ijU+ − + =P A A P P P D D 0 . 

      
( ) ( ) ( ) ( )0 0 0 0

112 22 11 112 112 112 112 112 112

T T TU+ − + =P A A P P P D D 0 . 

  ( ) ( ) ( ) ( )0 0 0 0

212 21 11 212 212 212 212 212 212

T T TU+ − + =P A A P P P D D 0 .                      (5-44) 

 

Theorem 5.1: Under assumptions 1-3, the aid of approximation error equation (5-43) and 

the asymptotic equations (5-44), the following Lyapunov form recursive algorithm that solves 

the SWARREs (5-31) for N=2 can be obtained: 

 

 
( ) ( )1 1

11 11 11 11

k kT+ +
∆ + ∆ =E E  

 ( ) ( ) ( ) ( )( )112 21 112 21 21 112 21 112

k k k T kT Tεα ε ε− + + +P A E A A P A E� �  

 
( ) ( ) ( ) ( ) ( ) ( )( )3 2 2

1 11 11 11 1 112 112 11 11 112 112

k k k k k k TT
U U Uε ε ε ε+ + +E E P P P P�  
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( ) ( ) ( ) ( ) ( ) ( )( )2

1 112 112 11 112 112 11 112 112 11

k k k k k kT T T
U U Uε ε ε ε+ + +P E E P E E� �  

                                    ( ) ( ) ( ) ( ) ( ) ( )( )2

1 11 112 112 11 112 112 11 112 112

k k k k T k k
U U Uε ε ε ε+ + +P E E P E E� �  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

2 112 12 112 112 12 112 112 12 112 112 12 112

k k T k k k k T k k
U U U Uε ε ε ε ε+ + + +P P P E E P E E� � �  .              (5-45) 

 

 ( ) ( )1 1

112 112 112 112

k kT+ +
∆ + ∆ =E E  

 ( ) ( )( )1 11 12 11 12

k k

wε ε ε− +P A E A� ( ) ( )( )2 21 12 21 12

k kT Tαε ε− +A P A E�  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )3 2

1 11 11 112 11 11 112 11 11 112 11 11 112

k k k k k k k k
U U U Uε ε ε ε ε+ + +P P E P E E P E� � � �  

 ( ) ( )( )3

112 112 112

k kT
Uε ε ε+ E E� �  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2

1 2 11 112 12 11 112 12 11 112 12 11 112 12

k k k k k k k k
U U U Uε ε ε ε ε ε+ + + +P P P E E P E E� � �  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

2 112 12 12 112 12 12 11 12 12 11 12 12

k k k k k k k k
U U U Uεε ε ε ε+ + + +P P P E E P E E� � � .           (5-46) 

 

 ( ) ( )1 1

12 12 12 12

k kT+ +
∆ + ∆ =E E  

 ( ) ( )( )112 12 112 12 12 112 12 112

k T kT T

wεε ε ε− + + +P A E A A P A E� �  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

1 112 11 112 112 11 112 112 11 112 112 11 112

k T k k T k k k k k
U U U Uε ε ε ε ε+ + + +P P P E E P E E� � �  

 ( ) ( ) ( ) ( )( )2

2 12 112 112 112 112 12

k k k T kT
U Uε ε+ +P P P P  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2

2 12 112 112 12 112 112 12 112 112 112 112 12 112 112 12 112 112 12

k k k k k k k T k k k k kT T T
U U U U U Uε ε ε ε ε+ + + + + +P E E P E E P E E P E E� � �

                                                   ( ) ( )3 2

2 12 12 12

k k
Uε ε+ E E� .                                                    (5-47) 

 

 
( ) ( )1 1

21 21 21 21

k kT+ +
∆ + ∆ =E E  

 
( ) ( ) ( ) ( )( )212 21 212 21 21 212 21 212

k k k T kT Tεα ε ε− + + +P A E A A P A E� �  

 ( ) ( ) ( ) ( ) ( ) ( )( )2 2 2 2

1 1 21 21 21 212 212 21 21 212 212

k k k k k k TT
U U Uε ε ε ε ε+ + +E E P P P P�  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2

1 212 212 21 212 212 21 212 212 21 21 212 212 21 212 212 21 212 212

k k k k k k k k k k T k kT T T
U U U U U Uε ε ε ε ε+ + + + +P E E P E E P E E P E E� � �

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

2 212 22 212 212 22 212 212 22 212 212 22 212

k k T k k k k T k k
U U U Uε ε ε ε ε+ + + +P P P E E P E E� � � .         (5-48) 

 

 ( ) ( )1 1

212 212 212 212

k kT+ +
∆ + ∆ =E E  



Chapter 5: Singularly-Perturbed Weakly-Coupled DTPC Scheme   

 

- 170 - 

 
( ) ( )( )1 21 12 21 12

k k

wε ε ε− +P A E A� ( ) ( )( )2 21 22 21 22

k kT Tαε ε− +A P A E�  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

1 21 21 212 21 21 212 21 21 212 21 21 212

k k k k k k k k
U U U Uε ε ε ε ε+ + + +P E P P E P E E� � �  

 
( ) ( )( )3

212 212 212

k kT
Uε ε ε+ E E� �  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2

1 2 21 212 22 21 212 22 21 212 22 21 212 22 212 22 22

k k k k k k k k k k
U U U U Uε ε ε ε ε ε ε+ + + + +P P P E E P E E E P� � � �  

( ) ( ) ( ) ( ) ( ) ( )( )2 2

2 212 22 22 212 22 22 212 22 22

k k k k k k
U U Uεε ε ε+ + +P P P E E E� � .              (5-49) 

 

 ( ) ( )1 1

22 22 22 22

k kT+ +
∆ + ∆ =E E  

 ( ) ( ) ( ) ( )( )212 12 212 12 12 212 12 212

k T k k kT T

wεε ε ε− + + +P A E A A P A E� �  

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2 2

1 212 21 212 212 21 212 212 21 212 212 21 212

k T k k T k k k k k
U U U Uε ε ε ε ε+ + + +P P P E E P E E� � �  

 
( ) ( ) ( ) ( )( )2

2 22 212 212 212 212 22

k k k T kT
U Uε ε+ +P P P P  

 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )( )2

2 22 212 212 22 212 212 22 212 212 212 212 22 212 212 22 212 212 22

k k k k k k k T k k k k kT T T
U U U U U Uε ε ε ε ε+ + + + + +P E E P E E P E E P E E� � �

 

                                          
( ) ( )3 2

2 22 22 22

k k
Uε ε+ E E�  .                                            (5-50) 

 

where    

           
( ) ( ) ( )0 0 0

12ii ij i
= = =E E E 0 , , 1, 2i j = , 11

1
i

w s
δε ε −= , 21

2
i

w s

δε ε ε−= , w sε ε ε= , /w sα ε ε=  and       

w sε ε ε=� . 

 

Proof: Due to space constraints and the tedious algebra manipulations involved, the proof is 

outlined as follows: Substitute the approximations error equations (5-43) into the SWARREs 

(5-31). Set N = 2 and expand the result. After subtracting the asymptotic equations (5-44) one 

obtains the Lypunov form recursive equations (5-45)-(5-50) whereby ii∆ , ij∆  and 12i∆  and 

their corresponding transpositions are defined as follows: 

 

( )03

11 1 11 1 11 11Uε ε ε ε∆ = −A P� � , 
( )03

11 1 11 1 11 11

T T Uε ε ε ε∆ = −A P� � , 
( )03

112 22 112 112/ T

s Uεε ε ε ε∆ = −A P� � , 

( )03

112 11 112 112

T T TUεε ε ε∆ = −A P� � , 
( )03

12 2 22 2 12 12/ s Uε ε ε ε ε∆ = −A P� � , 
( )03

12 2 22 2 12 12/T T

s Uε ε ε ε ε∆ = −A P� � , 



Chapter 5: Singularly-Perturbed Weakly-Coupled DTPC Scheme   

 

- 171 - 

( )03

21 1 11 1 21 21Uε ε ε ε∆ = −A P� � , 
( )03

21 1 11 1 21 21

T T Uε ε ε ε∆ = −A P� � , 
( )03

212 21 212 212/ T

s Uεε ε ε ε∆ = −A P� � , 

( )03

212 11 212 212

T T TUεε ε ε∆ = −A P� � ,
( )03

22 2 22 2 22 22/ s Uε ε ε ε ε∆ = −A P� � , 
( )03

22 2 22 2 22 22

T T Uε ε ε ε∆ = −A P� � . 

�  

Theorem 5.2: Under assumptions 5.1-5.3, the recursive algorithm (5-45)-(5-50) converges to 

the exact solutions of the error terms 
iiE , 

ijE , and 
12iE , , 1, 2i j =  in the Lyapunov form 

equations (5-51)-(5-54): 

 T

ii ii ii ii iiL∆ + ∆ + =E E 0 .                                                           (5-51) 

                                         T

ij ij ij ij ijL∆ + ∆ + =E E 0 .                                                        (5-52) 

 
112 112 112 112 112

T
L∆ + ∆ + =E E 0 .                                                       (5-53) 

212 212 212 212 212

T
L∆ + ∆ + =E E 0 .                                                      (5-54) 

 

with ( )11 22, , . . . ,ii iL L ε ε ε= E E� � � , , 1, 2,i j =  The rate of convergence is linear, ( )Oκ ε= � , 

and satisfies the following conditions: 

 

( ) ( )k k

ii ii O ε− =E E � , ( ) ( )k k

ij ij O ε− =E E �  and ( ) ( )12 12

k k

i i O ε− =E E � , 1, 2,. . .k = , 1, 2i = .       

(5-55)  

 

     Proof: The proof follows a mathematical induction. If we set 0k =  in the recursive 

algorithm (5-45)-(5-50) then the first order error term approximations, 
( )1

iiE , 
( )1

ij
E  and 

( )1

12iE  

corresponding to the small parameter ε� , satisfy the Lyapunov equations (5-51)-(5-54). 

Subtracting (5-45)-(5-50) from (5-51)-(5-54) and taking the norm when 0k = , the following 

equations are obtained, 

 

( ) ( )1 1

ii ii O ε− =E E � , ( ) ( )1 1

ij ij O ε− =E E � , ( ) ( )1 1

12 12i i O ε− =E E � ,   , 1, 2i j = .       (5-56)  

 

Correspondingly, if we set k n= ,  for all 1n ≥  then the following hold. 

 

( ) ( )n n

ii ii O ε− =E E � , 
( ) ( )n n

ij ij O ε− =E E � , 
( ) ( )12 12

n n

i i O ε− =E E � , 1, 2i j = .        (5-57) 
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Subtracting the (5-45)-(5-50) when k n= , from (5-51)-(5-54) and after invoking assumptions 

(5-57) and the closed loop Nash strategy assumption in (5-25), we obtain the following 

results, provided that 
ii∆ , 1, 2i∀ =  are stable.  

 

           ( ) ( )1 1n n

ii ii O ε+ +− =E E � , ( ) ( )1 1n n

ij ij O ε+ +− =E E � , ( ) ( )1 1

12 12

n n

i i O ε+ +− =E E � , 1, 2i j = ,  

and for all 1, 2,. . .k =  

Note that with ( ) 1O ε� �  and ( ) ( )1n
O Oε ε +>� �  for 1n � , the generalized recursive algorithm 

(HORA) also converges to the exact solution of the error terms, iiE , ijE , and 12iE , , 1, 2i j = . 

  To indicate the rate of convergence one can proceed as follows: 

 

                                          

( )

( )

( )

( )

( )

( )

1 1 1

12 12

0 0 0

12 12

ii ii ij ij i i

ii ii ij ij i i

E E E E E E

E E E E E E
κ

− − −
= = =

− − −
, 

 

  

                                          

( )

( )

( )

( )

( )

( )

1 1 1

12 12

12 12

n n n

ii ii ij ij i i

n n n

ii ii ij ij i i

E E E E E E

E E E E E E
κ

+ + +− − −
= = =

− − −
, 

  

                         
( )
( )

( )
1n

n

O
O

O

ε
ε

ε

+

≈ =
�

�
�

.                                                              (5-58)                                                                        

�  

The above rate is linear and satisfies the condition of the convergence theorem. 

      Upon obtaining the stabilizing solution iε
∗P , the high-order Nash equilibrium strategy for 

the sign-indefinite linear quadratic games can then be determined. Such a strategy is obtained 

by using the iterative solution (5-45)-(5-50). 

 

 
( ) ( ) ( ) ( )1k kT

i ii i it tε ε
∗ −= −u R B P x , 1,. . . ,i N= ,                                     (5-59) 

 

where ( ) ( ) ( )k

i i
t O ε∗∗ = +u u �  and k  is an iteration step. The optimal ( )i t∗u  is added to the 

power law ( )1ip t +  equation such that ( )1 1
N tot

i i probep t P= + ≤∑ . Notation N  denotes the 
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number of all users whose operations are managed by a single MRMC node-pair while tot

probeP , 

denotes the total channel probe power level which a node uses to upper bound greedy 

strategies. 

    The degradation of the cost performance via the high-order soft constrained Nash 

equilibrium strategy (5-59) is outlined in the following theorem. 

 

Theorem 5.3: Under assumptions 5.1-5.3, the use of a soft constrained Nash equilibrium (5-

59) results in the following condition. 

 

( ) ( ) ( )( ) ( )( ) ( )2 1

1 1, . . . , , 0 , . . . , , 0
kk k

i N i NJ J O ε∗ ∗ ∗ ∗ +≈ +u u x u u x � .            (5-60)                                       

 

Proof:  Due to space constraints, we outline the proof.  A detailed related analysis can be 

found in [277, 278]. 

If the iterative strategy is ( ) ( ) ( ) ( )k k

i i
t tε

∗ ∗= −u F x  then the value of the cost function is given by  

 

 ( ) ( ) ( )( ) ( ) ( )1 , . . . , , 0 0 0
k k T

i N iJ ε
∗ ∗

=u u x x Y x ,                                        (5-61) 

 

where iεY  is a positive semi-definite solution of the following algebraic Riccati equation 

( ) ( )
1 1

T

k kN N

j ji j j j j i
j i j i

ε ε ε ε ε ε ε ε= =
≠ ≠

   
− + −   

   
∑ ∑Y A S P A S P Y  

 

   ( ) ( ) ( ) ( )
1

k k k kN T

ji i i j ij j i i i i i
j i

ε ε ε ε ε ε ε ε ε ε εε =
≠

+ Μ + − + =∑Y Y P S P P S P D D 0 .                (5-62) 

                         

Let i i iε ε ε= −Z Y P , then subtracting SWARRE (5-31) from (5-62) satisfies the following 

equation 

                                 
( ) ( ) ( )( )

1

N
k k T k

i i i j j j
j
j i

ε ε ε ε ε ε ε ε
=
≠

+ + −∑Z A A Z P S P P  

( )( ) ( ) ( )( )
1 1

N N
k k k

j j j i j ij j j ij j
j j
j i j i

ε ε ε ε ε ε ε ε ε εε
= =
≠ ≠

 
 + − + −
 
 

∑ ∑P P S P P S P P S P   ( )( ) ( )( ) 0
k k

i i i i iε ε ε ε ε+ − − =P P S P P ,   

                                                                                                        (5-63) 
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where ( ) ( ) ( ) ( )( )1

k k k kN

j j j i i i i iε ε ε ε ε ε ε ε ε== − + + −∑A A S P M P M P P . Suppose 
( ) ( )2kk

i i Oε ε ε− ≈P P � , 

(i.e., has a quadratic rate of convergence) then from the proof of lemma 5.4, one can have, 

 

( ) ( )( ) ( )( ) ( )2 1ˆ ˆ 0
kT

i i i i i iO O Oε ε ε ε ε εθ ε ε ε += + + + + + =Z Z J J Z Z M Z� � � ,     (5-64) 

 

where  ( ) ( )2 1k

Oθ ε +=0 � and ( )11
ˆ . . .

NN
= ∆ ∆J block diag  with ( )ii ii ii ii ii∆ = − −A S M P   

[278]. Thus, let ( )2 1k

i Oε ε +− ≤Z 0 �  and from the cost function definition it is evident that: 

 

                  ( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0 0T T T

i i iε ε ε= −x Z x x Y x x P x   

                                           ( ) ( ) ( )( ) ( )( )1 1, . . . , , 0 , . . . , , 0
k k

i N i NJ J
∗ ∗ ∗ ∗= −u u x u u x  

( )2 1k

O ε +≤ �   .                                                                           (5-65) 

 

       

5.6   Numerical Examples  

5.6.1 Apparatus 

 

The efficiency of the proposed model and algorithm is studied by means of numerical 

examples. The MATLAB
TM

 tool was used to evaluate the design optimization parameters, 

because of its efficiency in numerical computations. The wireless MRMC network being 

considered was modelled as a large scale interconnected control system. Upto 50 wireless 

nodes were randomly placed in a 1200 m by 1200 m region. The random topology depicts a 

non-uniform distribution of the nodes. Each node was assumed to have at most four network 

interface cards (NICs) or radios, each tuned to a separate non-overlapping unified channel 

graph (UCG) as shown in Fig. 5.6. Although 4 radios are situated at each node, it should be 

noted that such dimension only simplifies the simulation. The higher dimension of radios per 

node may be used without loss of generality. The MRMC configurations depict the weak 

coupling to each other among different non-overlapping channels. In other words, those 

radios of the same node operating on separate frequency channels (or UCGs) do not 
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communicate with each other. However, due to their close vicinity such radios significantly 

interfere with each other and affect the process of optimal power control. The ISM carrier 

frequency band of 2.427 GHz-2.472 GHz was assumed for simulation purposes only. Figure 

5.6 illustrates the typical wireless network scenario with 4 nodes, each with 4 radio-pairs or 

users able to operate simultaneously. The rationale is to stripe application traffic over power 

controlled multiple channels and/or to access the WMCs as well as backhaul network 

cooperation. 

 

 

 

Figure 5.6: MRMC wireless network: 

 
In Figure 5.6, each node has 4 NICs that can operate simultaneously on 4 disjoint channels (or UCGs). Node A reaches Node 

B and D via one hop and reaches C via 2 hops (i.e., through Node B) or 3 hops (i.e., through Nodes D and B). For example, 

NIC (radio) B1 has transparent neighbours: (A1,C1,D1), radio B2 has transparent neighbours: (A2,C2,D2) and radio B3 has 

transparent neighbours: (A3,C3,D3). Radio A1 can communicate with radio B1 if tuned to UCG # 1 during current timeslot 

and radio B1 can relay traffic of radio A1 to radio C1 if both are switched to UCG # 1” during the next timeslot. Aware of 

the queue system perturbation and cross-channel interference coupling influence, each radio-pair (user) optimizes 

transmission power levels while the Link Layer manages fairness in energy resource allocation [46]. 

 

5.6.2 Cost Function and LSI System Behaviour  

 

Given static WMRs and allowing each multi-radio node to send queue traffic to its target 

receivers (neighbours) after successful neighbour discovery, the channel state coefficient 

matrices in (5-21) can be generated. In order to ensure, a low computational complexity 

problem, the number of immediate neighbours has been assumed to be, at most, five. 

Furthermore, to reduce the involved complex manipulations with regards to matrices, only 

two active radios at each node may suffice. In such situation, one radio may access the 
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WMCs while the other may voluntarily forward the backhaul traffic. Consequently, the 

numerical parameters are specified as follows. 

 

[ ]11 0.1 0.59 0 1
T

B = , [ ]12 0 0.001 0 0.002
T

B = , [ ]21 0 0.059 0 0.095
T

B = , 

[ ]22 0.01 4 0 0.002
T

B = ,  ( )0.9 0.9 0.9 0.9iiΘ = diag ,   ( )1

1 4 4ii w
Iε −

×Θ = Θblock diag ,    

( )1

2 4 4w ii
Iε −

×Θ = Θblock diag , ( )1 4 4 4 40.5I O× ×=D block diag ,      

( )2 4 4 4 40.5O I× ×=D block diag , 11 22 1= =R R ; 12 21 0.1= =R R , 

 0.001wε = ; 0.001sε = . 

 

    By means of a numerical example, an average transmission probability and a queue delay 

plotted against packet arrival probability, given the known level of buffer size and energy 

availability, are obtained in Fig. 5.7. The intuitive explanation is as follows. As packets arrive 

at the queues, the probability of transmitting a packet slightly increases but is inversely 

proportional to the system perturbation. A highly perturbed queue system results in packet 

drops, hence losses occur. The slowly rising exponential delay behaviour versus packet 

arrivals under the influence of system perturbation suggests buffer overflows, and 

consequently undesirable queue delays. Figure 5.8 illustrates the energy levels and buffer size 

in order to attain a lower bounded transmission probability. The plotted levels are considered 

at different perturbations. For each value of the lower bounded and singular perturbation 

factor, the energy level and buffer size are determined in such a manner that the transmission 

probability should be no smaller than the lower bound transmission probability. 
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Figure 5.7: Average transmission probability and delay versus arrival probability: 

The buffer size, 20B = . Available energy levels for packet transmission, 2E = . The service probability, 1 1ϕ = and 

2 0.2ϕ =  and the arrival probability, 0.6φ = . The energy transition process, 11 0.3λ =  and 22 0.5λ = .  The probability 

distribution of the aggregated Markov chain 1Λ , 1 2 / 7ϑ =  and 2 5 / 7ϑ = . 

 

 

 

Figure 5.8: Average energy and buffer levels versus lower transmission probability: 

The average energy and the buffer size per network interface card needed to ensure a transmission probability of not less 

than the lower bound lpr , 0.6φ = , 1 1ϕ = , 2 0.2ϕ = , 11 0.3λ = , 22 0.4λ = , 33 . . . 0.1Eλ λ= =  and 7E = . The 

probability distribution of the aggregated Markov chain 1Λ , 1 71/ 7 . . . 1 / 7.ϑ ϑ= = =  

 

 

Stabilizing solution     

The SWARREs solution 
( )8 *

iεP and the corresponding feedback matrix 
( )8 *

iεF are tabulated as in 

Tables 5.3 and 5.4, respectively. A close examination of the 
( )8 *

iεP matrices reveals an 8 x 8 
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positive semi-definite stabilizing solution to the system matrices iiA , iiB  and iiD . This is in 

accordance with assumption 5.2 in such a way that the stability condition of assumption 5.3 is 

satisfied, that is, the matrix 
ii ii ii−A S P  has strictly negative real-part eigenvalues. This is 

valid because the high-order approximate soft-constrained Nash strategies (5-59) are yielded 

by ( ) ( ) ( ) ( )8 8

i i
t tε

∗ ∗= −u F x , 1,2i = , with ( )8

1ε
∗

F  and ( )8

2ε
∗

F  also calculated numerically from the 

SWARREs as shown in Table 5.4. 

 

Cost function performance 

The high-order soft constrained Nash strategy (approximation) and the zero-order (optimal) 

cost functions are, respectively, computed as follows. 

 

                         ( ) ( ) ( )( ) ( ) ( ) ( )8 8 8

, 1 , . . . , , 0 0 0
T

i approx i N iJ J ε
∗ ∗ ∗∗ = =u u x x P x , 

( )( ) ( ) ( ), 1
, . . . , , 0 0 0

T

i opt i N i
J J ε

∗ ∗ ∗ ∗= =u u x x P x ,                                   (5-66)                                        

 

where 1,2i =  for 2N = . The initial state vector ( )0x  is numerically chosen as 

( ) [ ]0 1 1 1 11 1 1 1
T

x = . The cost function (5-66) and the degradation for decomposed 

subsystem 1 are tabulated in Table 5.5. The table illustrates that the cost function deviation at 

the 8
th

 iteration yields an accuracy of ( )8

1, 1, 7.294787 11opt approxJ J e
∗∗ − < − . This observation 

confirms that the proposed Higher Order Recursive Algorithm (HORA) converges practically 

to the exact solution. Furthermore, at the system’s convergence point it can be shown that the 

ratio between the cost function deviation and the SPWC factor is very large, that is, 

7.294787 246i eς ≥ + , for all 1, 2, . . . ,i N= , 

where 

( )
, . ,

2 1
k

k

i opt i approx

i

J J
ς

ε

∗∗

+

−
=

�
 is the ratio between the cost function deviation and the SPWC 

factor. 

   The curve in Fig. 5.9 illustrates how the system’s cost functions converge exponentially 

faster. This rapid response implies that the SWARRE solutions can be obtained relatively 

quickly if both system perturbation and inter-channel interference information can be known 

before hand. The power control input can fast track the wireless MRMC system states to 

steady state solutions. The driving input control signal for power control is given by Fig. 
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5.10. For a two wireless multi-radio multi-channel system, the input control signal converges 

rapidly, thus the total CPU time can be significantly shortened. 
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Table 5.3: Numerical Values for the Decomposed SWARRE 
( )8

1ε
∗

P  
  5.6703  0.0408 -0.1739 -0.0155  0.0062  0.0004  0.0038  0.0003 

  0.0408  0.5431  0.0299 -0.0147 -0.0004  0.0007 -0.0003  0.0004 

 -0.1739  0.0299  2.4611  0.0301 -0.0141 -0.0008 -0.0007  0.0002 

 -0.0155 -0.0147  0.0301  0.1302 -0.0002 -0.0003 -0.0001 -0.0001 

  0.0062 -0.0004 -0.0141 -0.0002  0.2368  0.0054 -0.0027  0.0001 

  0.0004  0.0007 -0.0008 -0.0003  0.0054  0.0212 -0.0001 -0.0002 

  0.0038 -0.0003 -0.0007 -0.0001 -0.0027 -0.0001  0.2488  0.0031 

  0.0003  0.0004  0.0002 -0.0001  0.0001 -0.0002  0.0031  0.0132 

 

 

( )8

2ε
∗

P  
 2.3676  0.0537 -0.0267  0.0013  0.0062  0.0004  0.0038  0.0003 

 0.0537  0.2116 -0.0012 -0.0022 -0.0004  0.0007 -0.0003  0.0004 

-0.0267 -0.0012  2.4880  0.0314 -0.0141 -0.0008 -0.0007  0.0002 

 0.0013 -0.0022  0.0314  0.1321 -0.0002 -0.0003 -0.0001 -0.0001 

 0.0062 -0.0004 -0.0141 -0.0002  0.2368  0.0054 -0.0027  0.0001 

 0.0004  0.0007 -0.0008 -0.0003  0.0054  0.0212 -0.0001 -0.0002 

 0.0038 -0.0003 -0.0007 -0.0001 -0.0027 -0.0001  0.2488  0.0031 

 0.0003  0.0004  0.0002 -0.0001  0.0001 -0.0002  0.0031  0.0132 

 

 

 

Table 5.4: Near Optimal (Approximated) Regulator Feedback Values 
( )8

1ε
∗

F  

-0.5755 -0.3086 -0.0303 -0.1200 -0.0002 -0.0003 -0.0001 -0.0003 

 

 

( )8

2ε
∗

F  
-0.2386 -0.8470  0.0049  0.0088  0.0014 -0.0029  0.0013 -0.0016 
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Table 5.5: The Cost Function and Degradation Performance 

k  
1,optimumJ
∗

 ( )*
1,

k

approximationJ  ( )*
1, . 1, .

k

opt approxJ J
∗ −  1ς  

1 2.079347e+001 2.082221e+001 2.874104e-002 2.874104e+001 

2 2.079347e+001 2.079944e+001 5.971379e-003 5.971379e+002 

 

3 2.079347e+001 2.079371e+001 2.336666e-004 2.336666e+005 

4 2.079347e+001 2.079348e+001 2.324894e-006 2.324894e+011 

5 2.079347e+001 2.079347e+001 6.377017e-008 6.377017e+025 

6 2.079347e+001 2.079347e+001 1.048373e-008 1.048373e+121 

7 2.079347e+001 2.079347e+001 1.048373e-008 1.048373e+121 

8 2.079347e+001 2.079347e+001 7.294787e-011 7.294787e+246 

 

 

5.7  Performance Evaluations  

 

In order to evaluate the performance of the singularly-perturbed weakly-coupled dynamic 

transmission power control (SPWC-DTPC) scheme in terms of power and throughput, our 

additional simulation parameters to those in section 5.6.1 were outlined as follows: The 

Distributed Inter Frame Space (DIFS) time = 50 sµ , Short Inter Frame Space (SIFS) time = 

10 sµ and Back-off slot time = 20 sµ . The number of mini-slots in the probe phase, M = 20, 

duration of probe mini-slot, Tpc = 40 sµ  and ATIM and Power Selection window adjustment 

parameter, ϑ  = 1.2-1.5 as well as a virtual time slot duration consisting of probe, power 

optimization and data packet transmission times, t  = 100 ms. 

     An arrival rate of λ  packets/sec of packets at each queue was assumed.  For each arriving 

packet at the sending queue, a receiver was randomly selected from its immediate 

neighbours. Each simulation run was performed long enough for the output statistics to 

stabilize (i.e., sixty seconds simulation time). Each datum point in the plots represents an 

average of four runs where each run exploits a different randomly generated network 

topology. Saturated transmission power consumption and throughout gain performance were 

evaluated. Saturation conditions, means that packets are always assumed to be in the queue 

for transmission; otherwise, the concerned transmitting radio goes to doze/sleep mode to 

conserve energy (i.e., back-off amount of time). 

    The following parameters were varied in the simulation: the number of active links 

(transmit-receive radio-pairs) interfering (i.e., co-channel and cross-channel), from 2 to 50 

links, the channels availability, from 1 to 4 and the traffic load, from 12.8 packets/s to 128 
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packets/s. The maximum possible power consumed by a radio in the transmit state, the 

receive state, the idle state and the doze state was assumed as 0.5 Watt, 0.25 Watt, 0.15 Watt 

and 0.005 Watt, respectively. A user being in the transmitting state means that the radio at the 

head of the link is the transmit state and the radio at the tail of the link is in the receive state. 

A user in the receive state, in the idle state, and in the doze state means that both the radio at 

the head of the link and the radio at the tail of the link are in the receive state, in the idle state, 

and in the doze state, respectively [208]. In order to evaluate the transmission power 

consumption, packets must be assumed to be always available in all the sending queues of 

nodes. This is a condition of network saturation. 

     Figure 5.11 illustrates an average transmission power per node pair at steady state, versus 

the number of active radios relative to the total number of adjacent channels. During each 

time slot, each node evaluates steady state transmission powers in the ATIM phase. Average 

transmission power was measured as the number of active radio interfaces was increased at 

different values of the queue perturbations and the weak couplings of the MRMC systems. 

An increase in the number of active interfaces results in a linear increase in the transmission 

powers per node-pairs. At 80%, the number of radios relative to the number of adjacent 

channels with 0.0001
s w

ε ε ε= =  yields about 0.61%, 7.98%, 9.51% respectively, a greater 

power saving than with 0.001ε = , 0.01 and 0.1. This is explained as follows. Stabilizing a 

highly perturbed queue system and strongly interfered disjoint wireless channels consumes 

more source energy. Packets are also re-transmitted frequently because of high packet drop 

rates. Retransmitting copies of previously dropped packets results in perturbations at the 

queue system owing to induced delays and energy-outages. 

    A number of previously studied MAC protocols for throughput enhancement were 

compared with the SPWC-PMMUP based power control scheme. The multi-radio unification 

protocol (MUP) [41] was compared with SPWC-PMMUP scheme because the latter is a 

direct extension of the former in terms of the energy- efficiency. Both protocols are 

implemented at the LL and with the same purpose (i.e., to hide the complexity of the multiple 

PHY and MAC layers from the unified higher layers, and to improve throughput 

performance) [4]. However, MUP scheme chooses only one channel with the best channel 

quality to exchange data and does not take power control into consideration. The power-

saving multi-radio multi-channel medium access control (MAC) (PSM-MMAC) [208] was 

compared with SPWC-PMMUP scheme, because both protocols share the following 

characteristics: they are energy-efficient, and they select channels, radios and power states 
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dynamically based on estimated queue lengths, channel conditions and the number of active 

links. The single-channel power-control medium access control (POWMAC) protocol [18] 

was compared with the SPWC-PMMUP because both are power controlled MAC protocols 

suitable for wireless Ad Hoc networks (e.g., IEEE 802.11 schemes). Such protocols perform 

the carrier sensed multiple access with collision avoidance (CSMA/CA) schemes. Both 

protocols possess the capability to exchange several concurrent data packets after the 

completion of the operation of the power control mechanism. Both are distributed, 

asynchronous and adaptive to changes of channel conditions.  

      Figure 5.12 depicts the plots for energy-efficiency versus the number of active links per 

square kilometre of an area. Energy-efficiency is measured in terms of the steady state 

transmission power per time slot divided by the amount of packets that successfully reach the 

target receiver. It is observed that low active network densities generally provide higher 

energy-efficiency gain than highly active network densities. This occurs because low active 

network densities have better spatial re-use and proper multiple medium accesses. Except for 

low network densities, the SPWC-PMMUP scheme outperforms the POWMAC [18], the 

power saving multi-channel MAC (i.e., PSM-MMAC) [208] and the MUP schemes. In low 

active network density, a single channel power controlled MAC (i.e., POWMAC) records a 

higher degree of freedom with spatial re-use. As a result, it indicates a low expenditure of 

transmission power. As the number of active users increases, packet collisions and 

retransmissions become significantly large. The POWMAC uses an adjustable access 

window to allow for a series of RTS/CTS exchanges to take place before several concurrent 

data packet transmissions can commence. Unlike its counterparts, the POWMAC does not 

make use of control packets (i.e., RTS/CTS) to silence neighbouring terminals. Instead, 

collision avoidance information is inserted in the control packets and is used in conjunction 

with the received signal strength of these packets to dynamically bound the transmission 

power of potentially interfering terminals in the vicinity of a receiving terminal. This allows 

an appropriate transmission power selection that ensures multiple-concurrent transmissions in 

the vicinity of the receiving terminal. On the other hand, both SPWC-PMMUP and PSM-

MMAC contain an adjustable ATIM window for traffic loads and the LL information. The 

ATIM window is maintained moderately narrow in order that less energy is wasted for being 

idle. Statistically, the simulation results indicated that for between 4 and 16 users per 

deployment area, the POWMAC scheme was on average 50%, 87.50%, and 137.50% more 

energy-efficient than the SPWC-PMMUP, PSM-MMAC and MUP, respectively. However, 

between 32 and 50 users per deployment area, SPWC-PMMUP scheme yielded on average 
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14.58%, 66.67%, and 145.83% more energy efficiency than the POWMAC, PSM-MMAC 

and MUP schemes, respectively. 
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Figure 5.13 depicts the performance of the network lifetime observed for the duration of the 

simulation. The number of active links using steady state transmission power levels was 

initially assumed to be 36 links per square kilometre area. Under the saturated traffic 

generated by the queue systems, different protocols were simulated and compared to the 

SPWC-PMMUP scheme.  The links which were still alive were defined as those which were 

operating on certain stabilized transmission power levels and which remained connected at 

the end of the simulation time. The SPWC-PMMUP scheme evaluates the network lifetime 

based on the stable connectivity measure. That is, if a transmission power level, ij ijp p∗=  

then the link ( ),i j  exists; otherwise if ij ijp p∗< , then there is no link between the transmitting 

interface i  and the receiving interface j (i.e., the tail of the link). The notation, ijp∗
 represents 

the minimum transmission power level needed to successfully send a packet to the target 

receiver at the immediate neighbours. After 50 units of simulation time, SPWC-PMMUP 

scheme records, on average, 12.50%, 22.22% and 33.33%, of links still alive, more than the 

POWMAC, PSM-MMAC and MUP schemes, respectively. This is because SPWC-PMMUP 

scheme uses a fractional power to perform the medium access control (i.e., RTS/CTS control 

packets are executed at a lower power than the maximum possible) while the conventional 

protocols employ maximum transmission powers to exchange control packets. The SPWC-

PMMUP also transmits application or data packets using a transmission power level which is 
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adaptive to queue perturbations, the intra and inter-channel interference, the receiver SINR, 

the wireless link rate and the connectivity range. The performance gains of the POWMAC 

scheme are explained as follows. The POWMAC uses a collision avoidance inserted in the 

control packets, and in conjunction with the received signal strength of these packets to 

dynamically bound the transmission powers of potentially interfering terminals in the vicinity 

of a receiving terminal. This promotes mutual multiple transmissions of the application 

packets at a controlled power over a relatively long time. The PSM-MMAC scheme offers 

the desirable feature of being adaptive to energy, channel, queue and opportunistic access. 

However, its RTS/CTS packets are executed on maximum power. The MUP scheme does not 

perform any power control mechanism and hence records the worst lifetime performance. 

     Figure 5.14 illustrates an average throughput performance versus the offered traffic load at 

different singular-perturbation and weak-coupling conditions. Four simulation runs were 

performed at different randomly generated network topologies. The average throughput per 

send and receive node-pairs was measured when packets were transmitted using steady state 

transmission powers. Plots were obtained at confidence intervals of 95%, that is, with small 

error margins. In general, the average throughput monotonically increases with the amount of 

the traffic load subjected to the channels. The highly-perturbed and strongly-coupled multi-

channel systems, that is, 0.1s wε ε ε= = , degrades average per hop throughput performance 

compared to the lowly-perturbed and weakly-coupled system, that is, 0.0001ε = . On 

average, and at 100 packets/s of the traffic load, the system described by 0.0001ε =  can 

provide 4%, 16% and 28% more throughput performance gain over the system at 0.001ε = , 

0.01ε =  and 0.1ε = , respectively. This may be explained as follows. In large queue system 

perturbations (i.e., 0.1ε = ) the SPWC-PMMUP scheme wastes a large portion of the time 

slot in stabilizing the queue and in finding optimal transmission power levels. This means 

that only lesser time intervals are allowed for actual application packet transmission. 

Furthermore, the inherently high inter channel interference degrades the spatial re-use. 

Consequently, smaller volumes of application/data packets actually reach the receiving 

destination successfully (i.e., low throughput). Conversely, with a low perturbation and inter-

channel interference (i.e., 0.001ε = ), data packets have a larger time interval for 

transmission;  the wireless medium is spectrally efficient and hence achieves an enhanced 

average throughput. 
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     Figure 5.15 depicts the average throughput per node pair versus the probability at steady 

state that a multi-radio multi-channel (MRMC) node will transmit application or data packets 

given a traffic load of 120λ = packets/s, different queue system perturbations and inter 

channel interference. In order to obtain the average saturated throughput, each queue was 

assumed always to have data packets destined for the target receivers at the immediate 

neighbours. The steady state transmission probability (rate) was evaluated as a function of the 

Markov chains (i.e., chains consisting of the queue and energy size dynamics) and packet 

arrival probabilities. The simulation results indicated that the average throughput per node-

pair increases linearly with the transmission probability. The average linear rate was 200 

packets/slot (i.e., change in average throughput divided by the transmission rate). The 

average throughput increased with the increase in the number of channels and the information 

regarding queue perturbation and inter-channel interference. Specifically, at 80% of the 

transmission probability and with the traffic load of 120λ =  packets/s in each channel, the 

multi-radio node with 4 number of channels at 0.001ε =  network system provided an 8%, 

20% and 36% average throughput performance gain over a node-pair with 2 channels, 

0.001ε = , 4 channels MUP and 1 channel, 0ε = , respectively. This is now explained. The 

high performance rate suggests that each link always possess enough energy for transmitting 

the application packets from its buffer. Packets arriving at the buffer of the link are always 

served and transmitted using the appropriate transmission power. Striping application packets 

over several parallel network interfaces on to a number of power-controlled orthogonal 
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channels provides more throughput gain over a single interface-channel system. The power-

controlled multiple channel data stream reduces data delay over the wireless medium. The 

fact of data occupying less transmission time suggests an improved successful transmission 

rate. The wireless MRMC system perturbation and inter channel parameter evaluation allows 

the power optimization system to scale the transmission power appropriately. Consequently, 

one establishes a more realistic energy level for transmission of data packets. In contrast, 

naïve approaches to the perturbation and inter channel coupling produce improper energy 

levels for data payloads. The MUP scheme, however, uses one channel with the best channel 

quality to send data traffic. The MUP does not take into account power control. Compared to 

the MUP, the SPWC PMMUP scheme exploits the advantages of the MUP and in addition 

evaluates the impact of system perturbation and interference on throughput performance. The 

SPWC- PMMUP scheme also stripes data/application traffic over at least one wireless 

channel in order to enhance channel diversity. 

    Figure 5.16 depicts the average saturated throughput per node-pair versus the number of 

active links per square kilometre when the queue traffic load of 120λ = packets/s. Densities 

of the active links were varied from 4 to 50 and the average throughput per node pair was 

measured by running conventional protocols. Saturated throughput degrades with the 

densities of the active links. On average, the SPWC-PMMUP scheme at 0.001ε = provides 

8%, 20% and 36.36% more throughput performance gain than PSM-MMAC, MUP and 

POWMAC schemes, respectively. Large densities of active links in a unit of an area limit the 

spectral efficiency. Inefficient use of the space spectrum promotes traffic collisions and 

packet drops, consequently resulting in a degraded throughput performance. The PSM-

MMAC scheme offers two desirable features: the ATIM window is adjustable and the 

medium access probability is optimized. Both features are aimed at minimising control 

packet exchange time (i.e., channel probing time) while maximizing the actual application or 

data exchange time so that throughput is improved. However, the data packets are not 

transmitted at the optimal power, contrary to the case of the SPWC-PMMUP scheme. The 

MUP scheme’s most desirable feature is that only one out of many channels with the best 

channel quality (i.e., based on round trip time), is exploited for data transmission. However, 

multiple channels are used for striping control packet exchanges among neighbouring nodes. 

The MUP does not take into account power control. The POWMAC scheme is, on the other 

hand, a single-channel power controlled MAC scheme. The POWMAC uses an adjustable 

access window to allow for a series of RTS/CTS exchanges to occur before several 
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concurrent data packets can be exchanged. Collision avoidance information is inserted into 

the CTS packet to bound the transmission power of potentially interfering terminals in the 

vicinity of the receiver, rather than silencing them. This procedure improves the spatial re-use 

factor of the network and consequently produces good throughput. However, control packets 

are exchanged at maximum power and only one channel is available for the exchange of data 

packets, compared to the SPWC-PMMUP scheme. 
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5.8   Chapter Conclusions and Remarks  

 

In this chapter, a new transmission power control scheme based on singular-perturbations at 

the co-located multiple queues and the weak-coupling of multiple wireless channels has been 

developed. In order to coordinate the functions of wireless multi-radio and multi-channel 

(MRMC) network configurations, a corresponding Link Layer power selection multi-radio 

multi-channel unification protocol (SPWC-PMMUP) has also been incorporated. Using the 

differential Nash game techniques for large scale interconnected weakly-coupled and 

singularly-perturbed control systems, a generalized higher order recursive algorithm (HORA) 

has been derived. The algorithm was proved to converge at a linear rate both analytically and 

numerically. Performance evaluations by means of several simulations demonstrated that the 

SPWC-PMMUP scheme was superior to other conventional related protocols. Simulation 

results were recorded as follows. A larger number, relatively speaking, of radios to the 

number of channels at 0.01ε =�  recorded higher transmission power consumption than at 
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0.001ε =�  (i.e., Fig. 5.11). The SPWC-PMMUP scheme was, between 14.58% and 145.83%, 

more energy-efficient on average than the POWMAC, PSM-MMAC and MUP schemes, 

respectively (i.e., Fig. 5.12). The SPWC-PMMUP scheme provided a longer network lifetime 

on average, ranging from 12.50% to 33.30%, than the POWMAC, PSM-MMAC and MUP 

schemes, respectively (i.e., Fig. 5.13). The average throughput per node pair was better, with 

0.1ε =� , than with 0.001ε =� (i.e., Fig. 5.14). Average throughput per node-pair plotted 

against the transmission probability was better at 0.001ε =� in a multi-radio network than in 

a single radio network (i.e., Fig. 5.15). Finally, the SPWC-PMMUP schemes, at 

0.001ε =� and arrival rate of 120λ = packets/s, yielded between 8% and 36.36% more 

average saturated throughput per node pair plotted against the active density of nodes (i.e., 

Fig. 5.16). 

   The main reasons for these observations are as follows. Multi-radio multi-channel wireless 

networks do face both queue perturbations and cross-channel interference phenomena. Such 

phenomena result in dropping of the transmitted packets. In order to guarantee network 

throughput, nodes can choose to retransmit the packets opportunistically (i.e., when link 

conditions are favourable). This may result in the wastage of the transmission energy. The 

reduced system perturbations and the cross-channel interference would allow the network to 

operate for a longer time. In contrast, a strongly perturbed queue system and the cross-

channel interference would shorten the operation time of a network. The SPWC-PMMUP 

scheme determines the optimal transmission power signals dynamically in response to the 

queue status, the residual-energy and the conventional LSI discussed in Chapter 4 (e.g., 

received signal to noise ratio, aggregate co-located network interference, the packet 

transmission rate and the link connectivity range). Such factors directly affect the optimality 

of the transmission power and hence are worth investigating. On the other hand, the PSM-

MMAC scheme performs both power saving and opportunistic medium access scheduling. 

However, there are no guarantees regarding the optimality of the transmission power signal. 

The POWMAC protocol performs transmission power control on a single wireless 

transceiver and channel. However, control packets are exchanged at maximum transmission 

power. The MUP method does not guarantee power control on the optimally selected wireless 

channels. Lastly, the MUP scheme records a fairly efficient throughput performance but its 

energy-efficiency is comparatively poorer than that of the SPWC-PMMUP counterpart. 
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Chapter 6 

Conclusions and Future Work 

 
The work presented in this dissertation has addressed one of the most crucial issues in a 

distributed Wireless Backbone Mesh Network (WBMN): the dynamic transmission power 

control (DTPC) problem. The distinctive feature of the WBMN is the ability to access and 

route traffic both simultaneously and in a distributed fashion. In order to ensure this high 

traffic carrying capacity, the WBMN nodes are often equipped with at least one independent 

radio, each operating on a separate frequency channel. Or else, each node may be configured 

with a fast switching radio capable of performing dynamic channel assignment. While 

attempting to increase network traffic carrying capacity, battery energy outage and 

connectivity issues may arise. This is the problem which this dissertation addressed. In this 

work, dynamic mathematical programming models are developed for formulating this 

problem in terms of both user-centric and network-centric objectives. If each node has at least 

two radios operating simultaneously on separate channels, the entire WBMN is first divided 

into sets of unified channel graphs (UCGs). Each UCG is assigned a unique frequency 

channel so that different nodes can interconnect with each other. A Stochastic Quadratic Cost 

Function is then formulated subject to the linear combination of Link-Layer State Information 

(LSI) from other UCGs. Indeed, predictive algorithms are proposed at the Link-Layer (LL) to 

solve this problem by means of a reduced delay. Based on the convex cost function 

formulation, the proposed algorithms provide fast convergence with global system stability. 

They are also robust in the sense that they can tackle the DTPC problem under a diverse 

range of input parameters, e.g., diverse channel conditions, multiple access interference 

(MAI), diverse Signal-to-Interference plus Noise ratio (SINR), different wireless link rates, 

heterogeneous connectivity ranges, singular queue perturbations, cross-channel weak-

couplings, diverse dimensions of radios and various sizes of network et cetera. The 

distinctive attributes of our proposed DTPC solutions meet the following specifications of 

generalized WBMNs: 

1. Scalability. That is, the network performance indexed by energy-efficiency, high 

throughput, fairness and fault-tolerant connectivity do not degrade significantly on an 
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increase in the number of nodes or hops from the sender to destination. This has been 

achieved by ensuring that the Link-Layer protocol provides good trade-off modularity 

with minimal overhead costs as regards the cross-layering information exchanges. 

2. Self-organization and Self-configuration. That is, each node or link in the network 

individually exploits local LSI to build-up a network or, if at least one link/route fails it 

auto-heals (auto-configures) channels, links and routes in real-time. The objective is to 

allow all protocols to be distributive and collaborative or decentralized. 

3. Heterogeneity. That is, the DTPC algorithms are adaptive to different connectivity ranges, 

dimensions and/or different technologies of radios at each node, variable channel 

switching speeds, memory sizes, energy battery constraints, queue traffic loads, etc. 

4. Multi-point to Multi-point (M2M) communication. That is, our models and algorithms are 

adaptive to high speed operation of nodes or those with software defined radios. This is to 

ensure timely channel assignments and/or the use of multiple radios for accessing several 

mesh clients and forwarding network traffic simultaneously, to a few fixed gateways. 

5. Multi-hop communication. That is, due to limitations on the transmission ranges, the 

nodes relay multi-hop forms of traffic from the access networks to the back-haul gateway 

networks. This feature is ensured by allowing each node to use power controlled channels 

for every packet. 

6. Energy and memory diversity. That is, the possibility of possessing multiple radios with 

diverse energy consumption and memory capability at the backbone network. The 

proposed predictive and/or recursive asynchronous algorithms based on residual energy 

support both energy and memory-efficiency.  

The following sections summarize in brief our findings, contributions, provide concluding 

remarks and describe some directions for future extension of our work. 

 

6.1 Summary of Contributions 

 

 

In addition to the survey presented in this thesis, we have developed mathematical 

programming models managed by Link-Layer protocol based on predictive algorithms with 

respect to the DTPC problem. The main contributions may be outlined as follows: 

• Survey:  In this thesis, an overview of the proposed algorithms to the DTPC problem 

is presented. The algorithms are classified according to the solution techniques: 

mathematical programming, game-theoretical, dynamic control-theoretical, and 
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network protocol heuristics [286]. The survey provided in this study presents a 

starting point for choosing a DTPC method to be used in different scenarios of 

wireless backbone networks. It may also be used by researchers for selecting an 

algorithm against which to compare and/or develop new schemes.   

• Modelling: In this thesis, three mathematical programming models are formulated, as 

regards the DTPC problem, for the WBMNs. One for single radio wireless backbone 

networks and the other two for a generalized multi-radio multi-channel (MRMC) 

wireless network. Each model formulates the decentralized DTPC problem as an 

optimization problem at link/user level composed of a cost function subject to a set of 

LL based constraints imposed by both the user and the network. 

      The first model is developed in chapter three for single radio wireless networks. 

The objective is to minimize the convex cost function composed of SIR-deviation 

(i.e., maximizing the user quality of service (QoS)) and the aggregate interference 

(i.e., maximizing the network spatial reuse/capacity). Two sets of LL constraint 

models are provided in this formulation. One constraint model is based on the 

medium access control transmission scheduling probability (MAC-TSP) while the 

other is based on a generalized cross-layer occupation measure (GCOM). These 

models describe how message interactions among the layers of the protocol stack 

affect the optimality of DTPC supported at the LL. 

     The second model is formulated in chapter four for MRMC wireless networks. The 

MRMC wireless network is first modelled as sets of UCGs. Link State Information 

(LSI) is then derived for each UCG set and represented as state space control models. 

The objective is to minimize stochastic quadratic cost function (i.e., composed of LSI 

from one user) subject to the network interaction LSI (i.e., from the same UCG where 

the user is located) and the coordination LSI (i.e., derived from other UCGs).  

      The third model is presented in chapter five for a Singularly-Perturbed Weakly-

Coupled (SPWC) MRMC wireless system. The idea is to model energy and packet 

dynamics of a multiple queue system as a singular perturbation problem [287]. This 

problem is mathematically represented in terms of a two dimensional Markov chain 

model. From the Markov chain perspective, steady state probabilities of the system 

can be obtained. In addition, practical transmission power interference among 

multiple channels within close vicinity is modelled as a weak coupling problem. The 

objective is to minimize the stochastic quadratic cost function of the SPWC-LSI in 

addition to the queue perturbation and cross-channel interference problems.  
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      The proposed mathematical models may be used by analytical research to 

discover solutions to the problem of DTPC in generalized WBMN applications. 

• Algorithms: In this thesis, several algorithms based on three Link-Layer protocols are 

developed to solve the DTPC problem for WBMNs.  

        In chapter three, a multiple access transmission aware (MATA) protocol is 

proposed for single radio wireless networks. The said protocol is based on scalable 

MAC-TSP and GCOM models. The MAC-TSP model defines the probability that a 

packet will successfully be transmitted by each user with the selected transmission 

power level knowing the physical, MAC and topological characteristics of the Bi-

directional Logical Visible Neighbour (BLVN) set. The GCOM model is a 

generalized type of the MAC-TSP model that spans all the layers of the protocol 

stack. It defines the probability that an individual user chooses a certain transmission 

power level knowing the states across the layers of the protocol stack. Based on these 

models, the MATA-DTPC algorithm is developed. Correspondingly, the optimal 

power controller gain is designed and analysed for system convergence.  

     In chapter four, an energy-efficient power selection multi-radio multi-channel 

unification protocol (PMMUP) supported at the LL is developed. The PMMUP is a 

virtual MAC, composed of two predictive algorithms. One of these is called a multi-

radio multi-channel LSI interaction prediction (MRSIP); the other is termed a multi-

radio multi-channel LSI unification prediction (MRSUP). MRSIP predicts LSI from 

multiple MACs and UCGs at a lower level, while MRSUP predicts LSI from the 

upper layers of the protocol stack. The rationale is that interaction variables provide 

wireless system constraints while the unification variables provide application 

constraints to the DTPC at the LL.  Based on the predicted LSI states, both algorithms 

determine an optimal transmission power level for each user, subject to the node 

energy constraints. These algorithms are further analysed for convergence and system 

stability. 

     In chapter five, an extension of PMMUP called Singularly-Perturbed Weakly-

Coupled PMMUP (or simply, SPWC-PMMUP) is developed in order to generalize 

the DTPC problem to large-scale wireless networks [287]. The protocol optimally 

selects the transmission power level based on the knowledge of the queue 

perturbation, and interference across different neighbouring channels or UCGs. A 

differential Nash games algorithm is presented to perform the transmission power 

control for a SPWC system. The rationale is to decompose independent actions and to 
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have a Nash equilibrium solution for the whole system such that each user’s 

transmission power choice is completely decoupled from those of others in a large 

scale wireless network. In order to devise an optimal power control strategy, the 

SPWC algebraic regulator Riccati equation (SWARRE) is developed. A generalized 

Higher-Order Recursive Algorithm (HORA) is then derived that provides a stabilizing 

solution for the decoupled SWARRE. The derived HORA is analysed for system 

convergence. 

 

6.2 Concluding Remarks 

 

 

The proposed DTPC algorithms from the survey are difficult to evaluate and compare with 

each other as they strictly depend on the various wireless network architectures, technologies 

and structural configurations both for user and network applications. Most researchers have 

attempted to compare their work against those of others and claim that their findings are 

better than those reported by the latter. Based on this trend, it may be difficult to select a 

single approach/algorithm that can provide the best DTPC solutions for a wide range of 

WBMN attributes. 

       From the perspective of single radio WBMNs, the following analytical conclusions have 

been deduced: Because the distributed cost function of both the user and network objectives 

is convex, it records at most one local minimum; however, if such a local minimum exists, it 

records a global minimum for all users operating within an interference range (i.e., BLVN). 

The dynamic controller and thus transmission power level were shown to be optimal globally 

with respect to the minimization of the convex cost function. The uniqueness of the optimal 

controller gain/vector has implied that the transmission power update has a unique fixed point 

at optimal transmission power level. Furthermore, the following results from simulation 

experiments have been found: the controller gain and transmission power executions, on 

average, have proved to exponentially converge to a steady state for the MATA based 

algorithm. This is because the chosen convex cost function is minimized iteratively as the 

MATA information is exchanged locally among nodes. This implies that the controller gain 

and the adjusted transmission power must also steadily drive this message exchange until all 

MATA state prediction converges. For the MATA based algorithm, the autonomous 

executions of the transmission power level allow some nodes to be energy-efficient by 

lowering their transmission powers while others are permitted to be overly greedy by raising 
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their powers. On average, such power executions have shown a better trade-off between 

energy conservation and the network capacity of active users than either employing greedy 

strategy alone or the energy-efficient method. The average steady state power consumption 

and average per link throughput have indicated desirable performance with regards to 

multiple concurrent active users when the MATA based algorithm is compared with 

conventional methods. The average feasibility rate per network scenario versus number of 

admitted users has proved to be more robust with the MATA based algorithm than 

conventional algorithms. Here, the feasibility rate defines the probability that active users will 

co-exist and send packets successfully to their target receivers. Based on this simulation 

experiment, the MATA based algorithm has yielded good scalability measures for the 

WBMNs irrespective of the network size. The main reasons for these observations are two-

fold: first, the MATA based algorithm executes both the user-centric objectives (i.e., 

optimizing user QoS e.g., throughput, delay, etc.) and the network centric-objectives (i.e., 

maximizing the network lifetime, network co-existence/spatial reuse, fault-tolerant 

connectivity, etc). Second, the MATA based algorithm is executed at the LL and deals with 

both forward and backward power controlled LSI exchanges that take into account the MAI 

at both the receiver and transmitter sides. 

        As far as the multi-radio WBMNs are concerned, the following analytical conclusions 

can be drawn from the PMMUP algorithms developed: The two PMMUP algorithms (e.g., 

MRSIP and MRSUP), during an optimization time slot, have proved to be exponentially 

stable in the Lyapunov sense. This is because the derived stabilizing solution to the Riccati 

Equation has been employed to compensate for model uncertainties in the dynamic 

programming function of our work. It has also been shown that MRSIP and MRSUP 

converge asynchronously with a linear rate. The convergence rate depends on the iteration 

interval and interaction between users as they exchange LSI estimates among different UCGs 

because, these algorithms have been proved to satisfy a contraction property defined in terms 

of a set of discrete functions. Therefore, satisfying a contraction property implies 

convergence of asynchronous iterations. The following results were observed from the 

simulation results: based on its simple computational structure, asynchronous MRSIP 

(MRSIPA) demonstrated convergence superior to that of the asynchronous MRSUP 

(MRSUPA). Of interest, MRSIPA have shown, on average, between 0.005% and 23.23% 

more transmission power adaptation saving gains than other approaches. MRSIPA has 

provided, on average, steady transmission power savings versus different traffic loads, of 

between 8.11% and 87.84% greater than other approaches. MRSIPA has also yielded, on 
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average, throughput gains, versus different traffic loads, of between 16.67% and 80.00% 

more than other approaches. The motivations behind these observations are: MRSIPA is 

asynchronous and each user, having attained convergence does not have to wait for other 

iterating users before transmitting its packets in the queue. MRSIPA possesses a simple 

computational structure with localized information exchange among multiple MACs and 

radios at a lower level. This attribute not only improves delay/real-time applications but also 

reduces message overhead costs. The closest in performance is the MRSUPA which is 

asynchronous but exhibits a complex computational structure. It relies heavily on information 

from higher layers at the expense of extra transmission power and message overhead costs. 

       According to the Singularly-Perturbed Weakly-Coupled protocol (SPWC-PMMUP), the 

following analytical results have been noted: 

The steady state transmission probability of a packet from the queue and the expected packet 

queue delay are decomposable into an unperturbed component and a perturbed component 

expressed in terms of higher order Taylor series expansion. The first order Taylor series 

expansion in terms of the perturbation factor presents a reliable approximation of the exact 

steady state probability distribution of the two-dimensional Markov chains for both energy 

and packet queue dynamics in multiple queues. Under the assumptions that (i) each user has 

an optimal closed-loop Nash Strategy, (ii) the wireless system matrices are stabilizable and 

detectable, and (iii) the auxiliary SWARRE has a positive semi-definite stabilizing solution, 

the generalized Higher-Order Recursive Algorithm (HORA) converges to the exact solutions 

of the error terms in the Lyapunov sense and the rate of convergence is linear (i.e., Theorem 

5.2). Furthermore, under similar assumptions, the use of a high-order soft constrained Nash 

Equilibrium results in the condition that: the cost function of the high-order (i.e., iterative) 

input control sequences is approximately equal to the cost function of the zero-order (i.e., 

optimal) input control sequences plus a higher-order function of SPWC factor (i.e., Theorem 

5.3). This observation confirms that the proposed generalized algorithm converges to the 

exact solution. As a consequence, the system’s cost function converges exponentially, 

implying that the optimal transmission power level for each user is obtainable. In addition to 

the analytical results, the following summary of performance evaluations is offered: The 

proposed SPWC-PMMUP, on average, has shown between 14.58% and 145.83% more 

energy-efficiency than conventional protocols. On average, the new protocol has 

demonstrated a longer network lifetime ranging from 12.50% to 33.30% longer than 

conventional methods. The average throughput per node-pair at a high SPWC factor is worse 

than throughput measured at a low SPWC factor. The average throughput per node-pair 
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versus the transmission probability in a multi-radio network at a low SPWC factor is better 

than the case for a single-radio network. On average, the SPWC-PMMUP has yielded 

between 8% and 36% more saturated throughput per node-pair versus the density of nodes at 

an arrival rate of 120 packets/s, than the conventional methods.  The reasons for these 

remarks are outlined as follows. Multi-radio multi-channel (MRMC) wireless 

systems/networks do face both queue perturbations due to energy and packet dynamics, and 

cross-channel interference due to the power of transmissions radiated by different radios in 

the close vicinity. Such phenomena result in the dropping of the transmitted packets and 

hence re-transmissions at the expense of extra transmission power consumption. Indeed, a 

single radio wireless network experiencing packet re-transmissions and pessimistic with 

respect to queue status, would incur higher transmission power consumption than its SPWC 

power controlled counterpart. Therefore, the SPWC-PMMUP allows the evaluation of 

optimal transmission power signals to be selected dynamically in response to the knowledge 

of queue status, the residual energy at the node and Link State Information (LSI) (i.e., in 

chapter 4). The optimal transmission power signals ameliorate the condition of a tendency to 

re-transmit, thus more energy-efficiency and throughput enhancement are evident in a 

MRMC network. Conversely, the PSM-MAC protocol performs power management but 

guarantees no optimal transmission power levels. The POWMAC protocol executes 

transmission power control but takes no account of the queue status of the network. The MUP 

method performs unification of MRMC systems to enhance throughput under transmission 

power which is unconstrained and is thus energy-inefficient. 

 

6.3 Future Work 

 

 

The work described in this thesis may be extended in several directions. Some possible areas 

could be discussed as follows: 

 

• Analysing the DTPC Algorithms for energy-efficiency in backbone nodes 

deployed in energy-constrained areas: 

 

One of the most challenging directions is to extend the applicability of the proposed 

algorithms to WBMNs operating in energy-constrained environments. In rural and 

remote areas, nodes are battery-powered and have limited capacity. However, the 
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proposed algorithms involve computationally intensive mathematical models that may 

in turn compromise the energy costs. Analysis of computational time, memory and 

energy costs with respect to their applicability to energy-constrained nodes would 

constitute interesting future work. 

 

• Adapting the DTPC Algorithms to include Dynamic Channel Assignment: 

 

The algorithms proposed in this thesis assume that there is no Channel Assignment 

within every time slot except that channels are hard-coded for the entire duration of 

the time-slot. The channel assignment remains static until the completion of at least 

one DTPC cycle. This implies that the power optimization time-scales are assumed to 

be typically faster than that of the Channel Assignment. However, under fast fading 

channel conditions, the channel assignment time-scale should be, on average, a one-

to-one matching with that of the transmission power optimization. Furthermore, 

automatic accessing and forwarding traffic by the WMRs require a dynamic and 

scalable channel assignment. This would offer a challenging and interesting research 

topic. 

 

• Adapting the DTPC Algorithms to include network Routing: 

 

As the next step to future research, the proposed Algorithms should include scalable 

routing at the backbone networks. Most previous studies have shown that most 

routing algorithms performed at the network layer of the protocol stack are not 

energy-efficient and are un-scalable. Adapting routing and the DTPC at the Link-

Layer may improve network throughput irrespective of the size of the network. This is 

because the Link-Layer utilizes local information to perform hop by hop routing. 

Research into joint DTPC and routing at the Link-Layer would be interesting future 

study. 

 

• Applying the DTPC Algorithms to backbone emerging wireless technologies such 

as IEEE 802.16 Broadband Wireless Metropolitan Area Network (BWMAN) 

and IEEE 802.22 Wireless Regional Area Network (WRAN): 
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Although the thesis has made it clear that the DTPC Algorithms are generic with 

respect to any distributed wireless backbone technologies, the major focus has been 

placed on the IEEE 802.11 based wireless backbone mesh networks (WBMNs). 

Performance evaluations of the Algorithms with respect to other backbone 

technologies would represent worthwhile research areas. 

 

• Hardware-implementation of the energy-efficient protocols at the network 

protocol stack: 

 

This thesis has furnished the analytical and simulation investigations of the proposed 

Link-Layer protocols. An extension of this work to actual prototype implementations 

and field-testing on backbone wireless nodes would similarly be a challenging yet an 

interesting topic for future studies. 
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