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bLIRMM, CNRS-Universit Montpellier 2, Montpellier, France

Abstract

During sea missions, underwater vehicles are exposed to changes in the pa-
rameters of the system and subject to persistent external disturbances due
to the ocean current influence. These issues make the design of a robust
controller a quite challenging task. This paper focuses on the design of a
adaptive high order sliding mode control for trajectory tracking on an un-
derwater vehicle. The main feature of the developed control law is that it
preserves the advantages of robust control, it does not need the knowledge
of the upper bound of the disturbance and easy tuning in real applications.
Using Lyapunov concept, asymptotic stability of the closed-loop tracking sys-
tem is ensured. The effectiveness and robustness of the proposed controller
for trajectory tracking in depth and yaw dynamics are demonstrated through
real-time experiments.

Keywords: Adaptive control, Underwater Vehicles, Sliding Mode Control,
Real-Time Experiments

1. Introduction1

Although the oceans cover 70% of the Earth’s surface, almost the 952

% of the ocean remains unexplored according to data from the National3

Oceanic and Atmospheric Administration. Recently, underwater robotics4

has positioned itself as one of the essential areas within maritime exploration5

due to a long list of advantages as operational efficiency, mobility, and low6

operational cost [1].7

Email address: jguerrero@ctrl.cinvestav.mx (J. Guerrero )

Preprint submitted to Journal Name June 26, 2018



There are two main classes of underwater vehicles: The Remotely Oper-8

ated Vehicles (ROVs), which require human piloting and the Autonomous9

Underwater Vehicles (AUVs), that refer to the submarines able to perform10

some tasks with full autonomy. A controller provides this autonomy required11

to position the vehicle at a specific point or to track a path. However, the12

design of the controller for an AUV is very challenging due to the nonlinear-13

ity, time-variance, random external disturbances, such as the environmental14

force generated by the sea’s current fluctuation, and the difficulty in accu-15

rately modeling the hydrodynamic effect [2]. For these reasons, in recent16

years, different control techniques have been introduced for AUVs.17

The Proportional-Derivative (PD) [3], the PD plus gravity and buoyancy18

compensation (PD+) [4, 5] and the Proportional Integral Derivative (PID)19

schemes are the most used techniques to control the position and orientation20

of commercial AUVs due to their design simplicity and their good perfor-21

mance. However, these controllers have some drawbacks. In one hand, the22

PD+ controller requires the exact knowledge of the gravitational and buoy-23

ancy force of the robot. On the other hand, it is well-known that the PID24

control performance is degraded when the plant is highly nonlinear, time-25

varying, or with significant time delays. Moreover, the listed controllers26

considering strong restrictive assumptions to simplify the mathematical de-27

scription, resulting in an impractical controller due to its low robustness28

against disturbances. For this reason, many researchers concentrated their29

interests on the applications of robust control for underwater vehicles.30

A broad class of robust controllers has been proposed for the trajec-31

tory tracking problem on AUV. For example, Fuzzy Logic Controllers (FLC)32

[6] [7], Neural-Network based control (NNC) [8, 9], Predictive control [10],33

Adaptive control [11], Sliding Modes Control (SMC) [12], High Order Slid-34

ing Modes Control (HOSMC) [13, 14] and so on. Each methodology has35

strengths and weaknesses. For instance, FLC has a simple structure, easy36

and cost-effective design. However, the controller tuning process might be a37

bit difficult because there is no stability criterion or FLC cannot be imple-38

mented for unknown systems.39

The main advantage of NNC is their ability to learn from examples instead40

of requiring an algorithmic development from the designer. Nevertheless,41

NNC usually needs a long and computationally expensive training time which42

is not acceptable in many applications.43

Adaptive control covers a set of techniques which provide a systematic44

approach for automatic adjustment of controllers in real time, in order to45
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achieve or to maintain the desired level of system performance when the46

parameters of the dynamic model are unknown or change in time [15].47

Sliding Mode Control (SMC) is another robust technique sometimes used48

in underwater vehicle control. This technique provides finite time conver-49

gence and robustness against bounded external disturbances. In its basic50

implementations, this controller can have aggressive control input behavior51

due to signum function which causes the undesirable chattering effect. How-52

ever, there exist several ways to decrease the chattering effect, like replacing53

the signum function by a hyperbolic tangent, sigmoid or saturation functions54

[4] which smooths the control signal, but at the cost of loss of robustness55

because it constrains the sliding systems trajectories to the sliding surface’s56

vicinity [16]. High Order Sliding Mode Control (HOSMC) is another conven-57

tional technique to reduce the chattering amplitude. This methodology takes58

advantage of quasi-continuous control which allows driving to the origin the59

sliding surface and its derivative in the presence of external disturbances. Fi-60

nally, SMC with auto-adjustable [17] or dynamical gains [18] is an alternative61

solution to minimize the impact of the first order SMC drawbacks. In these62

techniques, an adaptive law is proposed to adjust the feedback controller63

gains according to the disturbance impact. There are many works following64

this philosophy. For instance, an adaptive first-order SMC for the set-point65

stabilization of an AUV is proposed in [19]. In this work, the control signal66

was divided into three terms: first, the equivalent control term to neglect the67

known parameters of the system. Second, the discontinuous signum function68

which minimizes the disturbance impact. Finally, the adaptive part which69

allows adjusting the feedback controller gains without the prior knowledge70

of the disturbance’s bounds. In [20] an adaptive SMC for the trajectory71

tracking of pitch and yaw dynamics is proposed. In the design of the con-72

troller, it is taken into account the actuator’s non-symmetric dead-zones and73

unknown disturbances. The adaptive law and the disturbance observer were74

designed to adjust the controller’s gains while an anti-windup compensator75

was introduced to prevent actuator’s saturation. Simulation and experimen-76

tal results demonstrate the effectiveness of the proposed methodology. Also,77

an adaptive SMC for depth trajectory tracking of a ROV taking into account78

thruster’s saturation and dead-zones is proposed in [21]. A three-layer feed-79

forward neural network was used to identify unknown model parameters and80

adaptive laws to estimate the algorithm gains. Simulation results validate81

the correct behavior of the proposed method.82

An adaptive second-order SMC for depth and yaw path following is pro-83
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posed in [22]. A nonlinear function was introduced into the sliding surface84

to modify the damping ratio of the controller output. Then, the gain of85

the controller is estimated through the adaptive law which needs the distur-86

bance’s upper bound information. The efficiency of the proposed controller is87

demonstrated through real-time experiments. In [23], a multi-variable output88

feedback adaptive nonsingular terminal SMC for the four degrees of freedom89

trajectory tracking of AUV was developed. In this work, an adaptive ob-90

server with equivalent output injection was designed in order to estimate91

the system’s states in finite time while the adaption control law stabilize the92

trajectory tracking error to a small field in finite time. Through computer93

simulations, the effectiveness of proposed controller was highlighted com-94

pared against similar methodologies. Also, in [24], an adaptive second-order95

fast nonsingular terminal SMC for AUV is proposed. In this work, the prior96

information about the upper bound of the disturbance is not required. Based97

on simulation results, chattering reduction and fast convergence is demon-98

strated when parameter uncertainties of 20 % and time variant disturbances99

were considered. In [25], an adaptive integral SMC for AUV stabilization was100

proposed. In this paper, two scenarios were considered. In the first case, it101

is assumed that the full system parameters were not available. In the second102

one, it is supposed that the system is affected by external disturbances. In103

both cases, the proposed adaptive law adjust the feedback controller gains104

in order to suppress the chattering effect.105

In this context, the adaptive version of the well-known Super-Twisting106

(STW) controller is proposed in [18]. The STW algorithm was introduced107

initially in [26] ensures robustness with respect to parametric uncertainties108

and external disturbances while reducing the chattering effect. However,109

the main drawback of this method is that is necessary the knowledge of the110

boundaries of the disturbance gradients. In the mentioned adaptive version,111

the algorithm does not require any information on the bounds of the distur-112

bance and its gradient. The method was developed for a single-input uncer-113

tain nonlinear system. Based on real-time experiments, the authors prove114

the good performance of the adaptive algorithm on the position control of115

an electro-pneumatic actuator.116

In this paper, based on the previous results of [27] and [18], an adaptive117

high order sliding mode control for trajectory tracking of an AUV is devel-118

oped. In this case, taking into account the procedure shown in the cited119

papers, the adaption law is applied to the Generalized Super-Twisting Al-120

gorithm (GSTA) which compared to the STW, the GSTA includes a linear121
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Figure 1: Underwater vehicle with the inertial-fixed frame (OI , xI , yI , zI) and the body-
fixed frame (Ob, xb, yb, zb).

version of the algorithm, the standard STA, and a STA with extra linear cor-122

rection terms, that provide more robustness and convergence velocity [28].123

The GSTA as well the STW, requires the knowledge of the bounds of the124

disturbance gradient. However, applying the adaptive law relaxes this condi-125

tion, and the algorithm does not require it. Lyapunov arguments prove the126

stability of the proposed controller. Real-time experiments in depth and yaw127

trajectory tracking for an underwater vehicle demonstrate the effectiveness128

of the proposed method.129

The remainder of this paper is organized as follows: The underwater ve-130

hicle dynamics equation is derived in Section 2. In Section 3, an adaptive131

high order sliding mode controller for trajectory tracking and its stability132

analysis is presented. In order to demonstrate the effectiveness of the pro-133

posed control scheme, real-time experiments for yaw and depth trajectory134

tracking tests for several scenarios are presented in Section 5. Finally, we135

make a brief conclusion on the paper in Section 6.136

2. Dynamic Model137

The dynamic model of underwater vehicles has been described in several138

works (see for instance ([4, 29, 30, 31, 32])).139
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The dynamics of an underwater vehicle involves two frames of reference:140

the body-fixed frame and the earth-fixed frame (see Fig. 1). Considering the141

generalized inertial forces, the hydrodynamic effects, the gravity and buoy-142

ancy contributions as well as the forces of the actuators (i.e., thrusters), the143

dynamic model of an underwater vehicle in matrix form, using the SNAME144

notation [33] and the representation introduced by [4], can be written as145

follows:146

Mν̇ + C(ν)ν +D(ν)ν + g(η) = τ + we(t) (1)

η̇ = J(η)ν

Where ν = [u, v, w, p, q, r]T is the state vector of velocity relative to the147

body-fixed frame and η = [x, y, z, φ, θ, ψ]T represents the vector of position148

and orientation relative to the earth-fixed frame. From equation (1), the149

matrix of spatial transformation between the inertial frame and the frame150

of the rigid body can be as J(η) ∈ R6×6. M ∈ R6×6 is the inertia matrix151

where the effects of mass are included, C(ν) ∈ R6×6 is the Coriolis-centripetal152

matrix, D(ν) ∈ R6×6 represents the hydrodynamic damping matrix, g(η) ∈153

R6 is the vector of gravitational/buoyancy forces and moments. Finally,154

τ ∈ R6 is the control vector acting on the underwater vehicle and we(t) ∈ R6
155

defines the vector of external disturbances.156

The presented formulation of the AUV dynamics is expressed in the body-157

fixed frame and can be transformed to the earth-fixed frame by using the158

kinematic transformations of the state variables and the model parameters159

as follows:160

Mη(η) = J−T (η)MJ−1(η)

Cη(ν, η) = J−T (η)
[
C(ν)−MJ−1(η)J̇(η)

]
J−1(η)

Dη(ν, η) = J−T (η)D(ν)J−1(η)

gη(η) = J−T (η)g(η)

τη(η) = J−T (η)τ

wη(t) = J−T (η)we(t)

Based on these equalities, the dynamics (1) can therefore be rewritten in
the earth-fixed frame as:

Mη(η)η̈ + Cη(ν, η)η̇ +Dη(ν, η)η̇ + gη(η)︸ ︷︷ ︸
f(ν,η)

= τη(η) + wη(t) (2)
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Hydrodynamic loads dominate the AUV dynamics, and it is difficult to161

accurately measure or estimate the hydrodynamic coefficients that are valid162

for all vehicle operating conditions. As such, the system dynamics are not163

exactly known. Therefore, the system dynamics f(η, ν) given in (2) can be164

written as the sum of estimated dynamics f̂(η, ν) and the unknown dynamics165

f̃(η, ν) as follows:166

f(η, ν) = f̂(η, ν) + f̃(η, ν) (3)

where:167

f̂(η, ν) = M̂η(η)η̈ + Ĉη(ν, η)η̇ + D̂η(ν, η)η̇ + ĝη(η) (4)

f̃(η, ν) = M̃η(η)η̈ + C̃η(ν, η)η̇ + D̃η(ν, η)η̇ + g̃η(η) (5)

Moreover, the matrices of the unknown dynamics vector f̃(η, ν) are de-168

fined as M̃η = Mη − M̂η, C̃η = Cη − Ĉη, D̃η = Dη − D̂η and g̃η = gη − ĝη.169

Rewriting the system (2) into the estimated and unknown dynamics given170

by (3), we have:171

M̂η(η)η̈ + Ĉη(ν, η)η̇ + D̂η(ν, η)η̇ + ĝη(η) = τη(η) + w(t)

(6)

where w(t) = wη(t)− f̃(η, ν).172

Finally, note that the dynamical model of the AUV given by (6) only173

depends on the estimated values of system parameters shown in Equation174

(2).175

3. Controller Design176

In this section, the design of an adaptive gain high order sliding mode177

control for the AUV is addressed. The controller is based on the General-178

ized Super-Twisting Algorithm (GSTA) developed by [28] which is a general179

form of the original Super-Twisting Algorithm (STA) introduced by [26]. In-180

spired by the methodology presented in [27] where the authors developed an181

adaptive control law based on the original STW control for a single-input un-182

certain nonlinear system. In this work, we use the GSTA instead of the STA,183

and we extend the procedure shown in the cited article to a MIMO non-linear184

system such as the mathematical model of the AUV. Finally, the stability of185

the proposed controller is proven through Lyapunov function arguments.186
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3.1. Adaptive GSTA Design187

First,let the next state variables:

χ1 = η ; χ2 = η̇

Rewriting the model (6) as follows:

χ̇1 = χ2

χ̇2 = F (χ) +G(χ)τη + w(t) (7)

where:

F (χ) = −M̂η(η)−1
[
Ĉη(ν, η)η̇ + D̂η(ν, η)η̇ + ĝη(η)

]
G(x) = M̂n(η)−1J−T (η)

w(t) = M̂η(η)−1w(t)

Before introduce the design of the adaptive controller, it is necessary to188

consider the following assumptions:189

Assumption 1. The pitch angle is smaller than π/2, i.e., |θ| < π/2.190

Assumption 2. The perturbation w(t) is a Lipschitz continuous signal.191

According to A1, the inverse of rotational matrix J(η) exists. Then, G(χ) is192

not singular, therefore, its inverse exists.193

According to A2, the time derivative of the external disturbance term194

w(t) is bounded by195

|ẇi(t, x)| ≤ Li|φ2(σ)| , i = 1, 6. (8)

with Li ≥ 0 is a finite boundary but is not known.196

From (7) it is possible to propose a sliding surface depending on the error197

that force the sliding mode in the manifold as follows:198

σ = ė(t) + Λ · e(t) (9)

where σ(t) := [σ1, σ2, · · · , σ6]T , e(t) = χd1(t)−χ1(t) is the error vector an the
desired trajectory is defined as χd1(t) = [xd(t), yd(t), zd(t), φd(t), θd(t), ψd(t)]

T .
ė(t) = χd2(t)−χ2(t) = χ̇d1(t)−χ̇1(t) is the time derivative of the error and Λ =
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diag(Λ1,Λ2, · · · ,Λ6) ∈ R6×6 is a diagonal positive definite matrix. Finally,
the control law for the underwater vehicle is given as follows:

τη = JTM̂η(η)
[
χ̈d1(t) + Λė(t)− F (χ)− υ

]
(10)

where υ is the GSTA and is defined by:

υ = −K1(t)Φ1(σ) + λ

λ̇ = −K2(t)Φ2(τ) (11)

with the vectors Φ1(σ) = [φ11, φ12, · · · , φ16]
T and φ2(σ) = [φ21, φ22, · · · , φ26]

T

and each element is given by:

φ1i(σi) = µ1i|σi|1/2sgn(σi) + µ2iσi

φ2i(σi) =
1

2
µ2
1isgn(σi) +

3

2
µ1iµ2i|σi|1/2sgn(σi) + µ2

2iσi

where µ1i, µ2i ≥ 0 with i = 1, 6. K1(t) = diag(k11(t), k12(t), · · · , k16(t)) and199

K2(t) = diag(k21(t), k22(t), · · · , k26(t)) are the gain matrices which satisfy200

K1(t) = K1(t)
T > 0 and K2(t) = K2(t)

T > 0.201

Moreover, if each element of the controller gain matrices is selected as
follows:

k̇1i(t) =

{
ωi
√

ςi
2

if σ 6= 0
0 if σ = 0

(12)

k2i(t) = 2εik1i(t) + βi + 4ε2i (13)

where ωi, ςi, βi and εi are arbitrary positive constants with i = 1, 6. Then,202

for any initial condition σi(0), the sliding surface σi = 0 will be reached in203

finite time.204

3.2. Stability Analysis205

Theorem 1. From the underwater vehicle model (2), suppose that the dis-206

turbance term w(t) satisfies (8). Then for any initial conditions χ(0), σ(0)207

the sliding surface σ = 0 will be reached in finite time via AGSTA (11) with208

the adaptive gains selected as shown in equations (12).209

Proof 1. Taking into account the underwater vehicle model given by (7),210

the the control law (10) and the sliding surface dynamics (9), leads to the211

following closed-loop error dynamics:212

σ̇ = −K1(t)Φ1(σ)−K2(t)

∫ t

0

Φ2(σ(τ))dτ + w(t) (14)
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Now, taking the following change of variables:

s1i = σi

s2i = − k2i
∫ t

0

φ2i(σi(τ))dτ + wi(t)

Then (14) can be rewritten in scalar form (i = 1, 6) as:

ṡ1i =− k1i
[
µ1i|s1i|

1
2 sgn(s1i) + µ2is1i

]
+ s2i

ṡ2i =− k2i
[1

2
µ2
1isgn(s1i) +

3

2
µ1iµ2i|s1i|

1
2 sgn(s1i) + µ2

2is1i

]
+
d

dt
wi(t, χ)

Without loss of generality, we can represent the system with simplified nota-
tion:

ṡ1 =− k1
[
µ1|s1|

1
2 sgn(s1) + µ2s1

]
+ s2

ṡ2 =− k2
[1

2
µ2
1sgn(s1) +

3

2
µ1µ2|s1|

1
2 sgn(s1) + µ2

2s1

]
+
d

dt
w(t, χ)

(15)

Then, the candidate Lyapunov Function is defined as:

V (s1, s2, k1, k2) = V0(·) +
1

2ς1
(k1 − k∗1)2 +

1

2ς2
(k2 − k∗2)2 (16)

where ς1,ς2,k
∗
1,k∗2 are positive constants and V0(·) is given by:

V0(s1, s2, k1, k2) = ξTPξ (17)

with:

ξT = [φ1(s1), s2] (18)

and

P = P T =

[
β + 4ε2 −2ε
−2ε 1

]
> 0 (19)

Since β and ε are defined as an arbitrary positive constants, then P is a
positive definite matrix. Moreover, note that the function V0(·) satisfies the
next form:

λmin(P )‖ξ‖22 ≤ V0(s, k) ≤ λmax(P )‖ξ‖22 (20)
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where λmin(P ) and λmax(P ) are the smallest and greatest eigenvalue of P ,

respectively. ‖ξ‖22 = |s1|+ 2|s1|
3
2 + s21 + s22 is the Euclidean norm of ξ and the

next inequality is satisfied as well:

|φ(s1)| ≤ ‖ξ‖2 ≤
V

1
2 (ξ)

λ
1
2
min(P )

(21)

Finally, it is important to note that the proposed candidate Lyapunov function213

V (s1, s2, k1, k2) is a continuous, positive definite and differentiable function.214

The procedure to find the time derivative of the function V (·) is divided215

into two main steps. First, the time derivative of V0(·) is found. Second, the216

total time derivative of V (·) is shown.217

Step 1. Noting that φ2(s1) = φ′1(s1)φ1(s1), the derivative of V0(·) is
obtained as:

V̇0 = 2ξTP ξ̇ (22)

= 2ξTP

[
φ′1

[
− k1φ1(s1) + s2

]
−k2φ2(s1) + d

dt
w(t, χ)

]
(23)

= 2ξTP

φ′1(s1)[− k1φ1(s1) + s2

]
φ′1(s1)φ1(s1)

[
− k2 + L

] (24)

= φ′1(s1)2ξ
TP

[
−k1 s2

−(k2 − L) 0

]
︸ ︷︷ ︸

A(t,χ)

ξ (25)

= φ′1(s1)ξ
T (AT (t, χ)P + PA(t, χ))ξ (26)

= −φ′1(s1)ξTQ(t, χ)ξ (27)

where

Q(t, χ) =

[
2k1(β + 4ε2)− 4ε(k2 − L) ?
k2 − L− 2εk1 − β − 4ε2 2ε

]
(28)

Selecting the gain k2 = 2εk1 + β + 4ε2, we have the following:

Q− 2εI =

[
2k1β − 4ε(β + 4ε2 − L)− 2ε −L

−L 2ε

]
(29)

11



The matrix Q will be positive definite with a minimal eigenvalue λmin(Q) ≥ 2ε
if

k1 > δ0 +
α2
2

4εβ
+
ε
[
2(β + 4ε2 + L) + 1

]
2β

(30)

Then, the time derivative of V0(·) can be rewritten as:

V̇0 = −φ′1(s1)ξTQ(t, x)ξ ≤ −2εφ′1(s1)ξ
T ξ = −2ε

(
µ1

1

2|s1|
1
2

+ µ2

)
ξT ξ (31)

Finally, using (21), the time derivative of V0(·) is expressed as:

V̇0 ≤−
ελ

1
2
min(P )

λmax(P )
µ1V

1
2
0 (s, k)− 2ε

λmax(P )
µ2V (s, k) (32)

≤− γV
1
2
0 (s, k) (33)

with γ = µ1
ελ

1
2
min(P )

λmax(P )
.218

Step 2. The time derivate of the Lyapunov function (16) is given by:

V̇ = V̇0(·) +
1

ς1
(k1 − k∗1)k̇1 +

1

ς2
(k2 − k∗2)k̇2 (34)

≤ −γV
1
2
0 (s, k) +

1

ς1
(k1 − k∗1)k̇1 +

1

ς2
(k2 − k∗2)k̇2 (35)

= −γV
1
2
0 (s, k)− ω1√

2ς1
|k1 − k∗1| −

ω2√
2ς2
|k2 − k∗2|+

1

ς1
(k1 − k∗1)k̇1+ (36)

+
1

ς2
(k2 − k∗2)k̇2 +

ω1√
2ς1
|k1 − k∗1|+

ω2√
2ς2
|k2 − k∗2| (37)

Using the Cauchy-Schwarz inequality, the first three terms of V̇ can be syn-
thesized as follows:

−γV
1
2
0 (s, k)− ω1√

2ς1
|k1 − k∗1| −

ω2√
2ς2
|k2 − k∗2| ≤ −π

√
V (s, k1, k2) (38)

where π = min(γ, ω1, ω2).219
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Assuming that there exist positive constants k∗1 and k∗2 such that k1−k∗1 <
0 and k2 − k∗2 < 0 are satisfied ∀t ≥ 0. Then, the time derivative of V can
be rewritten as:

V̇ ≤ −π
√
V (s, k1, k2)− |k1 − k∗1|

(
1

ς1
k̇1 −

ω1√
2ς1

)
− |k2 − k∗2|

(
1

ς2
k̇2 −

ω2√
2ς2

)
= −π

√
V (s, k1, k2) + ϑ (39)

where:

ϑ = −|k1 − k∗1|
(

1

ς1
k̇1 −

ω1√
2ς1

)
− |k2 − k∗2|

(
1

ς2
k̇2 −

ω2√
2ς2

)
(40)

In order to preserve the finite time convergence it is necessary assure the
condition ϑ = 0 which will be achieved through the adaption gain laws as
follows:

k̇1 = ω1

√
ς1
2

(41)

k̇2 = ω2

√
ς2
2

(42)

In brief, the adaptive gains k1 and k2 will be increase based on the dynamic220

and algebraic equations stated in (12) until the condition (30) is reached.221

Then, the matrix Q will be positive definite and the finite time convergence222

will be assured according to (39). Finally, when the sliding variable σ and its223

derivative converges to zero, the adaptive gains k1 and k2 will stop growing224

by making k̇1 = 0 as σ = 0. Subsequently, it is obtained the gain-adaptation225

law (12).226

4. Real-Time Experimental Results227

To demonstrate the practical feasibility of the developed controller, we228

applied the control algorithm to Leonard ROV (see Fig. 3), which is an229

underwater vehicle developed at the LIRMM (CNRS/University Montpellier,230

France). Leonard is a tethered underwater vehicle which is 75× 55× 45 cm231

in dimension and 28 kg in weight. The propulsion system of this vehicle232

consists of six thrusters to obtain a fully actuated system.233

The underwater robot is driven by a laptop computer, with CPU Intel234

Core i7-3520M 2.9 GHz, 8GB of RAM. The computer runs under Windows235
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7 operating system, and the control software is developed with Visual C++236

2010. The computer receives the data from the ROV’s sensors (pressure,237

IMU), computes the control laws and sends input signals to the actuators.238

Syren 25 Motor Drives control these latter. The main features of this vehicle239

are described in Table 1. The control algorithm was experimentally tested in

Mass 28 kg
Buoyancy 9 N
Dimensions 75× 45 cm
Maximal depth 100m
Thrusters 6 Seabotix BTD150
Power 48V - 600 W
Attitude Sensor Sparkfun Arduimu V3

Invensense MPU-6000 MEMS 3-axis gyro
and accelerometer
3-axis I2C magnetometer HMC-5883L
Atmega328 microprocessor

Camera Pacific Co. VPC-895A
CCD1/3 PAL-25-fps

Depth sensor Preassure Sensor Breakout-MS5803-14BA
Sampling period 40 ms
Surface computer
Dell Latitude E6230- Intel Core i7 -2.9 GHz

Windows 7 Professional 64 bits
Microsoft Visual C++ 2010

Tether length 150 m

Table 1: Main Features of the underwater vehicle

240

the 4× 4× 1.2 m pool of the LIRMM (see Fig. 11). Although the proposed241

control law was given by (10) is designed for the whole system of six degrees242

of freedom, the real-time experiments shown in this article concern only243

depth and yaw motions. The primary objective of the designed control law244

is to robustly track a desired trajectory in depth and yaw despite parameter245

uncertainties and external disturbances.246

4.1. Proposed Scenarios and Technical Details247

To test the robustness of the proposed controller, four different scenarios248

have been performed, namely:249
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1. Scenario 1: Nominal case.250

In this scenario, the AUV follows the desired trajectory in depth and251

yaw simultaneously in the absence of external disturbances or paramet-252

ric uncertainties. During this test, the controller’s gains are adjusted to253

obtain the best tracking performance. These gains remain unchanged254

during all the remaining experiments.255

2. Scenario 2: Robustness towards parametric uncertainties.256

In this test, the buoyancy and damping of the vehicle were modified257

to test the effectiveness of the controller and its robustness towards258

parametric uncertainties.259

3. Scenario 3: Robustness towards external disturbances.260

This test was inspired by a more realistic scenario, where the vehicle261

has the task of loading an object and when reaching a certain depth,262

dropping that object. In this test, it is possible to observe a sudden263

change in the vehicle’s weight and how it affects the controller perfor-264

mance.265

4. Scenario 4: Robustness towards disturbances in the control law.266

In this experiment, the controller was perturbed though an aggressive267

disturbance generated by software to show the advantages of the adap-268

tive algorithm towards persistent disturbances.269

During the listed experiments, the adaptive controller was compared against270

the GSTA nominal design with constant gains to show the improvements271

of the proposed controller. The GSTA was tuned heuristically but always272

considering the constraints given by the stability proofs shown in [28]. For273

example, the GSTA could be seen as a kind of nonlinear PI controller and274

the tuning procedure is enclosed as follows:275

1. Fix the values µ1i = µ2i = 1, Λi = 1 and k23 = 0.0001 and the gain k1i276

is increased until the controller reaches the desired value and starts to277

oscillate.278

2. Decrease a fraction of k1i and then increase the value of k23 slightly279

until the oscillation in steady state decrease.280

3. The rate of convergence to the desired signal is modified through the281

value of Λi.282

In order to prevent the chattering effect in the GSTA control input, it is283

suggested to keep the gain k2i in a small value. After tuning the algorithm284

for a constant reference, the control law was tested for a trajectory tracking285
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task without considering external disturbances (nominal case), where the286

values of the gains were improved until reach a good performance and can287

be seen in Table 2.288

The tuning process of the adaptive controller is summarized in the fol-289

lowing steps:290

1. Using the values of µ1i, µ2i and Λi found in the previous case, fix the291

values ςi = 1 and ωi = 0.01. To modify the convergence velocity to the292

set-point, the parameter ωi need to be increased.293

2. Fix the parameters εi = 0.01 and βi = 0.01. Then, slightly increase294

the value of one of the two mentioned parameters until oscillations in295

steady-state decrease.296

The chosen parameters are shown in Table 3.297

Finally, it is necessary to emphasize that the gains of the adaptive con-
troller shown in equation (12) depend directly over the sliding surface σ(t).
Moreover, σ(t) is related to the underwater vehicle system state η as stated
in (9). In practice, sensors which provide the data η, supply noisy measure-
ments. Thus, the condition σ(t) = 0 is not realistic and never satisfied which
leads to a steady growth of the controller gains k1(t) and k2(t). To overcome
the mentioned drawback, the condition (12) is modified as follows:

k̇1i(t) =

{
0 if − εi ≤ σ ≥ εi
µ1i

√
ς1i
2

otherwise
(43)

k2i(t) = 2εik1i(t) + βi + 4ε2i (44)

where ε is a small positive parameter.

Depth k13 = 0.30 k23 = 0.005 Λ3 = 2.5
Yaw k16 = 2.0 k26 = 0.15 Λ6 = 6.0

Table 2: GSTA controller gains used in real-time experiments

298

4.2. Control in nominal conditions299

The upper plot of Figure 2 shows the depth and yaw tracking controller300

performance of the robot during the first case. In this experiment, the vehicle301

follows a trajectory in depth going from the surface to a maximal depth of302

30 cm, where the vehicle remains stable in that position for 20 seconds and303
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Depth µ3 = 0.1 ς3 = 1.0 Λ3 = 2.5
ε3 = 0.01 β3 = 0.035 ε3 = 0.1

Yaw µ6 = 0.3 ς6 = 1.0 Λ6 = 6.0
ε6 = 0.01 β6 = 0.10 ε6 = 0.1

Table 3: Adaptive control gains used in real-time experiments

Adaptive GSTA
RMSEz [m] RMSEψ [deg] RMSEz [m] RMSEψ [deg]

Scenario Depth Yaw Depth Yaw
1 0.0013 0.2077 0.0027 0.2872
2 0.0196 0.1758 0.0897 0.6375
3 0.0200 0.1147 0.0648 0.3063
4 0.0101 1.2541 0.0713 2.6987

Table 4: Control gains used in real-time experiments

finally emerges to 20 cm and hovers until the trial ends. For the yaw motion,304

the vehicle turns from its initial position to 60 degrees in 6 seconds. Then, it305

remains stable in that position for 20 seconds. Finally, the robot goes to -60306

degrees and stay there until the test ends. It can be noticed that the GSTA307

controller takes a short lapse of time to converge to the reference while the308

adaptive version takes about 15 seconds to converge to the reference signal.309

This behavior can be explained because the gains of the adaptive controller310

are selected by a dynamic equation which is updating itself depending on311

the sliding surface σ value. When the value of σ is far from zero, the gains312

of the adaptive algorithm is increased until the condition (30) is reached.313

Besides, the tracking error evolution is shown in the middle of Figure 2314

and can be analyzed through numerical data of Root Mean Square Error315

(RMSE) which is displayed in Table 4. The numerical results of Table 4316

show an improvement of the adaptive controller over the nominal design.317

Also, the behavior of the control inputs is displayed at the bottom of Figure318

2. From this Figure, it can be noticed that the control signal of the adaptive319

controller is smoother than the control signal of the nominal GSTA. Finally,320

the evolution of the adaptive controller gains is shown in Figure 3.321
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Figure 2: Performance comparison of the GSTA (blue line) and the adaptive GSTA (red
line). (Upper) Trajectory tracking in depth and yaw in absence of disturbances. (Middle)
Plots of the error signal. (Lower) Evolution of the control inputs.
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Figure 3: Evolution of the adaptive controller gains. (Upper) Updating of the gains for
depth trajectory tracking. (Lower) Evolution of the gains for the yaw trajectory tracking
test.
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4.3. Control towards parametric uncertainties322

To evaluate the robustness of the proposed controller against parametric323

uncertainties, the buoyancy of the vehicle was modified by tying two floats324

to the sides of the robot, increasing the floatability by 200%. To modify the325

damping of the submarine, a large rigid sheet of plastic that has a dimension326

of 45×10 cm was attached on one side of the vehicle, increasing the rotational327

damping along the z-axis by approximately 90%.328

The trajectory tracking for depth and yaw motion is shown in the top of329

Figure 4. On the one hand, due to the large persistent disturbance in heave330

motion, the nominal GSTA controller is not capable of following the depth331

reference signal. On the other hand, the adaptive GSTA only takes about 15332

seconds to converge to the reference depth trajectory despite the parametric333

disturbance in heave motion. Furthermore, the behavior of both controllers334

is similar during the yaw trajectory tracking test. The plot of the tracking335

errors is displayed in the middle of Figure 4. It should be noted the fast336

convergence of the adaptive algorithm over the nominal design performance.337

As mentioned before, the tracking in yaw is similar for both cases. The RMSE338

for the controller’s couple is summarized in Table 4. As in the nominal339

case, the improvement of the adaptive version over the nominal GSTA is340

demonstrated through numerical data. Also, in the bottom of Figure 4 we341

can observe the progress of the control inputs. For example, for the depth342

following, we can observe that the force increases almost twice compared with343

the nominal case, this suggests that there is a strong compromise between344

the controller’s ability to reject disturbances with the increase in energy that345

is demanded from the actuators. Finally, the evolution of the adaptive gains346

of the GSTA is shown in Figure 5. It is important to note that the gains347

update itself every time that the robot submerges, emerges or turns.348

4.4. Control towards external disturbances349

In some applications, underwater vehicles are equipped with robotic ma-350

nipulators which allow to carry objects and take them to a specific depth or351

pick them up from the ocean floor to transport them to the surface. That352

practical case inspires this scenario, to simulate that the robot carries a load,353

a metallic block of 1 kg was tied to the submarine with a rope of a length354

about 20 cm. In this scenario, the maximal depth of the reference trajectory355

was set at 40 cm. Regarding the maximum depth of the basin is 50 cm, the356

robot will be suddenly disturbed when it reaches 30 centimeters, because the357

metallic block will touch the floor, thus suddenly canceling its weight’s effect.358
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Figure 4: Robustness of the GSTA (blue line) and the Adaptive GSTA (red line) controller
performance towards parametric uncertainties. The floatability of the submarine was
increased 200% while the damping along z-axis was modify up to 90% respect the nominal
case.
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Figure 5: Evolution of the adaptive controller gains. (Upper) Updating of the gains for
depth trajectory tracking. (Lower) Evolution of the gains for the yaw trajectory tracking
test.
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The disturbance will be acting on the robot until it starts to emerge and it359

reaches 30 cm, the action of the extra weight will influence the trajectory of360

the submarine again (see Figure 6).361

The results of the controller’s performance in the robustness test against362

external disturbances are shown in Figure 7. At the top of the graph, the ini-363

tial position of the vehicle is at 30 cm deep due to the influence of the added364

extra weight. When the test begins, the robot reaches the desired trajectory365

in about 5 and 15 seconds under the nominal GSTA and the adaptive con-366

troller, respectively. In the 10th second, the 1kg block touches the floor, and367

the total weight of the vehicle suddenly changes. Both controllers are capable368

of compensating the effect of the disturbance some seconds later. When the369

vehicle emerges, the extra weight acts again on the submarine degrading the370

trajectory tracking. While the nominal GSTA cannot compensate the distur-371

bance’s effect, the adaptive algorithm counteracts the perturbation impact,372

and the submarine converges to the reference signal accurately. The error373

plots are displayed at the middle of Figure 7, while the numerical value of374

the RMSE is shown in Table 4. The control input signals are shown at the375

bottom of Figure 7. Finally, the evolution of the adaptive controller gains is376

shown in Figure 8.377

4.5. Control signal disturbed by software378

Most of the commercial underwater vehicles have two maneuvering modes:379

ROV and Autonomous mode. When the vehicle is performing a task au-380

tonomously, and a mechanical failure or a wrong behavior occurs, the ve-381

hicle’s operator can switch from one mode to another in order to prevent382

damage to the environment or the vehicle itself. Switching from one mode383

to another can take a few seconds if the vehicle is performing a mission at384

considerable depth and suddenly an actuator’s drives fail,then, a few seconds385

could represent a big issue because the operator can lose the robot. Based on386

the mentioned scenario, while the underwater vehicle is performing the tra-387

jectory tracking as in the same conditions as in the nominal case, a constant388

signal (see Figure X) is introduced to the robot control input to simulate a389

failure in the actuator’s driver.390

The tracking trajectory for depth and yaw is shown in the upper part of391

Figure 9. From the tracking in depth, it can be noted that both controllers392

have the same rate of convergence as in the nominal case. However, the per-393

formance of the nominal GSTA is highly degraded when the simulated failure394

on the robot actuator appears while the Adaptive controller can compensate395
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(a)

(b)

(c)

weight

Surface

Figure 6: Description of the robustness towards external disturbances test. (a) 1 kg
weight is attached to the submarine, (b) the action of the extra weight disappears when
the vehicle reaches 30 cm in depth. Again, the robot is disturbed by the weight when the
vehicle emerges (c).

22



0 10 20 30 40 50 60 70
0

0.2

0.4

0.6

D
e
p

th
 [

m
]

zd
z[GSTA]
z[Adaptive]

0 10 20 30 40 50 60 70
-100

0

100

Y
a
w

 [
d

e
g

] ψd

ψ[GSTA]
ψ[Adaptive]

0 10 20 30 40 50 60 70

0

0.2

0.4

e
z
 [

m
]

ez[GSTA]
ez[Adaptive]

0 10 20 30 40 50 60 70
-20

0

20

e
ψ

 [
d

e
g

]

eψ[GSTA]
eψ[Adaptive]

0 10 20 30 40 50 60 70

Time [s]

-10

0

10

20

F
o

rc
e

 T
z
 [

N
] Tz[GSTA]

Tz[Adaptive]

0 10 20 30 40 50 60 70

Time [s]

-2

0

2

T
o

rq
u

e
 T

ψ
 [

N
·
m

]

Tψ[GSTA]
Tψ[Adaptive]

Figure 7: Performance of the proposed controller towards external disturbances test. (Up-
per) Trajectory tracking in depth and yaw: The 1 kg block is attached to the submarine
which produced disturbances at 8 and 35 seconds when the block touches and takes off
the floor, respectively. (Middle) Plots of the error signal. (Lower) Evolution of the control
inputs.
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Figure 8: Evolution of the adaptive controller gains. (Upper) Updating of the gains for
depth trajectory tracking. (Lower) Evolution of the gains for the yaw trajectory tracking
test.
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Figure 9: Underwater Vehicle actuators failure test: A large signal is introduced to the
input signal acting as a disturbance at 45th second. (Upper) Trajectory tracking in depth
and yaw of the GSTA (blue line) and the adaptive controller (red line). (Middle) Plots of
the error signal. (Lower) Evolution of the control inputs.

the disturbance fast. On the other hand, the yaw tracking test shows again396

that the adaptive control performance is superior compared over the GSTA397

with constant gains.398

In the middle of Figure 9, the plot of errors are depicted and the improve-399

ment of each controller is visually apparent and can be confirmed numerically400

through the RMSE Table 4. Also, the control inputs are displayed at the401

bottom of Figure 9. From this part of the Figure, it is worth to observe that402

there is a trade-off between the adaptive controller ability to reject large403

constant disturbances and the high controller gains. It means, based on the404

dynamic equation to select the controller gains, larges disturbances will be405

attenuated by high values of k1 and k2. Finally, the evolution of the adaptive406

controller gains is shown in Figure 10. Is interesting observe how the gains407

are increased when the disturbance is introduced into the control input.408

5. Conclusions409

In this paper, an decoupled adaptive high order sliding mode control410

has been developed for trajectory tracking control of an autonomous under-411
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Figure 10: Evolution of the adaptive controller gains. Updating of the gains for depth
trajectory tracking (Upper) and the yaw trajectory tracking control (Lower).

water vehicle. A Lyapunov design was proposed to prove the stability of412

the closed-loop system. The proposed controller has been implemented for413

trajectory tracking in depth and yaw motions on the LEONARD ROV un-414

derwater vehicle. The obtained real-time experimental results demonstrate415

the effectiveness and robustness of the proposed control law towards external416

disturbances and persistent parametric uncertainties.417
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