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Abstract

This paper proposes a new control scheme for underwatecleshiThese sys-
tems are highly nonlinear and they often operate in a vargimgronment. A
robust controller is therefore needed to deal with thesdesiges. The recently
developped/f; adaptive controller is proposed to be designed and implesden
in real time for the first time on an underwater vehicle.ff€ient experimental
scenarios are then conducted to test the performance oldkedcloop system
in two degrees of freedom. An interesting particularity luitcontroller lies in
its architecture where robustness and adaptation are plecbenabling thus high
adaptation gains. This would result in a fast adaptatioh wiguaranteed smooth
transient response without any persistency of excitatiorarder to validate the
choice of this controller, a comparative study is proposetd conducted with
the well proven adaptive nonlinear state feedback coetrgANSF). Real-time
experimental results are proposed fdit@lient scenarios including nominal case,

external disturbances rejection and robustness towardsneders uncertainties.
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This comparative study highlights clearly the superioatyhe £, adaptive con-

troller.
Keywords. Adaptive Control, Autonomous Systems, Underwater vehijcle

Robustness, Experimentations.

1. Introduction

Underwater vehicles have gained an increased interest lashdecades given
the multiple tasks they can accomplish in various fields iramfrom scientific to
industrial and military applications. For this reason,sitléss risky and more
advantageous to send robots in hazardous environmentsasudbep seas and
oceans. In our study, we are particularly interested in ttegory of tethered
underwater vehicles also called Remotely Operated Vehi@ROV). Different
challenges in autonomous control of such systems arise in@eninherent high
nonlinearities and time varying behavior of the vehiclg/eamics subject to hy-
drodynamic &ects and external disturbances. To deal with these probheams
ous advanced control techniques have been proposed matitte such as robust
H., approaches (Roche et al., 2011), backstepping controitr@p Soetanto,
2007), predictive control (Steenson et al., 2012) andrglidnode control (Pisano
& Usai, 2004). Intelligent control methods using reinfarant learning or ar-
tifical intelligence have also been proposed (Kim & Yuh, 2QChang et al.,
2003)(Carreras et al., 2002). A more detailed overview ef gloposed con-
trollers for underwater vehicles can be found in (Yuh, 2080 (Yildiz et al.,

2009). In all of these cited articles, the need for robustreesd adaptation is



highlighted since the robot’s parameters are hard to ifleatid the environment
where it operates is likely to change. For example, the atddf sensors or pay-
loads modifies the weight and the position of the center ofsnadthe vehicle,
furthermore the experimental conditions vary whether tbkicle operates in a
sea or in a river resulting in aftierent buoyancy for each case. In order to avoid a
degradation in the performance of the controlled systenmdwar specific mission,
the vehicle is expected to possess a self tuning ability anthensate for dierent
kind of disturbances. That is why adaptive controllers amg/\popular for such
systems (Fjellstad & Fossen, 1994a)(Antonelli et al., 209%onelli, 2003)(An-
tonelli, 2006). Since adaptation was found to be a necegsityas combined
with other techniques such as sliding mode control (Fossesadatun, 1991),
fuzzy logic control (Marzbanrad et al., 2011) or backstegmontrol (Lapierre,
2009). However, various problems are related to the imphtatien of an adap-
tive controller on an underwater vehicle. For instance, atee that most of these
adaptive schemes require regressor matrices based on &ekigevof the dynamic
model and a large set of parameters to be estimated. In ardemtediate to this
problem, some non-regressor based controllers emergbldsube one proposed
in (Yuh et al., 1999) also detailed in (Yuh & Nie, 2000) whereanbination
of unknown bounded constants are estimated. In (Zhao & YOB0Y a distur-
bance observer has been added to the initial controllerwf & Nie, 2000) and
interesting experimental results have been obtained inmadroonditions as well
as in case of external disturbances rejection and robustoesrds parameters’

uncertainties. The advantage of this method is that it doesagjuire anya priori



knowledge about the system; furthermore the update of thenpeters is based
on the performances of the closed-loop system. Howevedréwebacks of such
a method lies in the neglect of the couplinfeets between the degrees of free-
dom due to the spherical shape of the used robot. The modangsers of the
dynamic model can be initialized randomly, but the contanigmeters governing
this method are very critical to be tuned and highly depehderthe initial con-
figuration of the robot. In (Sun & Chea, 2003), an adaptivam@bischeme based
on a saturated proportional derivative feedback law wapgwed for a setpoint
control case. The contribution of this last paper lies inuke of only one regres-
sor being for gravity instead of a full regressor for the vehdynamic model. In
addition to that, an approximation was made when the trasespbthe transfor-
mation matrix between the body frame and the earth frame wed instead of
its inverse. Six adaptive controllers, including the thpeeviously cited (Fjell-
stad & Fossen, 1994a)(Yuh & Nie, 2000)(Sun & Chea, 2003) evwsrmpared
in (Antonelli, 2007) in simulation within a study that foasson the ability of the
controllers to compensate for the persistdfaas (restoring forces and ocean cur-
rents). The non-regressor-based methods (Yuh & Nie, 26800)& Chea, 2003)
were unable to compensate for the restoring forces and tllelrbased methods
(Fjellstad & Fossen, 1994a)(Fossen & Balchen, 1991)@tpadl & Fossen, 1994b)
needed adequate persistent excitation. This will genexgteoblem at steady
state when a static error occurs in presence of waves ornturiedeed, in this
scenario, the parameter excitation will be reduced sineesthor on the velocity

is zero while the position error is not, and therefore a ative adaptive con-



trol action cannot be triggered. The adaptive control latrothuced in (Antonelli
et al., 2001) was the one defended in the comparative stuf®rabnelli, 2007)
because it accomplishes the desired full compensationevemwt still requires
the adaptation of nine parameters with a suitable initdilon of the restoring pa-
rameter vector and a reasonable choice for the adaptation ghae simulations
were performed on an ellipsoidal autonomous vehicle wagRi25kg. Another
comparative study between adaptive controllers was madEassen & Fjell-
stad, 1996) where the two adaptive controllers previousdgented in (Slotine &
Benedetto, 1990) and (Sadegh & Horowitz, 1990) were conaparsimulations
in presence of unknown model parameters and noisy measotemeé&he con-
clusion was that by replacing the regressor with the desitate trajectories in
(Sadegh & Horowitz, 1990) a better robustness towards meamnt noise was
noticed. All of the previously cited papers on adaptive sobe reveal that de-
spite their numerous advantages, these controllers hote sibawbacks that have
been highlighted above for our specific application. Withailoss of generality,
we notice that the same problems are present in other apptisaand therefore
based on the above discussion we can list some of the main aordrawbacks

of adaptive control:

i) Awide range of such controllers exhibit undesirable treqcy characteristics
and are often used with restrictive assumptions (Rohrs .e1@82). The
authors showed that sinusoidal reference inputs at cdreqnencies anar
sinusoidal output disturbances at any frequency will célusadaptation gain

to significantly increase which will destabilize the cohgpstem.
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i) The need for the persistency in excitation can lead toctbansient behav-

ior (Zang & Bitmead, 1990).

iii) Anincrease in the adaptation gain drives the closempleystem closer to in-
stability while a small gain would slow down the convergerate (Narendra

& Annaswamy, 1987).

iv) Any parameter vector to be adapted must be adequatdiglineéd and this
choice would depend on the specific configuration of the sysienis would

be even more critical for the non-model-based controll&rggnelli, 2007).

That is why a control approach that can ensure a robustnessipled from
adaptation would be highly desirable. Such a scheme woiud thre closed-loop
system to its desired trajectory while overcoming the diasiis listed above. This
decoupling has recently been proven to be achievable by treaptive control
scheme presented in (Hovakimyan & Cao, 2010). It can be coedga a Model
Reference Adaptive Controller (MRAC) modified in two waysstate predictor
is used instead of a reference model and a low-pass filtes&sted in the feed-
back loop to cancel out undesirable high frequencies in ¢mérol input. This
controller can ensure a good performance with zero pararimgtielization and
without any necessity for a specific excitation. It is worthrtote that, to the
best knowledge of the authors, this control scheme was ynapplied to aerial
vehicles (Dobrokhodov et al., 2010)(Kaminer et al., 20X@) mmechatronic sys-
tems (Techy et al., 2007)(Fan & Smith, 2008) and has never applied yet to

underwater vehicles. We propose in this paper the theateig8pects of the de-
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sign of anL; adaptive controller to be applied for the first time on an undder
vehicle. Moreover, we experimentally compare this new lar, in underwa-
ter robotics, with the well proven nonlinear state feedbamhtroller proposed in
(Fossen, 2002). Various scenarios allow us to compare eathotler’s perfor-
mances in nominal conditions and in presence of externalrdiances, as well as
their robustness towards parameter uncertainties. Fumtire, the vehicles used
in the previously cited papers are significantly bigger arsevier than the one
used for our study (it weighs only 3kg). Indeed, a small viehi more sensitive
to any kind of disturbance compared to a larger one thusmijags in dificult
experimental conditions. The tether alone, given its weaggid diameter rela-
tive to the dimensions of the robot, constitutes in itseltesgstant disturbance to
be compensated. This paper is an extension of the work pgessen(Maalouf
et al., 2012) where only depth and pitch were controlled waitl; adaptive con-
troller. In the actual work, not only new experimental réswre introduced to
highlight the capacity of th&; adaptive controller to reject external disturbances,
but a thorough quantitative comparative study with the maalr adaptive state
feedback controller is also provided forfidirent experimental scenarios. This
study emphasizes the superiority of tig adaptive controller in terms of fast
adaptation and robustness. This paper is organized asvolia the second sec-
tion we present the dynamic modeling of the system, the #etion describes
the two proposed control schemes, the forth section presbatprototype and
its experimental setup, in the fifth section the obtainedeexrpental results will

be presented and discussed, and in the sixth section thermarice of the two



controllers will be analyzed and compared. Finally the papels with some

concluding remarks.

2. Dynamic modeling of the underwater vehicle

2.1. Modeling Background

The dynamics of an underwater vehicle involves two framesetdrence: the
body-fixed frame and the earth-fixed frame (cf. Figure 1). Véetors with the
variables put at stake ave= [u,v,w, p,q,r]" andn =[x, Y,z ¢, %, ¢]" being the
vectors of velocities (in the body-fixed frame) and positieuier angles (in the
earth-fixed frame) respectively. By considering the iréntjeneralized forces,
the hydrodynamic féects, the gravity, and buoyancy contributions as well as the
effects of the actuators (i.e thrusters), the dynamic modei ohaerwater vehicle

in matrix form, using the SNAME notation and the represeotatescribed in

(Fossen, 2002), can be written as follows:

n=J(m)yv (1)

My + C(v)yv + D(v)v + g(n7) = 7 + Wy (2)

J(n) € R®S is the transformation matrix mapping the body-fixed framehie
earth-fixed one. The model matricks C, andD denote inertia (including added
mass), Coriolis-centripetal (including added mass), aachming respectively,

while g is a vector of gravitationguoyancy forces.r is the vector of control
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inputs andwy the vector of external disturbances. In the case of our stingy
vehicle used has a slow dynamics, and hence it will be movirvglacities low
enough to make the Coriolis terms negligib&) ~ 0). Considering this as-

sumption, the dynamics (2) can be rewritten as:

Mv +n(v,n) = 7 + Wy (3)

with n(v, ) = D(v)v + g(n).

Equation (2) describes the dynamics of the system in 6 degfdecedom taking

into account the 3 translations and 3 rotations. The inpetore € R® considers 6

actions on the system to fully control it. The presented fdation of the robot’s

dynamics is expressed in the body-fixed frame and can bddramsd to the earth-
fixed frame by using the kinematic transformations of théestariables and the

model parameters as follows:

n=Jmv
i = ) + I(n)v
M*(7) = I (7)) M JX(n)

D*(v,17) = 377 (17) D(v) I*(m) (4)
g'(m) = 377 () 9(n)
v = 3T
Wy = 377 (17) W



Equation (2) can therefore be expressed in the earth fixatkfes:

M )iy + D" (v, mn + 9°(n) = 7" + Wy (5)

2.2. Modeling of the Studied Dynamics

The previous section describes the dynamics of an undarwealécle in its full
six degrees of freedom. In this paper, the proposed coetsolill target two de-
grees of freedom due to the limitations we have in terms o§@enand actuators.
Therefore, we have chosen to study a trajectory of motiorepttd which is the
vertical translational motion (along tleaxis) and in pitch? which is the rotation
around they axis. In fact, the inertial measurement unit (IMU) is theyogsén-
sor giving information concerning surge and sway (tramstal motion alongx
andy respectively). This information is the acceleration whigmot enough to
give an adequate estimate of the needed position valuegrations need to be
done leading to a drift that cannot be corrected since na g#resor is available
on board for this purpose. On the other hand, yaw measureraenbt be used
due to the very short distance between the magnetic sendanators inducing
strong magnetic disturbances. Due to the small size of th&hee this distance
cannot be increased. The roll is not actuated in this robdttherefore we were
left with the depth and pitch to control. These two degredssafdom are coupled
and hold high nonlinearities. For this reason, in the casera/the adequate in-
strumentation would be available (i.e. X, y, and yaw meanergs), the controller

could easily be extended to other degrees of freedom. Weasily extract our
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studied dynamics from (2) to get the reduced model of intenethe body-fixed

frame as:
M, O w D, O w —cos(p)cos(F)(W — B) T, + Wy,
+ + = (6)
0 My q 0 Dy q Wrg,sin() Ty + Wy,

The matrices of mass and damping constituted of the té&fimdM,y, andD,, Dy
respectively are considered as diagonal given the symeagtubic shape of our

robot. W is the weight of the robo® its buoyancy andg, is thez coordinate of

Tz |. . .
the robot’s center of mass, = is expressed in Newton and is given by:

Ty

7. = TKuU (7)

whereu € R? is the vector of control inputs in volts generated by the twdical
thrusters acting simultaneously on the depth and pkKdk,the force cofficient in
Newton\olt that has been identified after several tests perfornmethe motors.
T € R?? s the actuators configuration matrix taking into accouatghsition and
orientation of the motors, thus allowing to determine th&oasted forces in the
body frame.

Similarly, we extract from (5) the studied dynamics in thetleérame to be:

M; 0 |lz|]|D; o]z ~(W-B) W,
+ +

0o M (|9 0 D || & | | Wrgcos(w)sin(®) T+ W,

(8)
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All the starred terms can be computed in a straightforwardmaausing transfor-

mations in (4).

3. Proposed adaptive control schemes

Before introducing the design of the proposédadaptive controller, we briefly
remind the design of the well-known Adaptive Nonlinear &teeedback Con-
troller (ANSF) and its formulation to our application. Incfathis well proven
controller will be used in our experiments as a basis of caomepa in order to
highlight the performances of thg; adaptive controller. In the rest of the paper,
the subscript in the model matrices refers to the reduced model (8) péngio

the studied dynamics.

3.1. Adaptive Nonlinear State Feedback Controller

3.1.1. Background

The adaptive state feedback controller provides an onlatienation of the
unknown model parameters in order to ensure a good trajefdibowing by the
closed-loop system (Fossen, 2002). The control law obdaib@sed on the dy-

namics of the robot presented in equation (3) and given by:

= Ma + A(v, ) (9)
where the hat symbol denotes the parameters’ estimatése commanded ac-
celeration described in the body-fixed frame, afd ) the estimate of(v, ) in

12



(3). Given that the dynamic model is linear in its parametigrs adaptive control

law (9) can then be rewritten as:
7= 0@, v,1)0 (10)

where® is the regressor matrix ardis the vector of the estimated parameters.
The computed input is calculated in the body-fixed frame batttajectory fol-
lowing is performed in the earth-fixed frame and therefatés calculated from
a simple transformation between the body and the earth freedefs and is given
by:

a’=Ja" - Jv) (11)

wherea" is the commanded acceleration in the earth-fixed frameJahe trans-
formation matrix from the body-fixed frame to the earth-fiteine withJ its first

derivative. To guarantee that the error converges to z8rig,chosen as follows:

t
2 = figen — Ko — K, f 7 dt - Ko (12)
0

with 7 = 7 — nges andij is its first derivativeyqes is the desired trajectory anges
is its corresponding acceleration.

The vector of the estimated parameters is updated accaalithg following up-
date law:

6 =TT (&, v, 7)I Yy (13)

13



whereT is a diagonal positive definite matrix representing the tatagn gain,

andy, the combined error defined as follows:

Ya = Col + Clﬁ (14)

Co andc, are constant positive gains. The choice of their valuesveiged by the
algorithm presented in (Fossen, 2002) guaranteeing theeagence of the error

to zero. The proof of stability is made by applying Barbadmma.

3.1.2. Application to the studied dynamics
The vector of parameters to be estimated includes the elsroktine matrices
M; andD; and the parameters in the vectjt From equations (9) to (14), we

extract the explicit formulation of our controller as:

7, = O (15)

with the vector of the estimated parameters being:

T

ér = '\7'2 [32 m '\7'19 [3,9 XGVV—\XBB Z(;VV—\ZBB (16)

(W — B) is the parameter representing th&elience between the weight and the
buoyancy.xs andz; are the coordinates of the center of gravity in the body-fixed

frame andxg andzg are the ones of the center of buoyancy. Given that the origin
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of our body-fixed frame is in fact the center of buoyancy arat thie consider
both centers of gravity and buoyancy aligned due to the symynoé the robot,
we havexs = xg = zzg = 0 and we can therefore simplify our parameters’ vector

to the following:
" . . R R - T
Hr:[ M, D, W=B My Dy zGW] 17)

with this simplification taken into account, the regressatnm takes the form:

b w —cog@cos(p) O O O
o =" (18)
00 0 a q sin(®)
the commanded acceleration in the earth frame is given by:
Z4 Z-24 o z—z Z- 24
a{‘ _ ) es _ Kp es B K| f es dt — KD ‘ ‘ es (19)
19des U - ﬁdes 0 - 19des - ﬁdes

Kp, Ki andKp € R?? are diagonal positive constant matrices representing re-
spectively the proportional, the integral and the denxatjains. The commanded

acceleration in the body-fixed frame is:

cos(p)cos(i?) 0
0 cos(y)

b

—qsin(#) — pcos(d)sin(¢) 0

0 —sin(y)

«

w
) (20)
q }
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the parameters adaptation law writes:

A cos(p)cos(1?) 0
6, = -I, @/ Ya (21)

0 cos(y)

the combined error is expressed by:

Z— Zges Z— Zges
Ya = Co +C| (22)
- ﬂdes J - 19des

Finally, given the configuration matrik and the force cd@cientK explained in

equation (7) the control input will take the form:

(23)

Itis important to emphasize that a good parameter conveegemore guaranteed
to occur when the reference trajectory is rich enough taextise parameters to be
estimated (Slotine & Weiping, 1991). These parametersasitiverge to a set of
values that allows trajectory following. Moreover, the tgg®f parameters is seen
to be bounded according to Barbalat's lemma as shown in thef of stability

given by (Fossen, 2002).
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3.2. L, adaptive controller

3.2.1. Background

To control the system described in (5), #ih adaptive controller is proposed.
The choice of this controller is motivated by its architeetaharacterized by the
decoupling between adaptation and robustness. High dotapgains can then
be chosen securing a fast convergence with a smooth transggonse. This
architecture described in (Hovakimyan & Cao, 2010) is shawthe following
block-diagram (cf. Figure 2). The closed-loop system healgsediction phase
and an adaptation phase. In the feebdack, a low pass filtddedato cancel out
the high frequencies that might occur in the control inputhisTlast component
ensures fast adaptation without harming the robustnessdétails of the dferent

blocks of Figure 2 are the following:

e Controlled Systeme will start by considering the following class of non-

linear systems which including our underwater vehicle:

Xi(t) = Xo(t) X1(0) = Xu,
Xg(t) = f(t, X(t)) + Boou XQ(O) = X, (24)
y(t) = Cx(t)

wherex; € R" andx, € R" are the states of the system forming the com-
plete state vectorx(t) = [x](t), x;(t)]". u(t) € R™is the control input
vector (n < n) andw € R™™M s the uncertainty on the input gaiB, € R™™

is a constant full rank matrixC € R™" js a known full rank constant ma-
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trix, y € RMis the vector of measured outputs af(d, x(t)) is an unknown
nonlinear function representing the nonlinear dynami¢e partial deriva-
tives of this function are assumed to be semiglobaly unifproounded

and f(t,0) is assumed to be bounded. The previous system of equations
can be transformed into a semi linear one with some assungptin the
boundedness of the parameters and funcfi@nx(t)) as described in (Cao

& Hovakimyan, 2008). It is concluded that this function canrewritten
asf(t, x(t) = Aoxa + 0()|IX()| £ + o (t) with 8(t) ando(t) unknown varying

parameters. Therefore the system can be rewritten as fallow

. 0n><n ]In X1 On><1 On><1
X(t) = + IX|] ..+ +
Onxn A2 X2 0 o
0
" wu (25)
B2
y(t) = Cx(t) (26)
On><n ]In . oy e
Let A = be the state matrix describing the actual open-loop
On><n A2

system dynamics. It should be modified into a Hurwitz matesatibing

the desired closed-loop dynamics using a static feedbankgawe would

On

therefore ge\,, = A — Bk, with B, = “™ 1. The system can then be
B

18



finally rewritten in compact form as:

X(t) = AnX(t) + Br(0a + OOIX)lLz.. + o(1); X(0) = X
y(t) = Cx(t)

(27)

Given their structure, the vecta#?saindo- can be summed to the control input
as shown above. In case the vedBris not an identity matrix, these two
uncertain varying parameters would be scaled by the cotsstantained in
B.. Since they are unknown, the notation for these two vargai# not be
changedu, is the control input used for adaptation after the transéiiom

of the matrixA into A,,. The final control input to be applied to the system

IS U = Uny + Uy With U, = =k, X

e State PredictorThe states of the system are calculated at each iteration us-

ing the estimated parameters obtained from the adaptatiasepalong with

the control input. The prediction equation is then written a
X(t) = AnX(t) + B @(0)ua(t) + Q) IXW)l ., + 5(1)) (28)

e Adaptation Phasé&his stage uses the error between the measured states and

the estimated ones to adapt the parameters while congidenmojection
method in order to ensure their boundedness. In fact, agirojeoperator
avoids the parameter drift using the gradient of a convextfan and a

maximal bound on the parameters to be estimated. The adapatv for
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each estimated parameter is given by:

8(t) =TProj(@(t), (X ()YPBm)TIX(t)ll.)
(1) =TProj(6(t),— (X" (t)PBm)") (29)
&(t)=TProj(@(t), —(X" (t)PBm)Tul (1))

The parameteP is the solution to the algebraic Lyapunov equati8fP +
PAT = —Q for any arbitrary symmetric matriQ = Q" > 0. T is the

adaptation gain ang(t) the prediction error.

e Control law formulation:The last stage pertains to the formulation of the

control input characterized by the addition of a low paseffiltt is written

as:

Ua(S) = —KD(8)((8) — kyr) (30)

D(s) is anm x m strictly proper transfer function leading to the stable

wkD(s)
Tm+wkD(S) *

closed-loop filter:C(s) = k is a positive feedback gairk; =
—(CA;lBm) is a feedforward prefilter applied to the reference sig@@l
andn = O(t)ua(t) + 8Ix(t)ll... To ensure the stability of the closed-loop
system, the feedback galknand the filterD(s) must be chosen in order to
fulfill the £, norm condition. The reader can refer to (Hovakimyan & Cao,

2010) for a detailed proof of stability.

This control architecture with the equations included casdiimmarized in Figure

3.
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3.2.2. Application to the studied dynamics
This control architecture is applied on two degrees of fopedthe depthz
and the pitch? of our underwater vehicle. Combining (8), (25) and (26) we ge

the full dynamics in the earth frame to be:

M Oz L || m O2x1 O22 |

= — ) + wT, (3 1)
: 0., =2 & _ W 1
n2 2x2 M; n2 M M M;

with 7, = [z 9] andn, = [29]7. In this casan € R?>2 is considered to be an
identity matrix. Rewriting (31) in the form of (28) in term$§ e state matriXA,,

and the parametets, 0 ando, we get:

M n 0242
[ =An + . (wUy + OOl 2., + o (1)) (32)
n2 2 A
100 0|l n z
y= = (33)
0100|nm| |»

where A, is obtained from a choice &, rendering the state matrix Hurwitz,
with A, € R¥** and B, = [0x0, M%]T € R¥?. The parameters’ vectdt €
R? includes the uncertainties on the dampingffionts and is given byd =
|A(-D;), A(—D;;)]T. The parameterr € R? is a lumped parameter regroup-
ing the gravitational and buoyancy forces as well as thereatedisturbances
o= [—g; +W, , —g; +Wgﬂ]T. The parametew € R*? is considered constant

and will not be adapted for this study as we have a precise lauge of the
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motors’ features. The expressig(t)|| .. refers to the infinity norm of the state
vectorn at instantt. As shown in equation (33), the outputs of the systenzare
andd. The control input is computed in the earth fixed frame andseqoently
should be transformed into the body fixed frame. The systeorirol input is
computed as followsu = K-1T-1J"(u, + uy) € R?, with u, andu,, as explained
above.

Remark 1. In the matricesh, andB,, the elementd1;, M; andD3, D; are likely
to vary since they depend on the orientation of the vehickergihat they are
computed in the earth frame. We have mentioned beforédthahdB,, should be
constant and for the sake of consistency, we replace thasedmodel elements
with M,, My, D, andD,. This will guarantee foA,, a constant desired dynamics.
All the uncertainties will be compensated in the vectordeft¢ontrolled parame-
tersd and¢ that are to be adapted. It has to be noticed that unlike foAMSF,
no a priori knowledge of these parameters is required and they haveihéah

ized to zero.

4. Experimental testbed

The AC-ROV submarine (cf. Figure 4) is an underactuatedokehits propulsion
system consists of six thrusters driven by DC motors androbinig five degrees
of freedom. The motors 1, 2, 3 and 4 control simultaneouslydiations along
andy axes and rotation around tlzeaxis (yaw angle). Motors 5 and 6 control

depth and pitch. Roll is left uncontrolled but remains nallyrstable due to the
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Table 1: Parameters’ values of the ANSF controller usedearestperiments.

Parameter Description Value Parameter Description Value
Co Constant gain 0.1 Kp, Proportional gainoz | 0.42
G Constant gain 0.05 Ki, Integral gain ofz 0.055
Mzisia Initial value of mass of 1kg Ko, Derivative gain ofz 0.05
Dzisva Initial value of damping of 0.2 N.gm Ke, Proportional gain of} 0.2
M, Initial value of mass off 0.117 kg.m Ki, Integral gain ofi 0.055
D#iva Initial value of mass of damping & | 0.01 N.gm Kp, Derivative gain ofi 0.05
(W = B)initiai | Initial value of the floatability 0.7N I Adaptation gain of 0.2
2z Winitial Initial value of the restoring torque & | 0.055 N.m Ly Adaptation gain of} 1
Table 2: Parameters’ values of tife adaptive controller used in the experiments.
Parameter Description Value | Parameter Description Value
O Zinitia Initial value for the nonlinear parameter of 0 Kz Feedback gain of 0.4
O Binitia Initial value for the nonlinear parameter f 0 ko Feedback gain aof 0.3
Ozt Initial value for the parameterof z 0 I Adaptation gain o | 10000
91 Initial value for the parameterof ¢ 0 Ly Adaptation gain off | 1300

relative position of buoyancy and gravity centers. The toleighs 3kg and
has a rectangular shape with height 203, length 152mm and width 146mm.
For measurement purposes, the prototype is equipped witreht sensors. A

6-DOF IMU (Inertial Measurement Unit) measures roll, piteémd yaw along

with their respective velocities. A pressure sensor is fisedepth measurement.

Once the control law has been computed by the control PC,ah&at inputs
are transmitted to the power stage. Then, six PWM modulatgtils are sent to
the motors of the AC-ROV through a 40-meter long tether. fagtr(b) shows

a schematic view summarizing the various components ofytsie’s hardware
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and their interactions.

The real-time experiments have been performed inn& pool. The tether has
been sficiently deployed to avoid inducing additional drag into tihgamics
of the vehicle. The feedback gains have been tuned for thenadmonditions
and kept unchanged for the rest of the experimental scendgispite the eventual
changes in the model or its environment in order to evallegedbustness of the
proposed controller. The information concerning the viéyaa the z direction is

estimated by an alpha-beta observer.

5. Real-time experimental results

In this section, the obtained experimental results areeptesl and discussed.
They result from the application of the controllers detile section Il to the
underwater vehicle testbed described in section IV. Tlitemrint performed sce-
narios are explained and then the obtained results arerpegsthrough Figures
5to 10 and analyzed. The considered initial position of thleicle is the surface
(horizontal static position) then it is controlled to reaxllepth of B mand a
pitch angle of 10 deg. In fact, the tested trajectories (iohpand depth) have been
chosen so as to avoid thrusters’ saturation (i.e a maximuece fof 1N) and that
is why the desired depth and pitch are reached within 40 siscand the pitch is
limited to 10deg. It is worth to note that these results can easily be extetmled
larger scale and faster trajectories in case of more powactuators. For each
experimental scenario, the evolution of the control inpgenerated by thrusters

5 and 6 (cf. Figure 4-(a)) controlling these two degreesed¢diom as well as the
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evolution of the estimated parameters are plotted. Onlgrpaters pertaining to
gravity and buoyancy are retained for the ANSF controllecsithey are the ones
with a great impact on the dynamical model. The other pararsetid not vary
enough and therefore are not displayed. Tables 1 and 2 sur@siéne values of
all the parameters and gains used in these experiments.

The reader can refer to the following internet link for a \odeith experimental

results: www.lirmm.ff~creuzéocean

5.1. Proposed Experimental Scenarios

Three experimental scenarios were performed, namely:

i) Scenario 1: Control in nominal conditions
The objective of this scenario is to control the depth of tl& ROV with-
out considering any external disturbances. The gains fdr eantroller have
been tuned (cf. Tables 1 and 2 to accomodate this case andkeftren-

changed for the rest of the experiments.

i) Scenario 2: Punctual external disturbance rejection
In this scenario, when the robot reached its steady staieggsan external
punctual disturbance was applied by giving the robot a gkick pushing it
downwards. The objective of this experiment is to see whietigecontrollers
are able to drive the system back to its regulated positiarth& situation
corresponds to the case where the vehicle hits a rock or agrwatkr struc-

ture, or collides with another vehicle or floating obstacle.
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iii) Scenario 3. Robustness towards parameter uncertainty
The model of the vehicle was changed right before startirgstenario by
the addition of a rectangular piece of polyester introdgdimen a change
of buoyancy of+0.2 N and bringing a variation of approximately 15% with
respect to the minimal value of the paramei&r< B). Such a variation cor-
responds for instance to the situation where the vehiclewarters a sudden

change in the water’s salinity.

5.2. Control in nominal conditions

Figures 5 and 6 display the evolution of the vehicle’s positor each of the pro-
posed controllers. The robot is expected to follow a tragcin depth going from
the surface and reaching8Imin 40 sand another one in pitch going fromdeg

at t=100sand reaching = 10deg in 40 s. The ANSF controller in Figures 5-(a)
needs around 85to reach the steady state depth (5% of the final value) with no
significant overshoot. The desired pitch of the same cdetralas reached much
faster & 65 s) with no significant overshoot either. Thg adaptive controller re-
veals to have a similar convergence slope for the depth aires slightly faster
with 75 s while the pitch angle was able to follow the desired trajgctdoth
degrees of freedom do not exhibit any overshoot. The siityilar the responses
of these two controllers is seen through the root mean sareses (cf. Table 3),
but we can still deduce that th€, adaptive controller was faster and this is due
to the better trajectory following achieved. We observe thaboth controllers
we have a smooth response of the thrusters that exert adotal 6f 125 N (cf.

Figures 5-(b), 6-(b)) as well as a parameter convergenctetuly state values
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(cf. Figures 5-(c), 6-(c)). On the latter two figures we olise¢hat the parameters
of the ANSF were initialized with a rough knowledge of thetsys. Moreover,
small adaptation gains have been used in order to convesijy &aa suitable
set of parameters. The controlled parameters offthadaptive controller were
all initialized to zero and although the adaptation gainsamery high a smooth
convergence is observed. We conclude from this scenartatibal; adaptive
controller is able to ensure a faster output convergendeowitthe necessity of
having anya priori knowledge of the model parameters. It has to be noticed that
regardless of the considered controller, the pitch angtevsitsome oscillations
during the first 40s. This behavior is due to the fact that the vehicle startgas t
jectory from the surface, thus leading to disturbancesdaahot be compensated

since the propellers are not fully immersed during thisahieriod of time.

5.3. Punctual external disturbancerejection

As specified earlier, an external punctual disturbance bas bpplied on the ve-
hicle after it reached the steady state position (cf. Figite3. Due to the experi-
mental setup of this scenario, the desired pitch angle wide 8e The disturbance
was applied at timé = 245 sto cause a positive depth error of &&. The re-
covery time was of 15 for the ANSF controller against 19for the £; adaptive
controller. A small overshoot can be noticed with theadaptive controller for
the depth whereas the ANSF converged with no overshoot btétia srror of
about 5cm is conserved for 3®; the pitch angle for this controller was more

severely &ected by this disturbance but it was also able to stabilizéag 15s.
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The root mean square errors in this scenario favours the Add8Foller for the
pitch since it maintained its stable position more acclyataereas the depth
was better compensated with tiiie adaptive controller. Theseftikrences in the
system’s response of each controller are also reflectedgurés 7-(b) and 8-(b)
where the control input of the&; adaptive controller is seen to react smoothly

with a more significant change in its estimated parametesseasin Figure 8-(c).

5.4. Robustnesstowards parameter uncertainty

The additional buoyancy added to the system disturbs insigtant way the mo-
tion of the vehicle that would tend to float more. The deptipoese of the ANSF

is seen to have a delay of Ecompared to the nominal case (cf. Figure 9) fur-
thermore the slope of the response of this degree of freedasrattenuated at the
middle of the trajectory due to the additional time neededfoomplete parame-
ter convergence of the paramet& ¢ B) as seen in Figure 9-(c). This parameter
influencing greatly the dynamics in depth converged-1al N in this scenario
compared tc-0.95 N in the nominal case. This parameter is the most dominant
one for the dynamics studied. The pitch angle’s convergénmewas delayed by
20 sand the parametegW showed a change from@5mN to 0.015mN, since
the position of the center of buoyancy is the center of oun&af reference and

it gets modified with this added persistent disturbance.h@rcontrary, when the
L, adaptive controller was applied, the system reponse tiordsdth degrees of
freedom were kept unchanged. However, we observed a strégs of noise

in the response of the pitch angle. Thé&eliences in the root mean square errors
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between the controllers are significant on the depth condgarthe nominal case.
Given that no static erros are observed at steady stateshbiss how the sys-
tem was slowed down with the ANSF. As for the depth, the resdidscillations
made the RMSE for this degree of freedom not very relevaet dfte average
was made for both controllers. The fact that no addition&ytewere observed
for the £, adaptive controller despite the added buoyancy, can beaieeal by
its fast adaptation that guarantees the convergence ofitlaengters to their new
values. (In the nominal case we hiag [7, —26]" and& = [10, —100] becoming
6 = [6,-22]" ando = [12,-135] with added buoyancy). As stated in (Slotine
& Weiping, 1991), It is worth to note that adaptative contd do not necessarly
ensure the convergence of the updated parameters to teergdlgalues to obtain
the convergence of the system to its desired position. Theadaw itself (13) in
the case of the ANSF controller, and the parameter proje¢®) in the case of
the £, adaptive controller ensure the boundedness of the paresyieienot nec-
essarily their convergence to the real values. The comtpalts generated by both
controllers, are depicted in Figures 9-(b) and 10-(b). Carag to the nominal
case, we can observe that the robot’s actuators are exarargedfort in order to
immerse the vehicle while keeping the desired pitch angeehave a combined

force of 145N compared to 25N in the nominal case.

6. Comparison study of the proposed adaptive control schemes

Table 3 below summarizes in a quantitative manner the casge performed

above between the two proposed controllers for tifednt proposed experimen-
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tal scenarios. Some relevant criteria have been chosemftyethis comparison.
Indeed, throughout the performed experiments, it was edtilsat theL; adaptive
controller drived the system faster to the desired statealtiee decoupling aspect
between robustness and adaptation. On the contrary, tipgadida gains of the
ANSF controller had to be chosen relatively small in ordeatoid oscillating
responses and even instability of the system. For this reas® found important
discrepancies among both controllers’ behaviors when anpater of the model
was modified. Both showed to be robust to this persistantidiance but the
ANSF controller needs more time to overcome this variatidnlevno signifi-
cant diference compared to the nominal case was observed witfi;taeaptive
controller. For this reason, the latter controller reactsb faster in presence of
an external disturbance and therefore recovered fasteimfartant point to be
reminded concerns the initialization of the parameterstmeto be estimated for
each controller. The ANSF controller’'s parameters nee@ftaitialzed with some
suitable values requiring a ficient knowledge of the system while the parame-

ters of the£, adaptive controller can be initialized to O.

7. Conclusion and Future Work

This paper deals with control of an underwater vehicle aerang the challenges
arising from the high nonlinearities of the system’s dynasrand the variations
of its parameters. The proposed solution includes the desid real-time imple-
mentation of ant; adaptive controller known by its particular architectureene

robustness and adaptation are decoupled. To the best lagevtd the authors,
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Table 3: Controllers Performance Comparison

Nominal Conditions ANSF L1 Controller
z ) z 1)

Settling Time 85s 65s 75s 40s

Maximum Overshoot 0% 0% 0% 0%

Root Mean Square ErmQra53 cm | 5.6deg | 24.4cm | 5.1 deg
Punctual Disturbance

z v z 3
Recovery Time 15s 15s 10s 10s
Maximum Overshoot 0% 50% 6% 50%
Root Mean Square Errar58cm | 0.6deg | 27cm | 1.5deg
Change in Buoyancy

z 3 z )
Settling Time 95s | 85s 75s | 40s
Maximum Overshoot 0% 0% 0% 0%

Root Mean Square Errar3p.1 cm | 5.3deg | 26.1cm | 5.3 deg

this is the first study evaluating the performance of suchrdaroler on an un-
derwater vehicle. Indeed, to highlight the advantagesisfdbntroller it was ex-
perimentally compared with the well proven ANSF controlMarious scenarios
are proposed to evaluate the closed-loop system behawvioniimal conditions as
well as in presence of parameters’ changes and externatlioksices. This study
showed that both controllers are capable of compensatmgnthoduced uncer-
tainties and external disturbances. However, fh@daptive controller was faster
in adaptation despite the zero initialization of its partere Future work could

involve the modeling of the thrusters’s dynamics and the@orporation in the
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controlled system.
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Figure

Figure 1: View of the AC-ROV and its reference frames (x;y;z;: earth-fixed
frame, xpypzp: body-fixed frame).

Figure 2: Block diagram of the closed-loop .£; adaptive controller.

Figure 3: Detailed block-diagram of the .£; adaptive control architecture.
Figure 4: (a): Description of the AC-ROV and its components, (b): Schematic
view of its hardware architecture.

Figure 5: ANSF controller (control in nominal case): (a) the system outputs’

responses (z and 9), (b) the control inputs, and (c) the estimated parameters M,
and §,.

Figure 5-(a): Time history of the measured depth position z and pitch angle 9
as well as their respective desired trajectories.

Figure 5-(b): Time history of the force generated by the two thrusters control-
ling z and 9.

Figure 5-(c): Time history of the evolution of the parameters M, = [M. ]\719]T
and ¢, = [W—B zcW] .

Figure 6: L1 Adaptive Controller (control in nominal case): (a) the system
outputs’ responses (z and J), (b) the control inputs, and (c) the estimated pa-
rameters 0 and & (c).

Figure 6-(a): Time history of the measured depth position z and pitch angle 9
as well as their respective desired trajectories.

Figure 6-(b): Time history of the force generated by the two thrusters control-
ling z and 9.

Figure 6-(c): Time history of the evolution of the parameters 0 = [0, és]T and
the nonlinear terms 6 = [6. 63]".

Figure 7: ANSF Controller (punctual external disturbance rejection): (a) the
system outputs’ responses (z and 9), (b) the control inputs, and (c) the estimated
parameters M, and S

Figure 7-(a): Time history of the measured depth position z and pitch angle 9
as well as their respective desired trajectories.

Figure 7-(b): Time history of the force generated by the two thrusters control-
ling z and 9.

Figure 7-(c): Time history of the evolution of the parameters M, = [M, MS]T
and § = [W—B zcW] .

Figure 8: £; Adaptive Controller (punctual external disturbance rejection):
(a) the system outputs’ responses (z and 9), (b) the control inputs, and (c) the
estimated parameters 6 and 6.

Figure 8-(a): Time history of the measured depth position z and pitch angle 9
as well as their respective desired trajectories.

Figure 8-(b): Time history of the force generated by the two thrusters control-
ling z and 9.

Figure 8-(c): Time history of the evolution of the parameters 6 = [0, és]T and

the nonlinear terms 6 = [6, 65]".
Figure 9: ANSF Controller (robustness towards parameter uncertainty): (a)



the system outputs’ responses (z and ) are slower than those observed in the
nominal case. The change of buoyancy is observed through the plots of the
control inputs (b) and the estimated parameters M, and g, (c).

Figure 9-(a): Time history of the measured depth position z and pitch angle 9
as well as their respective desired trajectories.

Figure 9-(b): Time history of the force generated by the two thrusters control-
ling z and 9.

Figure 9-(c): Time history of the evolution of the parameters M, = [M. ]\719]T
and ¢, = [W_B zcW] .

Figure 10: £; Adaptive Controller (robustness towards parameter uncer-
tainty): (a) the system outputs’ responses (z and 9) have the same convergence
rate as the one in the nominal case. The change of buoyancy is observed through
the plots of the control inputs (b) and the estimated parameters (c).

Figure 10-(a): Time history of the measured depth position z and pitch angle 9
as well as their respective desired trajectories.

Figure 10-(b): Time history of the force generated by the two thrusters control-
ling z and 9.

Figure 10-(c): Time history of the evolution of the parametersd = [0, és]T and
the nonlinear terms & = [3, 69]".
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