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Abstract. — The object of the paper is to define and 1llustrate a method to « synthetize » a motor
before optimizing it. The example is the starting of an inertia from rest to full speed by switching
on a squirrel cage machine ; supply voltage and frequency are kept constant during starting. It is
shown that there are only seven independent variables. and that there is no attainable minimum of
the starting time.

1. Introduction.

The duty of the design engineer is to design machines according to specifications. It may
happen that a problem has no solution, but this case is not common. Generally, there is an
infinity of solutions. In this latter case, it is natural to look for the best possible solution, at the
condition that a quality factor has been clearly defined.

However, electrical machines are very complex, the number of parameters is large, and their
relationship to performance characteristics are often implicit. This is why the most common
practice to find a new design is to start from a previous one and to modify it by application of
so-called « similitude rules ». However, this approach is progressively abandonned for various
reasons. On the one hand, technology is permanenty changing, and this makes it difficult to
apply similitude rules. On the other hand, there are many cases when there is no previous
experience to be used as a starting point.

For those reasons, many authors have tried to use the methods called : « non linear
programming ». This means that a machines is defined by a number n of main parameters
A %, . A, arranged into a vector X = (1, Aa. . X,)'. and of « secondary variables »
k. .k, defining a vector K = (k;, , k). The secondary variables are quantities which
do not influence the machines performances, or whose values cannot be treely chosen by the
designer. The components of K will not be changed during the optimization process.

The design constraints can be expressed by

Gn=<9g,K.X)=<G,, i=1273. .m.
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The quality factor of a machine can be expressed as a function C (K, X).

Therefore. any design may be stated as .

« find X such as C (K, X) be minimum, subject to G, = g,(K, X) =G,y ».

Any machine meeting the specifications and satisfyng the constraints is called « feasible ».

2. Definition of the method.

The object of the present paper is to illustrate a particular kind of no linear programming,
which we call « state variable method » and which has been for the first time in the simple
problem of transformers [1], and later in the more difficult case of linear induction machines
12].

The first step is to replace the inequalities of the type

G/m = gl(K’ X) = GIM

by equalities of the type :

gl(K' X) = Grm + BI(GIM - G/m)
O0=8,=1.

Thus introducing B8, as a new parameter of the machine.

Then, we choose for X = (v, .., \,) a set of n parameters in such a way that each entirely
arbitrary vector X defines one feasible machine and only one. Some of the quantities
B, may belong to the set (1}, \». ..,). The choice of the components of X, and the
development of the algorithm which allows to determine a feasible machine from the
numerical values of the x, s is called the « synthesis » of the design. It is by far the most
difficult step.

After the synthesis has been defined, the quality factor C (K, X) (also called « objective
function ») becomes a function of the » independent variables v, A-, . .. 1,. The search for the
extremum of C is then very simple, because it may use any method to be found in classical
textbooks under the title » unconstrained search methods ».

3. The problem.

In this paper. we try to determine the best induction motor to start an inertia from rest. Starting
is performed by sudden switching on at fixed frequency. A motor is said to be « better » than
another one if its starting time is shorter.

This example is particularly interesting because there are obviously no data in the open
literature to be used as starting point. In addition, it will be seen that the method of state

variables allows to discover that there is no optimum in this particular case, and helps to make
a reasonable choice.

4. Machine spécification and models.

The inertia is to be accelerated from 0 to 3 000 rpm - its value is 20 kg.m". In addition, it is
specified that the supply is 380 V, 50 Hz. Each starting is performed with a cold motor (at
room temperature, assumed 20 °C).

An obvious technical constraint is that the final temperatures of the stator and rotor
conductors must be compatible with the nature of insulation ; we shall assume that limit values
are 100 °C and 300 °C for the stator and rotor conductiors respectively.
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Fig. 1. — Definition related to punching and flux densities.

Then, design calculations must be based on a model of the machine. For the electromagnetic
behaviour, we adopt the hypothesis in [3], with a modified presentation which has already
been used in [4], and its developed again below formules for skin effect have been taken from
[5]. The thermal behaviour is modeled by an adiabatic temperature rise ; such a choice is not
simple ; it is made arbitrarily at the beginning of the study, because it is simple and seems
logical ; however. it can be eventually retained because the final choices lead to a very small
starting time (less than 2 s). The next step is to choose a geometry of the stator and rotor. We
have chosen constant width teeth for both the rotor and stator ; naturally other choices may be
tried.

A few quantities have little effect on the objective function : they have been called
« secondary variables » by Appelbaum [6] ; they are :

number of rotor bars Q = 32 ;
air gap length ¢ = 3 mm ;
number of stator slots per pole per phase N, =
heigth of insulating wedges stator 4., =4 mm ;
stator pole pitch (full) ;
filling factors of stator slot (k. = 60 %) ;
height and width of rotor slot opening (4 and 2 mm) :
rotor skew (a = 2 stator slots) ;
height and width of stator opening (4, = 3 mm and a,, = 3 mm) ;
flux density in the stator core; 1.8 T;
e the resistivity of aluminium and copper are 4.2 x 10°% (320°C) and 2.2 x 107 ¥ Q.m
(120 °C) respectively.

3;

Other notations are given in figure 1.

5. Machine synthesis.

The general method presented in the introduction is very easy if the state variables are well
chosen : but this choice is generally very difficult, and demands a very deep knowledge of the
physical relationships.

i) To design the rotor, we successively choose the following variables :

e a geometrical quantity, the shaft radius R,

JOURNAL DE PHYSIQUE Tl —T 4 N3 MARCH 1994 1
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e the ratio of the width g, of the tooth to the width a,, of the slot, both being measured at
the bottom of the slot; let R g, = (dep/ay.) > 0 if R, = 0, the slots are triangular ;

e a magnetic quantity which is the peak value of the flux density in the rotor tooth at
synchronism B,,. There is a relationship between this magnetic flux density, the magnetic flux

density in the rotor core B, and the distance R,. of the bottom of the slot to the axis
Rbe -

cr Ir
R,. =
be T . Bdr
B

O(1 + Rog,) sin (”T“ )

ce T

Since R, must be positive, B, must be larger than

7T . By,

Q1 + Regp) sin ( % )

B —

crmin = cr

e as a consequence of the above, we are led to choose a dimensionless variable
K, (K, = 1) such that :

Bcr:Kl‘B

crmin *

The reason for this definition is that K, and B can be defined independently, while
B, and B, cannot.

Note that
2.7 R,

Ay = ———————
' Q(] +Redbr)

and Aepr = Redbr < gr »

e the outside diameter R, cannot be defined independently of R,.. since R,, must be larger
than R,.. However, the ration

the =

can be chosen independently of any other quantity ;
e the length of the rotor will be called L ;

e the cross section area §,,. of the short circuit rings is defined through its ration
C . to the cross section area S_,, of the bars

ii) To design the stator, we choose the following quantities :

e a dimensionsless factor F representing the relative saturation of stator and rotor teeth. If
the peak flux density in the stator teeth is By,

Bd\

F = >
Bdr

0
generally, F < 1:
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e the height /4 of stator slots ;
o the inside radius of the stator will be the outside radius of the rotor, plus the air gap length.

It is easily seem that if all the above quantities have been chosen, the cross section area of
one stator slot, the number of stator conductors determined from the voltage and frequency at
the mains.

iii) Choice of the state variables.
Up to now, we have chosen to describe a motor by the following variable :

e seven secondary variables which cannot be changed, or which do not influence very much
the result : air gap length, number of stator slots, width and height of the rotor and stator slot
openings, skew, number of rotor slots ;

e nine variables which are defined above: R, R.u- Bar Ky Rupee Ly, C., F,
h... We may call these : « primary variables ».

To any particular choice of the primary variables corresponds a motor, but this is not
generally « feasible » because its temperature rises are not equal to the given limits. In the case
of the present problem, it is easy to see that if we pick at random a value of the following seven
variables :

R Regpr» Barn Ky, Ly, C, F .

ire

There is one and only one value for R,,. and one for k. which allow to adjust exactly the
temperature rises. This is clearly shown by figures 2a and 2b. At this point, any arbitrary
choice of the values of the seven above quantities defines a feasible machine and only one. The
starting time T, of this machine can be evaluated by integrating the acceleration.

1
. dn
T :j 92
¢ Q0 lCem_Cr

where C,,, is the electromagnetic torque. C and J, are the resistive torque and inertia constant
of the load, respectively.
Therefore, T4 is a function of seven variables.

Td = Td(Rm Redbr‘ Bdr* Kh Lt* Cv F)'

400
500 T
ABr ABs
() B
% Redbr=0.1 * U35
Redbr=0.2 o
250 - ¢ ) 200 1 ® Li+40 cm
0 TRIL 0
1 1.3 e 1.6 \ N hes (cm)
a) b)

Fig. 2. — a) Variation of A8 = f (R,.). b) Varation of A8 = f,(4,.).
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The flow chart to compute T, is shown in figure 3. . -
This is the end of the first part of the method : the synthesis of a feasible machine.

Specifications: UL, f, p, Je, A®r, AB®s, B0
State variable: Rir, K1, Bdr, Redbr, Cs, F, Lf

and the constant data, curve B-H.

Y
Initialisation of Rhbe

-
Calculation of rotor

dimensions
change Rhbe

Calculation the temperature
of rotor

A® r:0k?

yes

initialisation of hes

initialisation of Ns

[ “1 —
¥ -t

[ Caloulation of a stator ] I cEangc Ees l
Y

Electric equivalent circuit
change Ns
7 [ chengeNs ]

Performances calculations

o>
yes

calculation the temperature
of stator

no

A®s: Ok?

yes
Objective function

Fig. 3. — Flow chart of the main subroutine.
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6. Optimization.

Now, it is extremely simple to find the machine which leads to the shortest possible starting
time. Indeed, we have to find the vectors X = R,. K|, R.go By L C.. F) such that
T,(X) 1s minimum, with :
R,>0.
K, =1
O=R.p =1
O0=<B,=2T
L,=0
0<C =1
O<F <1.

This is a non constrained optimization problem.

It might be possible to use elaborated techniques such as the steepest descent method. We
choose the univariant search method, associated with a dichotomy algorithm, for reasons
which will be given below.

Table 1. — Optimization process resulting from figure 4.

Curvess | Rir(cm) Bdr(T) K1 Redbr Cs F Lf(m) Td
(sec)

Fig. 4-A | 2<Rir>7 0.2 1.2 0.8 0.7 0.2 0.25 699
Fig. 4-B 4.3 0<Bdr<2 1.2 0.8 0.7 02 .| 025 33.63
Fig. 4-C 43 1.2 Ki>1 0.8 0.7 0.2 0.25 19.44
Fig. 4-D 4.3 1.2 1.1 0<Redbr<l 0.7 0.2 0.25 8.06
Fig. 4-E 4.3 1.2 11 0.05 0<Cs<1 0.2 0.25 6.99
Fig. 4-F 4.3 1.2 1.1 0.05 0.4 0<F<] 0.25 6.32
Fig. 4-G 43 1.2 1.1 0.05 0.4 0.95 L>0 5.95
Fig. 4-H 1<Rir<7 1.2 1.1 0.05 0.4 0.95 0.45 4.55
Fig. 4-] 3 0<Bdr<2 1.1 0.05 0.4 0.95 0.45 1.63
Fig. 4-J 3 2 K1>1 0.05 0.4 0.95 0.45 1.63
Fig. 4-K 3 2 1.1 O<Redbr<1 0.4 0.95 0.45 1.55
Fig. 4-L 3 2 1.1 0 0<Cs<1 0.95 0.45 1.38
Fig. 4-M 3 2 1.1 0 0.1 0<F<1 0.45 1.38
Fig. 4-N 3 2 1.1 0 0.1 0.95 L0 1.3
final 3 2 1.1 0 0.1 0.95 © 13

Starting with the following arbitrary values: R, =7cm, B, = 02T, K, = 1.2, R.y, =
0.8, C =07 F =02, L;=25cm, we find T, = 3500s.

Let us vary R for 7cm to 2 cm, leaving all the other variables constant, a much better
solution is found for R, = 4.3 cm (T is then equal to 699 s). This search is summarized by the
curve in figure 4A and the first line of table I.
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4000 10
Td(s) Td(s)
2000 1 8 1
<
0 - 6
2,0 4,5 Rir(cm) 75 0,1 05 Cs 09
300 7,2
Td(s) rd(s)
150 6,71
0 6,2
0,2 Lo Bdr(T) 1.8 0,10 0,50 F 0,90
140
Td(s)
70
0 5.0
1,05 130 gy 1,55 10,0 40 Lf{cm) 70
4,0
Td(s) !
Fig. 4-D
2,5
L
1,0
0.0 0.3 Redbr 06
Fig. 4. — Variation of the objective function against the state variables.

Let us keep now R, constant equal to 4.3 cm, let us vary B, between 0 and 2 T, and keep the
other variables equal to the above values, a much better solution is found for By =
1.2T (Ty = 33.63 5). This step is illustrated by the curve in figure 4B and the second line of
table I. When all variables have been changed in turn, a starting time of 6 s has been obtained.

Then R, can be varied again between | and 7 cm. After all the variables have been changed
two times. a value T;< 1.38 can be obtained by accepting a very large value of

Ly : see figure 4N. This indicates that the length of the machine should be very large. in fact,
the length should be infinite.

It appears that the best choice is probably :

Ry, Bgrw Kyy Regon C, F,LY=03: 2: 1.1; 0, 0.1, 0.95, 0.25) which
Td = 1.4 S.

Data for the final motor are shown in table IL

leads to
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120 . 1,7
Td(s) Td(s)
Fig. 4-L
60 1 L5e &
P
0 . 13
1 4 Rir(em) 7 0,0 02 Cs 04
180 1,48
Td(s Td .
) ) Fig 4-M
%01 \ Fig, 4-1 1,421
0 \‘\‘*‘——~- _ 1,36
0.2 1.0 Bdr (T) 1.8 0,10 00 F 090
20 4
Td(s) 1 Td(s) b ]
Fig. 4-J Fig. 4-N
10 l*k
0 v 0
1,05 1,30 K1 1,55 0 200 Lf{cm) 600
4.0
Tdes) Fig. 4K
2,5
1,0
0,0 0,3 Redbr 0.6
Fig. 4 (continued).
Table 1. — Dimensions for the final motor
Rir (mm) 30 Rts (mm) 379.3
Rbe (mm) 330 acbs (mm) 7.96
Rhe (mm) 374 achs (mm) 17
her (mm) 44.2 hes (mm) 522
aebr (mm) 0 ads (mm) 59.4
aehr (mm) 8.67 Scs (mm?) 196
Scr (mm?) 1918 Res (mm) 62.7
Sanc (mm?) 1918) hcs (mm) 188 8
adr (mm) 64,8 ¢ (mm) 3
Lf (mm) 250 Ns 3

539
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7. Discussion.

To arrive at a minimum, the above dichotomy method demands the analysis of 112 different
motors. The use of the steepest descent demands the study of seven motors at each step.
Therefore, it is not obvious that the steepest descent is significally more performant in terms of
computing time.

It would be also interesting to make comparisons with other deterministic or stochastic
methods : but they are too recent [7-10].

In fact, the advantage of using a dichotomy method resides in the clarity of the process. Most
optimization methods just assume the existence of a minimum of the objective function, but
are not able to give a proof. In contrast, figure 4 and table I clearly show that there is no
minimum. If the length of the machine had been limited by a constraint such as
O<L;<L;M, then, there would have been an optimum which would have probably
correspond to L; = L, M. This is obviously an advantage.

Another advantage is to show that the decrease in starting time leads to a conflict of interest.
Changing the length of the machine from 0.25 m to 6 m decreases the starting time from 1.4 to
1.12 s, at the cost of multiplying the price by around 25 (and. may be introducing critical speed
problems). Drawing the intermediate curves as in figure 4 greatly clarifies the nature of the
choices.

8. Conclusion.

In the present paper, we have defined a « state variable » approach to the problem of
« synthesis » of « feasible » electrical machine. As an example. we have discussed the
problem of starting an inertia from rest ; the motor is a squirrel cage machine. switched on at
zero speed, and operating at constant voltage and frequency. The method allows to show that
there is an infinite number of solutions. If the « best » machine is defined by the maximum or
minimum of an « objective function », it is then found by any classical method of non linear
programming.

The method allows to prove the existence of a minimum, if any. In the present example. the
best machine is the one which ensures the shortest possible and it clearly appears that there
exists no optimum. Eventually, the method allows to make a reasonable choice. in spite of the
fact that there is no minimum of the objective function.
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