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Description of the absorption spectrum of iodine recorded by means
of Fourier Transform Spectroscopy : the (B-X) system

S. Gerstenkom and P. Luc

Laboratoire Aimé Cotton (*), C.N.R.S. II, Bâtiment 505, 91405 Orsay Cedex, France

(Reçu le 3 décembre 1984, accepte le 6 février 1985)

Résumé. 2014 L’analyse de la totalité du spectre d’absorption de la molécule d’iode représenté par le système (B-X) I2
et enregistré par spectroscopie par transformation de Fourier est présentée. On montre que les 100 000 transitions
enregistrées et publiées dans plusieurs Atlas peuvent être recalculées au moyen de 46 constantes : 45 étant les
coefficients de Dunham servant à décrire les constantes vibrationnelles et rotationnelles des états X jusqu’a v" = 19
et de l’état B jusqu’à v’ = 80 (niveau situé à 1,6 cm-1 de la limite de dissociation), plus un coefficient empirique
permettant de tenir compte des constantes de distorsions négligées (supérieures à Mv). L’erreur quadratique
moyenne entre les nombres d’ondes recalculés et mesurés est trouvée égale à 0,002 cm-1 en accord avec la com-
paraison des écarts entre les nombres d’ondes recalculés et les nombres d’ondes absolus de nombreuses raies de
l’iode mesurées indépendamment.

Abstract 2014 An in extenso analysis of the (B-X) I2 iodine absorption spectrum recorded by means of Fourier 
Transform Spectroscopy is presented. It is shown that the 100 000 recorded transitions covering the 11 000-
20 040 cm-1 range and published in several Atlases may be recalculated by means of only 46 constants : 45 are
Dunham coefficients describing the vibrational and rotational constants of both X state (up to v" = 19) and B
state (up to v’ = 80, situated only at 1.6 cm-1 from the dissociation limit of the B state), and one empirical scaling
factor which takes account of neglected centrifugal constants higher than Mv. The overall standard error between
computed and measured wavenumbers is equal to 0.002 cm-1 in agreement with the differences of numerous
independent absolute wavenumbers and the computed ones.
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1. Introduction.

1.1 HISTORICAL. - First, let us recall that the study
of the absorption spectrum of iodine by means of
Fourier Transform Spectroscopy (F.T.S.) was under-
taken at Aime Cotton Laboratory, seven years ago,
in 1977. At that time, the aim of the work was to test
the performances of F.T.S. in the visible range (where
the multiplex gain is lost) and to show that F.T.S.
remains an excellent tool for emission and absorption
studies [1-3], even in cases where the noise is mainly
due to the signal itself (photon noise). We concluded
our study by the following statement [4] :

« The method (F.T.S.) can be expected to open not
only significant new spectroscopic experiments but
it also allows a complete high-precision remeasurement
of the existing molecular spectra in the visible and U.V.
(electronic vibrational transitions). » As usual, we

(*) Laboratoire associe a l’Universit6 Paris-Sud.

were not prophets in our country, and we have felt
that the analysis of only a few bands [3, 4] of iodine
was not enough to assess the above statement. Thus,
we published also an « Iodine Atlas », encompassing
a large spectral range from 14 800 to 20 000 cm-’ [5b]
(note that this atlas was not the first one : Simmons
and Hougen, using conventional grating spectroscopy,
have published a short time before an « iodine atlas »
covering the 18 000-19 000 cm-’ range [6]). However,
a spectrum, beautiful though it may be, remains solely
a collection of numbers, until its complete analysis
is achieved Analysis of the iodine absorption spectrum
was a challenge for us, because numerous, extended
and careful studies of the (B-X) system were already
made at this time [7-11].

Nevertheless, in the fundamental paper published
by Barrow and Yee [7], one point remains unexplain-
ed : their experimental vibrational constants G(v)
do not follow, at least above v’ = 50, the classical
Dunham expression G(v) = ¿ y,,O(v + 1/2)". The

n=1

origin of this difficulty may be either the existence of a
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local perturbation, or it has to be ascribed to a lack of
precision of the experimental data. Later, Wei and
Tellinghuisen [10], adding new data, were able to

propose smoothed G(v) and B(v) values following
Dunham expressions. However, the use of the cons-
tants of Wei and Tellinghuisen, especially for J &#x3E; 125,
was found to be in disagreement (- 0. 100 cm-1)
with the Fourier data : unambiguous assignments
of the whole spectrum were therefore not warranted

(see for ex. Ref. [12]). Since Fourier Spectroscopy is
practically free from systematic errors [13], the analysis
of the Fourier absorption spectrum data of iodine
should remove all the above difficulties and prove
directly the obvious advantages of using F.T.S., even
in the visible range; indeed, we were able to give a
description of the (B-X) system in terms of poly-
nomial parameters for the molecular constants G’, B’,
D’ and H’ for v’ = 1 up to v’ = 62 of the B state, and
for G ", B" and D" for v" = 0 to v" = 9 of the ground
state [14]. By means of this collection of effective
molecular constants, the wavenumbers of 14 000 assi-
gned transitions belonging to 139 analysed bands were
reproduced, with a standard deviation of 0.001,
0.0017 and 0.004 cm’ I, for levels involving maximum
J values of 50, 100 and 150 respectively. These results
clearly show that F.T.S. measurements are, at least,
one order of magnitude more reliable than those
obtained with conventional spectroscopy. With this
success, the instrumental character of our work was
considered to be fulfilled [15] and we decided to
undertake the study of the (B-X) system for its own
sake i.e. to extend the analysis on both sides of the
spectrum : (i) to the near infrared where the (0, v")
bands are situated with the aim of reaching the
unknown ground level v’ = 0 of the B state and (ii), to
the dissociation limit where the bands (v’, 0) with
v’ &#x3E; 63 are located, in order to determine the disso-
ciation limit of the B state.

Assignments and analysis of the near infrared region
were published in two papers.
The first one, concerning the 12 600-14 000 cm-1

range appeared in 1980 [16]; the second one, which
contains in addition the 11600-12 600 cm-’ range
appeared in 1983 [17]. While in the 1980 paper, RKR
procedure, calculation of Centrifugal Distortion Cons-
tants (CDC) and Franck-Condon Factors (FCF)
were made using programs available from D. L. Al-
britton (and kindly supplied to us by J. T. Hougen, [18]),
in the 1983 paper, we use J. M. Hutson’s method for the
CDC calculations. Indeed, in the meantime J. M. Hut-
son (1981 [19]) published an improved computational
method which, among other advantages, eliminates
summations over excited levels and in which the
effects of continuum levels are included exactly, so
that the results remain valid for levels very near the
dissociation limit (J. M. Hutson et al. [20] 1982),
(and provided that the Bom-Oppenheimer approxi-
mation remains also valid in this region).

Point (ii) represents part of the present work.

1.2 PRESENT WORK. - Although data concerning
Point (ii) were analysed previously (Ref. [20] up to
v’ = 75, Refs. [21] and [22] up to v’ = 77), these
data were only preliminary and partial. We have
recorded again the absorption spectrum of iodine
in the range 19 700-20 040 cm-’ in order to improve
the quality of the previous measurement, especially
in the region near the dissociation limit (Do -
20 043 cm-1). This work is presented in section 2.

Since this last series of measurements close the
F.T.S. study of the (B-X) system and that the principal
aim of this paper is to give a complete description of
the (B-X) system, we collect in the following sections
not only the new data for 63  v’ 77, but also all
previous results from v’ = 0 to v’ = 62 scattered in
several papers.

In addition, throughout this work a quantum
mechanical potential curve describing the X state up to
v" = 19 was determined by means of the « inverted
perturbation approach &#x3E;&#x3E; method [23, 24] (IPA-poten-
tial) using C. R. Vidal’s program [25]. Thus, in section 3,
the molecular constants of the X state (up to v" = 19)
deriving from a quantum mechanical potential will be
given, while « effective » molecular constants des-

cribing the B state up to v’ = 80 will be presented.
It will be shown that, according to theory, only
vibrational constants are needed to recalculate the
whole observed spectrum within the experimental
uncertainties. Finally, in section 4 an extensive

comparison will be made between computed wave-
numbers by means of the molecular constants given in
section 3 and independent absolute measurements
made by interferometric methods other than F.T.S.

2. Experimental.

The experimental set-up was similar to those described
in reference [16]; but here, the absorption cell was
0.50 m long (instead of 0.15 m). The cell was main-
tained at room temperature, where the iodine pressure
is about 0.25 torr. A single pass was sufficient to
observe the absorption spectrum in the 19 600-
20 100 cm-’ range. The instrumental width of the ·

Fourier spectrometer was chosen to be 0.020 cm-1, a
value close to the width of the iodine lines : the hyper-
fine structure of the iodine lines [26, 27] combined
with the Doppler width gives a resulting width of
about 0.025 cm-1 [28]. Each interferogram includes
5 x 105 points; this corresponds to a total path
difference of about - 33 cm; each step being equal
to QL, where UL is the wavenumber of the reference
helium-neon laser stabilized on an iodine hyperfine
component(6L = 15 798.0 cm-1).

Figure 1 compares the last page of the previously
published atlas [5b] (A) and the present recordings (B).
The gain in signal/noise (approximately a factor of 10)
has principally two origins : first, a narrower spectral
range (only 500 cm’ I) was recorded in one sweep, and
second, several selected recordings were added before
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Fig. 1. - Comparison with previous work (Ref. [5a]), showing
the gain in signal/noise ratio (approximately a factor 10).

performing the Fourier transform of the resulting
interferogram [3].

Finally, the absorption spectrum was calibrated- by
comparing the recorded wavenumbers of unblended,
intense and symmetrical lines with the wavenumbers
already published [5b] and corrected [28]. To summa-
rize, the absorption spectrum of iodine is now avai-
lable without discontinuity from 11000 cm-1 to

20 035 cm-1.
The recordings are split into four parts :

Part I :11000-14 000 cm-’ [5a]
Part II : 14 000-15 600 cm-’ [5b]
Part III : 14 800-20 000 cm-’ [5b]
Part IV : 19 700-20 035 cm-1 (This work) [5b] .

In addition, the excitation spectrum of iodine induced
by laser radiation covering the 15 780-15 815 cm- I
region and the 20 022-20 040 cm- I region, where for
different reasons F.T.S. failed, has been recorded and
published recently [21] and [29].

3. Results.

3.1 ANALYSIS OF THE FIFTEEN BANDS (v’, 0) WITH
63  v’  77. - In the range 19 700-20 035 cm-1,
the wavenumbers and intensities of about 3 600 lines
with signal/noise ratio larger than 2 were measured.
The recordings, wavenumbers and intensities are

given in extenso in Atlas IV [5b].

3.1.1 Position measurements. Assignments and pre-
cision of the measurements. - The number of assigned
lines for each of the fifteen (v’, 0) bands as well as the
minimum and the maximum J values detected in each
R and P branch are given in table I (between the two
horizontal dashed lines).

Estimates of the uncertainties of the measured
wavenumbers can be obtained in several ways; but
as explained previously (Ref. [5b], Part III, p. X) we
prefer to consider the L12 F "(J ) differences. Table II
gives an example of a series of 10 measured diffe-
rences L12 F"(J) _ UR(j - 1) - up(J + 1) involving
v’ values from v’ = 63 to v’ = 75. These series, with a
value of J = 33, were chosen in order to be typical;
indeed the intensities of lines with J around 33, have
medium intensities (-40%) (see Fig. 2b). The
standard deviation of the differences L12 F" (J) is
0.0022 cm -1 which corresponds to an average uncer-
tainty of (0.0022/.,/2-) cm-’ = 0.0016 cm-1 on the
vertex position of each measured line.

These last results, together with both previous
F.T.S. data [14,17] and laser induced spectroscopy
data (bands (78, 0), (79, 0) and (80, 0) [21]), lead to a
total number of 17 800 assigned lines represented by
174 bands which encompass nearly all the well depth
of the B states from v’ = 0 to v’ = 80 - the last v’ = 80
vibrational level being situated only 1.64 cm-1 from
the dissociation limit [30]. Only twenty vibrational
levels belonging to the ground state are involved in
our absorption study (0  v"  19). (For the des-
cription of the X state from v" = 19 to the dissociation
limit (v" = 115) see Rd [31]).
3.1.2 Intensity measurements. - Intensity alterna-
tion presented by homonuclear molecules of atoms
possessing a non-zero spin (12’I = 5/2) are remarkably
well observed throughout the fifteen analysed bands
(see Fig. 2). Evaluation of the « true » intensity of a
given line is difficult, and even the precise determina-
tion of the ratio of intensities of two lines is not simple.
Indeed, it is well known that the « depth » of an
absorption line depends, among other factors, on the
absorption coefficient and on the ratio of the width of

Fig. 2. - Portion of the iodine spectrum of the analysed
region (Fig. 2a). The alternation of intensities results in two
different intensity distribution curves according to the

parity of the transition (Fig. 2b).
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Table I. - Minimum (J min)’ maximum (J.a),. J values and number of assigned lines detected in the R and P branches
of the 174 analysed bands.

Table II. - L12F"(J) differences and estimation of the accuracy of the wavenumber measurements.
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the line to the instrumental width. However, the
difficulties do not prevent us from localizing the
maximum of the intensity of a given band. At room
temperature (T = 293 K) this maximum should lie
around J - 51 for all (v’, 0) bands. This is the case for
the (63, 0) bands (Fig. 2 and Fig. 3), but for v’ &#x3E; 63
the maximum is shifted to lower J values : for the
(77, 0) band the maximum occurs for J - 23. These
anomalies are not isolated features; they are also
observed in the ’9Br2 spectrum by Barrow et al. [32].
The J dependence of the calculated FCF does not
explain these observations; probably they have to be
related to the relative strong variation of the magnetic
hyperfine constant C’ with the vibrational quantum
number v’ (see Ref, «1» of Table VII) and to per-
turbation with other states in this region [33, 34].

3.2 LEAST SQUARES ANALYSIS METHOD. - In order
to determine the vibrational and rotational molecular

constants, the global fit of the 17 800 assigned lines
was done following the method described in recent
papers. We recall that in this method the CDC value
of D, H, L and M which are needed to calculate the
energies of the rovibrational levels E(v, J) are not
« experimental » values but are those obtained from
theory [19]. The energies E(v, J) levels are given by
equations (1) and (2) [35] :

where K = J(J + 1),
and the fitting process concerns only the vibrational
G(v) and rotational B(v) constants. Of course, the use
of this method is based on the assumption that the
analysed X and B states can be described in terms of a
single rotationless potential curve. This requirement
can be considered to be fulfilled for the lower part of
the rotationless potential of the X state containing
the first twenty vibrational levels; indeed, the IPA

Fig. 3. - Observed intensity distribution of the analysed
bands corresponding to transitions with odd J values. Note
the sharp displacement of the intensity maxima as v increases.

potential up to v" = 19 is in excellent agreement with
the RKR ones determined previously [ 17]. The eigen-
values G(v") and the expectation values B(v") repro-
duce the experimental ones (given in Ref. [17]) within
0.001 cm-’ and 10-’ cm-1 respectively. But in the
case of the B state the situation is different : near the
dissociation limit perturbations of different origins
are present [33, 34]. However in the global fit of the
data, these perturbations will be ignored for two
reasons : first these perturbations are small [30] and
second in the iterative procedure (Fig. 4) the vibra-
tional and rotational constants are essentially consi-
dered, in a first step, as free parameters; the principal
aim of the global fit of the data being to attempt to
describe the whole observed spectrum from 11000 to
20 040 cin -I with a minimum of parameters. Accor-
dingly, the vibrational G(v") and rotational B(v")
constants belonging to the first twenty levels of the
ground state can be considered as « true » molecular
constants while the G(v’) and B(v’) constants of the
B state should be considered, in a first step, as « effec-
tive » constants (see discussion, Section 5).
A flow diagram of the iteration procedure is shown

in figure 4. This procedure is essentially the same as that
used by Tellinghuisen et al. for the X state of 12 [36]
(and earlier by Burns et al. [9]), except that the method
used there for calculating CDC would not be adequate

Fig. 4. - The iteration procedure : a) Origin of the spec-
troscopy data [14, 16, 17]. b) Laser Induced Fluorescence
data [21]. c) RKR program of J. Tellinghuisen [36]. d) Dif-
ferential equation method of Hutson [ 19]. e) Determination
of the exponential polynomials for « compact » represen-
tation of the computed CDC according Le Roy [37]. f) sub-
traction of the quantities ( -DvK 2 + H, K’ + Lv K 4 + Mv K 5)
yields « distortion-free wavenumbers ». g) Solution of the
17 800 simultaneous equations with 182 unknowns (81 Gv
and 81 B,). h) Determination of Dunham expansion coef-
ficients of the G v and Bv values.
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in the present case [19]. For inclusion in the least
squares fits the CDC values belonging to the B state
for 0  v’  80, were represented by exponential
polynomials and noted « CDCR )) : :

obtained from fits of the calculated values according to
Hutson’s method. Only exponentials provide an ade-
quate representation of the calculated CDC values,
without loss of precision. Indeed these constants

increase rapidly at high v and finally diverge at disso-
ciation [37].
The vibrational and rotational constants (as well

as the CDC of the ground state up to v" = 19) are
accurately represented by the classical Dunham

expansion series [38]

The input data of the least squares fit are the 17 800
measured wavenumbers which obey equation (3) or (4).
(These equations are derived from Eqs. (1) and (2),
QR(J) for AJ = - 1 and QP(J) for AJ = + 1.)

(where a = (J + 1) (J + 2), y = J(J - 1),#=J x
(J - 1) and Te = To,o + Go - Go ; To,o being the
distance between the ground level v" = 0, J = 0 of the
X state and the level v’ = 0, J = 0 of the B state), the
unknowns being the molecular constants. If the CDC
values of the B state are known from theory, the cen-
trifugal distortion contribution (quantities in brackets,
Eqs. (3) and (4)) can be subtracted from the « raw »
measured wavenumbers QR(J) and up(J) leading
to « distortion-free » wavenumbers. A further sim-

plification of the system is obtained by assuming that
the ground state’s constants are well known and are
equal to those deduced from the IPA potential
(Table III). Finally it remains to fit a system containing
17 800 corrected wavenumbers to an expression with
162 unknowns : the 81 vibrational Gv, constants and
the 81 rotational constants Bv, belonging to the B state
with 0  v’  80. The principal problem consists of

Table III. - Dunham coefficients describing the vibra-
tional and rotational molecular constants of the B state
(valid up to v’ = 80) and X state (valid up to v" = 19).
The number of significant digits necessary to recalculate
the wavenumbers of the transition belonging to the

(B-X) 12 system is given in parentheses : Yio(12), Yil (11).

determining good initial G,, and Bv, values in order to
start the iterative procedure (Fig. 4). For this purpose
a preliminary least squares fit is made with the raw
measured wavenumbers where only the molecular
constants GU,, Bv,, Dv, and Hv’ are taken into account
The centrifugal distortion constants Lv, and M,, are
too small for empirical determination, hence they
were set to be equal to zero in the preliminary fit.
Once a set of Gv, and Bv, constants are known, their

Dunham expansion parameters are determined and a
RKR [39] curve may be constructed [40] and used to
generate centrifugal distortion constants [19, 41]. An
iterative approach is then necessary to obtain a self-
consistent set of vibrational, rotational and centrifu-
gal distortion constants [9,19].
However transitions connected to rotational levels

with high J values (levels situated between the two
full lines - Mv K 5 = 0.001 cm-l and - M" K 5 =
0.025 cm -1 (K = J(J + 1) in Fig. 5) require distor-
tion constants higher than MU, in order to be accura-
tely recalculated). By means of effective Mv = kM,
constants, which take account of the neglected higher
Nv, °v." constants (see Ref. [20]), and where k is an
empirical scaling factor equal to 2.2, it was possible
to handle the whole field of data (Table I and Figs. 5
and 6) in one sweep.

Including the Mv = kMv effective constants in the
fits, the procedure represented by figure 4 converges
rapidly and only two iterations were required. The
resulting overall standard error 6 between the 17 800
computed wavenumbers and the measured ones was
0.002 cm-1. The least squares fits were unweighted
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Fig. 5. - Observed data field of the B state. High J and
high v values are located between the two full lines

- Mv K5 = 0.001 cm-1 and - Mv K5 = 0.025 cm-1

(K = J(J + 1)).

Fig 6. - Observed data field of the X state. The contribution
of the Lv" constants can be neglected, the data field being
situated almost outside and below the full line - L, K 4 =
0.001 cm-1 (K = J(J + 1)).

fits made with data of different qualities depending on
the experimental conditions in which they were

recorded as well as on the nature (density) of the spec-
trum. Thus, the actual significance of the overall
standard error 8 = 0.002 cm-1 must be redefined

according to the analysis of the 17 800 residuals (or
differences ( U cal - areas))-

3. 3 ANALYSIS OF THE 17 800 RESIDUALS. - The his-

togram of the n = 17 800 residuals given on figure 7
shows that the distribution of the errors of the measu-
rements is not a normal one. The width of each interval
is 1 = r/5 with r = 0.002 cm’ I, the solid curve is the

Fig. 7. - Histogram of the 17 800 residuals. The solid curve
is a normal distribution with N = 17 800, 1 = Q/5, p = 0
and 8 = 0.002 cm-’ 1 (see text).

Gaussian curve according to the equation ([42] p. 28)

when p is taken equal to zero.
To explain the non normal distribution, i.e. an

excess of the number of residuals between - 6 and
+ â, two additional plots were made.
a) A plot of the standard errors associated with

each J value, from J = 10 to J = 199 (Fig. 8). Some
systematic, but expected, trends are visible : for low

Fig. 8. - Distribution of the standard errors (S.E.) as a
function of J. Note the « rotational » aspect of this distri-
bution. N = number of observed J values.
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and high J values the standard errors increase accord-
ing to the rotational distribution of the intensities in
each observed band. Note that the « sampling dis-
tribution » of the 17 800 lines as a function of the
number N of observed J values shows a flat maximum
localized between J = 50 and J = 100.

This flat maximum reflects the experimental con-
ditions in which the absorption spectrum was recorded.
For an absorption cell at room temperature (T =
293 K, Atlas, Part III and IV), or heated at T = 523 K
(Atlas, Part II), or heated at T = 773 K (Atlas,
Part I), the observed maxima of the intensities of the
rotational lines are located respectively at J - 51,
J) 69 and J - 84.

Thus, the number of « intense » lines predominates,
in a natural way, inside the sampled 17 800 lines. In
principle, least squares fits which are weighted accord-
ing to the intensities of the lines should remove the
« non normal » residual distribution, but the follow-
ing plot shows that the neglected intensity parameter
is far from being the principal factor which gives rise to
the observed distribution.

b) A plot of the wavenumbers of the 174 band
origins associated with the standard error of each
band (Fig. 9). This representation gives the key to the
non Gaussian distribution observed in figure 7. In
fact we have mixed in the global least squares fits
three different sources of data :

i) The infrared data, recorded in Atlas I, covering
the 11000-14 000 cm - ’ region where the (v’, v") bands,
with v’ = 0, 1, 2 and 11  v"  19, are localized. The

corresponding wavenumbers of the 2 648 assigned
lines in this region are reproduced within a standard
error of 0.003 cm - I (Fig. 9 and Refs. [16,17]).

ii) The visible data [14], recorded in Atlas II, III and
IV and spread out from 14 000 cm - ’ to 20 000 crn - 1,
contains the (v’, v") bands, with 1  v’  74 and

0  v"  10. The 14 936 wavenumbers of the assigned
lines are reproduced with a Standard Error (S.E.)
steadily increasing from a value of 0.001 cm - I repre-
sented by crosses in figure 9 to a value of 0.002 cm-1
(full circles, Fig. 9).

iii) Data (221 assigned lines) belonging to weak
(v’, 0) bands where v’ &#x3E; 75, situated above 20 000 cm-1

(end of Atlas IV and fluorescence data [26]). Here the
S.E. increases to 0.008 cm-’.

It follows that the central part of the residual dis-
tribution corresponds mainly to part ii) of the spec-
trum, while the wings are mainly populated with the

Fig. 9. - Observed values of standard errors (S.E.) of each
band plotted in function of the band origin wavenumbers.

data of part i) as can easily be verified directly by
inspection of the origins of the residuals; the low
number of assigned lines of part iii) has no noticeable
influence on the total distribution. Thus, weighted
least squares fits taking into account both the inten-
sities of the lines and the origin of the three different
populations should, in principle, be made. This
amount of work was considered to be unnecessary
and illusory : unnecessary because the coupling
between the data of parts i) and ii) is weak, only the
levels v’ = 1 and v’ = 2 being involved in these two
parts; and illusory because the weight of a given line
depends not only on the intensity of the line, but also on
some hidden parameters as for example the noise in
the vicinity of the line [15], and/or overlapping of
very weak absorption lines and uncertainties on the
centre positions induced by the presence of a non
negligible hyperfine structure according to the parity
of the transitions [26, 27]. Briefly, valuable criteria
defining a priori the quality of a given line in the iodine
absorption spectrum are difficult to find, if not impos-
sible.

To summarize, analysis of the residuals acts as a
detector of the different uncertainties associated with
the different experimental conditions in which the

absorption spectrum was recorded. The overall stan-
dard error 8 = 0.002 crn - ’ characterizes the major
part of the spectrum (region ii), the visible part) which
contains - 90 % of the assigned lines; but the two
extremities of the spectrum (7  14 200 cm-1 and
6 &#x3E; 20 000 cm-1) are known with less accuracy.
But in any case, the computed wavenumbers always
reproduce the experimental ones within three times
the respective standard errors quoted in figure 9.
It should also be noted that from figures 8 and 9, the
standard errors increase with both J and v. The data
field which corresponds to high J and v values lies
between the two full lines - M. K 5 = 0.001 cm-1
and - M. K 5 = 0.025 cm-1. The most plausible
explanation of this behaviour is either to assume that
some systematic error is introduced by the use of
effective M v * = kMv constants in the fits or by the
iterative procedure itself. This latter point will be
examined in section 5.

3.4 MOLECULAR CONSTANTS AND « COMPACT REPRE-
SENTATION ». - The final Dunham coefficients for
the G, and Bv expansion of the B state are given in
table III, and for the sake of completeness we add
those describing the X state for 0  v"  19. Briefly,
only 45 Dunham coefficients are needed to recalculate
the observed absorption spectrum of the (B-X) system;
the CDC,, are not independent parameters since

they are determined by the knowledge of G(v) and
B(v) [19]. Table III is central to our work : it represents
the most compact representation that it is possible
to reach of the absorption (B-X) 12 spectrum. Indeed,
by means of the above 45 Dunham coefficients, the
wavenumbers of more than the 100 000 recorded lines
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contained in the four published atlases, can be recal-
culated within experimental error. However, these
recalculations involve the use of Hutson’s program
which gives access to the needed CDC.,; but, a poste-
riori, CDC,., can also be represented in a « compact &#x3E;&#x3E;
form by the coefficients of their exponential poly-
nomials : they are given in table IV (which contains
also the Dunham coefficients for Dv" and Hv"). Finally
table V presents, in extenso, the molecular constants
appearing in equations (3) and (4) for 0  v’  80
and 0 , v" ( 19.
Thus the calculation of the molecular constants by

means of a simple computer program can be done
by the use of the coefficients of table III and table IV
which in turn permits the recalculation of the wave-
numbers of the whole (B-X) 12 system (Such simple
programs are available from us, at Aime Cotton

Laboratory). Table V is useful for people who need
to identify a few transitions, as frequently occurs in
laser spectroscopy, and also gives a check of the
calculated molecular constants deduced using the
coefficients given in tables III and IV or from the use
of Hutson’s program [19].

3. S ACCURACY OF THE VIBRATIONAL AND ROTATIONAL
MOLECULAR CONSTANTS. - The uncertainties in the
G(v) constants, or more precisely in the E(v) constants
where

listed in table V, column 1 are not easy to evaluate for
the following reasons :

(i) These E(v) values are « smoothed » ones which
reproduce more or less faithfully the E(v) values

resulting from the last step of the Global Fit (G.F.) in
the iterative procedure. The differences E(u)2013E(t;)QF
are within ± 0.001 cm - I up to v = 72 and within
± 0.0045 em - I in the 73  v  80 range, reflecting
the decrease of the accuracy of the wavenumber
measurements near the dissociation limit.

(ii) The E(U)G.F. values which represent the band
origins are not measured directly ; the accuracy of
E(V)G.F. depends on :

a) the uncertainties of the wavenumber measure-
ments (noise and calibration),

b) the « fitting » procedure : the reliability of the
fits depends partially on the validity of the CDCs
constants which are calculated a priori by Hutson’s
method and partially for each band origin E(v) on the
number of unblended lines which are assigned in
every band, together with the lowest values detected
in every band (for a complete discussion of this latter
point see Ref. [42]).

Errors due to the finite value of the signal to noise
ratio of the lines can easily be estimated by the consi-
deration of the A2 FJ’ combination differences (Sec-
tion 3 :1) ; the calibration of the spectrum was made

Table IV. -Dunham coefficients describing the D"
and H" constants according to D", H" = E Yil x

i=o

(v + 1/2)i with 1 = 2, 3 ; and exponential coefficients
describing the CDC, of the B state.
The number of significant digits necessary to recalcu-
late the wavenumbers of the transition belonging to the
(B-X) Ia system is given in parentheses : Yi2(10),
Yi3(9), Cd;(10), Chl9), Cli(8), Cm,(7).

by means of selected iodine lines the wavenumbers of
which are known precisely and independently (they are
given in Section 4). It turns out that the estimated
uncertainties due to these different sources - use of
Dunham expansion series, internal coherence of the
wavenumber measurements (noise) and external cohe-
rence of the wavenumber measurements (calibration)
are sensibly equal, as one would expect, to the standard
deviation of O’cal - O’meas" Since the values of E(V)O.F.
are deduced from a substantial number of lines belong-
ing to several bands it follows that an upper limit
for the uncertainties of the vibrational energies can be
taken equal to the value of the standard deviation of
a,., - cr... quoted in each band. Table VI summarize
the estimated upper limit for uncertainties 6E(v)
characterizing the vibrational energies for the v = 0-80
range. Similarly the 6B(v) uncertainties correspond
to changes in B(v) values which induce variations of
the order of 3E(v) on the rotational energies. The
uncertainties given in table VI appear to us to be much
more realistic than the associated uncertainties result-

ing from the global fits of the data which are deemed
small, as usual [36, 42].

4. Comparison with independent interferametric wave-
number measurements : a test for the molecular
constants.

Since 1975, the number of wavenumbers of iodine lines
which are measured independently (i.e. not by F.T.S.)
with precision (interferometric methods in general),



876

Table V. - Energies (Ev)’ rotational (Bv) and CDCs of the B and X state (Ev = To,o + G(v) - G(O)).
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Table VI. - Estimates of the uncertainties 6E(v)
and 6B(v) of the vibrational energies E(v) and of the
rotational constants, respectively.

is growing slowly but steadily. So far, we have collected
a list of 38 lines spread between 15 233.3 and
19 926.17 cm-’ (but we don’t claim that the list

given-in Table VI is exhaustive !). Only a few of them
were used to calibrate our data [21, 28] ; thus a com-
parison between the recalculated .wavenumbers by
means of the molecular constants of table V and the

independent measured ones, becomes of crucial impor-
tance. Inspection of table VII, column 5, shows that
the differences (umeas - Ucal) are within three times
the standard deviation Q = 0.002 cm-1 excepted
for the P56(73-0) transition for which the difference
reaches - 0.0165 cm-’ (Table VII, column 5). It is a
good illustration of the difficulties encountered for
transitions connected to levels situated beyond the
field delimited by the - Mv K 5 = 0.001 cm-1 full line
(see Fig. 5). As mentioned in section 3.2, the scaling
factor k (M* = kM,) was taken equal to 2.2 for all
bands; actually the scaling factor is « band depen-
dent » ; with a value of k = 2.8 full agreement is
observed for the P56(73-0) transition (Table VII,
column 6), but the one for the R98(58-1) is now

destroyed ( + 0.016 cm-1). Apart from the two transi-
tions P56(73-0) and R98(58-1), both of which arise
from levels situated near the dissociation limit,
table VII shows that the residuals (a.,, - Ucal)
depend weakly on the exact value of k provided that
the rotational levels involved in the considered
transitions are situated below the dissociation limit.
It should be noted that, in any case, the chosen value
k = 2.2 does not prevent us from identifying the
P56(73-0) transition correctly; the disagreement in
this case (- 0.0165 cm-1) being half the value of the
Doppler width of the line. In addition, L. Hlousek
and W. M. Fairbank, Jr., have recently [43] compared
the F.T.S. measurements of 27 transitions with the
absolute measurements that they have made using
saturation spectroscopy in the 15 233.36-17 360.6 cm - ’

range. The agreement between the F.T.S. and the
absolute measurements was found to be better than
0.0015 cm-1, see reference [43], footnote no 3. To

conclude, the good agreements between Ucal and (fobs
show the « external» coherence of the molecular
constants of table V : the recalculated wavenumbers
are absolute wavenumbers (in vacuum) obtained
without any corrections (with a final standard error
of ± 0.002 cm- 1) at least in the tested region 15 223-
19 926 cm-1. For the region below 15 233 cm-1, i.e.
in the 11000-15 233 cm-1 range, independent measu-
rements of iodine transitions involving a large scale
of J values, should be a further valuable test of the
molecular constants.

5. Discussion.

In a recent paper [44] J. W. Tromp and R. J. Le Roy,
suggest that the relatively high value of the scaling
factor k = 2.2 (Mv = kMv) is not only due to the
truncation of the centrifugal distortion series up to
Mv, but also may be caused by some inadequacies of
the model used to fit the data; for example errors may
be expected to arise in the CDC calculated quantum
mechanically [44], but based on an RKR potential
which is only « exact » within the first order JWKB
approximation.
To check this last possibility the IPA potential of

the B state was computed, using as a starting point
the RKR potential defined by the Dunham and CDC
coefficients determined in this work (Tables II and III)
[30]. It turns out that the IPA potential of the B state
reproduces correctly the quantum calculated eigen-
values for 0  v’  40 and for 60  v’  80, but in
the medium region 40  v’  60 the agreement is
less satisfactory but remains fairly good (Fig. 10,
Ref. [30]). Nevertheless, we repeat the quantum mecha-
nical computation of the CDCs of the B state using

Fig. 10. - a) Differences between the calculated eigenvalues
G(v) (see Ref. [30]) and the « experimental » ones described
by the Dunham coefficients given in first column of table III.
The discrepancy in the region 40  v’  60 is obvious.

b) Differences between the expectation values ( B(v) &#x3E;
deduced from the IPA potential (see Ref. [30]) and the « expe-
rimental » ones described by the Dunham coefficients given
in table III, column 2.
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Table VII. - Comparison between computed wavenumbers and absolute wavenumbers measurements made by
interferometric methods other than F.T.S.

(a) GOLDSMITH, J. E. M., WEBER, E. W. and HANSCH, T. W., Phys. Rev. Lett. 41 ( 1978) 1525 ;
GOLDSMITH, J. E. M., WEBER, E. W., KoWALSKI, F. V. and SCHAwLOw, A. L., Appl. Opt. 18 ( 1979) 1983.

(b) HANES, G. R., LAPIERRE, J., BUNKER, P. R. and SHOTTON, X. C., J. Mol. Spectrosc. 39 ( 1971 ) 506.
(c) SCHWEITZER, W. G., KESSLER, F. G., DESLATTES, R. D., LAYER, H. P. and WHETSTONE, J. R., Appl. Opt. 12 ( 1973) 2927 ;

WALLARD, A. J., CHARTIER, J. M. and HAMON, J., Metrologia 11 (1975) 89 ;
Procès verbaux du Comite International des Poids et Mesures (1982) CCDM/82-30, Metrologia 19 (1984) 163-178.

(d) CEREZ, P., BRILLET, A., MAN-NCHOT, C. N. and HELDER, N., IEEE Trans. Instrum. Measurement 29 (1980) 352.
(e) BENNETT, S. J., CEREZ, P., HAMON, J. and CHARTIER, A., Metrologia 15 (1979) 129 ;

CEREZ, P. and BENNETT, S. J., Appl. Opt. 18 (1979) 1079 ;
BENNETT, S. J. and GILL, P., J. Phys. E 13 (1980) 174.

(f) JUNCAR, P., PINARD, J., HAMON, J. and CHARTIER, A., Metrologia 17 (1981) 77-79 ;
JUNCAR, P., Private communication (1982).

directly the IPA potential. Again the new CDC, values
were in excellent agreement with those calculated by
means of an RKR potential, for all v’ levels. Thus, it is
impossible to ascribe the value of the scaling factor k to
cumulative errors due to calculating quantum mecha-
nically ofCDCs based on RKR potentials. On another
hand, the use of k is restricted to the recalculation of
the energies of levels where high v’ and J’ values are
involved, i.e., above the full line - MK 5 = 0.001 cin - I
of figure 5. In the regions of high v’ and J’ values,
situated near the dissociation limit, represented also
on figure 3, a breakdown of the Bom-Oppenheimer
approximation should occur; and the use of both

Hutson’s method for the CDC calculations and
Dunham series may be no more valid. Thus, the
relative high value of the scaling factor k should be
ascribed not only to the neglected high order CDC
values, but also to violations of the Bom-Oppenheimer
approximation. Indeed, if we consider the Coriolis
effect alone, the actual Bv values have to be smaller
than the mechanical values implied by the B state
potential energy curve [22]. For example, for v’ _ 78
the correction AB on B’78 was estimated to be 1.5 x
10- 5 ([22], Table I) and according to J. Vigué (private
communication), the AB calculated corrections [22]
have to be multiplied by a factor 2, because the
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Table VII (continuec).

(g) BAIRD, K. M., EVENSON, K. M., HANES, G. R., JENNINGS, D. A. and PETERSEN, F. R., Opt. Lett. 4 (1979) 263 ;
EVENSON, K. M., JENNINGS, D. A. and PETERSEN, F. R., « Troisièrne Symposium sur les Etalons de Fréquence et la Métro-

logie », Octobre 1981, Aussois, France (Editions de Physique, Z.I. Courtabaeuf, B.P. 112, 91944 Les Ulis Cedex,
France) ;

Proces verbaux du Comite International des Poids et Mesures, CCDM/82-14a, and CCDM/82-34. Metrologia 19 ( I984)
163-178.

(h) KowALSKI, F. V., HAWKINS, R. T. and ScHAWLOw, A. L., J. Opt. Soc. Am. 66 (1975) 965.
(i) GILL, P. and BENNETT, S. J., Metrologia 15 ( 1979) 117.
(j) FOTH, H. J. and SPIEWECK, F., Chem. Phys. Lett. 65 (1972) 347 ;

BORDE, Ch. J., CAMY, G., DESCOMBS, B., DESCOUBES, J. P., J. Physique 42 (1981) 1393 ; Metrologia 19 (1984) 163-178.
(k) SPIEWECK, F., AMCO 5 (1975) 5 (Plenum Press, New York-Londres) ;

SPIEWECK, F., CAMY, G. and GILL, P., Appl. Phys. 22 (1980) 111.
(1) PIQUE, J. P., HARTMANN, F., BACIS, R. and CHURASSY, S., Opt. Commun. 36 (1981) 356.
(m) SOREM, M. S., LEVENSON, M. D. and ScHAwLow, A. L., Phys. Lett. 37A (1971) 33.

existence of state witch 0 = - 1. For the rotational
level E (v = 78, J = 10) the correction should be

AB J(J + 1) - 0.003 cm - ’ which is of the order of the
experimental uncertainties in this region; but for
J = 22, the last vibrational level observed in the (78, 0)
band (see Table I), the correction reaches a value of
about 0.015 cm-1 which is no more negligible at the
degree of precision of our measurements; but this
correction remains comparable (in sign and magni-
tude) with the contributions of the Mv constants.
It follows that together with the use of empirical Bv
values, the relative high value of the scaling factor k
can be attributed to the necessity of absorbing par-
tially the depression of the rotational levels caused
by the Coriolis effect.
At the same time, the success and the limitation

of the iterative procedure illustrated on figure 4 can

be explained in this manner : after each iteration the
CDC. remain practically unchanged; the adjustments
(differences between computed and « distortion-free »
wavenumbers) are mainly absorbed by the vibrational
and rotational constants G(v) and B(v). For compact
representation, the only requirement which remains to
be satisfied is that the G(v) and B(v) constants resulting
after a given iteration process should be representable
by Dunham expansion series. Of course, this cannot
be achieved without some loss on the final overall
standard errors 8 ; but on the other hand it is easy to
understand why in general two iterations are sufficient
to reach convergence. Some other systematic errors
can be introduced by the use of an incorrect scaling
factor k which would mainly yield biased values of
the rotational constants B(v). This cannot be avoided
if we choose, for the sake of simplicity, to represent the
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higher neglected CDC, N,, 0,... by a unique scaling
factor k for all v’ levels, while actually the scaling
factor is rather band dependent. Thus, the final
overall standard error 6 = 0.002 cm-1 is model

dependent, at least, in two ways : first, the introduction
of an empirical scaling factor in the fits, and second,
which is more important, the use of Dunham’s expan-
sion series for the representation of the vibrational
and rotational effective constants.
The price we pay in order to fulfil the last « model

dependent condition » can be estimated from the
difference between the overall standard errors u 2 =

0.0017 cm-1 obtained after the first iteration (where
G(v) and B(v) remain free) and the final overall standard
error 6 = 0.002 cm-’ where the G(v) and B(v) values
are those deduced from the Dunham expansion series.
Likewise the slight increase of the standard errors
with v’ (Fig. 9) has the same origin. The G(v) and B(v)
values obtained after the first iteration are less faith-

fully represented by the Dunham expansion series as
v’ increases. Fortunately, the standard deviations
8 = 0.002 cm-1 remain comparable to the uncertain-
ties of the measurements on the vertex positions
(- 0.0016 cm-1 Table II), thanks to the simultaneous
decrease of the J values observed in each band (Fig. 5).

Other o compact » representations of the CDC
constants using Near Dissociation Expansion (NDE)
functions have been proposed by J. P. Tromp and
R. J. Le Roy [44]. These representations also need the
use of the traditional methods [19, 39] but have the
ability to provide reliable predictions for vibrational
levels lying above the highest one observed. Since in
the iodine (B-X) 12 system above v’ = 80, the last
vibrational level considered in this work, clear band
structures are no longer easily observable [21], because
of the existence of both hyperfine structures which
are of the same order of magnitude as the rotational
structure and mixing between u and g states [34],
o compact » representation of the (B-X) I2 system
was achieved using only the traditional method

(Dunham series-RKR potentials and computed CDCs
[19]).

It follows that in this last representation the vibra-
tional and rotational constants of the B state are
« effective » constants rather than «true » molecular
ones, because the quantum eigenvalues of the IPA
potential do not represent with enough accuracy the
observed G(v) and B(v) values at least in the medium
region 40  v’  60, as recalled above. It was not

possible to obtain an accurate « compact » represen-
tation based on a pure quantum-chain « IPA poten-
tial-computed CDC, ».

But the reason why the potential of the B state
cannot be represented within experimental uncertain-
ties throughout its whole depth (from v’ = 0 to

v’ = 80) by a pure quantum potential was not clear
to us, until the very recent work of J. P. Pique et al.
who have shown (Refs. [34a] and [34b], Annexe III,
p. 289) that the B state should be slightly perturbed by

the 1’g state (around v’ - 58 and v’ - 78) through
hyperfine interactions occurring between the BO’
and 1’g states. In other words, IPA calculations seem
to act as a good « perturbation detector &#x3E;&#x3E; ([24, 25]
see Fig. 10) and finally it follows now that, in a natural
way, only effective G’ v and Bv values can be used for
the « compact &#x3E;&#x3E; representation of the whole (B-X)12
system. Again, the advantage of the iterative process
used in this work is perceptible since in our fits vibra-
tional and rotational constants remain free, while
using IPA potentials they are no more. Therefore,
in presence of weak perturbations, for the « compact &#x3E;&#x3E;
representation the traditional method, which is more
flexible, has to be used.

6. Conclusion.

The (B-X) 12 system of iodine constitutes now one of
the few diatomic molecular systems which is accurately
known. It has been analysed entirely by means
of the simple oscillator model in the framework of the
Bom-Oppenheimer approximation which seems to
be adequate for the analysis of the data field situated
below the dissociation limit (Fig. 3). Above this limit,
for high v’ and J’ values the Bom-Oppenheimer
approximation may be insufficient : with this restric-
tion in mind, the whole observed (B-X) I2 system can
be recalculated, within experimental uncertainties,
provided that the vibrational and rotational constants
are known; in other words the recalculation of the
wavenumbers of the 100 000 recorded lines in the
iodine Atlases needed the knowledge of only
45 Dunham expansion coefficients describing both
the X state (up to v’ = 19) and the B state (up to v’ = 80),
(plus one empirical scaling factor defining the effective
Mv constants). As a result of this work a series of
atlases representing the iodine absorption spectrum
ranging from 11000 to 20 040 cm - ’ serve, universally,
at present time, as standard reference for calibration
purposes mainly in Laser spectroscopy.

This achievement is the best proof of the high quality
of the F.T.S. measurements as well as an excellent
illustration of the high degree of confidence reached
in modem diatomic theory [9, 19, 23, 24, 37-42].
However, the tremendous « compact &#x3E;&#x3E; representation
of the (B-X) 12 system was obtained assuming that
« effective » vibrational and rotational constants are
sufficient to describe the B state; indeed, it was not

possible to compute a quantum potential of the B
state through its whole depth using the IPA method
[23, 24]. Thus, some amount of work remains in
order to put directly in evidence the genuine pertur-
bation induced by the 1’g state; and according to the
work of J. P. Pique et al. some weak absorption lines
belonging to the X - 1’g system should be observed
in the 19 800 cm-’ region where the vibrational levels
around v’ ~ 58 are situated
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