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Résumé. — Le concept de transfert de charge électronique est trés adéquat pour I'étude de la contribution ionique
des liaisons chimiques dans les alliages métalliques. Dans cet article nous analysons les différentes définitions
possibles du transfert de charge. Cela nous améne a introduire quelques états de référence de fagon que le transfert
de charge soit défini comme la différence nette entre la charge d’'une cellule atomique dans l'alliage de référence
et la charge de la méme cellule dans I'état fondamental de l'alliage. Les conditions requises pour qu’il y ait consis-
tance interne et accord avec les résultats empiriques nous permettent de faire la discrimination entre les états de
référence possibles ainsi que de sélectionner une définition du transfert de charge convenable.

Abstract. — The concept of electronic charge transfer is a convenient one to study the ionic contribution to the
chemical binding in simple metallic alloys. In this paper we analyse several possible definitions of charge transfer.
This leads us to introduce several reference alloy states, such that charge transfer is defined as the net difference
between the charge of an atomic cell in the reference alloy and the charge of the same cell in the ground state of
the alloy. The requirements of internal consistency and consistency with empirical expectations permit us to
discriminate between the possible reference states and to select a convenient definition of charge transfer.

1. Introduction. — The concepts of electronegativi-
ty [1] and electronic charge transfer [2] have proved
very useful for an understanding of chemical trends
in molecules [1, 3-9], alloys and compounds [1, 2,
10-33]. The electric dipole moment of a molecule AB
can be related to the difference (X, — Xjp) between
the electronegativities of atoms A and B [3]. The ionic
character of the bond can be quantified by the charge
transfer Q, which is a function of the electronegativity
difference. The simplest proposal for this function (in
the small charge transfer limit) is a linear function,
that is,

Q =7(Xa — Xy, 1)

where y is a constant. Then the dipole moment D can
be calculated as D = QR, where R is the internuclear
distance. More sophisticated functional relationships
between Q, X, and Xy have also been proposed [10].
Equation (1) (and more refined versions) have been
used for estimating chemical shifts in photoemission
spectroscopy [5, 6], quadrupole coupling constants
and infrared vibrational intensities [7]. The effect of
the charge transfer on dissociation energies [8], force
constants and bond lengths has also been studied [9].
The relation between Q and (X, — Xp) has not been

tested in a convincing way due to the difficulties in
defining [2] and calculating the charge transfer. The
density functional theory, initiated by Hohenberg
and Kohn [34], has helped to put the concept of elec-
tronegativity on sound grounds. Parr et al. [35] have
identified the electronegativity with the negative of the
chemical potential of the density functional theory.

The concepts of electronegativity and charge trans-
fer have also been used in the study of the chemical
binding in alloys and compounds. As selected appli-
cations we mention that Miedema et al. [11-13] have
developed a successful semiempirical theory of alloy
formation which gives satisfactory semiquantitative
estimates of the heat of formation AH of solid and
liquid alloys. In this theory

AH o ¢;(X, — Xp)® + c,(ma® —my®? ()

where (X, — Xp) is the difference of electronegativity
between the two metals and (ni/® — ng/?) is the diffe-
rence of interstitial electron density (to the power one
third). ¢, and ¢, are known constants. Miedema et al.
have successfully extended this theory to other impor-
tant problems like the heat of adsorption [14] and
surface segregation [15, 16]. The concept of charge
transfer is crucial in the interpretation of Mossbauer
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isomer shifts [17, 18]. Photoemission threshold data
are also related to electronegativities [4, 10].

Another important use of electronegativity in crystal
binding theory is the construction of structural maps
for solid compounds and solubility maps for alloys.
By characterizing each binary solid compound by two
coordinates, one of them being usually a measure of
the difference of electronegativity between A and B,
and plotting the points in a map where the two axes
measure the two coordinates mentioned above, it is
possible to delineate simple contours which locate dif-
ferent crystal phases in different regions of the map.
This method, first used by Mooser and Pearson [19],
has been applied recently by several authors with
great success [20-25]. Similar maps have also been
constructed to establish a systematics of solid solubi-
lity in metallic alloys [26-30] and to predict the type
of sites adopted by ions implanted in metals [30-33].

Although the advances in computational solid state
physics have been enormous during the past years,
some of the problems mentioned above are still too
difficult to be treated by ab initio computations and
semiempirical methods are at present the only way
of tackling those problems. Electronegativity and
charge transfer are at the heart of those semiempirical
methods. It is then interesting to inquire deeply into
these two concepts. A self-consistent calculation of the
electron density in the alloy can, in principle, give the
charge transfer between the components. The main
difficulty is to set up the reference state with respect
to which the charge transfer is measured. One can
imagine several useful references, for instance : a) the
fictitious alloy formed by placing unrelaxed free atoms
at the appropriate lattice sites. This construction of
the reference alloy corresponds to the usual linear
superposition of atomic densities often used in cons-
tructing the crystal potential in an energy band calcu-
lation [36], b) the pure metals, c¢) transformed metals
with atomic volumes equal to the volume per atom
in the alloy, etc. These different reference alloys often
lead to a different magnitude of the charge transfer,
and in some cases to a qualitative disagreement with
the results expected from the empirical electronegati-
vity scales. In spite of these undesirable features, the
concepts of charge transfer and electronegativity are
currently used because these concepts provide a
convenient framework to study chemical trends in
classes of compounds.

Two important requirements that a definition of
charge transfer (that is, a definition of the reference
alloy) should satisfy are : a) internal consistency, b)
agreement with the expectations from the empirical
electronegativity scales. Internal consistency means
that the calculated charge transfer should agree with
the expectations from the electronegativity differences
in the reference alloy. This assumes that we have a
theory that gives a way of calculating the difference
of electronegativity in the reference alloy. The second
requirement is self-explanatory.
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In the rest of this paper we compare the results
obtained for the charge transfer in simple metallic
alloys, corresponding to three different definitions of
the reference alloy. The more successful results are
obtained for a reference alloy introduced by Alonso
and Girifalco [37].

2. Three possible definitions of the charge transfer
in a simple alloy. — Let us consider two pure metals A
and B, with equilibrium volumes per atom Q2 and Q5
and with electron density distributions n3(r) and n3(r).
The formation of an A, 5 B, 5 alloy can be separated
in two steps. (In what follows we assume that the
excess volume of formation is zero.)

Model 1. — In the first step the metals are cut up
into atomic cells and these cells are then placed at the
appropriate lattice sites in order to form the alloy.
The electron density is assumed to be frozen during
this process. The reference alloy built up in this way
is composed of atomic cells with volumes Q2 and Q2,
but the electron density (equal to n(r) in the A cells
and equal to n3(r) in the B cells) is different from the
ground state electron density of the alloy. In a second
step the electron density is allowed to relax, to reach
its ground state distribution n,g(r). The charge
transfer Q, is defined as the charge flowing between
cells in the second step, that is

9, = J [ag(r) — nR(x)] dr

= - j [nan(r) — np(®]dr. 3
Qo

B

The situation is depicted in figure 1. The electron
density of the reference alloy is discontinuous across
the surface between unequal cells. Since the electron
density is defined as a positive quantity, Q, is positive
if the A cells, with volume Q7, end up with an excess
of electrons after the relaxation step ; and it is negative
if the A cells end up with a deficit of electrons.
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Fig. 1. — Electron density of Mg, ;Ca, s in the ground
state (n,g(r)), and in the reference alloy states of model 1
(n°(r)), model 2 (n*(r)) and model 3 (n°(r)).
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Model 2. — The pure metals are first transformed
(one of them is compressed and the other is expanded)
until they have equal atomic volumes, QF = Qf,
given by

QF = Qf =(Q + Q2. 4

The transformed metals are now cut up into atomic
cells and the reference alloy is built up by placing
these cells at the appropriate lattice sites. The electron
density is #X%(r) in the A cells and #§(r) in the B cells.
In a second step, the electron density is allowed to
relax. After relaxation, the electron density becomes
nag(r) and the charge transfer, Q,, is defined

0, = j [nap(r) — nk()] dr
o

A

—j [as® — @] dr. ()
N

The situation is depicted in figure 1. The electron
density of the reference alloy is discontinuous across
the surface between dissimilar cells, but the disconti-
nuity is smaller than in model 1. Model 2 has been
used by Hodges and Stott [38] in their theory of the
heat of formation of simple alloys.

Model 3. — The pure metals are first transformed
(one of them is compressed and the other is expanded)
until they have new atomic volumes Qf and Qf,
such that the electron densities at the surface of the
atomic cells are equal, that is

HA(RY) = ny(Rg) (6)

where R; and R§ are the atomic cell radii of the
transformed metals (QF = $n(RF)3; i = A, B). QF
and Qf are fixed by equation (6) plus the condition
that the excess volume of formation is zero, that is,

Q2+ Q) =QF + QF. @)
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The transformed metals, with atomic volumes QF
and electron densities nf(r) (i = A, B) are now cut
up into cells and these are placed at the appropriate
alloy lattice sites. This procedure sets up the reference
alloy. Finally, after relaxation of the electron density
to reach its ground state 7, (r), the charge transfer Q,
becomes

9,

Il

J [nap(r) — nj(r)] dr
QP

A

- j [nap(®) — ng(X)]dr. ®)
QP

B

The situation is illustrated in figure 1. This reference
alloy was introduced by Alonso and Girifalco [37]
in a study of the heat of formation of alloys.

From the density functional theory of alloy for-
mation formulated by Hodges and Stott [38], as well
as from chemical intuition [1], one expects that, for
small charge transfer, Q is linearly proportional to
the difference Au between the internal electronic
chemical potentials of the atomic cells in the reference
alloy

Q, o (ug — 4R, (%a)
Q, oc (ug — ux), (9b)
Q; o< (up — ph) . (%9c)

This expectation is also built up in semiempirical
theories [1, 12, 13], although the semiempirical
chemical potential (semiempirical electronegativity)
can not be easily related to a reference alloy.
u? (i = A, B) is the internal chemical potential of the
pure metal at the equilibrium volume Q°. u* and uf
are the internal chemical potentials of the pure metal
at the transformed volumes Q* or Q.

3. Results. — The electron density of the reference
alloy (that is, n)(r), n¥(r) and nf(r); i = A, B) has been

Table 1. — Difference of chemical potential between the B and A cells of the reference alloy and electronic charge
transfer. Ay is given in atomic units and Q in electron units.

Model 1
Alloy (A-B) Q, My — M3
Mg-Ca - 0.39 - 0.016 6
Mg-Sr — 0.53 —0.020 1
Mg-Ba - 0.58 —0.0213
Ca-Sr - 0.16 — 0.003 6
Ca-Ba — 024 — 0.004 7
Sr-Ba — 0.08 — 0.001 2
Na-K - 022 — 0.0000
Na-Rb - 0.28 — 0.000 7
Na-Cs —0.37 — 0.002 7
K-Rb - 0.07 — 0.000 8
K-Cs - 0.17 0.002 7
Rb-Cs —0.11 0.001 9
Mg-Li - 0.33 - 0.0174
Al-Li - 0.83 — 0.060 1

Model 2 Model 3
Q, Hg — px Qs My — Ha
0.25 0.064 1 0.08 0.044 3
0.35 0.085 8 0.11 0.058 4
0.40 0.094 5 0.13 0.064 2
0.11 0.024 1 0.04 0.016 7
0.17 0.034 7 0.05 0.023 6
0.05 0.0105 0.02 0.007 2
0.11 0.031 4 0.04 0.027 5
0.14 0.0420 0.05 0.0338
0.20 0.0530 0.08 0.042 6
0.03 0.009 1 0.01 0.007 4
0.10 0.0229 0.04 0.018 5
0.06 0.014 1 0.02 00114
— 0.38 — 0.028 2 0.05 0.044 8
— 0.58 —0.0149 0.11 0.116 3
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computed by using a self-consistent density functional
pseudopotential method [39], applied previously by
the authors to study the elastic properties of pure
metals [40-42]. The pseudopotential used is Ashcroft’s
model potential [43]. The only parameter in this
pseudopotential is the ionic empty core radius.
This radius has been chosen by requiring that the
theoretical equilibrium atomic volume equals the
experimental value. The ground state electron density
n,p(r) of the alloy has been obtained by an extension
of the same method to alloys. The method has been
recently used to calculate the heat of formation of
disordered alloys of simple metals [44]. In the compu-
tation of n,g(r), the alloy is separated in two types of
atomic cells (A cells and B cells) and appropriate
matching conditions are imposed at the cell boun-
daries. In the alloy, each element is characterized by
the same pseudopotential used for the pure metal
Calculations have been performed for twelve homo-
valent alloys (six alkaline alloys and six alkaline-
earth alloys) and two heterovalent alloys (Li-Mg and
Li-Al). The results are given in table 1. Three sets of
results are given in this table.

The first set gives the charge transfer Q,, according
to model 1, and the difference [u3 — u3] between the
electrochemical potentials of the pure metals. The
second set gives the charge transfer Q,, according to
model 2, and the difference [uf — uX] between the
internal chemical potentials of the (transformed)
metals with equal atomic volume. The third set gives
the charge transfer Q,, according to model 3, and the
difference [uf — phi] between the internal chemical
potentials of the (transformed) metals with equal cell
boundary electron density. Table I shows that the
sign of [ug — pa] depends on the election of the
reference alloy. It is positive for all alloys in model 3.
The same happens in model 2 except for the two
heterovalent alloys. The situation is very different
in model 1, where [uS — u3] is negative except for
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Fig. 2. — Electronic charge transfer versus the difference of
internal chemical potential Au in the reference alloy for the
alloys presented in table I. Ay is defined as positive.
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K-Cs and Rb-Cs. Also the sign of the charge transfer Q,
depends on the model. If the model is internally
consistent, the electronic charge will flow from the
cells with the higher chemical potential to the cells
with the smaller chemical potential. Since Q has been
defined as the excess number of electrons in the A
cells, Q and [ug — pa] should be of equal sign if
the model is internally consistent. Table I shows that
this condition is violated by two alloys, K-Cs and
Rb-Cs, in model 1. Equations (9) form a more precise
statement of the internal consistency requirement.
The analysis is provided in figure 2, where the charge
transfer is plotted against the difference of chemical
potential. In this figure Ap is defined positive, that is

Ap =py —p s (10)
where p . is the higher of (14, ug) and p_ is the lower of
(ta, pg). The charge transfer Q is defined positive if
the flow of electrons is in the right direction, that is,
from the cells of high chemical potential (1, ) to the
cells with low chemical potential (u_). As we have
already mentioned, model 1 is found unsuccessful
because : a) Q, is negative in two cases, b) many
alloys with a similar (and small) Au have widely
differing values of Q,. The interpretation of this
failure is the following one : figure 1 shows that the
electron density is discontinuous at the boundaries
between A and B cells. This discontinuity can be
smoothed out by a transfer of electrons from the cells
with the higher electron density to the cells with
the smaller electron density. The charge transfer
induced by the density mismatch can, in some cases,
oppose the charge transfer induced by Au°. The two
exceptions in figure 2 (K-Cs and Rb-Cs) correspond to
a situation in which the effect of An°(R°) dominates.
In conclusion, the driving force for charge transfer in
model 1 is not Au°, but the combined effect of Au°
and An°(R°). This combined function can not be
easily defined, and this model 1 is not a convenient
one to study charge transfer effects.

Models 2 and 3 are more successful. The sign of
the charge transfer agrees with the expectations from
the chemical potential difference in the reference
alloy. Both models give rise to a linear relation
between Q and Ay for the alloys with AZ = 0. AZ is
the difference of valence between the two components
of the alloy. The two alloys with AZ # 0 do not fit
into this particular linear relation, but the results for
AZ = 0 suggest that other linear relations will also
be obtained for alloys with AZ =1, AZ = 2, etc.
In conclusion, figure 2 disfavours model 1. In this
context, models 2 and 3 are both internally consistent.
In model 2 the density is also discontinuous across
the boundaries between unequal cells of the reference
alloy. But since this discontinuity is much reduced,
compared to model 1, the problems of model 1 are
not present in model 2.

These three models can be further compared in a
plot of Q versus the empirical electronegativity
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of empirical electronegativity. A¢ is defined positive.

difference, A¢. The scale of Miedema et al. [12, 13]
has been used for this purpose. The results are given
in figure 3. A¢ has been defined positive, that is

A¢=¢+ —¢—’ (11)

where ¢, is the largest and ¢_ is the smallest of
(DA D), da and ¢g being the empirical electro-
negativities of metals A and B. Q is defined positive if
the flow of electrons is in the direction predicted by A¢,
that is, from the metal of electronegativity ¢_ to the
metal of electronegativity ¢,. To make contact with
equation (10) and figure 2 we must notice that chemical
potential and electronegativity have opposite signs.
In fact, Parr et al [35] have defined the electro-
negativity of an atom as the negative of the electronic
chemical potential obtained from the density func-
tional theory. Figure 3 shows that model 1 fails again
because Q, has, for all these alloys, the wrong sign.
Model 2 fails for alloys with AZ # 0. Finally, model 3
is in agreement with empirical expectations, since the
sign of Q, agrees in all cases with the sign of A¢.
The figure shows that the function Q; = Q,(A¢) is
approximately linear for small A¢.

4. Discussion and conclusions. — The three refe-
rence alloy states analysed in this paper have been
used by several workers in connection with the
transfer of electronic charge in metallic alloys. The
reference alloy corresponding to model 1 has been
used by Tamaki et al. [45]. They found that, in liquid
Mg-Sn alloys, electrons are transferred from Sn cells
to Mg cells. This direction of the charge flow disagrees
with the expectations from the empirical electro-
negativity scales [13]. This is a common defect of the
definition of charge transfer in model 1, as we have
shown in figure 3. In consequence, we conclude that
the pure metal atomic volumes are not useful reference
volumes in the alloy. A separation of the alloy in
equal-volume atomic cells has also been used by
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several authors [38, 46-52] and it corresponds to
model 2 of this paper. The definition of charge transfer
given by this model is more successful, but it also
presents some difficulties, as figure 3 shows. This
means that the Wigner-Seitz cells of a binary alloy
do not have much physical significance in connection
with charge transfer. Finally, the definition of charge
transfer induced by model 3 does not present the
problems of the other two models. First, it is internally
consistent, that is, the charge transfer Q is propor-
tional to the difference of chemical potential between
the atomic cells of the reference alloy, and second,
it is consistent, in all the cases studied, with the
expectations from the empirical electronegativity
scales. This fact makes model 3 a convenient frame-
work to study the electronic charge transfer. The
reference alloy with neutral cells of volumes Qf,
QF and electron densities ni(r) and nb(r) is similar,
in spirit, to the valence state introduced by Parr ez al.
[35] for molecules.

We therefore conclude that the volumes QF and Qf
are a convenient measure of the effective volume of
atoms A and B in a binary alloy, and that Q, is a
convenient measure of the effective charge. The
energy effect associated to the charge transfer is
considered in other papers [37, 38, 44]. Due to the
transfer of electronic charge, a lowering in the energy
of the alloy is obtained, which, in the small charge
transfer regime, can be written (for the A, 5 B, 5 alloy)

AH e = — 3 Q3(up — 13) . (12)

Nevertheless, two comments are necessary. First,
we stress that the discussion of charge transfer given
in this paper is restricted to simple alloys formed by
nontransition metals. In the case of transition metal
alloys, changes in the electronic configuration at a
site which conserve the total number of electrons at
the site (that is, an interchange of d and s-p electrons
conserving the number of s-p plus d electrons at the
site) occur in addition to charge transfer between atoms
at neighbour sites. These configurational changes
at a site are very important for the cohesion of tran-
sition metal alloys and the intersite charge transfer
may not be the optimum characterization of the
charge transfer.

Second, our discussion does not imply that the
energetic effect associated to the charge transfer is
responsible for the energy of cohesion of the alloy
(with respect to the pure metals). In other words,
we are not advocating an ionic picture of alloy for-
mation. What we have treated here is the ionic contri-
bution to the heat of formation. But other contri-
butions exist. For instance, electron density mismatch
contributions [11-13, 37]. These contributions are
taken into account in model 3. Covalent contri-
butions also exist which are crucially important in
transition metal alloys [53-55]. A convincing theory
of cohesion in transition metal alloys has been given
by several authors [53-56].

ionic
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The picture of alloy formation provided by model 3
is correct in particularly simple classes of alloys,
like alloys formed by two alkali metals or two alkaline-
earth metals. This has been recently shown by the
authors [44] by comparing the heat of formation
calculated from the two steps of model 3 with the
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heat of formation obtained by direct subtraction of
energies calculated using the density functional forma-
lism.
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