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#### Abstract

Résumé. - L'équation intégrale de la diffusion est résolue exactement dans le cas d'un potentiel exponentiel gaufré bidimensionnel. L'on obtient un ensemble infini d'équations intégrales couplées, contenant des fonctions inconnues proportionnelles aux amplitudes des ondes. Cet ensemble est traité numériquement en utilisant le processus itératif de Neumann. Pour une surface ayant une cellule carrée et un profil de corrugation sinusoïdal, le domaine de convergence est déterminé. Les résultats numériques sont comparés à ceux obtenus en traitant la diffusion par un potentiel de mur dur gaufré. La pente finie du potentiel exponentiel produit une augmentation de l'intensité du faisceau spéculaire et une réduction de toutes les autres intensités. Ce fait s'explique qualitativement en considérant la pénétration des ondes dans le potentiel. Les singularités apparaissant dans les intensités des différents faisceaux lorsque l'un d'eux émerge sont analysées. Elles sont de deux types, et dépendent du couplage entre le faisceau considéré et le faisceau émergeant. Leur forme et amplitude sont fortement dépendantes du coefficient d'amortissement de l'exponentielle et leur mesure devrait permettre la détermination de cette quantité.


#### Abstract

The integral equation for the scattering is solved exactly for a two-dimensional exponential corrugated potential. An infinite set of coupled integral equations involving a function proportional to the wave amplitude has been found. This set is numerically solved by a Neumann iterative process. For a surface square unit cell and a sinusoidal corrugation profile, the convergence domain is determined and numerical results are obtained which are compared to those given by the hard corrugated wall potential. The finite slope of the potential yields an enhancement of the specular intensity and a reduction of all the others. This is qualitatively explained by considering of wave penetration. The singularities which appear in the different beam intensities when a beam is emerging are analysed. They are of two types depending on whether the beam is strongly coupled or not to the emerging one. As their shape and amplitude depend strongly upon the damping coefficient of the exponential, their measurement could allow the determination of this quantity.


1. Introduction. - Experimental data for the scattering of neutral particles by a periodic surface are in numerous cases compared to calculated intensities obtained with the hard corrugated wall potential (HCWP) defined by

$$
\begin{array}{ll}
V=\infty & z<\varphi(x, y) \\
V=0 & z>\varphi(x, y) .
\end{array}
$$

Generally one determines a periodic corrugation function $\varphi$ which gives the best fit between experimental and calculated intensities (see for instance refs. [1, 2]). This function gives something like the electronic isodensity profile on the surface, the
periodicity of which coincides generally with the atomic surface periodicity. Therefore this function is often called surface profile.

Furthermore the HCWP with a well having a long-range attractive part varying as $z^{-3}$ [3, 4], gives a good description of the structures observed experimentally in the diffracted beams in the vicinity of conditions for which resonance with bound states is satisfied.

On the other hand, from the observation of these resonances one deduces the energy of the bound states. In all cases a Morse, or a nine-three, or more elaborate potential of this type [5] gives good agreement between calculated energy levels and the experi-
mental data. This gives the zero order Fourier component of the potential which has in the repulsive region a finite slope.
In fact, the adjustment of the energy levels is not very sensitive to the stiffness of the repulsive potential part in the continuum region and hence the fit to beam intensities is probably a better way to determine this repulsive part.

At short distances from the surface the overlap of the electronic wave functions of the incident atom and the crystal surface is responsible for the appearance of repulsive forces. Usually this does not lead to a potential of infinite stiffness and this qualitative conclusion is confirmed by a reliable potential calculation [6]. Hence the HCWP is only an approximate representation of the real potential.

Thus the following question arises : why does the HCWP seems to be so successful in interpreting the experimental data? In part the answer may lie in the quality of available data. In an experimental set up the incident beam is not strictly monoenergetic and has a small but finite angular spread, and the same is true for the detector. Consequently the diffracted peaks are broadened, the broadening being a function of incident angle and diffraction order. Also the crystal has a finite temperature yielding an attenuation of the measured intensities. Therefore it is necessary to correct for peak broadening and to measure the thermal attenuation of intensity in order to extrapolate to zero temperature if one wants to make a precise comparison with the calculated intensities. To the author's knowledge there is just one reported result where the two corrections have been made [2]. Even in this work, after correction, the experimental unitarity is less than 0.8 which is probably due to incoherent in plane or out of plane scattering. In these conditions an approximate potential such as the HCWP, could give a good representation of the experimental data.

With intensity measurements now becoming more and more precise, it seems necessary to work theoretically with a less approximate potential. It is then natural to consider a potential of finite stiffness which, contrary to HCWP, allows wave penetration. This effect has been modelled previously by using a HCWP of finite height $\left(V=V_{0}, z<\varphi(x, y)\right)$ called the soft wall potential [7]. The results show a significant effect on the calculated beam intensities as the height $V_{0}$ decreases. Nevertheless this seems to be an improper way to represent physical reality. In order to have a more realistic picture we have considered recently [8] the one-dimensional exponential corrugated potential (ECP)

$$
V=C \exp [-\chi(z-\varphi(x))]
$$

which gives the HCWP as $\chi$ goes to infinity. The scattering problem has been solved without approximation. Numerical calculations imply the solution of an infinite set of coupled integral equations. With
the procedure adopted a convergent solution is obtained only with small corrugation amplitude. In the domain of convergence numerical results show clearly that, compared to a hardwall, a soft potential enhances the specular and reduces the intensity of all other diffracted beams. The wave penetration reduces the effect of multiple scattering.

In this paper the theoretical developments are presented with more details for a two-dimensional surface with corrugation function $\varphi(x, y)$. A set of coupled integral equations is obtained as before but here the unknown functions are the $t$ matrix elements which are directly linked to the scattered wave amplitude. This set is solved by an iterative process. Compared to the previous work the domain of convergence is further extended. Particular numerical results are reported for the case when, varying the incident angle, a beam emerges from a closed to an open channel.

Similar previous works are the so-called coupled channel calculations initiated by Wolken [9] in which the infinite set of coupled differential equation is solved numerically. Generally the authors take account of only a few potential Fourier components. All these components are included in the ECP calculation and therefore the two potentials used in these two different approaches are substantially different.
2. General theory. - The starting point is the integral form of the Schrödinger equation in the two-potential formalism :

$$
\begin{align*}
\left|\psi_{\mathrm{i}}^{+}\right\rangle=\left|\phi_{\mathrm{i}}\right\rangle+( & \left.E_{\mathrm{i}}-H_{0}+i \varepsilon\right)^{-1} \times \\
& \times[V(\mathbf{R}, z)-U(z)]\left|\psi_{\mathrm{i}}^{+}\right\rangle \tag{1}
\end{align*}
$$

with

$$
H_{0}=-\frac{\hbar^{2}}{2 m} \nabla^{2}+U(z)
$$

As usual the direction Oz is taken normal to the surface, and respectively a position $\mathbf{r}$ or a wave vector $\mathbf{k}$ is decomposed into parallel ( $\mathbf{R}, \mathbf{K}$ ) and normal ( $z, k_{z}$ ) components to the surface.

The two potentials $V$ and $U$ are assumed to have only positive values and to be continuous decreasing functions of $z . U(z)$ is chosen in such a way that the continuous sets of eigenvalues $e_{p}$ and eigenfunctions $\mathrm{e}^{i \mathbf{K} \cdot \mathbf{R}} \phi_{p}(z)$ of $H_{0}$ are known.

Letting

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \phi_{q}^{*}(z) \phi_{p}(z) \mathrm{d} z=B^{2} \delta(q-p) \tag{2}
\end{equation*}
$$

the projection operator is given by

$$
\begin{align*}
& P=\frac{1}{4 \pi^{2} B^{2}} \int_{-\infty}^{+\infty} \mathrm{d} \mathbf{K}\left|\mathrm{e}^{i \mathbf{K} \cdot \mathbf{R}}\right\rangle\left\langle\mathrm{e}^{i \mathbf{K} \cdot \mathbf{R}}\right| \times \\
& \times \int_{0}^{\infty} \mathrm{d} p\left|\phi_{p}(z)\right\rangle\left\langle\phi_{p}(z)\right| . \tag{3}
\end{align*}
$$

The potential $V(\mathbf{R}, z)$ being periodic in $\mathbf{R}$, the solution of (1) can be decomposed into a sum of diffracted waves extended over all the reciprocal surface lattice vectors $\mathbf{G}$ :

$$
\begin{equation*}
\left|\psi_{\mathrm{i}}^{+}\right\rangle=\sum_{\mathbf{G}} \psi_{\mathbf{G}}(z) \exp \left[i\left(\mathbf{K}_{\mathbf{i}}+\mathbf{G}\right) \cdot \mathbf{R}\right] \tag{4}
\end{equation*}
$$

where the subscript $i$ refers to the incident condition. $\psi_{\mathbf{G}}(z)$ is expanded into the continuous set $\phi_{p}(z)$, that is to say

$$
\begin{equation*}
\psi_{\mathbf{G}}(z)=\int_{0}^{\infty} b_{\mathbf{G}}(p) \phi_{p}(z) \mathrm{d} p \tag{5}
\end{equation*}
$$

Now in the right hand side of (1) the Green operator is multiplied on the left by the projector (3), $\left|\psi_{i}^{+}\right\rangle$ is replaced by the expansion (4) taking account of (5), and the potential $V(\mathbf{R}, z)$ is expanded into Fourier components :

$$
\begin{equation*}
V(\mathbf{R}, z)=\sum_{\mathbf{G}} v_{\mathbf{G}}(z) \exp (i \mathbf{G} . \mathbf{R}) \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
v_{\mathbf{G}}(z)=\frac{1}{S} \int_{\text {u.c. }} V(\mathbf{R}, z) \exp (-i \mathbf{G} . \mathbf{R}) \mathrm{d} \mathbf{R} \tag{7}
\end{equation*}
$$

where $S$ is the area of the unit cell (u.c.). A straightforward calculation gives an expression of $\left|\psi_{\mathrm{i}}^{+}\right\rangle$ which is identified with the expansion (4). One obtains the wave function of each channel :

$$
\begin{gathered}
\left|\psi_{\mathbf{J}}(z)\right\rangle=\left|\phi_{p_{\mathbf{i}}}(z)\right\rangle \delta_{\mathbf{J O}}+\frac{1}{B^{2}} \sum_{\mathbf{G}} \int_{0}^{\infty} \mathrm{d} q b_{\mathbf{G}}(q) \\
\int_{0}^{\infty} \frac{E_{\mathbf{J}-\mathbf{G}}(p, q)-\delta_{\mathbf{J G}} M(p, q)}{e_{\mathrm{i}}-\frac{\hbar^{2}}{2 m}\left(\left(\mathbf{K}_{\mathrm{i}}+\mathbf{J}\right)^{2}+\alpha^{2} p^{2}\right)+i \varepsilon}\left|\phi_{p}(z)\right\rangle \mathrm{d} p
\end{gathered}
$$

in which

$$
\begin{equation*}
e_{p}=\frac{\hbar^{2}}{2 m} \alpha^{2} p^{2} \tag{9}
\end{equation*}
$$

with $p$ a dimensionless variable,

$$
\begin{gather*}
E_{\mathbf{J}-\mathbf{G}}(p, q)=\int_{-\infty}^{+\infty} \phi_{p}^{*}(z) v_{\mathbf{J}-\mathbf{G}}(z) \phi_{q}(z) \mathrm{d} z  \tag{10}\\
M(p, q)=\int_{-\infty}^{+\infty} \phi_{p}^{*}(z) U(z) \phi_{q}(z) \mathrm{d} z \tag{11}
\end{gather*}
$$

One finds that equation (8) is the same expression as in the so-called C.C.G.M. theory [10].
The expectation value of (8) with the state $\phi_{r}(z)$ gives an infinite set of coupled integral equations which determines the unknown dimensionless coefficients $b_{\mathbf{G}}(p)$ :

$$
\begin{align*}
& b_{\mathbf{J}}(r)=\delta\left(r-p_{\mathbf{i}}\right) \delta_{\mathbf{J O}}+ \\
& +L_{\mathbf{J}}(r)\left[e_{\mathrm{i}}-\frac{\hbar^{2}}{2 m}\left(\left(\mathbf{K}_{\mathbf{i}}+\mathbf{J}\right)^{2}+\alpha^{2} r^{2}\right)+i \varepsilon\right]^{-1}  \tag{12}\\
& L_{\mathbf{J}}(r)=\frac{1}{B^{2}} \sum_{\mathbf{G}} \int_{0}^{\infty} \mathrm{d} q b_{\mathbf{G}}(q) \times  \tag{13}\\
& \quad \times\left[E_{\mathbf{J}-\mathbf{G}}(r, q)-\delta_{\mathbf{J G}} M(r, q)\right]
\end{align*}
$$

Apart from a normalization factor $L_{\mathbf{J}}(r)$ is equal to the $t$ matrix element

$$
t_{\mathbf{J}, \mathrm{i}}=\left\langle\mathrm{e}^{i\left(\mathbf{K}_{\mathbf{i}}+\mathbf{J}\right) \cdot \mathbf{R}} \phi_{\mathbf{r}}(z)\right| V(\mathbf{R}, z)-U(z)\left|\psi_{\mathrm{i}}^{+}\right\rangle .
$$

The set of integral equations between these elements is readly obtained by replacing in (13) the $b_{\mathbf{G}}(q)$ by their expression (12). One gets :

$$
\begin{equation*}
L_{\mathbf{J}}(r)=\frac{1}{B^{2}}\left[E_{\mathbf{J}-\mathbf{o}}\left(r, p_{\mathbf{i}}\right)-\delta_{\mathbf{J O}} M\left(r, p_{\mathrm{i}}\right)+\sum_{\mathbf{G}} \int_{0}^{\infty} \mathrm{d} q \frac{\left(E_{\mathbf{J}-\mathbf{G}}(r, q)-\delta_{\mathbf{J G}} M(r, q)\right) L_{\mathbf{G}}(q)}{\left.e_{\mathrm{i}}-\frac{\hbar^{2}}{2 m}\left[\left(\mathbf{K}_{\mathbf{i}}+\mathbf{G}\right)^{2}+\alpha^{2} q^{2}\right]+i \varepsilon\right]}\right] \tag{14}
\end{equation*}
$$

The solution of this latter set may be easier to obtain because it does not contain the delta function $\delta\left(r-p_{\mathrm{i}}\right)$.
3. Application to the exponential corrugated potential. - For this case the potential is :

$$
V(\mathbf{R}, z)=C \exp [-\chi(z-\varphi(\mathbf{R}))]
$$

and one takes

$$
U(z)=C \exp [-\chi z]
$$

3.1 The eigenvalues and eigenvectors of $H_{0}$ are very well known [11] as

$$
\begin{gather*}
e_{p}=\frac{(\hbar \chi)^{2}}{8 m} p^{2}, \\
p=\frac{2 k_{z}}{\chi} \text { and from (9) } \alpha=\frac{\chi}{2}  \tag{15}\\
\mathrm{e}^{i \mathbf{K} \cdot \mathbf{R}} \phi_{p}(z)=\left(\frac{p \sinh (\pi p)}{\pi}\right)^{1 / 2} K_{i p}(y) \mathrm{e}^{i \mathbf{K} \cdot \mathbf{R}}  \tag{16}\\
y=\frac{(8 m C)^{1 / 2}}{\chi \hbar} \exp \left(-\frac{\chi z}{2}\right) \tag{17}
\end{gather*}
$$

where $K_{i p}$ is the modified Bessel function of the second kind of imaginary order $i p$. Its integral repre-
sentation [12] shows immediately that this function has only real values and that it tends to zero as $z$ tends to $-\infty$. The asymptotic expansion allows us to determine its limiting value as $z$ tends to $+\infty$, which gives :

$$
\begin{align*}
& z \rightarrow+\infty, \quad \phi_{p}(z) \rightarrow \sin \left(\frac{\chi}{2} p z-\beta_{p}\right)  \tag{18}\\
& \beta_{p}=\arg \left[\left(\frac{2 m C}{\chi^{2} \hbar^{2}}\right)^{i p / 2}(\Gamma(1+i p))^{-1}\right] \tag{19}
\end{align*}
$$

In this limit, for a given eigenvalue, the constant $C$ yields only a modification of the phase shift.

In order to determine the normalization factor $B^{2}$ one considers the potential $U(z)$ limited by an infinite wall at $z=l$ with $l$ positive and very large. In the vicinity of the wall the eigenfunctions are given by (18). They should vanish for $z=l$ and this gives the discrete set of values $p_{n}$ taken by the parameter $p$

$$
\frac{\chi}{2} p_{n} l-\beta_{p_{n}}=n \pi
$$

The normalization integral over the interval $-\infty$, $l$ can be solved [13] and the result shows that when $l$ increases indefinitely it behaves like

$$
\left\langle\phi_{p_{m}} \mid \phi_{p_{n}}\right\rangle\left\{\begin{array}{rll}
0 & \text { if } & p_{m} \neq p_{n} \\
=\frac{l}{2} & \text { if } & p_{m}=p_{n}
\end{array}\right.
$$

Omitting the component due to $\mathbf{R}$ variable, the projector is given by

$$
\begin{equation*}
\frac{2}{l} \sum_{n=0}^{\infty}\left|\phi_{p_{n}}\right\rangle\left\langle\phi_{p_{n}}\right| \tag{20}
\end{equation*}
$$

Now taking the limit $l \rightarrow+\infty$ of (20) and comparing the result to expression (3) one gets

$$
\begin{equation*}
B^{2}=\frac{\pi}{\chi} \tag{21}
\end{equation*}
$$

The Fourier components of the potential are proportional to $U(z)$ :

$$
v_{\mathbf{G}}(z)=v_{\mathbf{G}} U(z)
$$

$$
\begin{equation*}
v_{\mathbf{G}}=\frac{1}{S} \int_{\text {u.c. }} \exp [-i \mathbf{G} \cdot \mathbf{R}+\chi \varphi(\mathbf{R})] \mathrm{d} \mathbf{R} \tag{22}
\end{equation*}
$$

If the amplitude of the corrugation function is written as $h a$, where $a$ is a typical length of the surface lattice and $h$ a dimensionless parameter, the constant $v_{\mathbf{G}}$ depend upon the product $\chi h a$. Particularly they increase with $\chi$ to reach infinite value for the HCWP.

From expression (10) one sees immediately that

$$
E_{\mathbf{J}-\mathbf{G}}(p, q)=v_{\mathbf{J}-\mathbf{G}} M(p, q)
$$

the matrix element $M$ being equal to [11]

$$
M(p, q)=\frac{\pi \chi \hbar^{2}}{16 m} f(p, q)
$$

with
$\left\{\begin{aligned} & p \neq q ; f(p, q)=[p \sinh (\pi p) q \sinh (\pi q)]^{1 / 2} \times \\ & \times \frac{\left(p^{2}-q^{2}\right)}{\cosh (\pi p)-\cosh (\pi q)}\end{aligned}\right.$
$p=q ; f(p, q)=\frac{2}{\pi} p^{2}$.
3.2 With the above quantities, the wave function of each beam is given by expression (8), which appears as:

$$
\begin{align*}
\psi_{\mathbf{J}}(z)=\phi_{p_{\mathbf{i}}}(z) & \delta_{\mathbf{J O}}+\frac{1}{2} \sum_{\mathbf{G}}\left(v_{\mathbf{J}-\mathbf{G}}-\delta_{\mathbf{J G}}\right) \times \\
& \times \int_{0}^{\infty} \mathrm{d} q b_{\mathbf{G}}(q) \int_{0}^{\infty} \frac{f(p, q) \phi_{p}(z)}{p_{\mathbf{J}}^{2}-p^{2}+i \varepsilon} \mathrm{~d} p \tag{24}
\end{align*}
$$

in which

$$
p_{\mathbf{J}}^{2}=\frac{4}{\chi^{2}}\left[\left|\mathbf{k}_{\mathrm{i}}\right|^{2}-\left(\mathbf{K}_{\mathrm{i}}+\mathbf{J}\right)^{2}\right]=\frac{4}{\chi^{2}}\left(k_{\mathrm{J} z}\right)^{2}
$$

Upon carrying out the second integral in (24) the limit of each $\psi_{\mathrm{J}}(z)$ is found to be zero as $z \rightarrow-\infty$. An expression suitable for looking at the limit $z \rightarrow+\infty$ is found in Appendix 1 and appears as :

- for an open channel ( $p_{\mathbf{J}}^{2}>0$ )

$$
\psi_{\mathbf{J}}(z)=\phi_{p_{\mathbf{i}}}(z) \delta_{\mathbf{J O}}-\frac{\pi^{2}}{4} I_{-i p_{\mathbf{J}}}(y) \sum_{\mathbf{G}}\left(v_{\mathbf{J}-\mathbf{G}}-\delta_{\mathbf{J G}}\right) \int_{0}^{\infty} \mathrm{d} q b_{\mathbf{G}}(q)\left(\frac{q \sinh (\pi q)}{\pi}\right)^{1 / 2} \frac{\left(p_{\mathbf{J}}^{2}-q^{2}\right)}{\cosh \left(\pi p_{\mathbf{J}}\right)-\cosh (\pi q)}+
$$

$$
+ \text { terms proportional to } \exp (-\chi z)
$$

where

$$
I_{-i p_{\mathbf{J}}}(y)=\exp \left[i\left(p_{\mathbf{J}} \chi z / 2+\beta_{0}\right)\right] \sum_{m=0}^{\infty} \frac{\exp -m\left(\chi z+2 \beta_{0}\left(p_{\mathbf{J}}\right)^{-1}\right)}{m!\Gamma\left(m+1-i p_{\mathbf{J}}\right)}
$$

with

$$
\beta_{0}=\arg \left[\left(\frac{(8 m C)^{1 / 2}}{2 \chi \hbar}\right)^{-i p_{\mathrm{J}}}\right]
$$

- for a closed channel $\left(p_{\mathbf{J}}^{2}<0\right)$ : the wave function is given by the same expression as above replacing $p_{\mathbf{J}}$ by $i\left|p_{\mathbf{J}}\right|$. Note that in this case $\delta_{\mathbf{J O}}$ is always equal to zero.

Each of these wave function is a sum of one plane wave and many exponentially damped waves for the case of an open channel. For a closed channel the plane wave is transformed into an exponentially damped one.

Taking the limit $z \rightarrow+\infty$ one finds $\psi_{\mathbf{J}}(z)=0$ for $p_{\mathbf{J}}^{2}<0$, and for $p_{\mathbf{J}}^{2}>0$

$$
\begin{align*}
\psi_{\mathbf{J}}(z)=\delta_{\mathbf{J O}} \sin \left(k_{i \mathbf{z}} z-\beta_{p_{\mathbf{i}}}\right) & \\
& +A_{\mathbf{J}} \exp i\left(k_{\mathbf{J} \mathbf{z}} z-\beta_{p_{\mathbf{J}}}\right) \\
A_{\mathbf{J}}=-\frac{\pi}{4}\left(p_{\mathbf{J}}\right)^{-1} \sum_{\mathbf{G}}\left(v_{\mathbf{J}-\mathbf{G}}-\right. & \left.\delta_{\mathbf{J G}}\right) \times  \tag{25}\\
& \times \int_{0}^{\infty} \mathrm{d} q b_{\mathbf{G}}(q) f\left(p_{\mathbf{J}}, q\right)
\end{align*}
$$

where $\beta_{p}$ and $f(p, q)$ are given respectively by (19) and (23). The constant $C$ enters only into the phase shift $\beta_{p_{\mathrm{J}}}$, as a variation of $C$ produces a translation of the potential. The wave amplitude $A_{\mathrm{J}}$ may be seen as a sum of contributions given by each open or closed channel, each of them being proportional to the Fourier coefficient of the potential which links the two channels $\mathbf{J}$ and $\mathbf{G}$.

Therefore the reflection coefficients of the diffracted waves are given by

$$
\begin{align*}
& R_{\mathbf{J}=0}=\left|1+2 i A_{0}\right|^{2} \\
& R_{\mathbf{J}}=k_{\mathbf{J} z}\left(k_{i z}\right)^{-1}\left|2 A_{\mathbf{J}}\right|^{2} \tag{26}
\end{align*}
$$

3.3 It remains to write the integral equations which allow the determination of the coefficients $b_{\mathbf{G}}(q)$. The set of $L_{\mathbf{J}}(r)$ is given by (14). Putting

$$
F_{\mathbf{J}}(r)=\frac{16 m}{\chi^{2} \hbar^{2}} L_{\mathbf{J}}(r)
$$

one gets

$$
\begin{align*}
F_{\mathbf{J}}(r) & =\left(v_{\mathbf{J O}}-\delta_{\mathbf{J O}}\right) f\left(r, p_{\mathrm{i}}\right)+ \\
& +\frac{1}{2} \sum_{\mathbf{G}}\left(v_{\mathbf{J}-\mathbf{G}}-\delta_{\mathbf{J G}}\right) \int_{0}^{\infty} \mathrm{d} q \frac{f(r, q) F_{\mathbf{G}}(q)}{p_{\mathbf{G}}^{2}-q^{2}+i \varepsilon} \tag{27}
\end{align*}
$$

with $f(r, q)$ given by (23).
On the other hand from (13) we get a relation between $F_{\mathbf{J}}$ and $b_{\mathbf{G}}$, namely

$$
F_{\mathbf{J}}(r)=\sum_{\mathbf{G}}\left(v_{\mathbf{G}-\mathbf{J}}-\delta_{\mathbf{J G}}\right) \int_{0}^{\infty} \mathrm{d} q b_{\mathbf{G}}(q) f(r, q)
$$

which compared to (25) gives :

$$
\begin{equation*}
A_{\mathbf{J}}=-\frac{\pi}{4} \frac{F_{\mathbf{J}}\left(p_{\mathbf{J}}\right)}{p_{\mathbf{J}}} \tag{28}
\end{equation*}
$$

Therefore the solution of the integral equation system (27) allows to calculate directly the wave amplitudes and the reflection coefficients.
4. Numerical solution of the integral equation set. Several solutions of the system (27) can be found easily for particular cases or particular values of the variable $r$. Assume a potential without corrugation, that is to say suppose $\varphi(\mathbf{R})=0$. The Fourier coefficients $v_{\mathbf{J}-\mathbf{G}}-\delta_{\mathbf{J G}}$ are all equal to zero which implies the solution $F_{\mathbf{J}}(r) \equiv 0, \forall \mathbf{J}$. The particles are completely reflected into the specular beam.

Let us consider now an incident angle of 90 degrees. We have $p_{\mathrm{i}}=0$ and $f\left(r, p_{\mathrm{i}}\right)=0$. The solution $F_{\mathbf{J}}(r)=0, \forall \mathbf{J}$ is a solution of the system and again all the particles are reflected into the 00 beam.

For the variable value $r=0, f(r, q)=0$ and we have

$$
\forall \mathbf{J}, \quad F_{\mathbf{J}}(0)=0
$$

Note that for the HCWP limit, that is to say for $\chi \rightarrow+\infty$, all the parameters $p_{\mathbf{J}} \rightarrow 0$. The wave amplitude $A_{\mathrm{J}}$ will then be given by the ratio of two numbers going each to zero.

For large values of $r$ the function $f(r, q)$ is proportional to $\exp \left(-\frac{\pi}{2} r\right)$ and $F_{\mathbf{J}}(r)$ will be proportional to the same factor. Consequently the integrand in (27) for large values of $q$ will be proportional to $\exp (-\pi q)$ and the integral is always convergent.

These considerations are all we can say in a general way on the system (27). In order to calculate the diffracted intensities it is now necessary to look for a numerical solution. Whatever the numerical procedure may be, one should keep only a finite number of reciprocal lattice vectors $N_{\mathbf{G}}$, this set including at least all the $\mathbf{G}$ vectors corresponding to the open channels. Also one should limit the integration over the $q$ variable within the interval $\left[0, q_{M}\right], q_{M}$ being much greater than the largest value of the $p_{\mathbf{G}}$ numbers ( $p_{\mathbf{G}}^{2}>0$ ).

The procedure adopted in the previous work [8] consist in dividing the segment $\left[0, q_{M}\right]$ into $N$ equal intervals $\Omega=q_{M}(N)^{-1}$ and replacing the continuous function $F_{\mathbf{J}}(r)$ by the discrete set

$$
F_{\mathbf{J} n}=\int_{n \Omega}^{(n+1) \Omega} F_{\mathbf{J}}(r) \mathrm{d} r .
$$

In this way a matrix equation is obtained, the size of the matrix to be inverted being equal to $N_{G} \times N$. In order to get a solution which gives an unitarity value close to one it is necessary to increase the matrix size as the Fourier coefficients increase with the dimensionless product $\chi h a$. We were in this way limited in the calculation to $\chi h a$ value less than 0.1 , with the integral equation set for the $b_{\mathbf{G}}(q)$ coefficients given by expression (12). This limitation will likely appear for approximately the same $\chi h a$ value
with the new integral equation set of this paper, and one must look for another procedure.

Another way is to expand the $F_{\mathbf{G}}(q)$ into an infinite set of Laguerre polynomials. Again keeping $N_{\mathbf{G}}$ reciprocal lattice vectors and $N_{L}$ Laguerre coefficients one has a matrix of size $N_{G} \times N_{L}$ to be inverted. The same limitation as before appears and this procedure does not seem to be convenient.

Thus the idea of trying an iterative process arises. The obvious starting point is to write $F_{\mathbf{G}}(r) \equiv 0$ corresponding to either an incident angle of 90 degrees or to a flat corrugation $\varphi(\mathbf{R})=0$. The second iteration gives

$$
F_{\mathbf{G}}^{(1)}(r)=\left(v_{\mathbf{G O}}-\delta_{\mathbf{G O}}\right) f\left(r, p_{\mathrm{i}}\right)
$$

which is the starting point of the well known Neumann iteration process in the theory of integral equations. Generally speaking this process is well known to converge to the right solution $F_{\mathbf{G}}(r)$ for small values of the relevant parameter. In our case, the kernel is proportional to the Fourier coefficients ( $v_{\mathbf{J}-\mathbf{G}}-\delta_{\mathbf{J G}}$ ). Then the convergence criterion for a system of integral equations solved by Neumann iteration [14] shows that the procedure diverges for values of $\chi h a$ larger than say $(\chi h a)_{\mathrm{d}}$. The determination of this value in an analytic way seems to be intractable. Thus the convergence (or divergence) of the solution obtained will be appreciated by comparing to unity the sum of all the diffracted beam reflection coefficients, called the unitarity in the following paragraphs. Note that $(\chi h a)_{d}$ depends on the surface cell and on the corrugation function shape. Also note that the $p_{\mathbf{G}}$ numbers are inversely proportional to $\chi$ hence the $(\chi h a)_{d}$ value obtained could be different depending on wether $\chi$ or $h$ vary independently, all other quantities being constant.

For purposes of numerical calculation the way by which the integral in the right hand side of (27) can be handled is given in Appendix 2.
5. Convergence-divergence. - Let us consider now and in the subsequent paragraphs a particle of wave vector $\left|k_{i}\right|=8.6 \AA^{-1}$ which is scattered by a periodic lattice with a square unit cell (parameter
$a=2.55 \AA$ ). The incident plane contains the [100] direction $\left(\varphi=45^{\circ}\right)$. The corrugation function is taken as

$$
\varphi(\mathbf{R})=h a\left[\cos \left(\frac{2 \pi x}{a}\right)+\cos \left(\frac{2 \pi y}{a}\right)\right]
$$

and the Fourier components $v_{\mathbf{G}}$ are equal to

$$
v_{\mathbf{G}}=I_{G_{x}}(\chi h a) I_{G_{y}}(\chi h a), \quad \mathbf{G}=G_{x} \mathbf{O} x+G_{y} \mathbf{O} y
$$

with $I$ the modified Bessel function of the first kind.
These conditions correspond to an experiment in which a molecular hydrogen beam produced by a nozzle source at room temperature is scattered by a copper (100) face.

In order to study the convergence of the iterative process we choose an incident angle of 31 degrees (with respect to the surface normal). There are 37 open channels. The $\chi$ and $h$ parameter values will vary independently.
Figure 1 gives the evolution of the unitary calculated at each iteration step $U^{(n)}$ versus the iteration number $n$, for different values of the potential damping coefficient $\chi$, with $h=0.02$. Table I gives the $U^{(n)}$ value for $n=5,10,15,20,25$.


Fig. 1. - Evolution of the unitarity calculated at each iteration step $U^{(n)}$ with the number of iterations. Each curve is labelled by a number which is the value of $\chi$ in $\AA^{-1},\left|\mathbf{k}_{\mathrm{i}}\right|=8.6 \AA^{-1}, \theta_{\mathrm{i}}=31^{\circ}$, $\varphi=45^{\circ}$, and $h=0.02$.

Table I. - Evolution of the unitarity $U^{(n)}$ as a function of the number of iteration $n$ for different values of $\chi \cdot N_{\mathbf{G}}$ is the number of reciprocal lattice vectors introduced into the numerical calculation, $\left|\mathbf{k}_{\mathrm{i}}\right|=6.8 \AA^{-1}, a=2.55 \AA$, $h=0.02$, and $\theta_{\mathrm{i}}=31^{\circ}$.

| $\chi \AA^{-1}$ | 1 | 3 | 5 | 6 | 7 | 8 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\chi h a$ | 0.051 | 0.153 | 0.255 | 0.306 | 0.357 | 0.408 |
| $N_{\mathbf{G}}$ | 81 | 81 | 81 | 109 | 121 | 121 |
| $U^{(1)}$ | 1.10331347 | 1.37041278 | 1.48989482 | 1.53145927 | 1.57006596 | 1.60896923 |
| $U^{(5)}$ | 1.00006685 | 0.99879731 | 0.98786612 | 0.97664931 | 0.96515330 | 0.97250334 |
| $U^{(10)}$ | 0.99999999 | 0.99999743 | 0.99981446 | 1.00125858 | 1.01770441 | 1.14966995 |
| $U^{(15)}$ |  | 0.99999996 | 1.00002767 | 1.00029597 | 0.99890491 | 1.01786659 |
| $U^{(20)}$ |  | 0.99999998 | 0.99999807 | 0.99988608 | 0.99854701 | 1.33696522 |
| $U^{(25)}$ |  |  |  | 1.00003094 | 1.00246267 |  |

A quick inspection of these data shows immediately that for $\chi \leqslant 6 \AA^{-1}$ the $U^{(n)}$ values are successively greater and lower than unity and that the unitarity defect $\Delta^{(n)}=\left|U^{(n)}-1\right|$ decreases continuously with $n$, provided a sufficiently large value of $n$ is considered. For a given $\chi$ value, if the number of reciprocal lattice vectors introduced into the numerical calculation is increased the $\Delta^{(n)}$ becomes smaller, provided the initial value of $n$ is sufficiently large. These facts characterize a convergent process.

For $\chi=7 \AA^{-1}$ the iteration seems to converge until a value $n=18$ but beyond this value $\Delta^{(n)}$ increases slowly but continuously. The iteration leads to a divergent solution. Nevertheless it is interesting to look at the behaviour of the different calculated reflection coefficients $R_{G_{x}, G_{y}}^{(n)}$. Some of them behave like $U^{(n)}$ respectively for $\chi=6 \AA^{-1}$ (convergent) and for $\chi=7 \AA^{-1}$ (divergent). For others the $R^{(n)}$ value decreases continuously with $n$; this is mainly the case for high index beams ( $\overline{23}, \overline{33}, \overline{34} \ldots$ ) for which $R^{(n)}$ is very low, say less than $10^{-5}$.

Table II. - Evolution of the unitarity $U^{(n)}$ as a function of the number of iterations $n$ for different values of $h$. $N_{\mathbf{G}}$ is the number of reciprocal lattice vectors introduced into the numerical calculation, $\left|\mathbf{k}_{\mathrm{i}}\right|=6.8 \AA^{-1}$, $a=2.55 \AA, \chi=3 \AA^{-1}$, and $\theta_{\mathrm{i}}=31^{\circ}$.

| $h$ | 0.02 | 0.04 | 0.045 | 0.05 |
| :--- | :---: | :---: | :---: | :---: |
| $\chi h a$ | 0.153 | 0.306 | 0.34425 | 0.3825 |
| $N_{\mathbf{G}}$ | 100 | 100 | 121 | 121 |
| $U^{(1)}$ | 1.37041278 | 2.62897445 | 3.13016786 | 3.72627922 |
| $U^{(5)}$ | 0.99879747 | 1.47921082 | 3.24993492 | 10.72204543 |
| $U^{(10)}$ | 0.99999743 | 1.05359034 | 1.78378044 | 13.7495771 |
| $U^{(15)}$ | 0.99999996 | 0.99213841 | 1.05578203 |  |
| $U^{(20)}$ | 0.99999998 | 0.99876030 | 0.98524574 |  |
| $U^{(25)}$ |  |  | 1.05238285 |  |

For $\chi=8 \AA^{-1}$ the $U^{(n)}$ and the different $R^{(n)}$ values increase with $n$ and the numerical iterative. process does not converge.
Table II gives the same quantities as above when $h$ varies with $\chi=3 \AA^{-1}$. The process is convergent for $h \leqslant 0.04$ and is divergent above this value. For $h=0.045$ the $U^{(n)}$ and $R^{(n)}$ behaviour is identical to that described above for $\chi=7 \AA^{-1}$.
Therefore the two variables $\chi$ and $h$ are symmetric with respect to the convergence criterion in spite of the fact that the $p_{\mathrm{J}}$ number are inversely proportional to $\chi$ and independent of $h$. The Neumann iterative process yields a convergent solution for $\chi h a$ less than or equal to 0.34 for the particular system depicted at the beginning of this paragraph.
6. Results. - 6.1 Tables III and IV give the calculated reflection coefficients for increasing value of $\chi$ with $h=0.02$ for incident angles of 31 and 60.5 degrees respectively. The most significant values only are given, the others being at least two orders of magnitude smaller. Of course, the calculated results reflect the symmetry of the chosen incident conditions, i.e. one always finds $R_{G_{x}, G_{y}}=R_{G_{y}, G_{x}}$. For the HCWP the $R$ values have been calculated using the Fourier expansion of the source function [15] and a new method for carrying out the resulting integrals [16].
The following facts can be readily observed :

- as expected, when $\chi$ increases, the HCWP solution is approached ;
- the intensity in the specular beam is greater than the limit given by the HCWP. The inverse behaviour is displayed by all the other diffracted beams;
- all the beam intensities vary rapidly for low $\chi$ value, more precisely, for $\chi$ less than $3 \AA^{-1}$. Beyond this value the variation is smoother;

Table III. - Reflection coefficients of the most significant beams as a function of $\chi$. HCWP correspond to an infinite value of $\chi . E_{z}$ is the normal kinetic energy ratio of the beam considered to that of the specular,

$$
\left|\mathbf{k}_{\mathrm{i}}\right|=6.8 \AA^{-1}, \quad a=2.55 \AA, \quad h=0.02, \quad \text { and } \theta_{\mathrm{i}}=31^{\circ}
$$

| $\chi \AA^{-1}$ | 1 | 3 | 5 | 6 | 7 | HCWP | $E_{z}$ |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| $R_{00}$ | 0.9037 | 0.6958 | 0.6294 | 0.6145 | 0.6051 | 0.5830 | 1 |
| $R_{11} \times 100$ | $0.16 \times 10^{-6}$ | 0.03816 | 0.1878 | 0.2536 | 0.3053 | 0.4987 | 0.208 |
| $R_{10} \times 10$ | $0.37 \times 10^{-2}$ | 0.3671 | 0.6188 | 0.6785 |  | 0.8226 | 0.604 |
| $R_{1 \overline{1}} \times 10$ | $0.41 \times 10^{-3}$ | 0.0492 | 0.0883 | 0.0980 | 0.1042 | 0.1268 | 0.776 |
| $R_{0 \overline{1}}$ | 0.0432 | 0.0967 | 0.0987 | 0.09873 |  | 0.1005 | 1.17 |
| $R_{\overline{1} \overline{1}} \times 10$ | 0.0276 | 0.1630 | 0.1859 | 0.1897 | 0.1918 | 0.2084 | 1.34 |

Table IV. - Same as table III for $\theta_{\mathrm{i}}=60.5^{\circ}$.

| $\chi \AA^{-1}$ | 1 | 3 | 5 | 6 | 7 | HCWP | $E_{z}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{00}$ | 0.9998 | 0.9595 | 0.9169 | 0.9051 | 0.8970 | 0.8729 | 1 |
| $R_{0 \overline{1}} \times 10$ | $0.58 \times 10^{-3}$ | 0.1904 | 0.3820 | 0.4340 | 0.4692 | 0.5734 | 2.11 |
| $R_{\overline{1} \overline{1}} \times 100$ | $0.63 \times 10^{-5}$ | 0.1103 | 0.3570 | 0.4428 | 0.5049 | 0.7413 | 3.23 |
| $R_{1 \overline{1}} \times 10^{3}$ | $0.31 \times 10^{-4}$ | 0.0889 | 0.3649 | 0.4864 | 0.5816 | 0.7734 | 0.322 |

- among the diffracted beams ( $\mathbf{G} \neq 0$ ), at least for the incident angle of 31 degrees, the relative difference between intensities given by the ECP and HCWP is small for the peaks $0 \overline{1}, \overline{1}$ and large for the other three. It can be noticed that these two groups are composed of subspecular and supraspecular beams respectively.
6.2 Let us suppose now that the incident angle $\theta_{i}$ decreases in the vicinity of $\theta_{\mathbf{M}}$, the incident angle for which the beam labelled by the reciprocal vector $\mathbf{M}$ is emerging. The corresponding value of $p_{\mathbf{M}}^{2}$ which is negative passes through zero and becomes positive. In the sum over reciprocal lattice vectors of equation (27) this produces the appearance of a delta function $\delta\left(p_{\mathrm{M}}^{2}-q^{2}\right)$ as soon as $p_{\mathrm{M}}^{2}$ becomes positive. Therefore one can expect to observe on the reflection coefficient of each open beam a disturbance at $\theta_{\mathbf{i}}=\theta_{\mathbf{M}}$. Furthermore this disturbance should be most important for the diffracted peak $\mathbf{J}$ having the largest Fourier coefficient $v_{\mathbf{J}-\mathbf{M}}-\delta_{\mathbf{J M}}$, i.e. for beams $\mathbf{J}$ strongly coupled with the emerging one. Consequently this effect will be important for the emerging beam itself and for those having a $\mathbf{J}$ vector close to $\mathbf{M}$. Also its importance will increase with the product $\chi h a$ and particularly will be maximum in the case of HCWP.
Following these qualitative considerations it is interesting to study the case where the most intense and the emerging beams are strongly coupled. With the system adopted for numerical calculation, this happens when the 10 and 01 beams emerge, i.e. for an incident angle $\theta_{\mathrm{m}}=50.96$ degrees. Figure 2 gives the Ewald diagram for this condition.


Fig. 2. - Ewald diagram for $\theta_{i}=50.96^{\circ}$. The 10 and 01 beams are emerging $\left|k_{i}\right|=8.6 \AA^{-1}$ and we have taken a square lattice of parameter $a=2.55 \AA$. The lines connect the points representing the open channels coupled to the 10 beam by the first, second, and third shortest reciprocal lattice vectors.

As far as the 01 (10) beam is concerned the calculation with the ECP indicates that the derivative of the reflection coefficient with respect to incident angle for $\theta_{i}=\theta_{\mathbf{M}}$ is infinite as in the HCWP case [1]. However
the corresponding intensity being very small, strictly equal to zero for $\theta_{\mathrm{i}}=\theta_{\mathrm{M}}$, its variation is not experimentally detectable.

Figure 3 gives the evolution of the reflection coefficient for the 00 and $\overline{1}$ beams, the two beams coupled to the 10 by one of the smallest reciprocal lattice vectors. In the case of HCWP, in agreement with previous results [1], one observes a discontinuity on the slope $\mathrm{d} R / \mathrm{d} \theta_{\mathrm{i}}$ for $\theta_{\mathrm{i}}=\theta_{\mathrm{M}}$, the slope being infinite just when the 10 and 01 beams are emerging. With the ECP this kind of singularity persists but tends to disappear as $\chi$ decreases. However, the slope on the emerging beam side always has a finite value.


Fig. 3. - Evolution of the reflection coefficient for the 00 and 1 T beams in the vicinity of $\theta_{\mathrm{i}}=50.96$ where the 10 and 01 beams are emerging. The number which labels each curve gives the value of $\chi$ $(\chi \rightarrow \infty \Rightarrow$ HCWP $)$. For $\chi=3 \AA^{-1}, R_{00}=0.905$, and $R_{1 \overline{1}}=0.33$. For $\chi=6 \AA^{-1}, \quad R_{00}=0.84$ and $R_{1 \overline{1}}=0.08$. For $\chi \rightarrow \infty$ $R_{00}=0.805, R_{1 \overline{1}}=0.16 . R_{1 \overline{1}}$ is multiplied by $10^{3}\left(3 \AA^{-1}\right)$ and by $10^{2}$ for the other $\chi$ values.

Figure 4 gives the same evolution as above for the $0 \overline{1}$ and $\overline{1} \overline{1}$ beams which are respectively coupled to the 10 by the second and third smallest reciprocal lattice vectors. Here the singularity at $\theta_{\mathbf{m}}$ is of different shape resembling rather a singularity given by a resonance with bound state. It disappears as $\chi$ decreases, more rapidly than in the preceding case.


Fig. 4. - Evolution of the reflection coefficient for the $0 \overline{1}$ and $\overline{1} \overline{1}$ beams in the vicinity of $\theta_{i}=50.96$ where the 10 and 01 beams are emerging. The number which labels each curve gives the value of $\chi$ (with $\chi \rightarrow \infty \Rightarrow$ HCWP). For $\chi=3 \AA^{-1}, R_{0 \overline{1}}=0.424$, and $R_{\overline{1} \overline{1}}=0.037$. For $\chi=6 \AA^{-1}, R_{0 \overline{1}}=0.664$ and $R_{\overline{1} \overline{1}}=0.085$. For $\chi \rightarrow \infty R_{0 \overline{1}}=0.773$ and $R_{\overline{1} \overline{1}}=0.117$.
All the $R$ values are multiplied by 10 .
7. Discussion. - Following the above result (see expression (25)) each open or closed channel gives a contribution to the wave amplitude of a diffracted beam. The equation giving the wave amplitude contains a sum over all the reciprocal lattice vectors. This is clearly an effect of multiple scattering.

As a consequence the set of integral equations (27), which allows the calculation of wave amplitudes and reflection coefficients, as well as the equation which determines the source function for the HCWP case, contains a similar sum.
In each case the infinite sum is truncated for purpose of numerical solution and a finite number of reciprocal lattice vectors, and correspondingly of potential Fourier components $N_{\mathbf{G}}$, is retained. In this situation one verifies that the calculated unitarity $U_{N_{G}}$ is never equal to one but the unitarity defect $\left|U_{N_{G}}-1\right|$ becomes smaller and smaller when $N_{\mathbf{G}}$ increases, provided the numerical procedure used leads to a convergent solution. Therefore the solution obtained is close to the exact result which would be obtained in the limit $N_{\mathbf{G}} \rightarrow \infty$. The gap between them, corresponding to the neglected $\mathbf{G}$ vector contributions, may be characterized by the value of the unitarity defect
which in turn gives, roughly speaking, the maximum error on the calculated reflection coefficient values. In particular the values which are less than the unitarity defect may not be significant. Fortunately with the modern computer available one can introduce into the numerical calculation a large number of reciprocal lattice vectors such that the unitarity defect should be less than the sensitivity of experimental measurement. Thus we are sure to obtain a solution with a potential containing all its Fourier components with sufficient precision.

Taking the HCWP results as a reference one sees at first sight that the overall effect of the ECP is to enhance the specular intensity and to reduce all the others. As these intensity modifications become more and more important when the potential damping coefficient $\chi$ decreases they should be ascribed to the effect of the increasing wave penetration into the potential region. In order to clarify this point let us recall first that each diffraction channel is described by the product of two wave functions, $\psi_{\mathbf{J}}(z) \exp \left[i\left(\mathbf{K}_{\mathbf{i}}+\mathbf{J}\right) . \mathbf{R}\right]$. Obviously the wave penetration affects only the normal component $\psi_{\mathrm{J}}(z)$, to which corresponds a normal kinetic energy $E_{J_{z}}$ proportional to $p_{\mathbf{J}}^{2}$. For this energy the potential slope is given by

$$
\left(\frac{\mathrm{d} V}{\mathrm{~d} z}\right)_{V=E_{\mathrm{Jz}}}=-\chi E_{\mathrm{J}_{z}}
$$

Therefore as far as the wave penetration is concerned, each wave $\psi_{\mathrm{J}}(z)$ feels a potential region in which the potential slope is different. The higher the absolute value of the slope, or equivalently the higher the normal kinetic energy, the lower is the wave penetration.
Let us now consider the 10 and $0 \overline{1}$ beams (Table III) for which the multiple scattering effect is certainly equivalent as each of them is linked to the 00 beam by one of the smallest reciprocal lattice vectors. Considering the relative $E_{z}$ value (see Table III) the wave penetration is lower for the $0 \overline{1}$ beam than for the 10. The intensity reduction of each beam, taking the HCWP result as reference, is also proportionally lower for the former confirming that to a lower wave penetration corresponds a lower intensity reduction. The same analysis can be done for the group composed of the $11,1 \overline{1}$ and $\overline{1} \overline{1}$ beams. If these beams are classed by order of increasing wave penetration i.e. $\overline{1} \overline{1}, 1 \overline{1}$ and 11 , we obtain the order of increasing intensity modification.

For the incident angle of 60.5 degrees (Table IV) the comparison can be done only with the pair $1 \overline{1}$ and 1 1 . Following the preceding analysis the intensity reduction should be greater for the $\overline{1} \overline{1}$ than for the $\overline{1} \overline{1}$ but the results show that they are approximately equivalent. It should be noticed however that their nearest neighbour beams are very much different.

The $1 \overline{1}$ has two closed and two open channels whereas the $\overline{1} \overline{1}$ has four open channels. Thus the
multiple scattering effect is different for either beam and it seems that the proximity of closed channels enhances the intensity.

The results concerning the disturbance appearing when a beam is emerging are in agreement with the qualitative behaviour deduced from the integral equations (27). The disturbance is greatest for beams strongly coupled with the emerging one, i.e. linked together by small reciprocal lattice vectors, and becomes more important as $\chi$ increases. The shape of the disturbance reflects the fact that the coupling involves one or many reciprocal lattice vectors. We propose to call these perturbations of the intensity variation emerging beam singularities of the first and second type, respectively. The second type seems to be like a perturbation due to a bound state resonance. Such a shape is expected since an emerging beam is precisely at the threshold resonance condition. The practical interest of merging singularities should be outlined. As their shape seems to be very sensitive to the $\chi$ value, this seems to be a good way to obtain an approximate value of $\chi$ if one has a set of reliable experimental data. Experimentalists are urged to make such measurements.
One might ask if the behaviour of the scattering pattern given by the ECP and analysed in one particular case here can be considered as general. For instance one can wonder if with a greater $h$ value, in a region where the rainbow pattern appears, the same beam intensity modifications or the same emerging beam singularities happen. It is always hasardous to answer such a question. However as our present results have been qualitatively explained on the basis of some simple physical ideas one can infer that the whole qualitative behaviour will occur. In particular it is likely that the effect of wave penetration as discussed above, will certainly play an important role and
perhaps yield a modification of the beam intensities which will be more important for a greater $h$ value, the multiple scattering being then more important. In the same way it is likely that the emerging beam singularities will be visible as their appearance can be predicted from the form of the integral equations.
8. Conclusion. - The scattering of neutral atoms by an exponential corrugated potential has been solved exactly. Compared to our previous work [8] the solution has been extended to real bidimensional corrugated surfaces and the infinite set of integral equations involving $t$ matrix elements which are directly linked to the beam wave amplitude has been solved numerically. The conyergence domain is extended from $\chi h a=0.1$ to $\chi h a=0.34$. Now we are able to obtain numerical results up to medium amplitude surface corrugations.

Compared to the results given by the well known hard corrugated wall potential, the exponential corrugated potential yields an enhancement of the specular intensity and a reduction of all the others. It modifies also the shape and importance of the singularities which appear on beam intensities when one or more beams are simultaneously emerging.

This latter effect can be predicted on the basis of the integral equation form. As the integral equations written in the general case (expression (14)) always have the same structure these singularities should happen whatever the potential may be.
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## Appendix 1

The last integral of formula (24) can be written as :

$$
\left(\frac{q \sinh (\pi q)}{\pi}\right)^{1 / 2} \int_{0}^{\infty} \frac{g(p, q)}{\left(p_{\mathbf{J}}^{2}-p^{2}+i \varepsilon\right)} p K_{i p}(y) \mathrm{d} p, \quad g(p, q)=\frac{\sinh (\pi p)\left(p^{2}-q^{2}\right)}{\cosh (\pi p)-\cosh (\pi q)}
$$

$K_{i p}(y)$ and $p g(p, q)$ are even functions with respect to the $p$ variable. Therefore the integration can be taken from $-\infty$ to $+\infty$.

From the recurrence relation between the $K$ functions one deduces easily that

$$
p K_{i p}=\frac{y^{2}}{4 i\left(1+p^{2}\right)}\left[K_{i p+2}-K_{i p-2}+i p\left(2 K_{i p}-K_{i p+2}-K_{i p-2}\right)\right]
$$

The integral now becomes

$$
W=\frac{y^{2}}{8} \sum_{n=1}^{3} \int_{-\infty}^{+\infty} \frac{g(p, q)}{\left(p_{\mathrm{J}}^{2}-p^{2}+i \varepsilon\right)} \frac{1}{(1+p)^{2}} D_{n}(p) \mathrm{d} p
$$

where, upon using the integral representation of $K$ function [12],

$$
\begin{aligned}
& D_{1}=\int_{-\infty}^{+\infty} \sinh (2 \alpha) \exp (i p \alpha-y \cosh (\alpha)) \mathrm{d} \alpha \\
& D_{2}=i p \int_{-\infty}^{+\infty} \exp (i p \alpha-y \cosh (\alpha)) \mathrm{d} \alpha
\end{aligned}
$$

and

$$
D_{3}=-i p \int_{-\infty}^{+\infty} \cosh (2 \alpha) \exp (i p \alpha-y \cosh (\alpha)) \mathrm{d} \alpha
$$

This gives

$$
W=\frac{y^{2}}{8} \int_{-\infty}^{+\infty} \mathrm{d} \alpha \exp (-y \cosh (\alpha))\left[(1-\cosh (2 \alpha)) w_{1}-i \sinh (2 \alpha) w_{0}\right]
$$

with

$$
w_{m}=\int_{-\infty}^{+\infty} \frac{g(p, q)}{\left(p_{\mathbf{J}}^{2}-p^{2}+i \varepsilon\right)} \frac{p^{m}}{\left(1+p^{2}\right)} \exp (i p \alpha) \mathrm{d} p \quad m=0,1
$$

This last integral is solved in the usual way by taking a contour in the upper half complex plane for $\alpha>0$, and in the lower half complex plane for $\alpha<0$. After some lengthy but straightforward calculations one gets :

$$
\begin{aligned}
W= & g\left(p_{\mathbf{J}}, q\right)\left[-\frac{i \pi}{2} K_{i p_{\mathbf{J}}}(y)+\frac{\pi}{4} \cdot y^{2} \int_{0}^{\infty} \mathrm{d} \alpha\left(h_{\mathrm{c}}(y, \alpha) \sin \left(p_{\mathbf{J}} \alpha\right)-h_{\mathbf{s}}(y, \alpha) \cos \left(p_{\mathbf{J}} \alpha\right)\left(p_{\mathbf{J}}\right)^{-1}\right)\right] \\
& -4 y^{2} \sum_{n=1}^{\infty} \mathcal{R}\left[r_{n}^{(1)}\left(p_{\mathbf{J}}, q\right) \int_{0}^{\infty} \mathrm{d} \alpha h_{\mathrm{c}}(\alpha, y) \exp (i q-2 n) \alpha\right]+\mathcal{J}\left[r_{n}^{(0)}\left(p_{\mathbf{J}}, q\right) \int_{0}^{\infty} \mathrm{d} \alpha h_{\mathbf{s}}(\alpha, y) \exp (i q-2 n) \alpha\right]
\end{aligned}
$$

where

$$
h_{\mathrm{c}}(\alpha, y)=(1-\cosh (2 \alpha)) \exp (-y \cosh (\alpha)), \quad \text { and } \quad h_{\mathrm{s}}(\alpha, y)=\sinh (2 \alpha) \exp (-y \cosh (\alpha)) .
$$

The symbols $\mathcal{R}$ and $J$ mean that one has to take respectively the real and imaginary part of the expression which follows.

The first term comes from the poles of the denominator $p_{J}^{2}-p^{2}+i \varepsilon$, and the second from the poles of $g(p, q)$ with the $r_{n}$ equal their respective residues as follows :

$$
r_{n}^{(m)}\left(p_{\mathbf{J}}, q\right)=\frac{n(q+i n)}{p_{\mathbf{J}}^{2}-(q+i 2 n)^{2}} \frac{(q+i 2 n)^{m}}{1+(q+i 2 n)^{2}}
$$

This result is valid for $p_{\mathbf{J}}^{2}>0$ (open channel). For $p_{\mathbf{J}}^{2}<0$ (closed channel) $W$ is given by the preceding expression in which $p_{\mathbf{J}}$ is changed into $i\left|p_{\mathbf{J}}\right|$. In either case one see immediately that $W$ tends to zero as $y$ goes to infinity or conversely as $z$ goes to minus infinity.

A more interesting expression can be obtained by introducing in the preceding the following relation [12] :

$$
\int_{0}^{\infty} \exp -(v \alpha+y \cosh (\alpha)) \mathrm{d} \alpha=\frac{\pi}{\sin (\pi v)}\left[-I_{v}(y)+\frac{1}{\pi} \int_{0}^{\pi} \cos (v \theta) \exp (y \cos \theta) \mathrm{d} \theta\right]
$$

in which $I$ is the modified Bessel function of the first kind. One gets :

$$
\begin{aligned}
& W=g\left(p_{\mathbf{J}}, q\right)\left(\sinh \left(\pi p_{\mathbf{J}}\right)\right)^{-1}\left[-\frac{\pi^{2}}{2} I_{-i p_{\mathbf{J}}}(y)\right. \\
& \left.\quad+\frac{\pi}{4} y^{2} \frac{1}{1+p_{\mathbf{J}}^{2}} \int_{0}^{\pi}\left(C_{\mathrm{c}}(\theta, y) \cosh \left(p_{\mathbf{J}} \theta\right)-C_{\mathbf{s}}(\theta, y) \frac{\sinh \left(p_{\mathbf{J}} \theta\right)}{p_{\mathbf{J}}}\right) \mathrm{d} \theta\right]
\end{aligned}
$$

$$
+8 \pi(\sinh (\pi q))^{-1} \sum_{n=1}^{\infty}\left\{\begin{array}{l}
J\left[r _ { n } ^ { ( 1 ) } \left((2 n-i q)(2 n-1-i q) I_{2 n-i q}(y)\right.\right. \\
\left.\left.-y I_{2 n+1-i q}(y)+\frac{y^{2}}{2 \pi} \int_{0}^{\pi} C_{\mathrm{c}}(\theta, y) \cos ((2 n-i q) \theta) \mathrm{d} \theta\right)\right] \\
-\mathcal{R}\left[r _ { n } ^ { ( 0 ) } \left((2 n-i q)(2 n-1-i q) I_{2 n-i q}(y)+y(2 n-i q) I_{2 n+1-i q}(y)\right.\right. \\
\left.\left.+\frac{y^{2}}{2 \pi} \int_{0}^{\pi} C_{\mathrm{s}}(\theta, y) \sin ((2 n-i q) \theta) \mathrm{d} \theta\right)\right]
\end{array}\right.
$$

with $C_{\mathrm{c}}=(1-\cos 2 \theta) \exp (y \cos \theta)$ and $C_{\mathrm{s}}=\sin (2 \theta) \exp (y \cos \theta)$.

## Appendix 2

The integral to be calculated numerically at each iteration can be written in the form :

$$
I n=\int_{0}^{\infty} \frac{W_{\mathbf{G}}(r, q)}{p_{\mathbf{G}}^{2}-q^{2}+i \varepsilon} \mathrm{~d} q
$$

If $p_{\mathbf{G}}^{2}$ is negative there is no problem. As $W_{\mathbf{G}}(r, q)$ behaves like $\exp (-\pi q)$ for large $q$ values, integration from 0 to $Q$ with $Q$ very large leads to the neglect of a number of the order or less than $\pi^{-1} \exp (-\pi Q)$.

Let us consider now the case $p_{\mathbf{G}}^{2}>0$.

$$
I n=-i \pi \frac{W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right)}{2 p_{\mathbf{G}}}+P \int_{0}^{\infty} \frac{W_{\mathbf{G}}(r, q)}{p_{\mathbf{G}}^{2}-q^{2}} \mathrm{~d} q
$$

where $P$ means the principal value. Looking at the Taylor expansion of $W_{\mathbf{G}}$, it easy to show that the function

$$
\frac{W_{\mathbf{G}}(r, q)-W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right)}{p_{\mathbf{G}}^{2}-q^{2}}
$$

has no singularity for $q=p_{\mathbf{G}}$. Therefore the principal value integral can be rewritten as

$$
\int_{0}^{\infty} \frac{W_{\mathbf{G}}(r, q)-W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right)}{p_{\mathbf{G}}^{2}-q^{2}} \mathrm{~d} q+W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right) P \int_{0}^{\infty} \frac{\mathrm{d} q}{p_{\mathbf{G}}^{2}-q^{2}}
$$

or, the last principal value integral being equal to zero,

$$
\int_{0}^{Q} \frac{W_{\mathbf{G}}(r, q)-W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right)}{p_{\mathbf{G}}^{2}-q^{2}} \mathrm{~d} q+\int_{Q}^{\infty} \frac{W_{\mathbf{G}}(r, q)}{p_{\mathbf{G}}^{2}-q^{2}} \mathrm{~d} q-W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right) \int_{Q}^{\infty} \frac{\mathrm{d} q}{p_{\mathbf{G}}^{2}-q^{2}}
$$

with $Q$ larger than $p_{\mathbf{G}}^{2}$. For the same reason as above the second integral is less than $\exp (-\pi Q)$ and can be neglected. This gives :

$$
\operatorname{In}=\left[-i \pi+\log \left(\frac{Q+p_{\mathbf{G}}}{Q-p_{\mathbf{G}}}\right)\right] \frac{W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right)}{2 p_{\mathbf{G}}}+\int_{0}^{Q} \frac{W_{\mathbf{G}}(r, q)-W_{\mathbf{G}}\left(r, p_{\mathbf{G}}\right)}{p_{\mathbf{G}}^{2}-q^{2}} \mathrm{~d} q
$$
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