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Abstract. One of the difficulties to improve on the fly writer-dependent handwriticggeition systems is the
lack of data available at the beginning of the adapting phase. In this papqmiore three possible strategies to
generate synthetic handwriting characters from few samples of a vikiteexplore in this paper both classical
image distortions and two original ways to generate on-line handwrittelactess: distortions based on speci-
ficities of the on-line handwriting and a generation based on analogigabgiron. The experimentations show
that these three approaches generate different distortions whichrapernentary. Indeed the combination of
them allows the achievement, using only 4 original characters for theingaphase, of a mean of 91.3% of
recognition rate for 12 writers.

1. Introduction

With the increasing use of the pen-based human computefaote handwriting recognition systems have to
become more and more accurate. One way to improve it is tot ddeypsystem to the handwriting style of the
current user as done in a previous work (Moaighet al., 2007). The difficulty is to learn a new handwrititge
from few samples.

In this paper we study three possible strategies to gensyatihetic handwriting characters. The first
one uses classical distortions from the off-line field. The hext ones are from our original contribution: the
second one is based on the particularity of on-line handwyrind the third one is based on the use of analogical
proportion on handwriting. Contrary to Varga et al. (2005jovgenerate data to learn a writer-independent system,
the synthetic handwriting has to respect the writer sciiipe quality of this generation is evaluated by considering
the performance of a writer-dependent simple classifienkghwith synthetic characters generated from very few
examples of his handwriting style.

We first present in the section 2 the classical image distwsti The section 3 focuses on the on-line hand-
writing distortions. The section 4 gives definition and pdfes of analogical proportion and shows how to use it
to generate synthetic characters. The section 5 presemsimrental results.

2. Synthesis by Image Distortions: Scaling and Slanting

Using synthetic data to learn a recognition system is maisd with off-line systems which recognize an image
of the character. The generation is done by using imagerti@igrocesses. For off-line character recognition,
Cano et al. (2002) use distortions: slanting, shrinking,érosion and ink dilatation. Simard et al. (2003) extend
the learning data base using elastic distortions on imag#sin a neural network. Moreover text lines can be
distorted as in Varga and Bunke (2003) to train a Hidden MaNodel.

In this paper we limit us to scaling and slanting deformatibecause of the nature of our data. Indeed
we deal with isolated on-line characters inputted direbitythe user through a pen-based interface. Thus ink
transformations, rotation, perspective and line dishogiare not interesting in this case. Two random parameters
correspond to the scale transformatiamsanda, which are the ratio of the corresponding scales. The sliowsl
the generation of inclined handwriting. It depends of omaloan parametet; which represents the tangent of the
slant. A positive value slants the writing to the right andegative to the left. The Figure 2 shows examples of
distorted characters by scaling and slanting.

3. Synthesis by On-line Distortions

There are few works about using handwriting generation deoto increase on-line learning data. In the on-line
field, the handwriting is considered as a parametric fungtig, corresponding to the pen positions. Varga et al.
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(2005) use works about handwriting generation (Plamonddbugrfali, 1998) to increase the size of a learning
database to train an off-line sentence writer-independsagnizer. The authors use a unique on-line handwriting
model which is distorted and joined to generate images ofptet® sentences. This approach is closed to our
on-line distortion but unusable in our context because vesl neriter-dependent models. That is why we propose
two simple distortions of on-line handwritin@peed VariatiomndCurvature Modification

The aim ofSpeed Variatioristortion is to modify the size of vertical and horizontak{s of the stroke, as
shown by Figure 2, depending of a random parametetndeed these straight parts of the writing can vary without
changing the handwriting style. For this we modify the spﬁfgg = (x(tﬂ) — Ty, Y(t41) — y(t)) depending of
its direction. If this vector is near one of the axes then iiniweased or decreased by the ratip The new
synthetic handwriting is defined lp@t):

. - ! 1 if arg(vt_l) Tl e [Z,3m,
P(t)—p(t1)+ﬁ*V(t1)7W'thﬁ—{ a, else. a-v) [5] € 5.3 @

The Curvature Modificatiordistortion modifies the curvature of the writing as shown lguFe 2. It allows
closing or opening the loops of handwriting. The curvatumd'rf@t\ion uses a random parameter The cur-
vature at the poinp(,_1) is defined by the anglé(t_l) = (P(t-2),Pt—1),P)) IN] — m,«|. In order to keep the
structure of the character, we do not modify the straighgdiand cusps. The equation 2 gives the position of the
pointp’(t) depending of the two previous points and of the original atuxeé(t,l) modified bya,.. The maximum

angular modification isfoé(t_l) =7Z.
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4. Sequence Generation by Analogical Proportion

Analogy is a way of reasoning which has been studied throuigthe history of philosophy and has been widely
used in Artificial Intelligence and Linguistics (Lepage989. We are interested here in a special case of analogy:
the Analogical Proportion (AP) between four obje€et$, c andd in the same universe. Having four objects in AP
is usually expressed as followsa is tob asc is tod”. Depending on what are the objects, AP can have very
different interpretations.When one of the objects is unkmaws in ol f istol eaf aswol ves istox”, finding
a satisfyingx is calledsolving an analogical equationx would bel eaves if we consider either a semantic
interpretation of analogy as well as if the interpretati®omn the combinatorics of the sequences of letters.
More formally, anAnalogical Proportion(AP) on a setX is a subset ofY. An element of AP writes

a:b:c:d,andreads:distob asc is tod”. As defined by Lepage (1998), an AP must verify:

Symmetry of the "as” relation: ab:c:d = c:d:a:b

Exchange of the means: ::c:d = a:c:b:d

Determinism: aa:zb:x = =5

4.1. Analogical Dissimilarity Between Four Objects

When four objects ifX are notin AP, it may be interesting to introduce a quantitywamasure how far they are from
being in AP. This measure, called Analogical Dissimila(iyD), has been proposed in Bayoudh et al. (2007). It
has been constructed to verify properties coherent withitickerlying AP. For example, if the s&tis R™, we can
definean APbya:b:c:d < a+d = b+ cand a coherent AD is such that:

1. Vu,v,w,z € R™ AD(u,v,w,z) =0 u:v:w:x

2. Vu,v,w,z € R™ AD(u,v,w,z) = AD(w, z,u,v) = AD(v,u, z,w)
3. Vu,v,w,z,z,t € R™ AD(u,v,2,t) < AD(u,v,w,z) + AD(w,x, z,t)
4. Ingeneralyu,v,w,z € R™: AD(u,v,w,z) # AD(v,u,w,x)

Therefore, when defining D(a, b, ¢, d) = §(a + d,b + ¢), whered is a distance ifR™, it is easy to prove that the
four properties above still hold true.

4.2. Analogical Dissimilarity Between Four Sequences

Let us define a sequence as an ordered set of objects, thesgsdging for example vectors R™, or more
generally elements of an alphal¥t The set of sequences ahis denoted-*.



U= 9-9-99999 ~E12-4L6999 L L ;
v= 1L-89999910E~224L 889
w= ~~989999910FE2233L 899 %%%%13%5
0= 1L~89999910E2233L 888 . o R :

E E E E

Figure 1. Resolution on Freeman direction sequences by AP and the corresponding characters.

We assume that there exists an analogical dissimilakiyon . To extend to sequences, we augmerb
Y’ by adding a special symbel and we consequently augment the AP and the definition of ADhdye& Miclet,
2004). We define aalignmentbetween four sequencesXdf as the result of inserting somesymbols in the four
sentences to give them the same lengtftanThen, the cost of an alignment between these four sequentes
sum of the analogical dissimilarities between the 4-tupfdstters given by the alignment.

We basically represent characters by Freeman code seguémt®’ = {1, 2, ..,16, -~} be the augmented
Freeman code alphabet, with an AP composed of equations3ké :: 12: 14. Figure 1 presents four sequences
corresponding to the pictures on the right side. These segsaare composed of element&dplus capital letters
representing anchorage points that will be described iméx¢ section.

We define the Analogical Dissimilarity between four SequsD S (u, v, w, x) in £*, as the cost of an
alignment of minimal cost of the four sequences. We havengirealgorithm to compute théDS between four
sentences and another to computetisequences that give the lowest value td DS (u, v, w, x), givenu, v and
w. We have shown thatl DS has the same properties as th® between objects except for the third property
(section 4.1 poin8). The sequence, in Figure 1 is the solution to the equatialrfrin ADS(u,v,w,x).

4.3. Sequence Segmentation

Aligning sequences composed only of Freeman code couldi¢eahtch strokes of different types and therefore
to a non pertinent generation of the fourth stroke. In ordegenerate a coherent sequence we choose to use
anchorage points. Practically, the set of Freeman codethargkt of anchorage points belong to the same space,
where the intra-distance between the Freeman codes is {bathe intra-distance between the anchorage points,
which is lower than the inter-distance between the sets.célemesolution by AP will first resolve analogies on
anchorage points then resolve analogies on sequencesdedwehorage points as shown in the Figure 1. Capital
letters in sequences represent different anchorage pdikesE for cups, L for y-extremum), those points are
represented by a bold point. The anchorage points are clims@rappropriate way to conduct a logical modeling
of letters with respect to the most stable strokes of eatérlelass (Anquetil & Lorette, 1997).

5. Experimentations

Twelve different writers have made 40 times the 26 lowerdaters (1040 characters) inputted on a PDA. Each
writer database is randomly split in four parts with 10 clegees per class. We use them in a 4-fold stratified
cross validation: one fourth foD10 database (260 data) and three fourth 230 database (780 data). The
experimentations are made of two phases in which simplewdigépendent systems based on Fuzzy Inference
Systems (Moucére et al., 2007) are learned.

Firstly two writer-dependent classifiers are learned faheariter on hisD10 database and evaluated on
his D30 database, and inversely. The two mean recognition ratetharmReference Ratd3R10 and RR30, i.e.
the recognition rate achievable without character syighékere theRR10 is 82.3 % andR R30 is 94.5 %.

Secondly the handwriting generation strategies are tefmda given writer, two, three, four, six, eight or
ten characters per class are randomly chosen iPhisdatabase. Then 300 synthetic characters are generated per
class to make a synthetic learning database. A writer-dbgerclassifier is learned with this base and tested on
the D30 database of the writer. This experiment is done 3 times mesefold. The mean and deviation of these
3 x 4 performance rates are computed. Finally the means of theasurements are computed and correspond to
the Writer Dependent Mean recognition rate (WDM) and the Witependent standard Deviation (WDD).

We study four different strategies for the generation oftlsgtic learning databases. The stratéigyage
Distortions” chooses randomly for each generation one among the threggidistortions. By the same way the
strategy'On-line & Image Distortions” chooses randomly one distortion among the image distarao on-line
distortions. The'Analogy and Distortions”strategy generates two thirds of the base with the previtvategy
and the one third with analogical proportion. Table 1 sumthepexperiment results.



[ Nb. of used characters | 2 [ 3 [ 4 [ 6 [ 8 [ 10 |

Image Distortions 76.1 +33 | 825 +24 | 85.8 +20 | 89.4 +1.7 | 91.5+16 | 92.7 +1.3
On-line & Image Distortions || 84.4 +26 | 88.0 £2.1 | 90.3 +1.7 | 92.3 +16 | 93.4 +12 | 94.2 +1.0
Analogy and Distortions 849 +26 | 89.3 +21 | 91.3 +1.4 | 93.5 +1.1 | 945 +10 | 95.2 +0.9

Table 1. Writer Dependent Mean (WDM) performance rate (%) and Writer Dependent Deviation (WDD) (%)
for different synthetic handwriting generation strategies, the reference rate RR10 is 82.3 % RR30 is 94.5 %.

Two main conclusions can be deduced from these resultglyRine aim of the article is achieved. Indeed
with only two original characters the “Analogy and Distoris” allows better writer-dependent recognition rate
than the referenc& R10 and eight to be better thaRR30. Secondly Table 1 shows that the three generation
approaches (image distortions, on-line distortions aralagy) are complementary. Indeed the three strategies
generate 300 data and we note that the richer are the digtettie better are WDM rates. Furthermore, Figure 2
shows that each strategy allows different variants of nébcharacters not achievable by other ones.

Image distortions On-line Distortions Analogy
ows | LT N Y
Scale Slant Speed Curvature

oeie | 4 L X |4 LA H040Y
4 LINDITE LA

Figure 2. Examples of synthetic characters generated by the three approaches.

6. Conclusion
We have shown that our two original generation strategiieghmew distortions with regards to the classical image
modifications. Furthermore, the combination of these tlstestegies keeps the writer scripts as it allows to learn
efficient writer-depend recognizer with synthetic dataayared from very few original characters.

Future works can focus on two goals: to use the generatioamd\iriting with delta-lognormal synergies
(Plamondon & Guerfali, 1998); to improve the quality of dyetic data generating by analogy to avoid some very
distorted characters which can impair the recognition.
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