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1.      Introduction  
A fundamental challenge for robotics is to develop agents capable of interacting with humans in 

collaborative tasks. In recent years, considerable resources and effort have been directed at 

designing and manufacturing robots for use in numerous social contexts, such as companionship 

to the elderly, education, therapy or service.  To make further progress, social robotics needs to 

design robots capable of meaningfully engaging with humans, to ensure the robots can 

collaborate with humans in shared activities and joint actions with high levels of coordination. This 

need explains the fast expansion of the field of human-robot interaction (HRI) and the various 

avenues of research explored within this field in an effort to enable robots to engage more 

successfully in social interactions. As part of this expansion, HRI research has taken inspiration 

from some important findings in psychology, philosophy of mind and neuroscience regarding 
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human-human interaction (HHI) to provide robotic agents with the necessary cognitive capabilities 

for achieving joint actions. 

 

In the wake of these studies, our chapter proposes that some of the current problems confronting 

robot-human interaction in joint tasks can be solved by equipping robots with capabilities for 

establishing mutual recognition of social agency. After first arguing in favor of the fundamental 

role of the notion of commitment in mutual recognition, we show how the attribution and 

maintenance of commitment requires fundamental affective states such as social emotions or the 

prosocial motivation of the need to belong. Finally, we survey three proposals on how social 

robotics could implement an architecture of commitment by addressing the centrality of these 

emotions and exposing their weaknesses and strengths. 

  

The chapter is structured as follows. In section 2, we argue that prediction and motivation are two 

pivotal aspects of joint action which are especially challenging for social robotics. In section 3, we 

discuss a way of meeting these challenges according to which we must equip robotic agents with 

the capacity of establishing mutual recognition with humans. We argue that, although promising, 

the minimal version of the recognitional view proposed by Brinck and Balkenius (2018) has 

important limitations. In section 4, We propose understanding mutual recognition in terms of the 

capacity for attributing, undertaking and signaling commitments and argue that this version of the 

recognitional view is better posed to improve prediction and motivation in HRI. In section 5, we 

argue that social emotions or the need to belong are indispensable for the establishment of 

commitments. In section 6, we consider three different proposals for enabling such affective states 

or for replacing them with functionally relevant substitutes and discuss some of their problems 

and limitations.  

2. Joint Action, motivation, and prediction in HRI 
Broadly considered, a joint action is a social interaction where two or more individuals coordinate 

their behavior in order to bring about a common goal or to have a particular effect in their 

environment (Sebanz et al., 2006). Joint action has been the subject of debate between 

philosophers and psychologists for some time now. On the one hand, philosophers have 

traditionally claimed that joint action requires the participants to share certain intentions and they 

have extensively discussed the nature of such shared intentions. For instance, Margaret Gilbert 

(1992; 2009)  and Michael Bratman (2014) have extensively argued about whether shared 
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intentions depend on the establishment of joint commitments or about the continuity between 

individual and shared intentions. On the other hand, psychologists have focused on elucidating 

the psychological mechanisms facilitating the coordination of behavior among these participants, 

including devices like motor predictions (Prinz 1997) entrainment (Harrison & Richardson, 2009), 

perception of joint affordances (Ramenzoni et al., 2008) or mimicry (Chartrand & Bargh, 1999). 

 

Both philosophers and psychologists share the objective of elucidating why and how humans 

spend an important amount of their time engaged in collaborative action and of characterizing the 

sophisticated abilities that support collaborative action. Collaborative action confronts two main 

challenges. First, successful cooperative interactions are premised on action prediction.  Agents 

need to coordinate their actions at various levels and must be able to make accurate predictions 

regarding their partner's actions and their consequences. Shared intentions serve to plan joint 

action and decide on general and subsidiary goals or sequences of actions to be performed 

(Bratman, 2014; Pacherie, 2013) and a variety of psychological devices help insure their 

implementation by facilitating coordination and mutual adjustments among co-agents  (Knoblich 

et al., 2011). Second, successful cooperative interactions are also premised on motivation.  

Humans exhibit a strong proclivity to engage in social interactions. Their motivation can have a 

variety of sources, both endogenous (e.g. need to belong or general pro-social tendencies) or 

exogenous (e.g. social pressure). We find some interactions with others intrinsically rewarding 

(Depue & Morrone-Strupinsky, 2005) and even when we do not, other sources of motivation (e.g., 

moral values or social pressure) can lead us to help others or collaborate with them. In fact, some 

of the predictive mechanisms mentioned above seem to have close ties to pro-social motivation.  

For instance, people who exhibit more cooperative tendencies and possess more empathic 

dispositions are also those who exhibit more nonconscious mimicry of postures or expressions. 

Chartrand and Bargh (1999) have demonstrated the motivational aspect of the chameleon-effect, 

which refers to the nonconscious mimicry of postures, expression and other behaviors when 

interacting with a partner. 

  

In a nutshell, motivation and prediction are two pivotal aspects of joint action among humans and, 

as such, the two elements must be considered central in the design of social robots. Moreover, 

both create important challenges for social robotics, not just because of the difficulty of 

implementing mechanisms capable of instantiating such functions in robots but also because, as 

a number of studies have demonstrated, there are different negative elements of HRI that may 

undermine motivation and prediction in various ways. 
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First, several findings in psychology and neuroscience suggest that humans interact differently 

when their partner is a robot rather than a human (Sahaï et al., 2017; Wiese et al., 2017). To give 

an example, while different studies in neurosciences indicate that humans can recruit motor 

simulation mechanisms to understand others’ behavior even during passive observation of others 

(Elsner & Hommel, 2001), studies with Brain Positron Emission Tomography suggest that the 

premotor mirror system activated when observing human grasping actions is not responsive to 

non-human generated actions (Tai et al., 2004). 

 

Second, the gap between the expected and the actual capabilities of the robot seems to impact 

the predictive capacities of humans (Kwon, Jung, and Knepper 2016). While the physical 

appearance of the robot and some of their social capacities –e.g. mimicry—may generate high 

expectations regarding the autonomy and sophistication of the robot, its real capacities might 

actually be heavily context-dependent and its autonomy quite limited. Such a difference between 

expectations and reality may provoke frustration in humans but more importantly, it may 

negatively influence their attunement to the robot and decrease their capacity to generate reliable 

predictions of the robot's behavior. Thus, Kwon, Jung, and Knepper (2016) created a series of 

surveys where subjects were presented with vignettes that described a human collaborating with 

an industrial robot, a social robot or another human in either an industrial or a domestic context. 

In their first study, they found that people often generalized capabilities for the social robot, 

attributing the same confidence to both robots in industrial settings. In contrast, they only 

attributed low confidence to the industrial robot in domestic settings. In a second study, they 

created two video clips of a human-robot team and a human-human team each completing a 

simple block-building task, with one teammate responsible for one color of blocks. They 

programmed the robot to be incapable of stacking blocks without the help of their human partner 

and introduced the same limitation in the human-human team. Participants were asked to rate 

the capabilities of the more “limited” teammate at various points of the human-human and human-

robot videos. The experimenters found that the subjects were "more willing to modify their 

expectations based on a robot's perceived capabilities compared to a human". In other words, the 

gap between expectations and perceived capabilities is more pronounced when the observed 

agent is a robot, which could increase the risk of failures during HRI. 

  

Similarly, several studies have uncovered a number of factors that can undermine human 

motivations for engaging with robots.  First, an often-voiced problem in social robotics is the well-
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known Uncanny Valley Effect, the phenomenon whereby humans experience a feeling of 

discomfort or revulsion when perceiving a machine or artifact that acts or looks like a human (see 

Wang et al., 2015 for a review). The first reference to this effect appears in the work of Mori (1970) 

and it has been observed not only in humans but also in primates (Steckenfinger & Ghazanfar, 

2009). There are different hypotheses concerning the possible causes underpinning the 

discomfort, for instance, that the feelings are associated with evolutionary adaptations for some 

aesthetic preferences or the avoidance of pathogens. However, it is important to emphasize that 

whatever these causes are, they can interfere with the motivation of human agents to engage in 

social interactions with robots.  

 

Second, the empirical studies reporting negative attitudes toward robots are not restricted to those 

regarding the Uncanny Valley Effect. In a series of experiments using implicit association tests, 

that measure the reaction times of participants depending on the associations between a target 

(a robot or a human) and a positive or negative attribute, (Sanders et al., 2016) found that the 

participants in the experiments exhibited implicit negative attitudes toward robots even when their 

explicit  assessments of the robotic agent were positive.  Those experiments seem to demonstrate 

that people exhibit adverseness toward robots, or at least, less positive stances than they project 

toward humans. Moreover, other aspects of robots like their human-like appearance or personality 

can be perceived as deceptive (Vandemeulebroucke et al., 2018) or impact the human levels of 

the trust, which could produce resistance to start interacting with the robot or lead one to abandon 

too quickly the collaborative task, ending up in the disuse of the robot (M. Lewis et al., 2018) 

   

In conclusion, despite the enormous advances made towards endowing robotic agents with socio-

cognitive capacities, there are reasons to believe that attempts at establishing a better mutual 

understanding between humans and robots do not always meet with success. In particular, the 

mentioned studies have discovered some important elements that could negatively impact the 

objective of designing robots able to collaborate with humans as a team. In the next section, we 

review two general approaches to social robot design that may help solve these problems and we 

present some of their limitations.  

3. Social Robotics and Recognition 
How can we eliminate or mitigate the threats to prediction and motivation in joint action for HRI?  
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A promising strategy aims at identifying and characterizing the fundamental social capacities 

deployed in human-human interactions in order to design robots with similar capacities for 

understanding the behavior or mental states of their human partners. Such an approach is 

exemplified by the work of several laboratories that attempt to design robots with social capacities 

like joint attention (e.g. Huang & Thomaz, 2010), recognition of emotion or body gestures 

(Benamara et al. 2019) or theory of mind (Pandey & Alami, 2010; Sisbot et al., 2010). To take a 

few examples, Huang and Thomaz (2011) carried out a study with a Simon robot able to recognize 

human attention (by recognizing eye gaze, head orientation or body pose), to initiate joint attention 

(by using pointing gestures, eye gaze and utterances) and to ensure joint attention (monitoring 

the focus of attention and soliciting the partner's attention with several communicative strategies). 

In their study, they found that people tend to have a better mental model of the robot and to 

perceive the robot as more sociable and competent when it manifests a capacity for joint attention. 

Another example of this type of strategy is Pandey and Alami’s (2010) theory of mind-like 

implementation which uses information about the human's position, posture or visibility of the 

relevant space and objects to enable the robot to reason about the human reachability and her 

visual perspective. Moreover, these types of designs enable robots to exploit different social cues 

to respond to the human's action, plan different courses of behavior or implement collaborative 

interactions. Some labs have designed planners and decision-making devices that take into 

account the information provided by these mechanisms. For instance, Sisbot et al. (2010) 

designed a system that integrates information from perspective-taking, the human point of view 

on the relevant space and objects, and human-aware manipulation planning to generate robot 

motions that consider human safety and their posture along with task constraints.   

Endowing the robot with such highly sophisticated capacities enables it to understand humans 

and reason about their behavior and mind. However, as Brinck and Balkenius (2018) argue, the 

problem with this strategy is that such capacities are not often oriented towards making the human 

user feel recognized by the robot or towards establishing a mutual recognition between the human 

and the robotic agent (for another view of recognition in HRI see Laitinen, 2016). Humans can 

understand others' behavior, for instance, in terms of mental states. However, they are also 

capable of expecting different behaviors from others depending on their physical aspect or the 

shared environment. Moreover, humans are constantly exhibiting different proactive and reactive 

strategies to make the other aware of such expectations or to acknowledge the expectations the 

other has towards them.  Such responsiveness and proactive and reactive strategies serve to 

establish a mutual recognition, that is, the participants are not merely passive subjects of 
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prediction and control by the other (Davidson, 1991, p. 163; Ramberg, 2000, p. 356), but active 

agents who attribute to each other certain rights and obligations concerning the joint action.  

The notion of recognition is complex, but in the minimal sense, recognizing and being recognized 

as social agents give rise to the type of behaviors and responses that are at the root of our sociality 

and of the way we adjust to each other's actions. In this sense, Brinck and Balkenius argue, the 

design of the robot must consider the human as a social being with needs, desires, and mental 

states, and thus, the robot must be designed to be aware of, and responsive to, these features. 

As a result, the robot should be able to take the human into consideration and react to his 

presence, body, and actions, but also to signal its own presence and acceptance of the human, 

so the recognition becomes mutual.  

  

Now, the question is which is the best way to implement this recognitional approach in social 

robotics? Brinck and Balkenius have put forward a minimal recognitional approach according to 

which the design of the robot must focus on embodied aspects of mutual recognition. According 

to several authors (Brandom, 2007; Satne, 2014), recognition involves high-level cognitive 

capacities including being able to give, and ask for, reasons or the ability to respond to blame and 

reproach. However, Brinck and Balkenius argue that recognition can be manifested in more 

minimal social capacities including attending to the other, searching and making eye-contact, 

engaging in turn-taking or mimicking postures. According to this minimal approach, recognition 

involves three cognitive capacities: First, immediate identification, the processes that assign 

certain properties to the other individual and generate certain expectations about how others will 

engage in a mutual activity based on perceptual information available here and now. This 

identification, they argue, requires the perception of movement and action, gaze, vocalization, 

and emotions. Second, anticipatory identification requires anticipating the actions of the other 

based on previous interactions and the available information in the context, for instance, the 

perception of the others' actions in the interaction. Finally, mutual recognition requires, what 

Brinck and Balkenius call confirmation, which involves reacting to the presence of the other or 

signaling pro-actively to show that identification has taken place and one is ready for the 

interaction. As a result, when these elements are combined, the individual shows that their 

behavior can be influenced by the other's, thus exhibiting a willingness to engage in the 

interaction. Such mutual recognition is crucial not only to establishing the readiness to interact 

but also the dynamic of signals, actions and reactions that facilitate the interaction. Although in 

principle, the three basic components of recognition can be instantiated by different capacities, 
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Brinck and Balkanius emphasize the importance of embodied recognition, that is, identification 

and confirmation based on physical constitutions of the body and sensory-motor processes. Some 

of the processes involved in this type of recognition are attentional engagement, mimicry of 

postures or gestures, emotional engagement, responding to other's gaze and attention, 

exaggeration of the movements or explicit modification of their kinematics, turn-taking or active 

eye-contact.   

  

This general framework gives us a solution to the problems presented in section 2. Equipping 

robots with capacities for establishing mutual recognition may solve the motivational problem to 

the extent that people may feel recognized by the robot. Robotic embodied recognitional 

capacities could make the human feel perceived as a social peer, and thus, bring about the same 

type of motivations that an interaction with a human social peer may trigger. Moreover, this 

strategy could, in principle, dissipate some of the prediction problems. Designing robots with 

capacities for confirmation can help control the type of expectations that the human generates. 

For instance, if the robot is designed with confirmation strategies regarding some expectations 

(e.g. the robot confirms his capacity for facilitating physical therapy) but not others (e.g. he is 

unable to establish conversation), it could reduce the aforementioned expectation gap. 

  

Despite its virtues, the embodied recognitional approach suffers from important limitations, 

however. First, it lacks the level of abstraction that would be needed for it to be a general approach 

to the design of social robotics. In robotics, we find a large number of different robotic agents, 

which possess different perceptual and behavioral capabilities and physical features. To give a 

few examples, we can find robots able to move their heads and arms (like Pepper or i-Cub) while 

others cannot (e.g. Rackham). Some agents can introduce different signals through channels like 

a screen (Pepper and Rackham), while other agents, like a humanoid, are restricted to human-

like expressive capabilities or language. Similarly, while most robots are equipped with visual 

capacities in the form of cameras, many others use tactile sensors, thermal cameras or heart rate 

detectors. Such a variability creates a problem for strategies that lack a sufficient degree of 

abstraction, precisely because some embodied strategies may be available to some robotic 

agents and not others. We need to model social interactions in a way that abstracts away from 

some aspects of implementation, so we can adjust different social strategies to different robots 

depending on their perceptual and behavioral capabilities. 
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Second, the embodied recognition strategy fails to take advantage of some important procedures 

that human exploits during joint action and that are available to social robotics. This is especially 

obvious in the case of identification. As Brinck and Balkanius state, humans generate 

expectations about others’ actions based on different embodied aspects and physical features. 

However, the sources of information we use to generate expectations about others during joint 

action are not restricted to physical features or even contextual factors. Humans often anticipate 

or predict others’ actions by the mediation of patterns of rationality (Dennett, 2009; Fernandez 

Castro, 2020; Zawidzki, 2013), scripts and social norms (Maibom, 2007; McGeer, 2015) or the 

structure and features of the joint action itself (Török et al., 2019). To give an example, in a recent 

study, Török, et al. (2019) demonstrated that when people perform joint actions, they behave in 

ways that minimize the costs of their own and their partner’s movement and they make rational 

decisions when acting together. Arguably, the capacity for diminishing the costs of the partner’s 

choice must be partially based on the assumption that the partner will behave rationally. In other 

words, we can assume that people expect each other to behave as it is rationally demanded by 

the joint action. A second example has to do with the type of expectations that we generate 

depending on the nature of the joint action itself. As several authors have suggested (Knoblich et 

al., 2011; Pacherie, 2011; Vesper et al., 2017), when we engage in a joint action, we form 

representations of the joint plan. Such representations not only involve an individual's own actions 

in relation to the joint action but also in relation to their partner’s actions. In this sense, individuals 

anticipate and predict partner's courses of action in relation to the representation of the joint plan. 

In other words, the human capacity for identifying each other relies on a variety of informational 

sources that are not restricted to embodied physical information. These types of strategies can 

be extremely helpful for social robotics, so there is no reason why we should not exploit similar 

strategies during HRI. 

  

Thus, while we do not want to deny that the embodied recognition strategy may contribute to 

solve or attenuate the prediction and motivation problems in social robotics, we think that a more 

general strategy is necessary. Such a strategy may be elaborated upon a model that abstracts 

away from specific implementations of the robotics agents, so it can be adjusted to the embodied 

and non-embodied idiosyncrasies of every robot while exploiting the socio-cognitive capacities of 

humans and establishing a mutual recognition between humans and robots. In the next section, 

we present our proposal according to which the recognition between humans and robots must be 

understood in terms of commitments. So, the general strategy to design robots able to overcome 

the aforementioned problems with prediction and motivation must be oriented towards developing 
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robots with the capacity for establishing, tracking, and responding to, individual and joint 

commitments. 

 

4. Commitments and Recognition  
Part of the rationale behind the notion of recognition is the idea that the stance that humans have 

toward each other's behaviors is not passive, as if one were distantly observing a mere object 

whose movements one needs to predict. In fact, in joint actions, humans adopt an active stance, 

in which they pro-actively provide social cues to facilitate prediction and anticipation by their 

partner, regulate their behavior to make it more transparent and actively influence others' actions 

to facilitate the realization of a joint goal. Evidence that humans adopt such a proactive stance is 

provided by empirical findings suggesting that, during human-human interactions, people provide 

others with information about their own actions. For instance, some studies on sensorimotor 

communication demonstrate that people exaggerate their movements to allow their partners to 

better recognize the action goal (Vesper & Richardson, 2014). Moreover, humans are sensitive 

to implicit cues  (gaze signals) that manifest an agreement to carry out with them a task their 

partner intends to perform (Siposova et al., 2018). 

  

In our view, such a proactive stance and the repertoire of actions and capacities necessary to 

adopt it requires agents to attribute and undertake different participatory and individual 

commitments. As a first approximation, we submit the idea that mutual recognition in joint action 

is established when the partners recognize each other as authors of different commitments 

involved in the interaction and hold each other responsible for such commitments. People 

proactively give social cues, regulate and adjust their behavior in response to others as a way to 

establish, negotiate and track a set of individual and joint commitments related to the goal and 

plan associated with a joint task. 

  

Now, a commitment is in place when the recipient generates an expectation regarding the author 

as a result of having an assurance that the author will act according to the expectation in a 

condition of mutual knowledge. To give an example, Sara is committed to helping Andrew repair 

his bike when Andrew expects Sara to do it as a result of Sara having made a promise to do so 

and Andrew having acknowledged the promise. Traditionally, philosophers have connected the 

establishment of commitments to explicit verbal actions, e.g., one agent, the author of the 

commitment, commits to another, its recipient, to a course of action X by intentionally 
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communicating that one intends to X through a promise or other speech act (Austin, 1962; M. 

Gilbert, 2009). However, commitments are not necessarily established through explicit verbal 

agreements. For instance, one might indicate through gestures or facial expressions that one will 

perform the appropriate action (Siposova et al., 2018). Moreover, as several authors claim, some 

factors like situational affordances, social norms and scripts (Fernández Castro & Heras-

Escribano, 2020; Lo Presti, 2013), or the identification of another agent’s goal (Michael et al., 

2016), for example, can lead an agent to undertake commitments and attribute commitments to 

others. 

  

Understanding our social stance in terms of commitments allows us to understand the notion of 

identification in a way that helps us cover a greater range of strategies than the embodied version 

of the recognitional view. Identifying another agent as a social peer implies attributing to her a set 

of commitments from which we can generate different expectations that anticipate and predict her 

actions. We can attribute different commitments depending on the physical appearance of the 

author, but also, depending on social norms, general patterns of rationality, scripts or the structure 

and features of the joint action itself. For example, we can attribute to our partner the commitment 

to behave in the most rational way and minimize the costs of the overall action. In other words, 

we can assume that people identify each other as committed to behave as rationally demanded 

by the joint action, which generates expectations that facilitate anticipation and prediction. Another 

example has to do with the type of commitments that we attribute to each other depending on the 

nature of the joint action itself. As Roth (2004) has emphasized, when we engage in joint action, 

we do not only undertake a joint commitment to pursue the joint goal but we also undertake a set 

of contralateral commitments regarding individual actions and sub-goals necessary to the success 

of the collective task. For instance, if we agree to go for a walk together, we can attribute to our 

partner an individual commitment to walk at the same pace. 

  

Now, identification (and confirmation) are not the only types of capacities involved in the social 

stance we adopt during joint action. When we perceive our partner as such, we do not only 

generate expectations and wait for confirmation; we often use exhibitory signals to indicate to our 

partner what we expect her to do. In other words, one pro-actively gives cues to one’s partner 

regarding what behavior one believes should be performed. For instance, as Michael et al. (2016) 

suggest, people often use investment of effort in a task as an implicit cue for making the perceiver 

aware that we expect him to behave collaboratively. In other cases, the cues are more explicit, 

for instance, when we negotiate what to do during the task through what Clark (2006:131–33) 
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calls a projective pair (e.g. proposal/acceptance), where one of the participants proposes a 

particular goal to another (Let’s do G!; Should we do that?), who then accepts or rejects the 

proposal. Besides these exhibitory actions, social agents manifest different regulative actions 

directed toward the performance of others. For instance, we often use positive or negative 

emotional expressions, like smiling or wrinkling one’s nose as a signal of approval or disapproval 

toward the action of the other (Michael, 2011). Moreover, humans exhibit a robust repertoire of 

regulative actions directed toward others when they have frustrated our expected social 

interactions, including blaming, reprimanding or asking for reasons (McGeer, 2015; Roth 2004). 

Such regulative actions are manifested during joint action (Gilbert 2009; Roth 2004). Some recent 

studies suggest that people who judge that two persons are walking together in certain conditions 

are more likely to consider that one of the participants has the right to rebuke the other when he 

peels off (Gomez-Lavin & Rachar, 2019).  

  

An interesting aspect of these exhibitory and regulative actions is that they are hard to 

accommodate in a framework that does not presuppose that social agents can hold each other 

responsible for certain actions. In other words, exhibitory and regulative actions presuppose that 

agents feel enabled or justified to hold their partners responsible for the expectations they have 

generated. Such a normative attitude is accommodated in our framework to the extent that social 

partners recognize others' actions as living up to such commitments or frustrating them. In other 

words, exhibitory and regulative actions are motivated by the normatively-generated expectations 

of commitments. The normative attitude underpinning exhibitory and regulative actions is 

explained by the fact that the expectations associated with commitments are normative 

(Greenspan, 1978; Paprzycka, 1998; Wallace, 1994). That is, when we expect an agent A to do 

X because she is committed to G, we do not just predict and anticipate X (descriptive 

expectations) but we are entitled to demand X from A on the basis that she has the obligation to 

G (normative expectation). 

  

The existence of such a normative attitude can also explain why, in joint actions, social partners 

may feel motivated to perform actions whose goal is not instrumental but communicative (Vesper 

et al. 2017: 4). As Clark (2006) emphasizes, joint actions can be divided into two types of actions: 

the basic actions, aimed at achieving the goal per se and coordinating actions aimed at facilitating 

the prediction, adjustments, and coordination between the partners. In other words, social peers 

pro-actively ensure that the other partner generates the appropriate expectations. Notice that 

coordinating actions also involve a normative component: they involve the agent's obligation and 
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accountability. When someone produces a social cue that signals what he is going to do —e.g. 

making eye contact to indicate one’s readiness to engage in a collaborative task— She is implicitly 

embracing the responsibility to act accordingly. These actions exhibit a high component of social 

exposure. Making public your intention to perform a particular joint action entitles others to 

sanction or blame you if you decide to abandon the action. Thus, it is difficult to see how agents 

could undertake such a responsibility without having a particular understanding of their actions 

and themselves in terms of commitments.  

  

Now, we can see how commitments play a pivotal role in both prediction and motivation in joint 

action. Regarding prediction, as we mentioned, when one identifies a partner as such and she 

confirms this identification, the two agents are establishing a set of commitments. As Michael and 

Pacherie (2015) have argued, commitments stabilize expectations regarding actions, beliefs, and 

motivations that reduce different types of uncertainties regarding how to proceed during the joint 

action, shared background knowledge or whether or not the participants have a common goal. In 

this sense, both attributing and undertaking individual and joint commitments facilitate prediction 

and coordination by prescribing courses of actions and individuals’ behavior more transparently.  

  

Regarding motivation, commitments can serve as an important catalyst for joint actions in different 

ways. First, commitments impose an obligation on the author of the commitment to fulfill the 

appropriate expectation. Such an obligation can be enforced in different ways. For instance, the 

obligation entitles the recipient to sanction their author or to protest if the expectation is not fulfilled 

which could provide reasons to the authors to engage in a joint action when he has previously 

committed to it. Secondly, the author of the commitment may feel motivated to act not because 

she is inclined to avoid the recipient’s possible sanctions but because she may feel identified with 

the expectations in place. Humans often find others’ expectations about their own behavior 

appealing when they are reasonable (D. K. Lewis, 1969; Sugden, 2000). Thirdly, expressing 

commitments can also motivate the action of the recipient to the extent that they are costly signals 

which provides evidence of the author’s motivation and serves as a reason for the recipient to 

engage in the joint action (Michael and Pacherie, 2015; Quillien, 2020). Finally, the author's 

signals of commitments can prompt a so-called sense of commitment (Michael et al., 2016) on 

the recipient that may act as an endogenous motivation to engage in the joint action. Sense of 

commitment is the psychological motivation to collaborate, to engage in a joint goal or cooperate 

with someone because this person expects you to do so and he has somehow manifested such 

expectation.  
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These aspects are sufficiently important and pervasive in human-human interaction to motivate a 

general strategy in social robotics that puts the notion of commitments at the center of the design 

of robotic agents. This would consist of taking seriously the idea of making robots able to identify 

human partners as social partners and attribute them a set of commitments depending on relevant 

features of the situation, but also, able to monitor and respond to the fulfillment or frustration of 

the relevant expectations.  Moreover, robotic agents should be able to undertake commitments, 

and thus, pro-actively signal them to establish mutual recognition with their partner.  

  

Some exploratory ideas of how robot design can be oriented to the establishment of commitment 

lay on the use of social signals in robot design. Several studies have demonstrated that equipping 

robots with the capacity to produce behavioral cues, facial expressions or gaze cues can boost 

transparency, mutual understanding and trust in HRI  (Normoyle et al., 2013; Sciutti et al., 2018; 

Stanton & Stevens, 2014). For instance, different studies indicate that stereotypical motions, 

along with straight lines and additional gestures (see Lichtenthäler & Kirsch, 2013 for a review) 

are pivotal factors for legible robot behavior. In this line, Breazeal et al. (2005) have demonstrated 

that equipping robots with subtle eye gaze signals—for instance, enabling Leonardo to reestablish 

eye contact with the human when it finishes its turn, and then, communicating that it is ready to 

proceed to the next step in the task— improves the subject’s understanding and her capacity to 

quickly anticipate and address potential errors in the task. Moreover, different laboratories have 

designed different expressive capacities in robots that boost the motivation to interact in humans 

or that maintain her engaged in the collaborative task. For instance, work in this direction involves 

facial expressions in anthropomorphic faces with many degrees of freedom (Ahn et al., 2012; 

Kedzierski et al., 2013), posture (Breazeal et al., 2007) or body motion (Kishi et al., 2013). The 

efficiency of such approaches is confirmed by studies that demonstrate that human users find 

robots more persuasive when they use gaze (Ham et al., 2015) or more cooperative when they 

use cooperative gestures like beckon, give or shake hands (Riek et al., 2010). In sum, we have 

reasons to believe that robots equipped with the capacity for advancing certain expectations or 

exhibiting a certain degree of commitment to a particular task can improve human trust and 

proclivity to engage with a robot. 
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5. The Affective side of Commitments  

In the previous section, we have presented a general approach to the design of social robots 

capable of engaging in joint action with humans. Such an approach emphasizes the necessity of 

implementing robots whose capabilities enable them to attribute and undertake commitments. 

These capabilities must include abilities like pro-active signaling of robot’s expectations regarding 

the human, monitoring and reacting to the frustration and fulfillment of such expectations or 

manifesting its readiness to behave as expected. The main virtues of this strategy are its level of 

abstraction and generality, which would allow implementing the mentioned abilities differently 

depending on the specificity and constraints of specific robotic agents. Now, in which sense are 

affective states important for joint action in HRI and which role do they play in this general 

strategy? What can a capacity for emotional expression bring to this commitment approach? Are 

emotions, motivations or other affective states necessary for establishing and maintaining 

commitments between humans and robots? 

  

To appreciate the role of affective states in the dynamics of establishing and monitoring 

commitments, we must consider again the regulative actions associated with holding someone 

responsible for their commitments. As we mentioned, when we expect an agent A to do X because 

she is committed to G, we do not just predict and anticipate X (descriptive expectations) but we 

are entitled to demand X from A on the basis that she has the obligation to G (normative 

expectation). A first affective aspect associated with commitment seems to be the often 

emotionally loaded character of these regulatory reactions. Regulatory actions are a series of 

behaviors oriented toward the other agent or their behavior in order to acknowledge that they 

have violated (or fulfilled) a commitment. Regulatory actions include subtle cases like manifesting 

surprise or merely warning the other but also more dramatic actions like expressing resentment 

and anger or manifesting disapproval or blaming. However, even the milder reactions, finding fault 

with someone or communicating a judgment of violation, seem to register an emotional state or 

charge.  

  

But what are emotions and why do we experience negative emotions when someone breaks a 

commitment? Emotion theorists generally understand emotions as having intentional, evaluative, 

physiological, expressive, behavioral and phenomenological, components, although they tend to 
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disagree on which of these components are central or essential to emotion (Michael, 2011; J. J. 

Prinz, 2004; Scherer, 2005). Social emotions are a particular subset of emotions, both self-

directed and other-directed, that depend upon the thoughts, feelings or actions of other people, 

"as experienced, recalled, anticipated or imagined at first hand" (Hareli and Parkinson 2008: 131). 

Examples include shame, embarrassment, jealousy, admiration, indignation, gratitude, and so on. 

Now, commitments impose obligations on the author of the commitment and enable or entitle the 

recipient to demand these obligations be met. A possible explanation of the emergence of 

emotional states like feelings of offense, disappointment, disapproval or resentment is precisely 

their function as a cultural mechanism to prompt punishment and prevent free-riding. While the 

explanation of small-scale collaboration can appeal to indirect-reciprocity or genetic affinity, the 

evolution of large-scale cooperation is a puzzling phenomenon from an evolutionary point of view 

to the extent that it occurs among strangers or non-relatives in large groups. Several authors have 

proposed that cultural evolution solved the problem by impacting human social psychology 

(Henrich & Henrich, 2007). In this view, the solution to the problem will lie on a series of evolved 

norm oriented psychological mechanisms that enable humans to learn and acquire social norms 

and cultural patterns but also to respond to norm violation and engage in punishment. Such norm-

psychology will facilitate large scale cooperation by creating and reinforcing more stable groups 

(Guzmán et al., 2007). 

  

In this sense, one may argue that social emotions are part of our norm-psychology and that their 

biological function is precisely to sustain large-scale cultural dynamics by prompting monitoring 

and punishing responses to norm violations or non-cooperative behaviors in our cultural niche 

(Fehr & Gächter, 2002). Such a perspective may help us to understand how emotional states can 

contribute to the maintenance of commitments or why commitments are regarded as credible. 

Social emotions enable humans to monitor others’ commitments and norm compliance and trigger 

the appropriate punishing or sanctioning response when appropriate. Moreover, one may 

suggest, the existence of these emotional responses may have promoted, in the appropriate 

evolutionary circumstances, an inclination to signal and fulfill the commitments, not only in order 

to avoid  punishment and sanctions but as an outcome of developing some sort of avoidance of 

others' negative emotions  — e.g. aversion to others’ distress or guilt (Decety & Cowell, 2018; 

Vaish, 2018) — or as part of a reputation management mechanism. As a result, social emotions 
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seem to play a fundamental role in the establishment and maintenance of commitments, and thus, 

in the well-functioning of joint actions. But would this be a definitive positive answer to the question 

of whether or not commitments require affective states? Does social robotics need to develop 

emotional robots to establish and maintain joint commitments and protesting as a reaction to the 

violations of commitments? To what extent should such emotional states be associated with 

sanctioning or punishment? 

Although in evolutionary theories of cooperation, punishment seems to play a fundamental role, 

it is not so obvious that punishment is necessarily linked to an increase of cooperative behaviors 

among a population. Several authors have argued that punishment can be ineffective to sustain 

compliance and even can produce an erosion in cooperation (Dreber et al., 2008; Ostrom et al., 

1992). Moreover, the reactive behavioral pattern associated with emotional states like 

disappointment or disapproval seems to be protesting, attempting to jolt the wrongdoer into seeing 

things more from the wronged party’s perspective or, in the worst case, blaming, rather than 

punishing or sanctioning. Thus, it is not so obvious that punishing or sanctioning would be the 

ultimate functional role of social emotions in the development of commitments.  

In our view, the role of social emotions in the emergence and maintenance of commitments makes 

more sense when we have a look at the entire dynamic exchange where these emotional states 

are often inserted when a violation of commitment is produced. Such an exchange, we will argue, 

shows that these social emotions play a fundamental role in managing commitment when they 

work in conjunction with another pivotal affective state: the need to belong. The functional role of 

social emotions in the context of commitment management only makes sense when the author of 

the commitments is not only ready to comply with the commitment but also when he is ready to 

review, re-evaluate and regulate their behavior under the light of the emotional charge produced 

by a violation. Such inclination to review, re-evaluate and regulate her behavior cannot be 

explained without postulating a central motivation to care about the others that we will 

characterize in terms of the need to belong (Baumeister & Leary, 1995; Over, 2016).  

  

To see how, let us consider an observation that several philosophers have made in the context 

of the debate on moral responsibility (Fricker, 2016; Macnamara, 2013; McGeer, 2012). A 

fundamental debate in philosophy of mind regarding moral responsibility revolves around the 
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function of reactive attitudes like blaming in the practice of moral responsibility. However, 

according to these authors, while the debate has often focused on the fact that reactive attitudes 

are backward-looking responses to actions and attitudes, which manifest that we profoundly care 

about other moral actions and responsibilities, the debate has often overlooked the forward-

looking dimension of such reactive attitudes and that seems to be fundamental for understanding 

how such reactive attitudes scaffold the moral agency of others (McGeer 2012). In other words, 

although reactive attitudes towards others often manifest negative emotions, they also 

communicate a positive message, namely that we see them as moral agents capable of 

understanding and living up to the norms of a moral community. In understanding this message, 

what is essential is that “the recipients of such attitudes understand – or can be brought to 

understand—that their behaviour has been subjected to normative review, a review that now calls 

on them to make a normatively “fitting” response” (McGeer 2012: 303). Such a responsiveness 

involves the wrongdoers behaving reactively in ways commensurate with treating them as 

responsible agents, as manifested by the co-reactive attitudes of apologizing, giving reasons and 

reviewing her behavior in a way that reflects a moral sensitivity. So, moral agency is reflected in 

the disposition to respond reactively to others’ reactive attitudes.  

  

Considering commitments from a similar angle, we can see reactions to violation or fulfillment of 

commitments (e.g. asking for reasons, reprimanding or manifesting surprise or disapproval) 

precisely as just one step in a dynamic practice where reacting and co-reacting  (e.g. giving an 

excuse, adjusting one’s action) to the violation and fulfillment only make sense in the context of 

the forward-looking function of reactive attitudes: urging the wrongdoer to review her behavior 

and mental attitude in the light of the expectations generated by the commitments that the 

wronged party attributed to her. Such a forward-looking function is manifested in the co-reactive 

responses to reactive attitudes, which are often oriented to apologizing or justifying the violation 

but more importantly to increase the agential capacities of the agents to the extent that they 

scaffold their capacity to evaluate their behavior in the light of the commitments involved. As 

Fricker (2016) claims, even when the wrongdoer does not admit the violation or does not 

acknowledge her previous commitment, the reactive attitude can produce sufficiently 

psychological friction on the wrongdoer to orient her mind toward an evaluative stance and lead 

her to review her motives or reasons to behave as she did.  
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These dynamics have an important function in terms of interpersonal alignment of intentions and 

joint beliefs. Imagine two friends, Pablo and Sara, who decide to paint a house together and when 

Sara takes her brush to start, Pablo takes his equipment and goes to another room. The following 

exchange may ensue: 

- Pablo: “I thought we were going to do this together."  

- Sara: “This way we'll go faster."  

- Pablo: “I don't want to get bored doing this.”  

- Sara: “Okay, you're right." 

This kind of dynamic, where two agents react and co-react to the frustration of an expectation 

associated with a joint commitment, shows us how regulative actions may serve to align intentions 

and beliefs during a joint action, which has important consequences for prediction and motivation. 

However, the lesson we would like to draw from this analysis is different. Notice that the dynamic 

trajectory of reactions and co-reactions is based on the premise that both agents care about each 

other, the joint commitments and their mutual expectations. Reactive and co-reactive attitudes 

only make sense if the agents involved are the kind of agents that care about living up to the 

expectations and demands of commitments and care about exercising their agential capacities 

expressed through evaluating and regulating their actions in accordance with commitments and 

their normative expectations. Such capacities, then, can only make sense if the agents involved 

care and value their social relations and bond with other agents, which seems to imply an 

important affective factor.  

 

Elsewhere, we have argued that a major human motivation for explaining why commitments are 

credible is the need to belong (Fernández Castro & Pacherie, 2020). The need to belong is the 

need that individuals have for frequent, positively valenced interactions with other people within 

a framework of long-lasting concern for each other’s welfare (Baumeister and Leary 1995; Over 

2016). The need to belong is a need, in the sense that long-term social bonds are crucially 

important to well-being and, conversely, their lack leads to ill-effects. The need to belong explains 

why humans find acting with others rewarding, why they tend to give attentional priority to social 

cues, or why many joint actions are motivated not just by the desire to achieve the intended 

outcome of their shared intention but also by the desire to obtain this social reward. However, in 
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contrast with other postulated general prosocial motivations (Godman, 2013; Godman et al., 

2014), the need to belong is neither indiscriminate nor unbounded but rather manifests selectivity. 

So, humans prefer repeated interactions with the same persons to interactions with a constantly 

changing sequence of partners, they devote more energy to preserving and consolidating existing 

bonds than to interacting with strangers and once the minimum quantity and quality of social 

bonds are surpassed, their motivation to create new bonds diminishes. 

 

For our purpose, the importance of the need to belong lies in its capacity for giving an account of 

why we care for, or value, both our commitments to others and the commitments others have to 

ourselves. Without such a capacity, we could not explain why one experiences social emotions 

when someone breaks a commitment or why one feels the psychological pressure to evaluate 

one's performance and commitments in light of the reactions of others. Fernández Castro & 

Pacherie (2020) argue that although there is a large diversity of motivations that may be involved 

in why we commit ourselves and why we remain faithful to those commitments –e.g. reputation 

or avoidance of negative social emotions—, the need to belong is, from a developmental point of 

view, a more basic motivation. Now, the presented dynamic also allows us to see how the need 

to belong might be involved in the emergence of these other motivations. First, an agent’s social 

emotions emerge as reactive attitudes to others' attitudes or behavior that may trigger her capacity 

for reviewing, re-evaluating and regulating her behavior. However, social emotions can only serve 

such a function if the wronged party cares about the wrongdoer's commitments, even in cases 

where the wronged party does not necessarily benefit from the result of the joint action, and if the 

wrongdoer in turn cares about the wronged party sufficiently to motivate a co-reaction. Second, 

although we may abide by our commitments or provide justifications to explain why we violated a 

commitment simply in order to promote or preserve a positive reputation, such management of 

reputation can only emerge as a result of the dynamics of previous reactions and co-reactions 

premised on the idea that we care about others. The notion of prestige and reputation is tied to 

the image that others have of us and how such an image may impact our social relations with 

them. Without a motivation to engage in such social relations, and probably without a dynamic of 

manifested positive or negative attitudes toward the resulting outcomes of such relations, the 

notion of reputation no longer makes sense.  
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In a nutshell, the establishment and maintenance of commitments involve a dynamic trajectory of 

signals, reactions, and co-reactions. This trajectory seems to involve at least two emotional 

components. First, a series of socio-emotional states triggered by frustration (and fulfillment) of 

commitments that produce a series of regulative behaviors signaling recognition of the violation, 

disapproval of it and warning and aimed at making  the wrongdoer review her behavior. Second, 

a pro-social motivation that prompts both parties to establish commitments but more importantly 

makes them ready to review, re-evaluate and regulate their behavior in the light of their violation, 

and thus, scaffold their agential capacities as a team. 

6. Emotional Robots and Commitments 

We have proposed that the establishment of commitments during joint action necessitates the 

mutual influence of two types of affective states: social emotions and prosocial motivations. The 

interaction between these types of affective states explains different features of the interaction 

between partners like how they hold each other responsible for commitments, how they react and 

co-react when the expectations associated with the commitments are violated or fulfilled or why 

one would assume the social costs of undertaking them. If our argumentation is compelling, one 

must wonder whether implementing these types of affective states is necessary for the design of 

social robots able to establish commitments with a human partner in collaborative contexts: May 

developers attempt to implement affective states in robots? Or would it be sufficient to mimic or 

imitate the behavioral profile of such states? Could we find a design solution that would devise 

functional substitutes for such affective states without implementing them properly? In this 

section, we propose three possible answers to these questions and discuss their potential scopes 

and problems. First, we discuss a minimalist option that would involve faking emotional states. 

Second, we discuss a maximalist option that would endow robots with affective states or quasi-

states that are equal or at least similar to human affective states. Finally, we discuss an alternative 

option that attempts to design different solutions aimed at establishing commitments without using 

or faking affective states.  

 

To begin with, the minimalist option would attempt to endow robots with a capacity to manifest 

certain behavioral reactions recognizable by the human as stereotypical affective reactions that 

facilitate the establishment and maintenance of commitments without necessarily implementing 

other dimensions of affective states like arousal or specific action tendencies. Although not 

straightforwardly connected to commitments, the use of emotional signals to communicate 
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different information or to maintain the human engaged in a collaborative task is a common 

strategy in social robotics. Several labs (Breazeal, 2003; Craig et al., 2010; Kishi et al., 2013; 

Oberman et al., 2007; C. Wendt et al., 2008;) are equipping robots with different emotional 

expressions in order to prompt empathy or pro-social attitudes in the human agent, so robots 

"could potentially tap into the powerful social motivation system inherent in human life, which 

could lead to more enjoyable and longer lasting human-robot interactions" (Oberman et al. 2007: 

2195).  Indeed, we can find some developments that could somehow support the realization of 

the minimal option. On the one hand, some implementations have used emotional expressions 

as indications of robot’s failures (Hamacher et al., 2016; Reyes et al., 2016; Spexard et al., 2008); 

these emotional expressions can facilitate human interpretation and trigger helping behavior in a 

way similar to the types of reactions triggered by the social emotions involved in commitments 

mediated interactions. For example, Hamacher et al. use a BERT2, a humanoid robotic assistant, 

in a making-omelet task in order to test users’ preferences. BERT2 was able to express sadness 

and apologize when dropping an egg. The studies demonstrated that subjects preferred to interact 

with the robot able to display such expressions than with the more efficient robot without such 

social capacities. On the other hand, we can find some studies that give support to the idea that 

some indications of motivation and commitments on behalf of the robot can boost the human 

feeling of obligation to remain committed to the action (Michael & Salice, 2017; Powell & Michael, 

2019; Vignolo et al., 2019). In Vignolo et al.’s experiment, an iCub robot interacted with children 

in a teaching skills exchange. In the experiment, the subjects were exposed to two different 

conditions: in the high effort condition, the iCub slowed down his movements when repeating a 

demonstration for the human learner, whereas in the low effort condition he sped the movements 

up when repeating the demonstration. Then, the human had to reciprocate teaching the iCub a 

new skill. They found that subjects exposed to the high-effort condition were more likely to 

reciprocate and make more effort to teach the robot. These experiments seem to provide some 

partial support to the idea that exhibiting prosocial motivations, which indirectly ensure the level 

of commitment to a task, may facilitate the maintenance of commitments in HRI. In a nutshell, we 

have reasons to believe that faking emotional expressions is viable, and thus, in principle, a good 

way to attempt to implement a mechanism for establishing and maintaining commitments in HRI. 

 

The minimalist option, however, presents two significant problems. The first is the problem of 

responsible agency. As we argued above, the role of affective states in the establishment and 

maintenance of commitments is twofold. First, social emotions play a role in the production of 

regulative behaviors that acknowledge the partner's responsibility tied to commitments while 
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triggering the appropriate co-reaction. Second, such co-reaction is motivated by a general 

prosocial motivation which is manifested in the tendency to provide excusing explanations or 

reparations in the form of apology but more importantly in the inclination to review one's own 

behavior in the light of the partner's acknowledgment and reactive attitudes. Now, keeping this 

latter function in mind, we can see one of the problems of the minimalist option. The role of social 

motivation in the dynamic of reactions and co-reactions that maintain commitments is not just to 

trigger expressive or behavioral responses; its function is also to induce changes in the 

dispositional profile of the subject and thus shape responsible agency. When one receives blame 

or approval for violating or fulfilling a commitment, one’s prosocial motivation may mobilize the 

appropriate change in the capacity for being properly sensitive to one’s commitments, in the care 

taken to regulate one’s actions according to these commitments and in the amount of attention 

paid to the relevant aspects of the situation in subsequent actions. In the case of fulfillment, the 

change propitiated by the need to belong can be instantiated in a feeling of reward associated 

with the action that can translate into a reinforcement of the appropriate dispositions and cognitive 

processes associated with it. In the case of violation, the change can be produced by a feeling of 

discomfort because the violation is causing a negative balance in our relationship with the other. 

Be that as it may, the function of the need to belong as a motivation for establishing and 

maintaining commitments is not only connected to expressions that can be mimicked but to 

changes in the dispositions and cognitive processes of the agent. Thus, the minimalist option 

does not seem to cover all the relevant functions of the affective states necessary for producing 

commitments. 

 

Moreover, there is a second problem with the minimalist option. Faking emotional responses 

seems to produce important ethical concerns. As Brinck and Balkenius (2018)) have argued, 

sociable robots that fake emotions exploit the emotional vulnerability of human users, which has 

potential harming consequences for their integrity: 

 

The fact that [robots] mimic human emotion and interact via bodily and facial expression of 

emotion encourages users to grow emotional attachments to them, whereas the robots 

themselves do not have feelings of the human kind, but display cue-based behavior. Users 

who invest themselves in the robot and become emotionally dependent on them risk being 

hurt, suffer depression, and develop mental and physical illnesses (Brinck and Balkenius, 

2018: 3 - 4) 
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In other words, social robotics construct HRI in a way that exploits the emotional profile of the 

users and could have serious harming implications for them. Moreover, exploiting human 

emotions for efficiency purposes, without considering human preferences or needs during the 

situation, goes against the very basis of sociality itself where the partners often negotiate in order 

to align their intentions and beliefs to motivate each other to remain engaged in the task. 

 

These problems may lead us to opt for a maximalist option regarding robotic affective states. 

According to this option, one may attempt to design social robots with real internal states that do 

not just fake human emotional responses but have real powers to modify the behavior of the 

robots and guide its adaptation to the social or non-social environment. The key aspect of affective 

states is to provide the agent with the capacity for selecting behaviors depending on different 

parameters (Canamero, 2003). For instance, several developers have tried to implement 

architectures able to adapt the robot to the social or learning environment thanks to modules or 

devices that assign different quasi motivational internal states depending on the information they 

receive and that trigger different responses according to such states (Hiolle et al., 2012, 2014; 

Tanevska et al., 2018, 2019). In an experiment, Tanevska et al (2019) equipped an iCub robot 

with an adaptive architecture with a state machine that represented the robot’s level of social 

comfort and with a social adaptative machine able to track the state of the robot and produce 

different reactions depending on the level of saturation. For instance, when its level of social 

comfort was optimal, the iCub would play with its toys and interact with the user while it would try 

to attract her attention when the level was non-optimal and it would disengage when getting 

oversaturated. 

 

Following this idea, one may attempt to develop robots able not only to properly expressively react 

to social cues or violation of expectations in a way similar to what a human would do but also to 

regulate their dispositions and cognitive processes correspondingly. For instance, a robot could 

be more cautious (double-checking human cue-based behaviors) and less engaging with those 

users who had violated a commitment as a way to instantiate a type of quasi-disappointment state 

or display more prosocial behavior and engagement strategies when it has violated a commitment 

to repair the relationship with the user. Such a maximalist strategy would facilitate the avoidance 

of the problem of responsible agency. Enabling robots with the capacity for reviewing or assessing 

their own behavioral and cognitive capabilities in response to the reactive attitudes of the human 

with consequences for the rest of the joint action or future social interactions with the same or 

distinct users is precisely the type of learning capacities one may expect from the normative 
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aspect of commitments. As such, the affective states will play the necessary functions associated 

with commitments in joint action. 

 

On the other hand, the maximalist option also comes with more technical problems and 

computational costs than the minimalist option. Implementing the capacities to detect emotions, 

gestures, and actions has turned out to be an especially challenging enterprise in realistic 

environments (Yang et al., 2018). In order to deal with such a problem, developers often consider 

different proxies like the mere presence of the human or her face, the distance to the robot or 

tactile stimuli as inputs that trigger particular emotional responses (see e.g. Breazeal 2004). In 

the case of joint actions and commitment instantiation, one may opt for a similar solution to detect 

the relevant aspects of the situation and trigger social emotions as the appropriate reaction to 

violation or fulfillment of commitments. To take an example, Clodic et al. (2006) implemented a 

robot guide at a museum. In this experiment, they defined the task of the robot in terms of 

commitments and assumed that the human was fulfilling the commitment of following the robot 

when detecting his presence behind. In the minimalist view, one may use such a type of proxies 

to react to the appropriate emotional responses, for instance, looking back and smiling as a sign 

of approval or ask for explanations in an angry tone of voice if the user stops following the robot. 

However, it is difficult to see how the maximalist option may exploit such proxies when 

implementing co-reactivity. To successfully modify its behavior according to human social 

emotions, the robot must be able to distinguish very subtle human reactions like indignation, 

approval, disapproval, guilt, disappointment and so on. As such, the technical limitations 

associated with emotional recognition in social robotics is much more pressing in the case of the 

maximalist option.  

Moreover, as we stated before, the maximalist option requires not only the capacity to detect the 

appropriate emotional responses but also the capacity to evaluate and learn to change one’s 

behavior in accordance with these responses along with the capability to execute the appropriate 

repair strategy in every case. The conjunction of these capacities does not only multiply the 

problems regarding technical issues but also the computational costs generated by the necessity 

of processing a larger quantity of information, by the necessity of having more perceptual and 

behavioral modules or devices, and by the necessity of integrating all this information. Thus, the 

maximalist option does not only have to deal with some ethical concerns on its own, but also, with 

more technical problems and computational costs than the minimalist option. 
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Finally, an alternative to the minimalist and maximalist solution would be to replace emotions and 

affective states with functional substitutes, that is other types of reasoning or communicative 

devices which do not necessarily simulate human-like emotional responses or affective states, 

but can served the commitment-supporting functions served by emotions in humans; so, robots 

could be enabled to signal commitments, communicate their violations and fulfillment, to negotiate 

reparations or evaluate and select their subsequent actions by using alternative mechanisms. On 

the one hand, given that the pivotal function of emotional states like social emotions in establishing 

commitments depends largely on their expressive power, alternative expressive strategies like 

explicit verbal communication (Mavridis, 2015) for reacting to frustration or fulfillment of 

commitments or more neutral signals like lights or symbols in a screen (Baraka et al., 2016) might 

be used for the same purpose. On the other hand, the role of affective states in the agent’s self-

evaluation and in the selection of behavior could be implemented through reasoning capacities. 

To the extent that robots may be enabled to understand humans' reactive attitudes and 

commitments signals, they could process the given information to evaluate their own behavior 

and cognitive processes, so in principle, this alternative solution could also serve to implement 

the dynamic set of reactions and co-reactions associated with the maintenance of commitments.  

Now, the alternative option could, in principle, avoid the first ethical concern to the extent that they 

can use emotionally neutral expressive strategies to establish and manage commitments, so 

humans would be less emotionally engaged with the robotic agent and less vulnerable to 

emotional exploitation. However, like in the case of the maximalist option, the second concern 

can only be avoided if we put the human preferences, values and integrity at the center of the 

reasoning capacities that modulate the robotic behavior. Now the question is could we substitute 

quasi-motivational states for reasoning capacities without missing an element? As we stated 

above, affective states inform us about how the world is in relation to our own well-being. For 

instance, the state of fear informs us that a particular object or feature of our environment is 

dangerous in the sense that it can damage our physical integrity. Moreover, these affective states 

are also intrinsically connected to actions and can trigger effective behavioral responses. 

Certainly, a reasoning architecture could infer the relevant commitments a robot should undertake 

given certain human responses or in what ways it should modify its behavior depending on a state 

it infers from the human's action. However, in the wild, autonomous robots may have to decide 

between different courses of action, some of which may involve decisions that have 

consequences for the human partner or for itself. Selecting one course of action over others is, at 

the end of the day, something that may involve preferences or motivations that relate to what the 
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robot “cares about” or not. As such, it is difficult to see how we could have an autonomous robot 

without an architecture that regulates or modulates its behavior in order to maintain certain 

homeostatic levels that we may identify with preferences. In this particular case, a preference for 

maintaining a well-balanced relation with the human partner, and thus, a preference for behaviors 

that facilitate the fulfillment of joint commitments and goals. 

7. Concluding Remarks 

Solving the problems of motivations and predictions that social robotics encounters in joint action 

for HRI requires, we believe, enabling robots with the capacity for establishing and maintaining 

commitments. While improving the prediction of robots’ behavior and boosting human motivation 

to interact with them necessitate establishing a mutual recognition between the partners, we have 

argued that such mutual recognition cannot be simply implemented through embodied strategies. 

The different physical and functional features of robotic agents along with the diversity of 

strategies one may use to identify others as social agents demand that we attribute to them 

different commitments depending on different physical features, social norms, or contextual 

parameters. In this sense, our proposal has the advantage of providing a framework to improve 

prediction and motivation while remaining at the right level of abstraction and being compatible 

with a larger set of communicative strategies to implement recognition.  

 

Further, we have defended that the establishment and maintenance of commitments in human-

human interaction depends on at least two fundamental affective states: social emotions and the 

pro-social motivation associated with the need to belong. In this sense, we have asked ourselves 

to what extent a robotic architecture could either incorporate such affective states and provide 

functional substitutes for them. Finally, we have proposed three options and evaluated their 

possible ethical and technical problems. 
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