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In this paper I argue against a widely accepted model of utterance interpretation, namely 

the LS model, according to which the literal interpretation of an utterance (the proposition 

literally expressed by that utterance) must be computed before non-literal interpretations 

can be entertained. Alleged arguments in favor of this model are shown to be fallacious, 

counterexamples are provided, and alternative models are sketched.
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The alleged priority 

of literal interpretation*  

 

 

 

1. Introduction: the standard model 

 

According to the standard model (Grice 1989), the interpretation of non-literal utterances 

proceeds in two stages: [a] the hearer computes the proposition literally expressed by the 

utterance; [b] on the basis of this proposition and general conversational principles, he or 

she infers what the speaker really means. In what follows, I will try to show that this model, 

which is still accepted by a majority of researchers in semantics and pragmatics, is 

                                                 

* The ideas in this paper were first sketched in London during an informal workshop on my 

book Direct Reference (June 1993); I thank the organizers of the meeting, Dan Sperber, 

Deirdre Wilson, and Robyn Carston, and the participants, especially Dan Sperber and Barry 

Smith, whose remarks prompted me to write the paper. A first version, titled 'Processing 

models for non-literal discourse', was read to the 16th International Wittgenstein 

Symposium on 'Philosophy and the Cognitive Sciences' (Kirchberg, August 1993), and a 

second one to the Philosophy Colloquium at UC Berkeley (March 1994). I benefited from 

the comments made by George Lakoff and Alberto Voltolini (in Kirchberg) and by Hannah 

Ginsborg, Stephen Neale, John Searle and Barry Stroud (in Berkeley). Among the people 

who read the paper and made comments, Kent Bach, Ray Gibbs, Geoff Nunberg and Dan 

Sperber deserve special thanks. Thanks also to the referees for this journal, whose 

suggestions led me to rewrite the paper, and to my students both in Paris and Berkeley for 

many fruitful discussions. 
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unfounded and deserves questioning. More specifically, I will argue that the so-called 

'proposition literally expressed by an utterance' - assuming that there is such a thing - need 

not be computed in the process of interpreting a non-literal utterance. 

 Doubts have often been expressed in the cognitive science community as to the 

validity of the standard model (see e.g. Rumelhart 1979, Gibbs 1984, Sperber & Wilson 

1986, Langacker 1987). In particular, a number of psycholinguistic studies have 

demonstrated the equivalence of processing times for the interpretation of literal and non-

literal utterances in normal conversational settings (Harris 1976, Ortony et al. 1978, Gerrig 

and Healy 1983, Gildea and Glucksberg 1983, Inhoff et al. 1984, Gibbs 1986a). This casts 

doubt on the standard model, according to which  the literal meaning of a non-literal 

utterance is processed first; for non-literal utterances should take more time to process than 

literal ones, if the model was correct. Despite these results, the standard model is still with 

us - it still is the dominant model. Among the reasons which may explain why this is so, 

two seem to me especially important and worth thinking about. First, as Gibbs and Gerrig 

1989 pointed out, the sheer equivalence of processing times is not sufficient to actually 

refute the standard model - one might, for example, argue that a 'masking' process fosters 

the illusion of equivalence (Gibbs and Gerrig 1989: 150-1, 155). Here as elsewhere, 

processing time experiments, suggestive though they are, are not totally conclusive. On the 

other hand and more importantly, it is felt that the standard model has got to be correct in 

some sense.  It seems to many that there is an a priori, philosophical argument in favor of 

the standard model.  

 In this paper, I want to attack the standard model from a different angle, by 

considering its philosophical underpinning, i.e. the sort of a priori argument I have just 

alluded to. Though the argument in question is seldom made explicit, I think it can be 

spelled out along the following lines: 
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Given what we might call the asymmetric dependence of non-literal meaning on 

literal meaning, the meaning contextually conveyed by an expression counts as 'non-

literal' in the full sense of the term only if it is derived from some basic, literal 

meaning which must therefore be processed for the former to be accessed. Cases in 

which the alleged non-literal meaning can be accessed directly (without processing 

the literal meaning first) are cases where the non-literal meaning has got 

conventionalized in some way and is no longer 'non-literal' in the full sense. It is no 

coincidence, from this point of view, that so many of the psycholinguistic 

experiments purporting to refute the standard model (e.g. Clark 1979, Ortony et al. 

1978, Gibbs 1983, 1986b) were actually concerned with idioms or conventionalized 

indirect speech acts such as 'Can you pass the salt' . 

 

To many that sort of argument seems powerful and convincing. This goes a long way 

towards explaining why the standard model is still considered adequate, psycholinguistic 

evidence to the contrary notwithstanding (see e.g. Dascal 1987). But I will show that the 

'asymmetric dependence' type of argument is fallacious and cannot be invoked in defence 

of the standard model. (For those who are already convinced that the standard model is 

mistaken, let us say that  I want to nail its coffin.) I will proceed by sketching alternatives 

to the standard model and showing that they are not threatened by the type of argument in 

question. At the end of the paper I will turn to more empirical issues and indicate a class of 

examples which the standard model simply could not handle - a class of example which, 

more directly perhaps than processing time experiments, shows the standard model to be 

false. 
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2. Varieties of contextual interpretation 

 

Comprehension often involves contextually assigning a particular value to some constituent 

of the uttered sentence. I use 'contextual interpretation' to refer to the process whereby a 

semantic value is contextually assigned to an expression. Non-literal interpretation is a 

particular case of contextual interpretation, namely the case in which a constituent of the 

uttered sentence is contextually assigned an interpretation distinct from its literal 

interpretation, e.g. a metaphorical one or a metonymical one. There are other sorts of 

contextual interpretation, however, and I believe systematic comparison between them can 

shed considerable light on non-literal interpretation itself. In this section I present four 

types of contextual interpretation, distinct from the non-literal type. In later sections I will 

introduce various models of contextual interpretation and discuss their respective 

applicability to  the various types. 

 

• Sense selection. When the semantic value to be contextually assigned is one of the 

conventional 'readings' of the expression, the contextual process of value assignment is 

called 'disambiguation' or 'sense selection': An expression has more than one conventional 

sense, and comprehension involves selecting one of the senses as contextually appropriate. 

There are many cases in which the semantic value contextually assigned to a constituent of 

the sentence is not linguistically conventional, however. All the types of contextual 

interpretation to be mentioned below fall into the latter category. 

 

• Sense construction.  Often, the conventional sense of the constituents of a complex 

phrase and the way they are grammatically combined is not sufficient to determine the 

semantic value of the complex phrase involving those constituents; the overall meaning of 

the complex phrase must be constructed in context. Thus 'He finished the book' can mean 

that he finished reading the book, writing it, binding it, tearing it into pieces, burning it, and 
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so forth (Pustejovsky 1991, Cohen 1985, Langacker 1984); 'finger cup' will mean either 

cup having the shape of a finger or cup containing a finger of whisky or cup which one 

holds with one finger, or whatever (Bühler 1934, Kay and Zimmer 1967); 'John's book' can 

mean the book that John owns, wrote, gave, received, or whatever (Kempson 1977, 

Recanati 1989). In all such cases there is not a 'selection' from a limited range of 

preexisting interpretations for the complex phrase. Rather, an indefinite number of possible 

interpretations can be constructed in a creative manner (Clark 1992). 

 

• Specifization. This is the process by which a term which has a general meaning can be 

contextually interpreted in a much more specific sense (Atlas 1989; Bach forthcoming). For 

example the mass term 'rabbit' will be preferentially interpreted as meaning rabbit fur in the 

context of 'He wears rabbit' and as meaning rabbit meat in the context of 'He eats rabbit' 

(Nunberg and Zaenen forthcoming).1 Again it's not a matter of selecting a particular value 

in a finite set; with a little imagination, one can think of dozens of possible interpretations 

for 'rabbit' by manipulating the stipulated context of utterance; and there is no limit to the 

number of interpretations one can imagine in such a way. 

 One important difference between specifization and sense construction is that the 

latter, but not the former, can be analysed as involving a hidden variable (Partee 1984, 

Recanati 1989). For example, 'John's book' can be said to mean, the book that bears 

relation r to John, where the variable 'r' must be contextually instantiated for the complex 

phrase to possess a definite semantic value. This analysis stresses the analogy between 

sense construction (as opposed to specifization) and another process to be contrasted with 

sense selection, namely reference assignment. 

 

                                                 

1 The term 'specifization' comes from Bach. Nunberg & Zaenen use 'precision' in the same 

sense. 
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• Reference assignment. The semantic value of a referential expression is not the linguistic 

meaning of that expression (its 'character', in Kaplan's terminology) but the reference which 

must be contextually assigned to the expression by virtue of the semantics of the language 

(Kaplan 1989, Recanati 1993). The linguistic meaning of the expression only helps to 

contextually identify the reference. It follows that the semantic value or 'content' of the 

expression (viz. its reference) is contextually variable and does not possess the constancy 

of linguistic meaning. 'He's in Paris' can mean that John, Bob or virtually anybody is in 

Paris. Here also, we have a variable which must be contextually instantiated for the 

utterance to possess a definite semantic value. A reference has to be found (and can be 

freely sought) in context for the pronoun 'he', in the same way in which a particular relation 

has to be found (and can be freely sought) in context in order to construct the sense of the 

complex expression 'John's book'. 

 

 There is much to be said about each of these processes (sense selection, sense 

construction, specifization, and reference assignment), and especially about the general 

picture of interpretation which emerges when they are taken seriously. In this paper, 

however, I will use them only to shed light on the fifth type of contextual process, namely 

non-literal interpretation. I will first consider two common models of sense selection (the 

serial model and the parallel model) and discuss their applicability to other types of 

contextual interpretation. A first version of the 'asymmetric dependence' argument, to the 

effect that only the serial model is applicable to non-literal interpretation, will be 

scrutinized and rejected. A parallel model of non-literal interpretation will accordingly be 

sketched. Next, I will draw a distinction between different types of serial model applicable 

to different types of contextual interpretation. The standard, Gricean model of discourse 

interpretation (the literality-based serial model, or 'LS model' for short) will be shown to be 

applicable to specifization and non-literal interpretation, but not to sense selection, 

reference assignment or sense construction. The only serial model applicable to the latter 
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processes of contextual interpretation is the accessibility-based serial model (AS model). I 

will argue that the AS model can also be applied to non-literal interpretation and 

specifization, in such a way that there are two alternatives to the standard, LS model. The 

gist of this paper is that both alternatives are actually preferable to the LS model. 

 

3. Serial vs. parallel models 

 

There has been a good deal of psycholinguistic research on sense selection, out of which 

two basic models have emerged: 

 

• According to the serial model, the most accessible candidate for semantic value is tried 

first; if there is a problem some backtracking takes place. 

• According to the parallel model, all candidates - or at least, all candidates which reach a 

certain level of accessibility - are tried in parallel; the first candidate whose processing 

yields satisfactory results in the broader context of discourse is retained, while the others 

are suppressed. 

 

Before considering whether and how these two basic models apply to the other types of 

contextual interpretation, a few clarificatory comments are in order. 

 

 [1] By a 'candidate', I mean one of the semantic values which can be assigned to an 

expression in context. In the case of ambiguous words, the relevant semantic values - the 

relevant 'candidates' - are the (multiple) conventional readings of the expression. For 

example the candidates for semantic value in the case of an ambiguous word such as 'bank' 

are the two readings river edge and financial institution. But the notion of a candidate for 

semantic value extends beyond the case of ambiguous words; it applies whenever several 

distinct values can be contextually assigned to an expression. Thus the literal and the 
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metaphorical interpretation of an expression are two 'candidates'; different possible 

referents for a pronoun in a particular context are 'candidates', and so forth. 

 [2] Accessibility, for a mental representation, is an intuitive notion which can be 

made precise in many ways. According to Barsalou and Billman (1989), accessibility is a 

multi-factor phenomenon which involves frequency of processing, recency of processing 

and contextual relevance. Sperber and Wilson (1986) characterize accessibility in terms of 

recency of processing and/or associative links to recently processed information; they don't 

invoke relevance as they use accessibility in defining relevance. Following these authors I 

will assume that accessibility, for a mental representation, involves the following factors 

(including a 'recursive' one): recency of processing, close associative links to accessible 

representations, and frequency. As accessibility so characterized corresponds to the 

intuitive notion of 'salience', I will use both terms indifferently. Another expression I will 

use as equivalent to 'accessible' is 'activated'. Indeed, the three factors in terms of which I 

have characterized accessibility can easily be rephrased in the vocabulary of activation and 

activation spreading: Some representations are activated because they are being processed 

or have been recently (first factor); they spread activation to associatively related 

representations (second factor); and frequency of processing can be conceived of as 

lowering the activation treshold of the representation (third factor). My use of this 

vocabulary should not be construed as committing me to a particular framework, however. 

The notion of accessibility I have intuitively characterized can be embodied in many 

different frameworks, between which I do not feel compelled to choose, given the very 

general aim of this paper. 

 [3] The opposition between serial and parallel models should not be taken too 

strictly; it is, to a large extent, a matter of degree. If parallel processing comes with a bias, 

the parallel model does not significantly differ from the serial model (Garman 1990:360). 

Be that as it may I will not be concerned with the details here, but only with the general 

tendencies embodied in the two basic models. 
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 The two models apply neatly in the case of reference assignment. On the parallel 

model, all (sufficiently accessible) candidates for the status of referent are tried in parallel 

in such a way that the first one which yields satisfactory results in the broader context of 

discourse is retained, the others being suppressed. On the serial model, the most accessible 

candidate is tried first and backtracking occurs only if there is a problem. Consider, for 

example, utterance (1) (from Recanati 1993:265): 

 

(1) John was arrested by a policeman yesterday. He had just stolen a wallet. 

 

In order to interpret the utterance one must assign a reference to the pronoun 'he' in the 

second sentence. The two persons who were mentioned in the first sentence, namely John 

and the policeman, are obvious candidates, and we may suppose that there is no other 

(sufficiently accessible) candidate. (There would be one if, for example, the speaker 

pointed to someone while uttering the pronoun.) According to the serial model, if one of 

the two candidates is more accessible than the other, it is processed first, and the resulting 

interpretation of the utterance is retained unless it turns out to be unsatisfactory. According 

to the parallel model, both candidates are processed in parallel, i.e. both interpretations (the 

policeman had just stolen a wallet and John had just stolen a wallet) are constructed and 

entertained until one is found satisfactory and the other is suppressed. 

 What about non-literal interpretations? Can we apply the two models in this domain 

also? In the literature only one model is considered seriously: the serial model. The parallel 

model is taken to be ruled out by the particular structure of non-literality, namely the fact 

that there is an asymmetry between the literal and the non-literal interpretation: the latter 

presupposes the former. This is so because the process of non-literal interpretation consists 

in inferentially deriving one interpretation from the other (Grice 1989). Now this means 

that non-literal interpretation proceeds serially. On the inferential model of non-literality, 
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we process the literal interpretation first, and go on to the non-literal interpretation when 

this is required to make sense of the speaker's utterance.  

 I agree that the inferential model of non-literality, which is accepted by so many 

philosophers and linguists, entails rejecting the parallel model of non-literal interpretation. 

For the inferential model of non-literality embodies a particular version of the serial model, 

which I call the LS model (the 'literality-based serial model', according to which the literal 

interpretation is processed first). Still, I think that the parallel model is not ruled out: there 

is still the possibility of rejecting the inferential model of non-literality. This is the line I 

will take in this paper.  

 

4. A parallel model for non-literal discourse 

 

What makes the serial model so attractive is the fact that the non-literal interpretation is 

derived from, and presupposes, the literal one. This I do not wish to deny - I admit that the 

literal interpretation comes first. Still, I want to resist the conclusion that the literal 

interpretation must be 'processed' first. To say that the literal interpretation is processed 

first is to say that we have a two-step procedure: (i) the interpreter accesses the literal 

interpretations of all constituents in the sentence and uses them to compute the proposition 

literally expressed;  (ii) on the basis of this proposition and general conversational 

principles he or she infers what the speaker means (which may be distinct from what is 

said, i.e. from the proposition literally expressed). What I am disputing is not the claim that 

the literal interpretation of the constituent is accessed before the non-literal interpretation - 

that I take to be obvious - but the claim that the process of semantic composition which 

consists in putting together the semantic values of the parts to determine the semantic value 

of the whole begins by paying attention only to literal semantic values, and turns to non-

literal values only after the literal semantic value of the whole (the proposition literally 

expressed) has been computed. It is this picture which I think is unwarranted. 
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 If I am right, the asymmetric structure of non-literality (the fact that non-literal 

interpretations presuppose literal interpretations) does not rule out a parallel model such as 

the following: 

 

Parallel model of non-literal interpretation 

The literal meaning of the relevant constituent is activated, and this activation 

automatically (i.e. non-inferentially) spreads to various associatively related 

representations; the latter are potential candidates for the status of semantic value. All 

candidates, whether literal or non-literal, are processed in parallel and compete. When an 

interpretation which fits the broader context of discourse is found, the others are 

suppressed. 

 

On this view, non-literal interpretations still proceed (associatively) from literal 

interpretations, which they indeed presuppose; but, although generated serially, they are 

processed in parallel. The literal interpretation has no privilege over non-literal 

interpretations; they compete and it is possible for some non-literal interpretation to be 

retained (if it fits the broader context of discourse) while the literal interpretation is 

suppressed. In other words, the non-literal interpretation is associatively derived from the 

literal interpretation, but it is not inferentially derived. Inferential derivation entails 

computation of the literal value of the global sentence (which serves as input to the 

inference), while associative derivation is a 'local' process which does not require prior 

computation of the proposition literally expressed (Recanati 1993:263-6). 

 Consider, as an example, Geoff Nunberg's famous ham sandwich (Nunberg 1979). 

The waiter says 'The ham sandwich has left without paying'. On the LS model the 

interpreter computes the proposition literally expressed by the sentence - namely the absurd 

proposition that the sandwich itself has left without paying - and from its absurdity infers 

that the speaker means something different from what she says. On the parallel model the 
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description 'the ham sandwich' first receives its literal interpretation, in such a way that a 

representation of a ham sandwich is activated; activation then spreads to related 

representations, including a representation of the man who ordered a ham sandwich.2 All 

these representations activated by the description 'the ham sandwich' are potential 

candidates for the status of semantic value of the expression; all are equally susceptible of 

going into the interpretation of the global utterance. Now the ham sandwich orderer is a 

better candidate than the ham sandwich itself for the status of argument for '... has left 

without paying'. It is therefore the derived, non-literal candidate which is retained, while 

the literal interpretation is discarded.  

 An important difference between the LS model (according to which the literal 

interpretation is processed first) and the parallel model just outlined is this: on the parallel 

model is it possible for an utterance to receive a non-literal interpretation without the literal 

interpretation of that utterance being ever computed. The non-literal interpretation of the 

global sentence does not presuppose its literal interpretation, contrary to what happens at 

the constituent level. If the non-literal interpretation of some constituent fits the context 

especially well it may be retained (and the other interpretations suppressed) before the 

literal interpretation of the sentence has been computed. Whether or not this sort of thing 

actually happens, this is at least conceivable, on the parallel model. (On the LS model this 

situation is ruled out in principle.) 

 Of course I am not saying that the LS model never fits the facts - that we never 

compute the proposition literally expressed and infer what the speaker means. I fully admit 

                                                 

2 Actually the issue is more complicated. According to Sag (1981) and to Nunberg himself 

in his most recent treatment of the topic (Nunberg 1993, forthcoming), it is not the 

description as a whole, but the predicate 'ham sandwich' in the description which has a 

derived, non-literal value; the ham sandwich example is a case of property transfer, not a 

case of deferred reference (see footnote 7). 
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that there are 'conversational implicatures' which work exactly that way (even though not 

everything which has been treated as conversational implicature in the literature on these 

subjects belongs to the same category [Sperber & Wilson 1986, Carston 1988, Recanati 

1989, Bach forthcoming]). I am only saying that there is no conceptual necessity why we 

should (always) have to wait until the literal interpretation of the sentence is computed and 

contextually tested before trying non-literal interpretations. In particular, the fact that the 

non-literal interpretation of a constituent presupposes the literal interpretation of that 

constituent does not entail that the non-literal interpretation of the whole sentence also 

presupposes the literal interpretation of that sentence. 

 

5. The accessibility-based serial model 

 

So far I have mentioned two models for non-literality, the literality-based serial model (LS 

model) on the one hand and the parallel model. But another model deserves to be 

considered. 

 In the case of disambiguation and reference assignment also I made a distinction 

between two models, a serial one and a parallel one; but if one looks closely one sees that 

the two models distinguished for reference assignment and disambiguation do not coincide 

with the two models distinguished for non-literal discourse. The parallel model is in all 

cases the same, but the serial model envisaged for dealing with non-literality is quite 

different from the serial model envisaged for dealing with reference assignment and 

disambiguation. The former is a literality-based serial model, while the latter is an 

accessibility-based serial model. 

 Recall what was said concerning reference assignment. Whereas, on the parallel 

model of reference assignment, all (sufficiently accessible) candidates for the status of 

referent are processed in such a way that the first one to yield satisfactory results is 

retained, on the serial model the most accessible candidate is tried first. It is accessibility, 
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not literality, which matters for reference assignment, for one very good reason: the various 

candidates involved are on the same footing and cannot be discriminated in terms of 

literality. In example (1) above, John and the policeman can both serve as referent for the 

pronoun 'he' without either of them being more 'literal' than the other. It follows that, if one 

of the candidates is processed before the others, that cannot be because it is literal while the 

others aren't. 

 The same thing holds of ambiguity. In a process of sense selection the candidates 

are all literal interpretations of the expression - none is more literal than the others. It 

follows that if one is processed first, this can't be because it's the literal interpretation. In all 

those cases (reference assignment, sense selection, sense construction) we find the same 

pattern: the candidates are all on the same footing with respect to literality, so, if a serial 

model applies and one of the candidates is processed first, this cannot be because that 

candidate is literal (while the others are not). What determines that one candidate is 

processed before the other can only be accessibility - the fact that one candidate comes to 

mind more readily than the others. 

 To sum up, whenever the candidates are on the same footing with respect to 

literality, the only serial model available is the accessibility-based serial model (AS model), 

according to which the most accessible candidate is processed first. But when it is possible 

to distinguish one of the candidate as being 'literal', another serial model is available, 

namely the literality-based serial model (LS model), according to which the literal 

candidate is tried first. In such cases we have three models to consider: the parallel model, 

the LS model and the AS model. 

 Note that specifization and sense construction do not fall into the same category 

here. The candidates for the status of semantic value in a case of sense construction are on 

the same footing with respect to literality; whichever relation holds between John and the 

book in a contextual interpretation of 'John's book', that relation will not be more literal 

than another relation which would be relevant in a different context. The situation is very 
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similar to that of reference assignment. But in a case of specifization, there is one particular 

interpretation which is more literal than the others, namely the 'general' reading. The latter 

is more literal in the sense that it corresponds to what is linguistically encoded, while the 

contextually specifized readings go beyond what is encoded. Thus the mass term 'rabbit' 

literally means rabbit stuff. The other, more specific interpretations (rabbit meat, rabbit fur, 

and so forth), are in a sense less literal, whence it follows that a literality-based serial 

model ought to be available for specifization as it is for non-literal interpretation. 

 There is more to be said in this connection, but I cannot elaborate. The only thing 

that matters is that for non literal discourse as well as for specifization there are, in 

principle, three models to consider: the parallel model and two serial models, viz. the AS 

model and the LS model. All candidates may be processed in parallel, or the most 

accessible may be processed first, or the literal candidate may be processed first. 

 The parallel model and the AS model share a common feature as opposed to the LS 

model. On the LS model the literal interpretation of the sentence must be computed, 

whether or not it is the ultimately correct interpretation of the utterance. On both the 

parallel model and the AS model the non-literal interpretation of the global sentence does 

not presuppose its literal interpretation, contrary to what happens at the constituent level. 

The parallel model and the AS model have more in common than this negative feature, 

however; for the parallel model itself is based on accessibility. On the parallel model, the 

candidates which are actually  processed are those that are sufficiently accessible; and the 

candidate which is ultimately retained as the correct interpretation is that which is most 

accessible when the interpretation stabilizes (§10). So interpretation is (almost) as much 

accessibility-driven on the parallel model as it is on the AS model. The real contrast, I 

think, is not between parallel and serial models, but between accessibility-based models 

and the LS model. Be that as it may, I am not arguing specifically in favor of either the 

parallel model or the AS model in this paper; I am arguing against the LS model, by 

drawing attention to plausible alternatives. 
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6. Accessibility-ranking and multiple activation 

 

At this point, an advocate of the LS model may be tempted to downplay the contrast I have 

just stressed, between accessibility-based and literality-based models. The AS model and 

the LS model are in fact equivalent, she may argue, as it is not possible for some 

interpretation distinct from the literal interpretation to be more accessible than the latter. 

After all, non-literal interpretations on the picture I have sketched are accessed through 

literal interpretations. Now whatever activation is spread from the representation which 

constitutes the literal interpretation of the expression to other, associatively related 

representations cannot exceed the amount of activation present in the literal representation 

where the process of activation spreading originates. It follows that a non-literal 

interpretation cannot be more accessible than the literal interpretation from which it 

proceeds. Thus, even if we accept the AS model, according to which the most accessible 

interpretation is processed first, we need not reject the LS model, according to which the 

literal interpretation is processed first; for the literal interpretation is the most accessible 

one. If this is true we gain some generality; we can have a single serial model for all cases 

(ambiguity, sense construction, reference assignment, specifization and non-literal 

interpretation), namely the AS model, and consider the LS model as a particular version of 

the AS model (appropriate for cases where one candidate is distinguished as 'literal'). 

 Although I find it highly desirable to have a single model for all cases, I strongly 

reject the conclusion that the literal candidate is the most accessible one. The reasoning 

which leads to that conclusion involves a fallacy very much like that which I exposed 

earlier, to the effect that only a serial model is available for non-literal discourse. The 

earlier reasoning used the asymmetric nature of non-literal meaning (its 'asymmetric 

dependence' on literal meaning) as evidence that the literal interpretation must be processed 

first. The fallacy lied in the fact that 'The literal interpretation is processed first' is 
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ambiguous: there is a distinction between processing the literal interpretation of the 

constituent (accessing it, as it were) and processing the literal interpretation of the sentence 

where it occurs. The former process is local, the latter global. The only thing which the 

asymmetric nature of non-literal interpretations entails is the priority of literal 

interpretations at the constituent level, but this is consistent with the absence of priority of 

literal interpretation at the sentence level. The parallel model and the AS model both 

incorporate this absence of priority. 

 The new fallacy, to the effect that there is no genuine distinction between the LS 

model and the AS model, also uses the asymmetric nature of non-literal interpretation as 

premiss. This asymmetry, in conjunction with the principle that a representation cannot 

transmit more activation than it possesses, is said to entail the following conclusion: that 

non-literal interpretations, insofar as they proceed from literal interpretations which spread 

activation to their neighbours, cannot be more accessible than the literal interpretations 

from which they get their activation. This is a fallacy, for, as Freud noticed long ago (Freud 

1900, ch. 6), activation can be over-determined - it may come from different sources. 

Owing to this possibility of 'multiple activation', a representation may have a higher degree 

of activation (hence be more salient or accessible) than one of the representations from 

which it gets (part of) its activation, even if we accept that a representation cannot transmit 

more activation to associatively related representations than it possesses.  

 Let me say more precisely where I think the fallacy in the second literalist reasoning 

lies. The reasoning involves two basic principles as premisses, namely the Conservative 

Principle (CP) and the Principle of Asymmetric Dependence (PAD): 

 

(CP) A representation cannot transmit more activation than it possesses. 

(PAD) Non-literal interpretations are accessed through literal interpretations. 
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The two principles together are said to entail that non-literal interpretations cannot be more 

accessible than literal interpretations (since they proceed from the latter, and a 

representation cannot transmit more activation than it possesses). But to get this result, we 

need something stronger than the PAD, and this is where the fallacy lies. In order to 

conclude (from the Conservative Principle) that non-literal interpretations cannot be more 

accessible than literal interpretations, we need what I call the strengthened PAD: 

 

(Strengthened PAD): 

Non-literal interpretations are accessed through, and only through, literal interpretations. 

 

If non-literal interpretations are accessed through, and only through, literal interpretations, 

then whatever activation they have come from the literal interpretations; it follows that they 

can't be more accessible than the latter (in virtue of the Conservative Principle). But is it 

true that non-literal interpretations are accessed only through literal interpretations? No. 

The literal representation may be only one among many factors which contribute to the 

activation of the associatively related representation. As a result the latter may get a higher 

degree of activation than the literal representation itself possesses. It follows that the non-

literal interpretation can be more accessible than the literal interpretation from which it 

proceeds, as a result of the simultaneous influence of several representations. 

 Consider the case of specifization I lused as example. When someone talks of 

'wearing rabbit', the representation rabbit fur is activated as the result of (i) transmission of 

activation from the representation rabbit linguistically activated (qua literal semantic value 

of the term 'rabbit'), and (ii) transmission of activation from the associatively related 

representation wearing which is also linguistically activated. It is therefore theoretically 

possible for the representation rabbit fur to be more activated, in this context, than the more 
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general representation rabbit.3 Whatever we think of this particular example, it seems to 

me that the following situation can arise: An expression linguistically encodes a certain 

representation; the latter is accessed when the expression is uttered, but another, 

associatively related representation is also activated (in part - but in part only - through the 

encoded representation) and turns out to be more salient in that context than the original 

representation from which (in part) it derives. On both the parallel model and the AS 

model, the derived representation goes directly into the overall interpretation of the 

utterance, without depending on the prior computation of the literal interpretation of the 

utterance involving the original representation. On the AS model only the derived 

representation goes into the overall interpretation of the utterance; on the parallel model 

both the derived representation and the literal representation go 'directly' into (distinct and 

parallel) interpretations of the utterance, without one interpretation being asymmetrically 

dependent on the other. 

 

7. Accessibility shifts 

 

Multiple activation need not be simultaneous. Some representation may be accessed 

through its links to the representation linguistically encoded and become more accessible 

than the latter as a result of the coming into play of further linguistic material. Consider 

sentence (1) again, or rather a variant of (1) in which the indefinite description 'a 

policeman' has been replaced by a name of the policeman to simplify matters: 

 

(2) John was arrested by Mike yesterday; he had just stolen a wallet. 

                                                 

3  This shows that one cannot consider (the mental representation) rabbit fur as being 

compositionally constructed out of the representations rabbit and fur. It has to be 

considered as an independent concept - perhaps a de re concept (Recanati 1993). 
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We may suppose that when the pronoun 'he' is uttered one of the two candidates, John or 

Mike, is more accessible than the other; John because he is the subject of the sentence, or 

Mike because he was mentioned last. For the sake of the argument, let us suppose that the 

second factor is more important than the first, in such a way that Mike is slightly more 

accessible than John when the pronoun is uttered. This may well change when the other 

constituents of the sentence are processed. When the predicate 'had just stolen a wallet' is 

uttered, John becomes more accessible than Mike as a candidate for the status of referent of 

'he', even if Mike was more accessible at an earlier stage in the processing of the utterance. 

For John is the subject of 'was arrested' and therefore occupies the role of the person being 

arrested; now that role is linked to the role of the person doing the stealing, in some 

relevant frame (on frames, see e.g. Fillmore and Atkins 1992). Because of this link, the 

representation of the referent of 'he' as the person doing the stealing contributes some 

activation to the role of the person being arrested and therefore to John qua occupier of this 

role. John thus gains some extra activation and becomes the most accessible candidate. 

 John and Mike are on the same footing as far as literality is concerned (§5), but if 

we turn to a case in which some candidate is distinguished from the others by its being 

literal, we see that the same sort of temporal shift in accessibility can occur. When the 

words 'the ham sandwich' are uttered, we may consider that the representation of the ham 

sandwich is more accessible than other, related representations which are activated through 

their links to that representation. (This is a straightforward application of the CP.) Thus we 

may suppose that the representation of the ham sandwich is more accessible (more salient) 

than the 'derived' representation of the ham sandwich orderer. This is similar to the fact that 

Mike is more accessible than John when the pronoun 'he' in (2) is uttered, except that Mike 

is (perhaps) more accessible because he was mentioned last, while the representation of the 
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ham sandwich is more accessible because it is linguistically encoded.4 In both cases, the 

initial ranking is reversed when further linguistic material comes into play. After the 

predicate in the sentence 'The ham sandwich has left without paying' has been processed, 

the ham sandwich is no longer a more accessible candidate than the ham sandwich orderer - 

the order of accessibility is reversed. The explanation, again, is very simple and does not 

appeal to inference on the hearer's part. The predicate 'has left without paying' demands a 

person as argument; this raises the accessibility of all candidates who are (represented as) 

persons. In this way the ham sandwich orderer gains some extra activation which makes 

him more accessible than the ham sandwich, after the predicate has been processed. 

 Accessibility shifts of the sort I have just described will turn out to be important for 

explaining garden-path effects within an accessibility-based framework (see §10 below). 

The notion of an accessibility shift also provides immediate answers to the questions 

which, according to Kent Bach (forthcoming), my account of the ham sandwich metonymy 

and similar phenomena in terms of local pragmatic processes raises. Bach writes: 

 

Recanati supposes that the process of metonymical transfer takes place without the 

intrusion of a thought of the absurd proposition associated with the literal meaning of 

(i) ['The ham sandwich is getting restless']. That is, the hearer does not have to 

compute that the speaker does not mean that a certain culinary item is getting restless 

in order to determine what the speaker does mean. But, I ask, how can the hearer go 

from the concept of ham sandwich to that of ham-sandwich-orderer without first 

entertaining the absurd minimal proposition? What triggers the 'local process' and, 

for that matter, keeps it from being triggered in a cases like (ii) ['The ham sandwich 

is getting eaten'], uttered in similar circumstances? Recanati's account predicts that 

the hearer would entertain the proposition that the ham-sandwich-orderer is getting 

                                                 

4 For qualifications, see fn. 2. 
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eaten, since the local process it posits would get triggered before a full proposition 

were reached. And yet (ii) could be understood perfectly well. (Bach  forthcoming, 

§8) 

 

But my account does not predict that the hearer would understand (ii) ('The ham sandwich 

is being eaten') as being about the ham sandwich orderer, for the reason that there is 

something, in my account, which keeps the local process of metonymy from being 

triggered in a case like (ii). What keeps the local process of metonymy from being triggered 

in a case like (ii) is precisely what answers Bach's legitimate question: 'How can the hearer 

go from the concept of ham sandwich to that of ham-sandwich-orderer without first 

entertaining the absurd minimal [i.e. literal] proposition?' In my framework, the process of 

metonymical transfer is 'local', not global, yet it is sensitive to the linguistic (and 

extralinguistic) context in which the expression which receives the metonymical 

interpretation occurs. In particular, it is sensitive to the meaning of the predicate 

expression; this is why it is triggered in (i) but not in (ii). 

 For the literal proposition to be entertained, the literal semantic value of 'the ham 

sandwich' must undergo semantic composition with the semantic value of the predicate; but 

the semantic value of the predicate is a concept whose very activation makes the 

metonymical interpretation of the subject-term more accessible than its literal 

interpretation, hence prevents the latter from going into the proposition expressed. The 

activation of the concept which is the literal interpretation of the predicate is both what 

triggers the process of metonymical transfer in (i) and what prevents it from taking place in 

(ii). Yet the transfer's sensitivity to the interpretation of the other constituents in the 

sentence does not mean that the transfer is a global process presupposing the computation 

of the absurd, literal proposition. The interpreter does not go from the concept of ham 

sandwich to that of ham-sandwich-orderer after having entertained the absurd literal 

proposition; rather, it is because the interpreter goes from the concept of ham sandwich to 
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that of ham-sandwich-orderer (as a result of an accessibility shift resulting from the 

interpretation of the predicate) that he or she does not entertain the absurd literal 

proposition. 

 In this account, the metonymical transfer from ham sandwich to ham-sandwich-

orderer results from a shift in accessibility triggered by the interpretation of another 

constituent in the sentence. The literal interpretation of the subject-term was more 

accessible than the metonymical interpretation before the predicate came into the picture, 

but the metonymical interpretation becomes more accessible as a result of interpreting the 

predicate. This accessibility shift has two consequences. First, the literal value of the 

subject term in (i) does not undergo semantic composition with that of the predicate, 

precisely because the semantic value of the predicate makes the literal value of the subject 

term less accessible than some other, non-literal interpretation. Second, if the sentence 

contained another predicate which did not require a person, but rather a  culinary item, as 

argument, then the accessibility shift would not occur and the description 'the ham 

sandwich' would be given the literal interpretation; this account for the difference between 

(i) and (ii). 

 

8. Interactive processing: the role of schemata 

 

So far I have considered the interpretation of a given constituent as if the interpretations of 

the other constituents were fixed; but nothing is fixed. All constituents can be interpreted 

non-literally as well as literally, and how we interpret a constituent cannot but affect how 

we interpret the others. Consider (3), for instance. 

 

(3)  The city is asleep. 
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A city is not the sort of thing that sleeps (in the normal sense of the term), hence the overall 

interpretation of (3) is likely to involve some process of non-literal interpretation. There are 

various possibilities, though. 'The city' can be interpreted non-literally (metonymically) as 

standing for 'the inhabitants of the city'; or 'asleep' can be interpreted metaphorically in the 

sense of 'quiet and showing little activity'. Given the likelihood of a non-literal 

interpretation for some constituent, if 'the city' literally applies to a city, 'asleep' will have to 

be taken non-literally; conversely, if 'asleep' is literal, 'the city' will not  be. 

 The same sort of trade off applies to seemingly unproblematic examples such as the 

following: 

 

(4) I finished the book. 

(5) John heard the piano. 

 

If 'finish' has its standard sense in (4), its object (what is said to be finished) must be a 

process, for only processes can start or finish in the standard sense (Pustejovski 1991). It 

follows that 'the book' must be interpreted non-literally - it must be interpreted as standing, 

not for a certain book, but for the process of, say, reading a certain book. Conversely, if 'the 

book' is interpreted literally and stands for a certain book, 'finish' must have a derived sense 

and mean something like finished reading. 5  Pustejovski (1991) defends the former 

analysis, Langacker (1984) the latter.6 

                                                 

5In the latter case, 'finish' first acquire a derived meaning finish X-ing involving a variable 

and the latter is contextually instantiated, in such a way that the sense finish reading results 

from a two-step process of contextual interpretation. 

6The sentence may also be seen as elliptical and contextually 'expanded' into 'I finished 

reading the book' (Bach 1987, forthcoming). I find this sort of analysis too much 

unconstrained (Recanati 1993:261ff), so I don't take it into consideration here. 
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 (5) is another example (discussed by Langacker) which can be interpreted in two 

ways. We may construe 'the piano' as standing for the sounds emitted by the piano 

(metonymy), in accordance with the 'postulate' that only sounds can be heard; or we may 

consider 'hear' as polysemous. When it is said that 'only sounds can be heard', 'hear' is taken 

in its basic sense ('hear'1), but there is another  sense ('hear'2), which can be defined as 

follows: An object is heard2 whenever the sound it emits is heard1. Langacker analyses (5) 

as saying that John heard2 the piano, rather than as saying that he heard1 the sounds emitted  

by the piano. 

 Though (3), (4) and (5) exhibit the same sort of trade off, there is an important 

difference between (3), on the one hand, and (4) and (5) on the other hand. Depending on 

which constituent receives a non-literal interpretation, the global interpretation of (3) itself 

will vary. In one case the speaker means that the inhabitants of the city are sleeping, in the 

other she means that the city itself is quiet and shows little activity; the truth-conditions are 

distinct. It follows that it is easy to say which constituent is responsible for the non-literal 

interpretation of the sentence: we have only to consult our intuitions concerning the truth-

conditions of the utterance. (4) and (5) are very different, however. Whether one 

constituent or the other bears the onus of non-literal interpretation, the overall 

interpretation of the utterance does not seem to change. Hence it is not easy to establish 

which analysis is right, and one must appeal to indirect evidence, such as, for example, the 

fact that we can say things like: 'I can both hear and touch the piano'. (This fact shows that 

Langacker is right: when we say that we hear the piano, we are referring to the piano. It is 

the verb, not the noun-phrase, which has a derived sense in this context.)7 

                                                 

7A number of similar tests are offered in Nunberg 1993 and forthcoming. For example, 

Nunberg argues that (a) and (b) must be analysed in fairly different ways, despite their 

superficial similarity. 

(a) I am parked out back. 
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 The trade off talked about in this section is a particular case of a more general and 

fairly complex phenomenon: the search for coherence in interpretation. We have two 

constituents, A and B, each with (at least) two possible interpretations (Ai and Aj, and Bi 

and Bj). Now there is a better 'fit' between Ai and Bj or between Aj and Bi  than there is 

between either Ai and Bi or Aj and Bj, hence the 'trade-off' effect: the two global 

interpretations <Ai, Bj> and <Aj, Bi > are favored, in such a way that the choice of either 

Aj or Ai as the correct interpretation for A 'coerces' a particular interpretation (Bi or Bj) for 

B.The tendency to prefer coherent interpretations (with a high degree of fit between the 

                                                                                                                                                     

(b) This one <pointing to a car key> is parked out back. 

(b) is a case of 'deferred ostension': an object is 'demonstrated' (the key), but the ultimate 

'referent', as opposed to the 'demonstratum', is another object suitably related to the 

demonstratum, namely the car itself. In contrast, 'I' does not refer to the car in (a); it 

normally refers to the speaker. It's the predicate 'parked out back' that bears the onus of 

non-literality. That the referent is the car rather than the (demonstrated) key in (b) is 

established by the fact that semantic features of the referring expression such as number or 

gender do NOT correspond to the key, but to the car; thus we would say 'this one' (in the 

singular) even if we were exhibiting a whole set of keys for the car in  question. Also, we 

can say things like: 

(c) This <pointing to a car key>, which is an old Chevrolet, is parked out back. 

The relative clause clearly qualifies the car, not the key. These tests provide evidence that 

the referent is the car, even if it is the key which is 'demonstrated'. When we turn to (a), the 

situation is totally different. Gender and number correspond to the speaker, not to the car. 

We would not say 'We are parked out back' if there was a single car owner and several cars 

(whereas we can say ' those <pointing to a key> are parked out back' if there is a single key 

and several cars). And we can't say  'I, who am an old Chevrolet, am parked out back'.  
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various semantic values) is what we must now try to account for. But first, we must 

introduce the notion of a schema (Rumelhart 1979, 1980; Langacker 1987). 

 To say that two semantic values  and  'fit together' is to say that there is an 

abstract schema which <, > instantiate. The particular case discussed above, 'coercion', 

can be analysed as follows. An expression E activates an  abstract schema in which there is 

a slot for a value of a certain type; as a result, the semantic value of E will preferably enter 

into composition with a semantic value of the relevant type. Thus in a sentence like 'the city 

is asleep', if we give to 'asleep' its literal value (thereby activating the SLEEP schema), the 

value of 'the city' will have to be of the relevant type (e.g. human or animal), hence non-

literal. 

 The role of schemata in interpretation is best seen in connection with more complex 

examples. Consider example (2) from section 7: 

 

(2) John was arrested by Mike yesterday; he had just stolen a wallet. 

 

As I said earlier, John is selected as the referent for 'he' in the second clause because (i) the 

referent of 'he' is said to have stolen and John is known to have been arrested, and (ii) there 

is a frame or schema in which the two roles (stealing, and being arrested) are linked. This 

schema is jointly activated by the predicates 'was arrested' and 'had stolen'. An 

interpretation in which the same person steals and is arrested (and in which he is arrested 

because he has stolen - see below) satisfies the schema, and is more likely to be selected 

than one which violates it. 

 Given the link we have established between coherence (or fit) and schemata, the 

question we must answer becomes: Why are schema-instantiating interpretations more 

successful than others? In  line with what has been said so far, the following answer 

suggests itself. Interpretational success - what brings a 'candidate' or potential semantic 

value into the actual interpretation of the utterance - to a large extent depends on the 
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candidate's accessibility or degree of activation. Now a schema is activated by, or accessed 

through, an expression whose semantic value corresponds to an aspect of the schema. The 

schema thus activated in  turn raises the activation level (the accessibility) of whatever 

possible semantic values for other constituents of the sentence happen to fit the schema. 

The schema itself - hence the semantic value through which it is accessed - gains extra 

activation from the fact that some other constituent of the sentence has a possible 

interpretation which fits the schema. In such a case all 'candidates' or potential semantic 

values which fit the schema evoked by some of them mutually reinforce their accessibility 

and therefore increase the likelihood that they will be globally selected as part of the 

interpretation of the utterance. Coherent, schema-instantiating interpretations therefore tend 

to be selected and preferred over non-integrated or 'loose' interpretations. As a result, 

schemata drive the interpretation process. 

 The role played by schemata explains why the process of utterance interpretation is 

to such a large extent top down and driven by world knowledge (Rumelhart 1979; Travis 

1975, 1981; Searle, 1978, 1980). The interpreter unconsciously enriches the situation 

described by the utterance with many details which do not correspond to any aspect of the 

uttered sentence but are contributed in order to fit an evoked schema (on 'enrichment', see 

Recanati 1993 and the references therein).8 Thus, in the John-Mike example above, not 

                                                 

8 Think of an example like (6): 

(6) John hates the piano. 

Contrary to (3)-(5), this example cannot be described in terms of 'coercion'. I mentioned 

earlier various contentions to the effect that only sounds can be heard and only processes 

finished. By virtue of these principles, some process of non-literal interpretation must take 

place in order to make sense of phrases such as 'finish the book' or 'hear the piano'. But a 

piano is certainly an object that can be hated, however strictly one construes the predicate 

'hate'. Still, some contextual enrichment is in order, because to hate the piano is to hate it 
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only is the reference of 'he' determined by the Steal (x) - Is arrested (x) schema, but (among 

other things) the causal interpretation of the relation between the two events mentioned - 

the fact that the referent was arrested because he had stolen - is also determined by the 

schema. Specifization and a good deal of what I earlier called sense construction are similar 

cases of schema-driven enrichment (Clark 1992, Goschke & Koppelberg 1990, Langacker 

1987, Medin & Shoben 1988, Murphy 1988 and 1990, Ruhl 1989, Nunberg & Zaenen 

forthcoming). 

 

9. When is an interpretation satisfactory? 

 

What has just been said about schemata and accessibility enables us to complete the picture 

of utterance interpretation sketched in the earlier sections of this paper. When discussing 

the parallel and serial models, I made an implicit distinction between two mechanisms: the 

mechanism that determines which candidate semantic value for a given constituent is 'tried' 

and undergoes composition with other semantic values corresponding to other constituents 

of the sentence; and the mechanism which determines whether or not an interpretation 

which has been tried is actually retained. I discussed three possible models or classes of 

models for the first mechanism, but remained fairly vague as to the nature of the second 

mechanism; I only said that an interpretation is retained if it 'fits the broader context of 

discourse'. (If a single interpretation is tried, as in the two serial models, that interpretation 

is retained if it fits the broader context of discourse and rejected otherwise; if several 

interpretations are tried, as in the parallel model, the interpretation to be retained is that 

which best fits the broader context of discourse.) 

                                                                                                                                                     

under some aspect or dimension. One may hate the sounds emitted by the piano, or one can 

hate playing the piano, or one can hate the piano as a piece of furniture, etc. The relevant 

dimension is contextually provided through the process of enrichment. 
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 What is it for an interpretation to 'fit the broader context of discourse'? I think we 

are now in a better position to answer this question. In relating an utterance to its broader 

context, we look for coherence, i.e. schema-satisfaction, as much as we do when 

interpreting a given constituent in the context of the utterance where it occurs. The same 

principles apply at both levels (as a simple two-sentence example like (2) already shows). It 

follows that the second mechanism is not significantly different from the first, within an 

accessibility-based framework. Accessibility not only determines which candidate is 

considered and processed, it also determines which candidate is retained. 

 Dan Sperber objected to me in conversation that accessibility can lead us astray: 

Sometimes the first interpretation that comes to mind (the most accessible one) turns out 

not to be satisfactory and forces the hearer to backtrack. According to Sperber, the 

possibility of such garden-path effects shows that interpretational success cannot be 

equated with sheer accessibility. This objection is misguided, I think. The most accessible 

interpretation at some stage s in the interpretation process may well turn out to be 

unsatisfactory at some later stage s', thereby resulting in a garden path effect and the need 

to backtrack. This does not show that interpretational success cannot be cashed out in terms 

of accessibility. At any given stage, the most accessible interpretation will be the winning 

one (at that stage). In garden path utterances we have two successive stages to consider. 

Some interpretation is the most accessible one, hence wins, at s, but that interpretation fails 

to fit some schema, hence loses, at a later stage s'. In an accessibility-based framework, this 

means that this interpretation's accessibility at s' is no longer sufficient for it to be the 

winning candidate (at s'). Another candidate (which was less accessible at s, but turns out 

to be more accessible at s') takes over, hence the garden path effect. The distinction 

between successive stages of interpretation, together with the notion of an accessibility 

shift, is sufficient to account for garden path effects within the accessibility-based 

framework. 
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10. Counterexamples to the LS model 

 

So far I have tried to make a case for an accessibility-based alternative to the LS model. To 

me at least the accessibility-based model seems much more plausible than the LS model. In 

this last section before concluding I want to go further and provide a direct counter-

example to the LS model. 

 The sort of counter-example to the LS model which I want to construct exploits the 

interactive nature of interpretation. As we saw in §8, how we interpret a particular 

constituent depends upon how we interpret the other constituents. The cases described in 

§8 are cases in which one constituent has to be interpreted non-literally if the others are 

interpreted literally. There are also cases in which a non-literal interpretation for a 

constituent prompts a non-literal interpretation for another constituent, and cases of 

interaction involving other types of contextual interpretation (e.g. sense selection or sense 

construction). Thus in interpreting an utterance of: 'Mike finished John's book', we have to 

assign a contextual value to 'finish' (finish reading, finish writing, finish binding, etc.) and a 

contextual value to 'John's book' (book owned by John, written by John, read by John, etc.). 

There is an obvious interaction between the two values respectively assigned to the two 

constituents; the overall assignment must be coherent. If 'John's book' is interpreted as 

meaning the book written by John, it's unlikely that 'finished' will be interpreted as meaning 

finished writing. 

 The cases of interaction I am interested in here are cases in which the contextual 

processes which interact respectively belong to the two broad classes distinguished in my 

book Direct Reference (Recanati 1993: ch. 13-14). The two classes in question are: the 

contextual processes which are semantically mandatory because no proposition would be 

expressed without them, and the contextual processes which are optional, i.e. non-

mandatory. Optional processes take a complete proposition as input and yield another 

proposition as output. Enrichment and non-literal interpretation, in most cases at least, are 
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optional processes. Thus we normally interpret  'He took out his key and opened the door' 

as meaning that he opened the door with the key, but even if we did not 'enrich' the 

interpretation of the utterance in this way the latter would still express a complete 

proposition (namely the proposition that he did two things: take out his key, and open the 

door in some way or other). In this regard enrichment differs from the sort of contextual 

process involved in sense construction; for 'I read John's book' does not express a complete 

proposition if a certain relation between John and the book is not contextually provided. 

  It is possible for two contextual processes respectively belonging to the two classes 

distinguished above to interact in such a way that the mandatory process depends upon the 

optional one, and cannot operate until the latter has. For example, take the construction: the 

x of y, or even better the possessive construction: y's x. For the sentence where such a 

construction occurs to express a definite proposition, a certain relation between x and y 

must be contextually provided. Now which relation is actually provided as part of the 

interpretation of the utterance obviously depends upon the identity of the relata and what 

we know about them. The relata, x and y, will themselves be referred to by means of 

linguistic expressions, say NP1 and NP2. Now it's easy to imagine a case in which, say, NP2 

can undergo a process of non-literal interpretation. For example a definite description such 

as 'the lion' can be either interpreted literally (as referring to a lion) or non-literally (as 

referring metonymically to, say, the warrior whose shield carries a picture of a lion). How 

we interpret the description determines the identity of one of the relata, and we have seen 

that (in some cases at least), how we interpret the relation expressed by the possessive 

construction depends upon the identity of the relata. I want to argue that, in such a case, if 

the description is used non-literally (if it refers to the warrior), then a contextual process 

which must take place for the utterance to express a complete proposition (namely the 

assignment to the possessive construction of a particular relation as contextual value) 

cannot take place unless a non-literal interpretation has been antecedently provided for 

some other constituent in the sentence. It follows that the utterance is semantically 
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indeterminate at the purely literal level, for the mandatory process of sense construction - 

without which no complete proposition would be expressed - itself depends on some 

feature of the non-literal interpretation of the utterance and therefore cannot be achieved at 

the literal level. This is a case in which it is not possible (even in principle) to determine the 

proposition literally expressed before one has determined what the speaker non-literally 

means. 

 Let us now actually construct the example by filling in the context. Suppose that 

there has been a ritual fight between respectively five warriors and five beasts. The beasts 

are a wolf, a lion, a hyena, a bear, and an alligator; the warriors are armed with swords, and 

carry shields with distinctive decorations (the first warrior has the moon on his shield, the 

second one has the Eiffel Tower, the third one has the Metro-Godwin-Mayer roaring lion, 

etc.). Each warrior is assigned a particular beast which he or she must stab to death. After 

the ritual fight, the five beasts lay on the ground with a sword through their body. This is 

the context. Now suppose that in this context I utter (7): 

 

(7) Bring me the lion's sword - I want to have a look at it. 

 

In this context I think there are two accessible interpretations for 'the lion'; the lion can be 

interpreted literally as referring to the lion (one of the beasts), or non-literally as referring 

to the warrior who has (a picture of) a lion on his shield. If we choose the first 

interpretation, the relation which will be contextually provided will be one of the salient 

relations which hold between the lion (the animal) and the sword which can be seen 

emerging from its pierced body. If we choose the second interpretation, the relation will be 

totally different; it will be one of the salient relations between the warrior and the sword 

which he used in his fight against, say, the bear. 

 Now suppose the correct interpretation is the second one: the speaker actually refers 

to the warrior with a lion on his shield and wants to see his sword (i.e. the sword which 
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emerges from the bear's body). My contention is that the LS model cannot account for a 

case like this. For it's not possible, even in principle, to compute the proposition literally 

expressed before accessing the non-literal interpretation, in a case like this. 

 

11. Conclusion 

 

In this paper I have argued against a widespread model of utterance interpretation, namely 

the LS model, according to which the literal interpretation of an utterance (the proposition 

literally expressed by that utterance) must be computed before non-literal interpretations 

can be entertained. I have tried to make room for the possibility that an utterance receives a 

non-literal interpretation (i) as a result of a local process concerning only a particular 

constituent of the sentence, and (ii) without the literal interpretation of the utterance 

necessarily being computed. On my view, the literal interpretation of the constituent must 

be accessed, but there is no need to take it into the global interpretation of the utterance; the 

latter may recruit only the non-literal interpretation of the constituent, in such a way that 

the literal interpretation of the global utterance is not computed, or at least need not be 

computed for the non-literal interpretation to be entertained. (It may be computed in 

parallel to the non-literal interpretation, but at least the latter is not asymmetrically 

dependent on the former, contrary to what the LS model claims.) 

 Two models were presented as alternatives to the LS model. On the parallel model, 

literal and non-literal interpretations of the utterance are simultaneously processed. On the 

AS model, only the most accessible candidate for the status of semantic value of the 

relevant constituent goes into the overall interpretation of the utterance; if the most 

accessible candidate is not the literal semantic value of the constituent, the literal 

interpretation of the sentence is not computed - only the non-literal interpretation of the 

sentence (involving the highly accessible but non-literal interpretation of the constituent) is 

delivered. 
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 I have considered two arguments in favour of the LS model. The first argument 

purports to show that the parallel model is ruled out in principle, because of the asymmetric 

nature of non-literality (the fact that non-literal meaning asymmetrically depends on literal 

meaning). The second argument also appeals to the asymmetric nature of non-literality to 

rule out the AS model construed as an alternative to the LS model. Both arguments have 

been shown to be fallacious: the asymmetric dependence of non-literal meaning on literal 

meaning does not support the LS model as opposed to the parallel model or the AS model. 

If I am right the LS model is baseless: there is no particular reason why the process of non-

literal interpretation should proceed serially through computing the literal interpretation of 

the sentence. At the end of the paper I have gone one step further. I have provided data 

which, it seems to me, the LS model cannot account for. I conclude that the LS model is not 

only unwarranted but also empirically inadequate. 
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