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Abstract 

The use of batteries as a backup in case of power outages is a common practice adopted by telecommunications 

companies that need to keep their services always active.  Besides, those batteries can also be used for other purposes 

such as participating in the energy market in order to reduce the electricity bill, as long as the safety usage rules are 

respected. In this context, batteries can be used when the energy costs more and recharged when the energy costs less, 

which is known as the demand-response mechanism. Our focus in this work is to optimize the use of batteries installed 

for backup to participate in the demand-response mechanism, in order to reduce the total energy cost for the company. 

We formally state the related optimization problem and propose two solving approaches to address it: a mixed-integer 

program and a heuristic to solve large instances. Simulations based on real data of a French telecommunications 

operator prove the relevance of using batteries to reduce the energy cost for the company by participating in the demand-

response mechanism. The proposed heuristic proves to be economically relevant and computationally efficient, being 

a good alternative to a mixed-integer program for large-scale problems. 

 
Keywords: Multi battery energy storage system, demand-response mechanism, optimization, mixed-integer program, 

heuristic 

1. Introduction 

The electrical energy market has widely evolved over the decades, especially with the emergence of the 

smart-grids. Dynamic battery storage systems and renewable energy sources together with new information 

and communication technologies allow those of consumption and production agents to participate 

collaboratively in the energy markets [1, 2]. 

In this context, batteries are used in different ways. In telecommunications companies, it is common to 

use batteries as a backup in the case of power failures, since such companies provide critical services and 

must therefore keep their network always active [3]. These batteries are used in conjunction with antennas 

and other equipment, and, in order to ensure that they are always operating in the case of a power failure, 

strict safety management rules must be considered. Moreover, a study was done at the French 

telecommunications company Orange by Marquet et al. [4], and addressed the use of batteries in 

telecommunications systems to reduce the  use of fuel, the OPerational EXpenditure (OPEX) of energy 

remote plants and, if possible, to remove the diesel engines that are installed in remote stations. In addition, 

the company may use those batteries to participate in the energy market as a coordinated battery storage 

system, ensuring that the grid is properly reliable as long as the safety use rules are respected. 
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Fig. 1. Energy spot-prices - September, 14th, 2020 [10]. 

Indeed, as the energy price changes over time, batteries may be used to avoid buying energy when the 

price is high, which is known as the demand-response mechanism [5]. The batteries will then be recharged 

when the energy price is low, generating savings [6]. The energy prices over a day are defined by energy 

known as Retail Market, and the demand-response mechanism has been widely studied over the last decade 

[7, 8, 9]. This mechanism can be defined as the changes in electric usage by end-use customers from their 

normal consumption patterns in response to changes in the energy prices over time. Fig. 1 illustrates the 

variability of energy prices on September, 14th, 2020 in Europe. 

Daryanian et al. used in [5] a single battery to reduce the electricity bill by exploiting the variation of 

the energy prices. In this study, a battery is used in peak-time periods, where the energy costs more, and 

recharged in periods where the energy is cheaper. Several later studies explore the demand-response 

mechanism in different usage scenarios and with various solving approaches [8, 11, 12, 13]. Among them, 

linear programming is frequently used as a solution method to reduce the energy cost by optimizing the 

battery use, such as in [11, 12, 14, 15]. As an example, Hoke et al. study the use of a battery to minimize 

the cost of operating a microgrid while meeting resource constraints from conventional generators, solar 

panels, and wind turbines [11]. Moreover, Good et al. [12] treat the uncertainty in power demand, renewable 

energy generation, and prices, through the use of a linear program with a robust strategy. 

Another challenge is the use of multiple Battery Energy Storage Systems (BESS), requiring more 

efficient control strategies for optimal management. In this context, recent studies propose different 

methods to treat the dimensionality efficiently [16, 17, 18]. Babazadeh et al. [16] propose a multiple battery 

management system with different types of battery focusing on the minimization of the total system cost 

and considering the impact of the usage on the lifetime of the batteries. In the same vein, Zhu et al. [17] 

present an adaptive dynamic program and Fan et al. [18] a convex quadratic optimization problem to 

optimize a multiple battery storage system properly. In our case, we consider a multiple BESS for which 

real engineering usage rules must be respected for any battery use for safety reasons. 

In this study, we consider the problem of optimizing the total energy costs using batteries installed for 

backup to participate in the retail market, using proper battery management. Our goal is thus to reduce the 

total energy OPEX for the company using proper battery management. In this context, Faria et al. [19] 

consider single battery management to participate in the retail market. They also consider the use of such a 

battery in the curtailment market, acting as a direct agent in the grid stabilization. In our case, we aim to 

use multiple batteries installed for backup to participate only in the retail market, while considering strict 

safety usage rules. 

Formally, the problem under study is the Optimization of a Multi-Battery Storage system participating 

in the Retail market in a demand-response mechanism (referred to as OMBSR), in order to reduce the total 

energy cost for the company. The main issue for such a company is to respect the market rules and the 

battery safety usage rules while minimizing the net total energy cost. Moreover, the decision version of 

such an optimization problem is NP-Complete, which follows from a reduction from the 3-Partition 

problem (not detailed here). 

Our first contribution is the modeling of the market rules and  battery  safety  usage rules through a 

mixed-integer linear program (MILP) for the problem under study, whose optimal solution provides the 

best way to generate savings for the company, i.e., to reduce the total energy cost. Our second contribution 

is a heuristic, which can be used as a workaround method for solving large-scale instances. Our third 
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contribution is the validation of our algorithms on instances based on real datasets from the mobile 4G 

network of the French telecommunications operator Orange. Firstly, we show that using batteries installed 

for backup to participate in the retail market yields savings for the company. Secondly, we investigate the 

algorithmic performance and the economic relevance for instances covering different parameter ranges and 

sizes. 

This paper is organized as follows. In Section 2, we formally define the problem and the hypotheses 

considered. Then, we present a mathematical programming model for the problem in Section 3, and a 

heuristic in Section 4. Numerical experiments are provided in Section 5. In Section 6, we conclude and give 

some perspectives for future research. 

2. Problem Statement 

We consider the deterministic framework with a single telecommunication site that we now formally 

describe. Let us consider a site with a power demand 𝑊𝑡, given in kW, at each time period t of discrete a 

horizon 𝑇 of T equally-sized time periods of duration ∆ minutes (𝑇 = {1, … , T}). 

The cost (given in monetary units) for purchasing one unit of energy power at time period t is denoted 

by 𝐸𝑡. This cost is fixed by the distributor, as is the maximum amount of power 𝑃𝑚𝑎𝑥 , given in kW, that 

can be bought at any time period. 

With respect to the battery assets, a site is equipped with a set ℬ of batteries. For safety reason, a 

minimum amount of energy 𝐵𝑏
𝑚𝑖𝑛 , given in kWh, must always remain in each battery 𝑏 ∈  ℬ. In addition, 

to improve its lifespan, and for network security purposes, each battery 𝑏 ∈  ℬ  must be immediately 

recharged after each use, up to its maximum energy capacity, denoted by 𝐵𝑏
𝑚𝑎𝑥 and given in kWh, with a 

constant power rate 𝑃𝐵𝑏
  given in kW. Note that the battery recharge process is not linear and depends on 

factors such as the depth of discharge, and the battery power level. However, a linearization of the battery 

power level during the recharging process is commonly considered. Moreover, a minimum power discharge 

per time period, denoted by 𝐷𝑏
𝑚𝑖𝑛 and given in kW, is imposed when a battery b is in discharge mode. 

Moreover, each battery has a maximal power rate, denoted by 𝐷𝑏
𝑚𝑎𝑥 and given in kW, that it can release at 

each time period due to current and voltage limitations. Note that 𝐷𝑏
𝑚𝑖𝑛 ∈ [0, 𝐷𝑏

𝑚𝑎𝑥], and that the power 

demand 𝑊𝑡 is higher than 𝐷𝑏
𝑚𝑖𝑛 at all time periods t over the horizon. To simplify the model writing, and 

since the same time discretization ∆ is considered over the time horizon, we can treat the amount of energy 

in each battery as its power capacity. Each battery must also be fully charged at the beginning and at the 

end of the planning horizon. 

Concerning the battery life cycle, the number of times that each battery can be used is limited. In this 

context, each battery b can be used at most 𝑁𝑏times over the time horizon. Recall that our goal is to manage 

the use of the batteries while respecting both the usage and the energy retail market rules, and keeping the 

network safe at optimal cost. The total amount of energy savings that can be obtained is provided by the 

difference between the energy prices during a battery use and its recharge. The amount of energy not bought 

during the battery use is equal to the battery discharge. Furthermore, we consider only one energy supplier 

without renewable energy sources. The batteries are ready for use, and hence no installation cost is 

considered. 

The problem stated above is referred to as OMBSR in the following, and any of its instances is fully 

described by the following parameters (some of which are vectors or sets): 

𝑊, ∆, 𝐸, 𝑃𝑚𝑎𝑥 , ℬ, 𝐵𝑚𝑖𝑛 , 𝐵𝑚𝑎𝑥 , 𝑃𝐵 , 𝐷𝑚𝑖𝑛 , 𝐷𝑚𝑎𝑥 , 𝑁. 

3. OMBSR Mixed Integer Nonlinear Programming 

The formulation described in this section that models OMBSR as a mixed-integer nonlinear program, 

will be referred to as (MINLP). 

Model Variables 

Firstly, a solution is determined by the values of the following variables: 

 𝑥𝑏,𝑡  ∈ [𝐵𝑏
𝑚𝑖𝑛 , 𝐵𝑏

𝑚𝑎𝑥], ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇: equal to the power capacity (in kW) of each battery b 

Isaías F. Silva et al.: Managing a multi battery energy storage system of a telecommunications company in order to … 3



   

at the beginning of each time period t. We consider such an amount as a power capacity, given 

in KW, because the amount of energy of a battery is treated as its power capacity. An additional 

variable 𝑥𝑏,𝑇+1 represents the power capacity at the end of the last time period. 

The following additional variables are used to control the state of each battery: 

 𝑧𝑏,𝑡  ∈ {0,1}, ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇: equal to 1 if the battery b is in discharge mode at time period t, 

and to 0 otherwise; 

 𝑏𝑏,𝑡
𝑠𝑡𝑎𝑟𝑡 ∈ {0,1}, ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇: equal to 1 if the battery b starts being discharged at time 

period t, and to 0 otherwise. 

To model the power bought at each time period t, the following variables are used: 

 𝑢𝑡
D ∈ [0, 𝑊𝑡], ∀ 𝑡 ∈ 𝑇: power bought for the demand consumption at time period t (in kW); 

 𝑢𝑏,𝑡
B ∈ [0, 𝑃𝐵𝑏

], ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇: power bought for the recharge of each battery b at time period 

t (in kW). 

Mixed Integer Nonlinear Programming Formulation 

The objective function is defined as follows: 

 
min ∑ 𝐸𝑡( ∑ 𝑢𝑏,𝑡

B

𝑏 ∈ ℬ

+ 𝑢𝑡
D)

𝑡 ∈ 𝑇

 
(1) 

The objective function minimizes the total energy cost spent on purchasing energy. A solution is given 

by the power capacity of the batteries at each time period (the values of the 𝑥𝑏,𝑡 variables). 

The following constraints define the state of each battery at each time period t: 

 𝑥𝑏,𝑡 − 𝑥𝑏,𝑡+1 ≤ 𝑧𝑏,𝑡𝐷𝑏
𝑚𝑎𝑥  ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (2) 

 −𝑥𝑏,𝑡 + 𝑥𝑏,𝑡+1 ≤ 𝑃𝐵𝑏
(1 − 𝑧𝑏,𝑡) − 𝑧𝑏,𝑡𝐷𝑏

𝑚𝑖𝑛 ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (3) 

Constraints (2) guarantee that, if the power capacity of a battery decreases, then the battery is in discharge 

mode, i.e., 𝑧𝑏,𝑡 = 1. Constraints (3) ensure that, if the power capacity of a battery increases, then this battery 

cannot be in discharge mode, i.e., 𝑧𝑏,𝑡 = 0 . Note that, together with Constraints (9) and (10), these 

constraints ensure that the battery can have the same power capacity during two consecutive time periods 

only if the battery is fully charged, otherwise a minimal discharge of 𝐷𝑏
𝑚𝑖𝑛  (if 𝑧𝑏,𝑡 = 1) or a recharge of 

𝑢𝑏,𝑡
B  (if 𝑧𝑏,𝑡 = 0) is imposed. Moreover, Constraints (2) guarantee a maximum power discharge per time 

period of 𝐷𝑏
𝑚𝑎𝑥  when the battery is in discharge mode. 

In the same vein, Constraints (4) and (5) ensure that 𝑏𝑏,𝑡
𝑠𝑡𝑎𝑟𝑡 = 1 if the battery b starts being discharged at 

time period t; otherwise, this variable is free. 

 𝑏𝑏,𝑡
𝑠𝑡𝑎𝑟𝑡 ≥ 𝑧𝑏,𝑡 − 𝑧𝑏,𝑡−1 ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇\{1} (4) 

 𝑏𝑏,𝑡
𝑠𝑡𝑎𝑟𝑡 = 𝑧𝑏,1 ∀ 𝑏 ∈ ℬ                         (5) 

Constraints (6) guarantee that each battery b can start being discharged only if it is fully charged (and 

hence together with Constraints (7) that the battery starts being recharged immediately after each use, up 

to its maximum capacity): 

 
𝐵𝑏

𝑚𝑎𝑥𝑏𝑏,𝑡
𝑠𝑡𝑎𝑟𝑡 ≤  𝑥𝑏,𝑡 

∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (6) 

The power purchased in the retail market at each time period t is the sum of the power bought for charging 

the batteries (∑ 𝑢𝑏,𝑡
B

𝑏∈ℬ ) and the power bought for consumption (𝑢𝑡
D), which is ensured by the following 

constraints: 

 
𝑢𝑏,𝑡

B = (1 − 𝑧𝑏,𝑡)min (𝐵𝑏
𝑚𝑎𝑥 − 𝑥𝑏,𝑡 , 𝑃𝐵𝑏

, 𝑃𝑚𝑎𝑥) 
∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (7) 

 ∑(𝑥𝑏,𝑡+1 − 𝑥𝑏,𝑡)

𝑏∈ℬ

= ∑ 𝑢𝑏,𝑡
B  

𝑏∈ℬ

+ 𝑢𝑡
D − 𝑊𝑡 ∀ 𝑡 ∈ 𝑇 (8) 
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 𝑥𝑏,𝑡+1 − 𝑥𝑏,𝑡 ≥ 𝑢𝑏,𝑡
B − 𝑧𝑏,𝑡𝐷𝑏

𝑚𝑎𝑥   ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (9) 

 𝑥𝑏,𝑡+1 − 𝑥𝑏,𝑡 ≤ 𝑢𝑏,𝑡
B ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (10) 

The power bought for charging each battery is min(𝑃𝐵𝑏
, 𝑃𝑚𝑎𝑥) when it is possible to buy energy (i.e., if 

𝑧𝑏,𝑡 = 0), if the capacity of the battery is not exceeded (see Constraints (7)). Note that several batteries can 

be used at the same time: some of them can be in discharge mode and others recharging. Constraints (9) 

together with Constraints (10) guarantee that the power bought to recharge a battery is properly routed, as 

no power exchange is technically allowed between batteries. 

Since no losses are considered, the power balance of the batteries is ensured by Constraints (8).  Moreover, 

Constraints (8) impose a maximum accumulated discharge of all batteries at the same time period equal to 

the power demand 𝑊𝑡. 

The network capacity is guaranteed by Constraints (11). 

 
∑ 𝑢𝑏,𝑡

B  

𝑏∈ℬ

+ 𝑢𝑡
D ≤ 𝑃𝑚𝑎𝑥 

∀ 𝑡 ∈ 𝑇 (11) 

Furthermore, Constraints (12) guarantee that each battery will be used at most 𝑁𝑏 times over the time 

horizon, while Constraints (13) express the limit conditions: 

 
∑ 𝑏𝑏,𝑡

𝑠𝑡𝑎𝑟𝑡  

𝑡∈𝑇

≤ 𝑁𝑏 
∀ 𝑏 ∈ ℬ (12) 

 𝑥𝑏,1 = 𝑥𝑏,𝑇+1 = 𝐵𝑏
𝑚𝑎𝑥 ∀ 𝑏 ∈ ℬ (13) 

Finally, the domains of the variables are: 

 
𝑢𝑡

D ∈ [0, 𝑊𝑡] 
∀ 𝑡 ∈ 𝑇 (14) 

 𝑢𝑏,𝑡
B ∈ [0, 𝑃𝐵𝑏

], 𝑥𝑏,𝑡 ∈ [𝐵𝑏
𝑚𝑖𝑛 , 𝐵𝑏

𝑚𝑎𝑥], 𝑧𝑏,𝑡 ∈ {0,1}, 𝑏𝑏,𝑡
𝑠𝑡𝑎𝑟𝑡 ∈ {0,1} ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (15) 

The obtained model (1)-(15) is non-linear. However, it can be linearized following the approach proposed 

by McCormick [20]. The resulting linear model (referred to as (MILP)) is provided in Appendix A. 

4. Graph Oriented Heuristic to OMBSR 

This section presents a graph-oriented temporal decomposition heuristic based on: 

 The decomposition of each OMBSR instance into sub-instances that are individually solved to 

optimality; 

 The selection of a subset of the solutions obtained for the sub-instances that respects the 

maximal number of battery uses 𝑁𝑏, and that yields a solution to the complete OMBSR instance. 

   
(a)                                                                                                 (b) 

Fig. 2. (a) Decomposition of an OMBSR instance over a week into sub-instances OMBSR1 to OMBSR6, assuming 𝛿 =
48 and 𝛿′ = 24. The curves represent the power demand observed (orange line) and the prediction (black line).  (b) 

Example of a conflict graph associated to the decomposition of the OMBSR instance presented in Fig. 2.a, where 𝑁𝑏 =
3 ∀ 𝑏 ∈ ℬ, and of the resulting MWIS solution. 
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Two integer parameters 𝛿 and 𝛿′ (> 0) are considered in this heuristic: 𝛿 is the number of time periods 

in each sub-instance, and 𝛿′ is used to define the first time period of each sub-instance. Formally, the 

heuristic is composed of five steps: 

1. Decomposition of the OMBSR instance into sub-instances: We construct 
𝑇

𝛿′ − 1  sub-instances 

OMBSRi for i in {1, … , (
𝑇

𝛿′ − 1)}, each one being defined over a reduced time horizon 𝑇𝑖  of 𝛿 

time periods starting at a time period multiple of 𝛿′  (i.e., 𝑇𝑖 = {((𝑖 − 1)𝛿′ + 1), … , ((𝑖 −

1)𝛿′ + 𝛿) and with at most 𝑁𝑏
′ = ⌈

𝑁𝑏𝛿

𝑇
⌉ battery uses . 

2. Resolution of OMBSRi sub-instances: Considering the MILP formulation for OMBSR based 

on 𝑇 and 𝑁𝑏, we derive the formulation for each OMBSRi by considering 𝑇𝑖  and 𝑁𝑏
′  instead. 

Then, an optimal solution 𝑆𝑖 for each OMBSRi is obtained by solving this formulation with a 

mixed-integer linear program solver. 

3. Construction of a solution conflict graph: A graph 𝐺 = (𝑉, 𝐸) is created, where each node 𝑣𝑖 in 

𝑉 represents the optimal solution 𝑆𝑖 of OMBSRi found in Step 2, with a weight 𝜔𝑣𝑖
 equal to its 

value. An edge 𝑒 = (𝑣𝑖 , 𝑣𝑗) is added if any battery in the corresponding solution 𝑆𝑖 is used at a 

time period 𝑡 ∈ 𝑇𝑖 ∩ 𝑇𝑗  and if any battery (not necessarily the same) is used in the solution 𝑆𝑗 at 

the same time period. Note that 𝐺 is an interval graph. 

4. Computation of a multi-criteria Maximal Weight Independent Set (MWIS) of 𝐺: We rely on an 

integer linear program for the MWIS problem on interval graphs, with |ℬ| additional constraints 

limiting the number of use of the 𝑏 ∈ ℬ batteries to 𝑁𝑏 in the selected nodes. The complete 

formulation, denoted by (MWIS-BAT), is presented in Appendix (C). Then, an optimal solution 

is obtained by solving it with a standard MILP solver. 

5. Construction of a solution for OMBSR: Firstly, the final heuristic solution to the initial OMBSR 

instance is equal to a standard solution where no battery is used. Then, for each node 𝑣𝑖 of the 

solution provided in Step 4 by solving (MWIS-BAT), we replace the standard solution during 

the period 𝑇𝑖  by the solution 𝑆𝑖. 

For the sake of clarity, we illustrate in Figures 2.a and 2.b the steps of our generic heuristic on an 

illustrative OMBSR instance over a week where 𝑁𝑏  for all 𝑏 ∈ ℬ , and for the following choice of 

parameters: 𝛿 = 48  and 𝛿′ = 24 . A heuristic solution to this OMBSR instance is thus obtained by 

considering the battery usage in the solutions 𝑆1, 𝑆4 and 𝑆6 found for sub-instances OMBSR1, OMBSR4 

and OMBSR6, respectively. 

5. Numerical Experiments 

In order to assess the efficiency and relevance of our solving approaches for optimizing the savings 

associated with the demand-response mechanism, we performed some numerical experiments on real-life 

instances. Several sites with different consumption profiles and BESS are considered, generated from 

internal data of the French telecommunications operator Orange. The energy costs considered are taken 

from public historic data of the French retail market. 

Two solving approaches are considered. Firstly, the default branch and bound algorithm of the 

commercial solver CPLEX performed on the formulation (MILP) that will be denoted by MILP. Secondly, 

the general heuristic presented in Section 4 parameterized by 𝛿 = 48 and 𝛿′ = 24, that will be denoted by 

HEU. The arguments (essentially the periodical structure of energy costs and demand of our data) for 

choosing these parameters are given in Appendix B. 

The numerical experiments are organized as follows. Firstly, in Section 5.1, we describe the instances 

and the tests setting used in our tests. Then, in Section 5.2 we present the results of OMBSR instances 

solved with MILP and HEU. The impact of the number of batteries as well as the number of time periods 

is analyzed in the same section. 
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5.1. Instances description 

We based our testbed on 50 urban and rural sites from the mobile 4G network of the French 

telecommunications operator Orange. The power consumption and the mean, or average value, of the power 

demand over the horizon, denoted by �̅� =
∑ 𝑊𝑡𝑡∈𝑇

𝑇
, is also given.  Each site is equipped with at most 5 

batteries, whose main properties are provided in what follows. The autonomy of the batteries varies between 

20 and 60 hours. Besides, two types of batteries are installed: GEL and AGM, the recharge power rate 𝑃𝐵𝑏
 

being dependent of each type: 

1. 𝑃𝐵𝑏
= 1.95% of 𝐵𝑏

𝑚𝑎𝑥 for GEL batteries; 

2. 𝑃𝐵𝑏
= 3.34% of 𝐵𝑏

𝑚𝑎𝑥for AGM batteries. 

In addition, the minimal power discharge 𝐷𝑏
𝑚𝑖𝑛 is 10% of 𝐷𝑏

𝑚𝑎𝑥 . Finally, the value of 𝐵𝑏
𝑚𝑖𝑛 is 50% of 

the battery power capacity, and each battery cannot be used more than 144 times over a year. More precisely, 

the value of 𝑁𝑏 is computed as ⌈
3∗𝑇

7∗24
⌉. Concerning the data related to the distributor, we consider the unit 

cost of energy from the French distributor EDF, publicly available in [21]. Besides, the maximum amount 

of power that can be purchased per time period 𝑃𝑚𝑎𝑥  is established in a contract. In our tests, to guarantee 

that the value of 𝑃𝑚𝑎𝑥 is greater than the power demand 𝑊𝑡 at any time period 𝑡 ∈ 𝑇 , we set such a value 

to 3𝑊̅̅ ̅̅̅. 

Moreover,  we assume time horizons of {1,2,3,4,8,12,16,20,24} weeks with time discretization Δ = 60 

minutes. The input values of the power demand, unit cost of energy, and reward over the time horizon, are 

taken as average values observed. Our tests were performed on 450 instances. 

All tests were performed on a server computer with 4GB of RAM and 1 Intel Xeon 2.2GHz CPU. The 

method used to solve the (MILP) formulation is the branch-and-bound implemented in CPLEX 12.9, with 

default settings. The running time is limited to 30 minutes for each instance. 

5.2. Algorithmic results and economic analysis 

Numerical results are displayed in Table 1, both for the solving methods HEU and MILP. In this table, 

each row stores the average of the results for 10 instances, grouped by the number of batteries installed 

"|ℬ|" in the site and by the number of time periods. Column "Stand Cost" corresponds to the standard cost, 

i.e., the cost when no battery is used, equal to ∑ 𝐸𝑡𝑊𝑡𝑡∈𝑇 . Columns "�̅�" and "𝑃𝐵" report the mean of �̅� 

and 𝑃𝐵, respectively. Besides, the solving time, given in seconds, and the reduction in the total energy cost, 

given in %, are provided in columns "CPU" and "savings", respectively, for MILP and HEU. Concerning 

the results obtained by MILP, column "gap" reports the optimality gap, i.e., the gap between the best integer 

solution obtained by CPLEX and the best lower bound computed. Furthermore, the row "mean all weeks" 

stores the average of the properties and of the solving results for all instances with the same number of 

batteries installed. 

Algorithmic Results We begin by focusing on the algorithmic results and observe a significant impact 

of the number of time periods and number of batteries installed on the performance of both algorithms. 

Concerning MILP, optimal values are obtained only for instances where sites have a single battery 

installed managed over a week, corresponding to 2.5% of all the tested instances. For all other instances, 

no optimality guarantee is observed within the CPU time limit. Moreover, the optimality gap observed is 

significant, varying from 36% on average for instances where the site is equipped with 2 batteries managed 

over 2 weeks, up to 30000% on average for big instances where the site is equipped with 5 batteries 

managed over 6 months. However, the best solution found gives a reduction in the energy bill (2% on 

average) even for the instances with no optimality guarantee. Furthermore, the number of variables and 

constraints grow linearly with the number of time periods. Even for instances with a single battery installed, 

MILP cannot reach an optimality guarantee within the CPU time limit for instances with a battery managed 

over 2 weeks or more. 

Concerning HEU, 86.4% of all instances are solved in less than 30 minutes. We also observe that the 

number of batteries installed and the number of time periods have an impact on the solving time. Instances 
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with 4 or 5 batteries managed over 3 weeks or more require more computational effort due to the large 

number of sub-instances to be solved. In some cases, more than two hours were needed to solve instances 

with HEU. 

Table 1. MILP and HEU results. 

      

Finally, to confirm the relevance of the approaches proposed, we illustrate in Fig. 3 the profile of the 

best solution found by MILP in the case of site "7", where 3 batteries are installed, and must be managed 

over one week. Such a profile is also observed for all other sites for MILP and HEU. The power demand 

over the time horizon is represented by the blue curve and the power prices by the orange one. The power 

capacity of each battery installed is represented by the curves in green, purple, and yellow. Firstly, we can 

observe that batteries can be used in different time periods. In this context, their first use and recharge are 

performed together, but, in the following, they are used independently from each other. Even during the 

same battery discharge, there can be different powers, such as in the second use of "Battery-3". Moreover, 

a battery can be in discharge mode while another one is recharging (e.g., the third use of "Battery-1" and 

"Battery-3"), and the impact on the maximal number of battery uses imposed (i.e., 𝑁𝑏 = 3) is observed for 
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"Battery-2", that stays a long time in rest mode for this reason. In this example, the energy bill is reduced 

by 2.70%, confirming the practical relevance of our approaches, and the large variety of battery uses 

illustrates the need for a decision-making tool. 

      
Fig. 3. Illustration of the best solution found by MILP for an OMBSR instance with 3 batteries managed over a week. 

Economic Analysis We now focus on the economic aspects of the solutions, and observe a reduction in 

the energy bill of 2.01% and 2.33% on average with MILP and HEU, respectively, confirming that 

participating in the retail market can generate savings for the company. Furthermore, no substantial gain is 

observed by increasing the number of batteries installed in a site, which is due to the fact that the sum of 

the powers of all batteries installed on the site is equivalent to �̅�, i.e., ∑ 𝐷𝑏
𝑚𝑎𝑥

𝑏∈ℬ  
≈ �̅�.  Indeed, the 

savings obtained are mainly limited by the maximal number of battery uses and by the fact that the sum of 

the powers of all batteries installed is equivalent to the average of its power demand. Note that the batteries 

are primarily installed for backup, and not to participate in the retail market. Moreover, the impact of 𝑁𝑏 in 

the savings is observed in both solving methods. The number of times that each battery is used in any 

solution is exactly 𝑁𝑏, independently of the solving method used. 

  
Fig. 4. Results obtained by solving OMBSR with MILP and HEU. 

Concerning the MILP results, the savings obtained by the best solution found decreases significantly 

when the time horizon and the number of batteries installed increase. Such savings decrease from 2.48% to 

0.26%, on average, for large instances. Fig. 4 presents the savings obtained using MILP and HEU, the 

running times for HEU, and the gap for MILP obtained in our tests. In this figure, only instances for which 

HEU stops after less than 30 minutes are considered.  Concerning MILP, we observe that the savings 

decrease and the gap increases as the number of batteries installed and the number of time periods increase. 

As expected, the savings obtained by MILP are larger (0.3% on average) than the ones obtained using HEU 

for small instances with a single battery. Concerning HEU, the savings obtained are higher compared with 

the savings obtained with MILP as the number of batteries installed increases. For instances with a single 

battery installed, savings obtained using HEU are only 0.20% smaller on average, which seems acceptable 

for a heuristic that performed 136 times faster, on average, for these instances. Fig. 4 also illustrates the 

impact of the number of batteries and time periods in the results obtained with HEU. The increase on the 

number of batteries has a slight impact on the savings, but the raise on the number of time periods does not. 
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6. Conclusion 

This study addresses the use of batteries that are originally installed as a backup in the energy market. 

In particular, we have considered the problem of optimizing the management of a multi-battery energy 

storage system in order to reduce the total energy costs, by participating in the demand response mechanism. 

As a solution method, a mixed-integer linear program is proposed, and any of its optimal solutions provides 

a strategy for using the batteries so as to reduce the total energy cost. A heuristic is also proposed to solve 

large instances. 

As a result, we observed that using batteries installed for backup in the demand-response mechanism 

generates savings for the company, hence proving the premise of this study.  A series of tests on real 

instances coming from the French context was performed, in order to analyze the solving approaches as 

well as the main properties of such instances. We observed in particular that the mixed-integer linear 

program could achieve an optimality guarantee only for 2.5% of the instances within the time limit. 

However, even for instances without such an optimality guarantee, the best solution obtained already 

generates savings. The savings obtained are significant because the total energy cost can rise to a few 

million euros per year for telecommunications companies. The number of times that each battery can be 

used seems to be the parameter that has the greatest impact on those savings. In contrast, no substantial 

gain was observed by increasing the number of batteries installed. However, the use of multiple batteries is 

desirable for safety reasons and to increase the lifetime of the batteries. Concerning the heuristic, the results 

obtained proved its economical relevance, by providing better solutions compared with the best ones 

obtained by the mixed-integer linear program on large-scale instances. 

Concerning the performance of our algorithms, we observed that the numbers of batteries installed and 

of time periods are the parameters that have the most impact on the solving time. We considered a time 

limit of 30 minutes for solving each instance, and, in this aspect, the heuristic proved to be computationally 

efficient (86.4% of the instances are solved in less than 30 minutes), while we observed that the solving 

time for the mixed-integer linear program increases fast. 

From a research perspective, firstly we aim to extend our study to more realistic scenarios. In the problem 

addressed, we do not consider the efficiency of a battery nor uncertainty in the power demand and prices.  

Therefore, taking these aspects into account is a key factor to consider in future research. 

Appendix A: (MINLP) Linearizations 

For a product between a binary variable 𝑏𝑖  and 𝑓𝑗 ∈ [0, 𝐹𝑚𝑎𝑥]  respectively, we can apply the 

McCormick strategy [20], which amounts to using a new variable 𝑙𝑖𝑛_𝑏𝑓𝑖
𝑗

∈ [0, 𝐹𝑚𝑎𝑥] to replace this 

product 𝑏𝑖𝑓𝑗, together with the following constraints: 

 
𝑙𝑖𝑛_𝑏𝑓𝑖

𝑗
≤ 𝑏𝑖𝐹

𝑚𝑎𝑥 
 (16) 

 
𝑙𝑖𝑛_𝑏𝑓𝑖

𝑗
≤ 𝑓𝑗 

 (17) 

 
𝑙𝑖𝑛_𝑏𝑓𝑖

𝑗
≥ 𝑓𝑗 − (1 − 𝑏𝑖)𝐹𝑚𝑎𝑥 

 (18) 

The non-linearities of this type in (7) are the products 𝑥𝑏,𝑡𝑧𝑏,𝑡(with 𝑥𝑏,𝑡 ∈ [0, 𝐵𝑚𝑎𝑥]). We will have the 

new family of variables 𝑙𝑖𝑛_𝑥𝑧𝑏,𝑡 , ∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈𝑇 and the constraints: 

 
𝑙𝑖𝑛_𝑥𝑧𝑏,𝑡 ≤ 𝑧𝑏,𝑡𝐵𝑡

𝑚𝑎𝑥 
∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (19) 

 
𝑙𝑖𝑛_𝑥𝑧𝑏,𝑡 ≤ 𝑥𝑏,𝑡 

∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (20) 

 
𝑙𝑖𝑛_𝑥𝑧𝑏,𝑡 ≥ 𝑥𝑏,𝑡 − (1 − 𝑧𝑏,𝑡)𝐵𝑡

𝑚𝑎𝑥 
∀ 𝑏 ∈ ℬ, ∀ 𝑡 ∈ 𝑇 (21) 

Furthermore, to linearize 𝑥 = min(𝑎, 𝑏) for 𝑎, 𝑏 ∈ [M′, M], we introduce a binary variable 𝑦 ∈ {0,1} 

such that, if 𝑎 > 𝑏, then 𝑦 = 1, otherwise, 𝑦 = 0. We can then rewrite 𝑥 as follows: 
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 𝑥 ≤ 𝑎, 𝑥 ≤ 𝑏
 

 (22) 

 
𝑎 − 𝑏 ≤ (M − M′)𝑦 , 𝑏 − 𝑎 ≤ (M − M′)(1 − 𝑦)

  (23) 

 
𝑥 ≥ 𝑎 − (M − M′)𝑦, 𝑥 ≥ 𝑏 − (𝑀 − 𝑀′)(1 − 𝑦)

  (24) 

In our case, we have the new family of variable 𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡 for all t in 𝑇 and b in ℬ to linearize (7). We 

have 𝑢𝑏,𝑡
B = (1 − 𝑧𝑏,𝑡)min (𝑎, 𝑏), where 𝑎 = 𝐵𝑏

𝑚𝑎𝑥 − 𝑥𝑏,𝑡  and 𝑏 = min (𝑃𝐵𝑏
− 𝑊𝑡). In order to linearize 

this expression, we have to multiply all the terms a and b in (22) and (24) by 1 − 𝑧𝑏,𝑡 . Hence, we derive 

the following constraints, where 𝑀′ = 0 and 𝑀 = max (Pmax, 𝐵𝑏
𝑚𝑎𝑥):  

 
𝑢𝑏,𝑡 

B ≤ (1 − 𝑧𝑏,𝑡 (𝐵𝑏
𝑚𝑎𝑥 − 𝑥𝑏,𝑡), 𝑢𝑏,𝑡

B ≤ (1 − 𝑧𝑏,𝑡)min (𝑃𝐵𝑏
, 𝑃𝑚𝑎𝑥 − 𝑊𝑡) 

 (25) 

 
(𝐵𝑏

𝑚𝑎𝑥 − 𝑥𝑏,𝑡) − min (𝑃𝐵𝑏
, 𝑃𝑚𝑎𝑥 − 𝑊𝑡) ≤ M𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡, 

min(𝑃𝐵𝑏
, 𝑃𝑚𝑎𝑥 − 𝑊𝑡) − (𝐵𝑏

𝑚𝑎𝑥 − 𝑥𝑏,𝑡) ≤ M(1 − 𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡) 

 (26) 

 
𝑢𝑏,𝑡

B ≥ (1 − 𝑧𝑏,𝑡)(𝐵𝑏
𝑚𝑎𝑥 − 𝑥𝑏,𝑡) − M(1 − 𝑧𝑏,𝑡)𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡 , 

𝑢𝑏,𝑡
B ≥ (1 − 𝑧𝑏,𝑡)min (𝑃𝐵𝑏

, 𝑃𝑚𝑎𝑥 − 𝑊𝑡) − M(1 − 𝑧𝑏,𝑡)(1 − 𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡) 

 (27) 

Note that, since 𝑢𝑏,𝑡
B ∈ [0, 𝑃𝐵𝑏

], Constraints (27) can be replaced by: 

 
𝑢𝑏,𝑡

B ≥ (1 − 𝑧𝑏,𝑡)(𝐵𝑏
𝑚𝑎𝑥 − 𝑥𝑏,𝑡) − M𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡 , 

𝑢𝑏,𝑡
B ≥ (1 − 𝑧𝑏,𝑡)min (𝑃𝐵𝑏

, 𝑃𝑚𝑎𝑥 − 𝑊𝑡) − M(1 − 𝑙𝑖𝑛_𝑠𝑖𝑑𝑒𝑏,𝑡) 

 (28) 

Indeed, when 𝑧𝑏,𝑡 = 0, (27) and (28) are equivalent, and, when 𝑧𝑏,𝑡 = 1 , (25) together with (28) and 

𝑢𝑏,𝑡
B ∈ [0, 𝑃𝐵𝑏

] ensure that 𝑢𝑏,𝑡
B =0. 

Appendix B: Heuristic Parameters Tuning 

The arguments for choosing the parameter values are based on the real observed data. Firstly, we 

observed a daily periodicity in the energy prices and power demand over the time horizon. Figures 5.a and 

5.b illustrate such a periodicity for a site over a week. We observe that the energy usually costs more in the 

afternoon matching with the period of the day that we observe the highest power demand. In addition, the 

energy tends to cost less during the night following a decreasing power demand. Hence, using batteries in 

the evening and recharging them during the night appears to be the best moment to reduce the most the 

total energy cost for the company. Secondly, analyzing the properties of the batteries we observe that they 

can be used for 9 hours on average and they need about 17 hours on average to be fully recharged. Hence, 

a complete battery cycle takes 26 hours on average. 

Finally, we consider the parameters 𝛿 = 48 (we have that 26 < 48 < 2 ∗ 26 = 52) and 𝛿′ = 24 due to 

the daily periodicity observed. 

      
(a)                                                                                                 (b) 

Fig. 5. (a) Power demand over a week of a site.  (b) Power prices over a week of a site. 

Appendix C: MWIS-BAT Formulation 

We consider that the interval graph 𝐺 = (𝑉, 𝐸), the corresponding intervals I of G, the weights 𝜔𝑣𝑖
 and 

the solutions 𝑆𝑖 for all 𝑣𝑖 ∈  𝑉 are given, as well as the values of 𝑁𝑏 for all 𝑏 ∈ ℬ.  Then, the following 
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auxiliary parameters are considered: 

 𝑁𝑏,𝑣𝑖
: the number of times that the battery 𝑏 is used in the solution 𝑆𝑖. 

 𝑉𝑖: set of nodes 𝑣𝑖 in the interval 𝑖 ∈ 𝐼. 

The following variables are considered: 

 𝑥𝑣𝑖
∈  {0,1}: equal to 1 if the node 𝑣𝑖 is taken into the final solution, and to 0 otherwise. 

Finally, (MWIS-BAT) can be written as follows: 

 
max ∑ 𝜔𝑣𝑖

𝑥𝑣𝑖

𝑣𝑖∈𝑉𝑖

 
  

 s.t.   ∑ 𝑣𝑖  𝑣𝑖∈𝑉𝑖
≤ 1 ∀𝑖 ∈ 𝐼 (29) 

         ∑ 𝑥𝑣𝑖
 𝑁𝑏,𝑣𝑖

≤ 𝑁𝑏𝑣𝑖∈𝑉 
 ∀ 𝑏 ∈ ℬ (30) 

         𝑥𝑣𝑖
∈ {0,1} ∀𝑣𝑖 ∈ 𝑉 (31) 
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