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ARTICLE INFO ABSTRACT

MSC: The ability of speakers to externalise the control of their intonation in the context of voice substitution
0000 communication is evaluated in terms of the realisation of a contrastive focus in French. A whisper-to-speech
111 synthesiser is used with gestural interfaces for intonation control, enabling two types of gesture: an isometric
Keywords: finger pressure and an isotonic wrist movement. An original experimental paradigm is designed to elicit a

Whisper-to-speech
Contrastive focus

contrastive focus on the /lu/ syllables of nine-syllable sentences by means of a read-question-answer scenario.
For all 16 participants, focus was successfully achieved in speech and in both modality transfer situations by

Intonation increasing the fundamental frequency and duration of the target syllable. Coordination of the articulation of the
Manual control whispered syllables and the manual intonational control was acquired quickly and easily. Focus realisation b
Modality transfer P 4 d d y v Y

finger pressure or wrist movement showed very similar dynamics in intonation and duration. Overall, although
wrist movement was preferred in terms of ease of control, both interfaces were judged to be equal in terms

of learning, performance, emotional experience, and cognitive load.

1. Introduction

Speech production requires the precise coordination and synchroni-
sation of respiratory, phonatory, and articulatory gestures, which are
often accompanied by co-verbal and non-verbal facial, hand, and/or
body movements (Wagner et al., 2014). One key aspect of speech
is the control of intonation, which refers to the speaker’s ability to
modulate pitch over time for communicative purposes: to convey mean-
ing, highlight contrasts, structure discourse (Mertens, 2008; Di Cristo,
2016), and express and emphasise attitudes (Ward, 2019) or emo-
tions (Scherer, 2003). In most speaking situations, this modulation is
produced unconsciously through the fine control of phonatory gestures,
an ability acquired early during language development. However, into-
national control can become effortful or degraded in certain contexts—
such as second language learning or voice disorders-which means
speakers must explicitly plan or relearn how to shape their pitch to
fulfil communicative functions.

Following the recent development of Human Machine Interfaces,
performative voice synthesis is an innovative research framework aim-
ing to precisely control and study the transfer between implicit and
explicit planning of speech gestures. It offers users real-time control

over one or several parameters of the voice they generate. One config-
uration which has been studied in depth is the control of intonation
by chironomy (from the Greek “ruled by hand (motion)”), where the
synthetic voice intonation is “played” or controlled by the hands, like
a (digital) musical instrument (d’Alessandro et al., 2005; d’Alessandro,
2022). Thus, by fetching intonation information from a non-vocal
gesture (the hand), this approach relies on the strong assumption that
the user is capable of transferring implicit voice intonation control
when it has been naturally produced by the vibration of his/her vocal
folds to an explicit control via hand gesture. This hypothesis has been
validated in imitation tasks, with studies showing that a person can
reproduce a given intonation contour even more precisely using hand
gestures on a graphical tablet than with the human voice, whether
through speech (d’Alessandro et al., 2011) or singing (d’Alessandro
et al., 2014). The inverse transfer from explicit hand control to implicit
natural control of intonation has also been observed and proved to
be beneficial in learning typical intonation patterns in French (Xiao
et al., 2022) and English (Xiao et al., 2023) as foreign languages. This
high performance in chironomy for performative voice synthesis can
be attributed to its intrinsic multimodal integration (vision, kinesthesis,
and audition Perrotin and d’Alessandro, 2016), as well as to the existing
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dexterity and precision of handwriting movements (in writing and
drawing), which were repurposed for a new task.

Initially developed as tools for prosodic research and as a new
family of digital musical instruments, performative voice synthesis
could also foster key advances in vocal substitution. In the case of a
degradation or absence of phonatory capacity in patients with laryn-
geal disorders, current medical solutions for replacing the defective or
absent voice source involve injecting an artificial sound source into the
vocal tract, either directly through the mouth or via the tissues of the
neck, using an electrolarynx (Liu and Ng, 2007; Fuchs et al., 2016; Kaye
et al., 2017; Ahmadi et al., 2018). This vibrator generates a substitute
vocal source through which the user can articulate speech normally.
Alternatively, a microphone can be used to pick up unvoiced speech
(e.g., whispering (Toda et al., 2012; Perrotin and McLoughlin, 2020)),
and the voicing can be reintroduced in real-time by voice synthesis
played back on a loudspeaker. One of the main limitations of these
systems is the lack of information available for intonation reconstruc-
tion, preventing the generation of the variations needed for speech
structuring (Mertens, 2008; Di Cristo, 2016) or for expressing attitudes
or emotions (Ward, 2019). To address this issue, we recently developed
a performative synthesis solution based on real-time whisper-to-speech
conversion. In addition to articulating the utterance with his/her own
vocal tract, the user has the option of synchronously controlling their
intonation via hand gesture (Perrotin and McLoughlin, 2020; Ardaillon
et al., 2022).

In this paper, we aim to evaluate the ability of users to externalise
the control of intonation for the realisation of prosodic functions in a
voice substitution communicative context. This context relies on gener-
ating speech from whisper articulation and hand-controlled intonation
using our performative whisper-to-speech system. In comparison to the
application of performative synthesis to digital musical instruments or
in foreign language acquisition, the voice substitution paradigm raises
three research questions addressed in this study:

1. While the hypothesis of transfer between implicit and explicit
control of intonation has been demonstrated in imitation tasks,
these are rare in oral communication. In contrast, and to the
best of our knowledge, the hypothesis of transfer of intona-
tion control in more natural communicative conditions, where
speakers must spontaneously generate prosodic patterns, has
not yet been addressed. Therefore, can a user produce a specific
prosodic function with hand gestures following an elicitation from the
communicative context only (i.e., without receiving any instruction
or an intonation contour as example)?

2. Most performative synthesisers developed for the previously-
mentioned imitation tasks (Feugere et al.,, 2017; Locqueville
et al.,, 2020) only require an intonation control, the phonetic
content being predefined by the synthesiser. In voice substi-
tution, the simultaneous control of articulation and intonation
involve two prosodic dimensions: duration and pitch, respec-
tively. Thus, can a user coordinate an implicit duration control with
an explicit intonation control to produce specific prosodic functions?

3. These aforementioned performative synthesisers offer an intona-
tion control with the position of an object (a stylus or finger) on
a surface. This type of control heavily relies on the visual modal-
ity which, while beneficial for control accuracy (Perrotin and
d’Alessandro, 2016), lacks ergonomics in oral communication
situations. Different gestural interfaces which do not involve the
visual modality will therefore be explored and compared. Specif-
ically, how do different types of manual and non-visual control
compare in terms of accuracy and user experience?

To address these questions, we centre our study on a
well-documented prosodic function: contrastive focus. This function is
particularly suitable for our investigation because it can be reliably
elicited in communicative contexts (Dohen and Loevenbruck, 2009).
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It involves variations in both duration and pitch (Dahan and Bernard,
1996), and has been shown to correlate with hand gestures (Leonard
and Cummins, 2011). This echoes the broader literature showing that
prosodic focus is often synchronised with co-speech gestures such as
head nods, eyebrow raises, or hand gestures (Rochet-Capellan et al.,
2008; Roustan and Dohen, 2010; Carignan et al., 2024). Beyond local
effects, the realisation of contrastive focus can also influence prosodic
organisation at the utterance level (Dohen and Loevenbruck, 2004).
These multimodal correlations suggest that manual gestures can serve
as a viable control modality for prosodic functions in voice substitution
systems.

The rest of the article is structured as follows. In Section 2, we
present the prosodic characteristics of contrastive focus, with particular
attention paid to their manifestation in French, the language under
investigation in this paper. We first describe its acoustic realisation,
before examining the coordination between prosody and co-speech
gestures as part of the multimodal nature of focus production. Then, we
discuss existing gestural interfaces for intonation control, which lever-
age this multimodal coupling between manual gestures and prosodic
realisation. Section 2 concludes with our three research hypotheses.
Section 3 details our experimental protocol. The results are presented in
Section 4 according to the three hypotheses. They are then discussed in
Section 5, where we return to our three research questions listed above.
Section 6 concludes the paper.

2. From natural to gestural control of intonation
2.1. Focus production

2.1.1. Acoustic realisation

The ability to highlight a specific element in an utterance, contrast-
ing it with one or more alternatives, is a fundamental prosodic function
known as contrastive focus. It is used to identify a specific item within
a (theoretical) set of items, often to emphasise a specific choice or,
in some cases, to correct a misunderstanding. For example, in (1), the
response (B) places contrastive focus on the subject “John”, correcting
the assumption made in question (A).

(€8] A: Did Paul eat Peter’s cake?
B: John ate Peter’s cake.

Across languages, the prosodic realisation of contrastive focus in-
volves a set of acoustic adjustments that enhance the perceptual
salience of the focused constituent and set it apart from the surround-
ing regions (Dahan and Bernard, 1996; Grice et al.,, 2017; Dohen
and Loevenbruck, 2004). In French, focus marking is primarily con-
veyed through modulation of the fundamental frequency of oscillation
(f,), but also by changes in duration and intensity. Contrastive focus
typically affects the entire focal constituent, which is marked by a char-
acteristic pitch contour involving a sharp rise followed by a fall (Jun
and Fougeron, 2000). This results in a prominent f, peak that may
extend across the full duration of the focused constituent. In French,
these pitch movements are usually accompanied by increased intensity
and by a significant lengthening of the focused word, particularly on
its final syllable (Dahan and Bernard, 1996). These acoustic cues, f,,
intensity, and duration, do not operate independently; instead, they
combine in a structured way at the syllable level to mark the entire
focused constituent. Typically, f, and intensity reach their peak early
in the word, often on the initial or medial syllables, while increased
duration occurs towards the final syllable (Astésano et al., 2004).
This internal organisation distributes prosodic prominence across the
constituent, reinforcing the salience of the focal marking as a whole.

Beyond the focal constituent itself, contrastive focus also extends to
the adjacent regions: pre-focal and post-focal, which undergo prosodic
adjustments. Understanding these peripheral patterns is essential, as
they enhance the perceptual contrast around the focus and can be
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further amplified in contexts in which primary cues such as f, are un-
available (e.g., in whispered speech). In French, in the pre-focal region,
the prosodic cues of focus are reduced. Specifically, the amplitude of
f, peaks is lowered, and overall variation in f, is compressed (Do-
hen and Loevenbruck, 2004). Additionally, the duration of pre-focal
regions is shortened (Astésano et al., 2004). These attenuations in
the pre-focal region illustrate a prosodic balancing strategy, whereby
prominence is downplayed on non-focused elements to enhance the
contrast with the upcoming focused constituent. Similar tendencies
have been reported in other languages; for instance, in German, Roessig
(2023) describes comparable reductions as a “redistribution of prosodic
resources”. These cross-linguistic parallels suggest functional conver-
gence, although the specific manifestations differ across languages. In
the post-focal region, French usually exhibits a de-accentuation pattern,
characterised by a flattening of tonal values and manifested as a low
flat plateau, a gradual and delayed decline or a continuous decline in
f, extending to the end of the utterance (Delais-Roussarie et al., 2002;
Jun and Fougeron, 2000). However, this reduction does not imply a
complete prosodic neutralisation. Studies have shown that prosodic
phrasing is preserved in post-focal regions, with boundaries between
intonational phrases still clearly marked, particularly through temporal
cues. For instance, both Delais-Roussarie et al. (2002) and Di Cristo
and Jankowski (1999) demonstrate that final and initial lengthening
are maintained in these regions, even in the absence of salient tonal
movements. These results underscore the structural role of duration
in prosodic phrasing, enabling speakers to preserve their organisation
of the utterance while shifting the emphasis away from post-focus
material.

The realisation of contrastive focus relies on prosodic features,
particularly the modulation of f,. However, whispered speech presents
a significant challenge for focus marking due to the absence of vocal
fold vibration, which renders f, unavailable as a cue. In such condi-
tions, speakers rely on alternative compensatory acoustic strategies to
preserve prosodic functions and their perceptual salience. The loss of
prosodic information associated with intonation in whispered speech
can be partially compensated for by secondary cues, such as variations
in formant contours (Pérez Zarazaga and Malisz, 2023) or adjustments
in spectral tilt (Heeren and Van Heuven, 2014). These acoustic features
facilitate the identification of syntactic boundaries, although the ability
to use them varies depending on speakers and contexts. Duration can
also serve as a compensatory cue to offset the absence of intonation,
especially to identify the modality of an utterance: the lengthening of
final syllables has been observed as a marker in interrogative intonation
in French whispered speech, compensating for the lack of pitch-based
contrasts (Vercherand, 2011). Yet, the natural slowing of the speech
rate in whispered speech, which is notably characterised by the elon-
gation of vowel duration (Sharf, 1964; Schwartz, 1967; Houle and Levi,
2020), suggests that temporal adjustments need to be carefully consid-
ered when examining prosodic strategies in this speech mode, as this
slowing could interfere with prosodic strategies or bias comparisons
with normal speech. Overall, these compensatory strategies illustrate
the adaptability of the prosodic system in the absence of pitch-based
cues such as boundary signalling and utterance modality, by adjusting
other acoustic parameters, especially duration and spectral features.

2.1.2. Co-speech gestures

As was previously mentioned, speech communication is an interac-
tion between speech production gestures (respiratory, phonatory, and
articulatory) with movements of the hands, facial features, head, torso,
or body, also referred to as co-speech gestures (Wagner et al., 2014).
Interestingly, successive works have demonstrated that most of these
movements are involved in the production of focus, including eyebrow
raising (Cave et al., 1996), head nodding (Carignan et al., 2024), and
hyper-articulation of the jaw, tongue and lips (Dohen et al., 2004; Pagel
et al., 2024). Last but not least, and most pertinent to our study, hand
gestures accompany focus in multiple ways. Deictic or pointing gestures

Speech Communication 177 (2026) 103344

share the same function of drawing attention to a specific entity as a
focus in speech. In fact, a precise temporal coupling between pointing
gesture and articulatory movements have been observed in the produc-
tion of stress and/or focus in terms of synchronisation (Rochet-Capellan
et al., 2008) and duration (Krivokapi¢ et al., 2017). Beat gestures are
fast down-up movements of the hand which co-occur with specific
prosodic events in speech. Leonard and Cummins (2011) show that
beat gestures are expected to happen before or in synchrony with pitch
accents, and demonstrated a strong synchronicity between the gesture
apex and the peak of the pitch accent on the stressed syllable. Tapping
gestures are by contrast non-communicative, but strong magnitude and
temporal coupling have also been highlighted between articulatory and
tapping gestures in the production of stressed syllables (Parrell et al.,
2011), suggesting a coupling between the two motor domains. Rous-
tan and Dohen (2010) compare pointing, beat, and tapping gestures
(achieved by pressing a button) in the production of contrastive focus.
While all gestures are well coordinated with the production of focus,
the variation in temporal coupling is lowest with gestures that share the
same communicative function as the focus, i.e., pointing, and highest
with non-communicative gestures like tapping. Roustan and Dohen
(2010) also show that the choice of gesture does not influence the
acoustic and articulatory correlates of focus.

Overall, these studies provide evidence of a strong motor coupling
between speech and co-speech gestures, which exhibit a high degree of
synchronicity in the focus realisation, with a multiplicity of candidate
gestures associated with the latter. In the development of performative
synthesisers, our goal is to exploit these correlations between co-speech
gestures and prosodic functions to induce a causal relationship. That is,
prosodic functions are triggered by co-speech gestures through manual
control of intonation.

2.2. Gestural interfaces for intonation control

Manual control in Human-Computer Interaction is extremely var-
ied. An early categorisation of control interfaces depending on the
type of input gestures stems from work on classic computer con-
trollers (e.g., mouse, keyboard, joystick, touch screens), with a three-
dimensional organisational structure (Card et al., 1991): number of
degrees of freedom (among three rotations and three translations), the
physical quantity involved (position, force, or their derivatives) and
its resolution (continuous, discrete, binary). In the particular case of
the gestural control of sound and/or building digital musical instru-
ments, Vertegaal et al. (1996) theorise optimal links between the type
of gestural control and the type of acoustic property to be controlled.
They encourage using linear position for absolute modifications of an
acoustic dimension, and linear force for relative modulation. In the
latter case, they favour isometric force, i.e., with varying force and
without displacement such as pressure, over isotonic force, i.e., involv-
ing a movement with constant force such as using an accelerometer.
Wanderley et al. (2000) and Marshall and Wanderley (2005) confirm
these recommendations in the control of singing synthesis. In both
experiments, users expressed preferences for using the linear position
of a stylus to control absolute pitch, and an isometric pressure button
for vibrato control (relative pitch modulation) when presented with
various control options.

While intonation control in singing can be considered as absolute
(targeting notes on a scale), it makes more sense to consider intona-
tion control in speaking as a relative control, as intonation is mostly
described as falling/rising patterns rather than reaching specific f,
values in Hertz. Thus, based on the aforementioned studies, linear
position control should be more suited to performative singing syn-
thesis, while force control should be better adapted to performative
speaking synthesis. Nevertheless, and interestingly, a series of works
has tackled speaking tasks subsequently to singing tasks. These au-
thors first adopted a linear position control for singing tasks (stylus
position: (Kessous, 2004; d’Alessandro and Dutoit, 2009; d’Alessandro
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et al.,, 2014; Perrotin, 2015; Feugere et al., 2017), hand position in
space: (Pritchard and Fels, 2006; Locqueville et al., 2020)). They then
continued it for speaking tasks (stylus position: d’Alessandro et al.,
2011; Evrard et al., 2015, hand position in space: Fels and Hinton,
1998). In the few studies evaluating them, these controls have proved
excellent at imitating intonation patterns (d’Alessandro et al., 2011,
2014). Since reproducing intonation contours requires a high degree of
precision in terms of control of intonation, it is actually a task consistent
with the chosen linear control paradigm. However, as mentioned in
the introduction to the present study, imitation tasks are rare in oral
communication, so we shall instead focus on interaction tasks, where
a participant is immersed in a simulated interaction, producing spon-
taneous speech in response to a well-defined communicative context.
This brings us to a second strand of work, which has seen the devel-
opment of dedicated systems to performative speech synthesis, where
force control has been preferred, i.e., adapted for a relative control
of intonation. The near-century-old Voder used an isotonic pedal for
intonation control (Dudley et al., 1939). More modern medical devices
for speech rehabilitation use pressure buttons (e.g. the Trutone elec-
trolarynx') or accelerometers (Matsui et al., 2013). Nevertheless, to
the best of our knowledge, none has been rigorously evaluated in the
production of specific prosodic functions. Moreover, no prior research
has discussed the relationship between the control gestures induced by
these interfaces, and the co-speech gestures observed in the realisation
of prosodic functions. It is all the more interesting that some of these
co-speech gestures, such as pointing, beating, or tapping (Roustan and
Dohen, 2010; Leonard and Cummins, 2011) are mostly described by
their dynamics, and therefore adapted to force-based controls for their
acquisition. Thus, we propose to leverage the hand movements of
a variety of co-speech gestures which accompany the production of
focus in natural speech, for the explicit control of f, in performative
whisper-to-speech conversion. Specially, we will compare and evaluate
the realisation of contrastive focus with two force-based controls, one
adapted to beat gesture-like movements (isotonic), and the other to
button pressure (isometric).

In order to address our research questions (see Section 1) in light of
these findings, and to assess how isotonic and isometric gestural control
of f, can convey contrastive focus using whisper-to-speech conversion,
we test the following hypotheses:

H1 Focus realisation: participants can coordinate whisper and gesture-
based interfaces to reproduce key prosodic features of contrastive
focus in French-namely, syllable lengthening and a local rise in
pitch;

H2 Beyond the focused syllable: this prosodic control extends beyond
the focused syllable to the realisation of broader utterance-level
patterns;

H3 Participant feedback: the participant experience depends on the
user, with differences expected across the type of control (isotonic
vs. isometric) in terms of perceived control, effort, cognitive load,
or synthetic voice quality.

H1 and H2 relate to the first two research questions, examin-
ing whether contrastive focus can be reproduced locally and at the
utterance level, through duration and pitch variations using manual
gesture-based control in our experimental paradigm. H3 addresses
the third research question by evaluating the user experience across
different gesture-based controls.

The next section describes our performative system and the experi-
mental protocol used to test these hypotheses.

1 https://www.atosmedical.com/products/provox-trutone-emote-2
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3. Material and methods

We designed a behavioural experiment combining speech produc-
tion tasks, acoustic analyses, and subjective feedback questionnaires.
To test the effectiveness of the external control of f, with two types
of gesture against the natural control of f,, participants were asked to
perform the same interaction speech task in three speaking modes: nat-
ural voice, whispered voice with isotonic manual f,, control (using wrist
movement), and whispered voice with isometric manual f, control (us-
ing finger pressure). The latter two modes are collectively referred to as
chironomic control. In the chironomic control tasks, participants whis-
pered into a microphone while simultaneously controlling f, through
hand movements, using our real-time whisper-to-speech conversion sys-
tem. They heard a resynthesised speech signal synchronised with their
production, built from the whisper articulation and the hand-controlled
intonation. The interaction task was designed with contrasting scenar-
ios that elicited prosodic focus in a controlled yet natural dialogue
setting, enabling direct comparisons between prosody in natural voice
and via chironomic control. The location of the prosodic focus within
each utterance was systematically varied, creating a range of linguistic
conditions to examine the effectiveness of external f, control relative
to natural voice. Finally, the subjective feedback questionnaires were
designed to verify whether the interfaces were perceived as usable and
effective, and whether the task was considered appropriate, to rule
out any potential confounding effects which may have arisen due to
discomfort or cognitive overload. The following subsections detail the
participants, experimental conditions, materials, and methods used in
this study.

3.1. Participants

We recorded 20 participants, but only 16 were included in the
final analysis as four did not comply with the instruction to keep
their arm resting on the armrest during the wrist movement phase,
which affected the f, control ranges. This aspect is further discussed
in Section 3.4. All the participants in the study were native French
speakers and did not report any speech, hearing, or arm or hand motor
impairments. The median age of the participants was 25 years old (Q1:
24 y.o., Q3: 33 y.0.). All the participants received compensation in the
form of a 15€ gift card valid at major retail stores. This experimen-
tal protocol was approved by the ethics committee of the Université
Grenoble Alpes (CERGA, number: CERGA-AVIS-2023-21) and complies
with the General Data Protection Regulation (GDPR). The experiment
was conducted in an anechoic chamber at our laboratory.

3.2. Experimental protocol

3.2.1. Speech material

Scenario. We designed a scenario to induce contrastive focus without
giving explicit instructions, following the work of Dohen and Leeven-
bruck (2009). This involved presenting a speech task in the form of
a simulated interaction between the participant and the experimenter.
This interaction, summarised in Table 1a, consisted of three parts, with
the text displayed sequentially on a screen in front of the participant.
The participant started by reading the first utterance displayed on the
screen. Then, a pre-recorded question asked by the experimenter was
played back while also being displayed on the screen. This question
repeated the participant’s statement, changing one word to simulate
a misunderstanding. Finally, the participant was instructed to repeat
the initial utterance, again displayed on the screen. For the purposes
of our analysis, we distinguish between the first and second realisation
of the utterance, and call this the participant turn condition. The first
realisation is labelled the baseline turn, while the second, produced in
response to the experimenter’s question, is called the corrective turn.


https://www.atosmedical.com/products/provox-trutone-emote-2

D. Charuau et al.

Table 1
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Example of scenario (top) and the full corpus of utterances (bottom) used in our experiment.

Scenario Participant turn
— Participant : Le [loup douxa suivi le beau QM. baseline
— Experimenter: Le loup doux a suivi le beau chien?
- Participant: Le loup douxa suivi le beau |loup . corrective

Word-by-word translation: The wolf gentle followed the beautiful [wolf./dog?/wolf.]

(a) Scenario of the experiment. Both the underlining which shows the syllable targeted by the
experimenter’s question, and the colours that indicate syllable status (baseline non-target (light red);
baseline target (dark red); corrective non-target (light green); corrective target (dark green)) are only
displayed in this Table for explanatory purposes—they were not visible to the participants.

# Syllable location Utterance Contrast
target non-target Subject (S) Verb (V) Object (0) Word changed in the question
Ul S1 02 Lou du Mans a suivi le loup doux. Jean
U2 S2 03 Le loup doux a suivi le beau loup. chat
u3 S3 o1 Le beau loup a suivi Lou du Mans.  chien
U4 01 S3 Le beau loup a suivi Lou du Mans.  Jean
U5 02 S1 Lou du Mans a suivi le loup doux. chat
U6 03 S2 Le loup doux a suivi le beau loup. chien

(b) Testing corpus utterances. /lu/syllables are in italic (note that “Lou” and “Loup” are both pronounced /lu/), and the underlined

syllable is targeted by the experimenter’s question.

Corpus. The testing corpus utterances used in the scenario are sum-
marised in Table 1b (as opposed to the training corpus, presented
in Section 3.2.2). It is composed of three sentences of nine syllables
following a Subject-Verb-Object (SVO) structure, with three syllables
per constituent. The verbal constituent is identical for all sentences
and the subject and object constituents are each made of three fully
voiced consonant-vowel monosyllabic words (to avoid voicing decision
errors in whisper-to-speech conversion). Each of these two constituents
contains the syllable /lu/, which may be spelled either as “Loup” or
“Lou”, and each sentence appears twice in the corpus where either
the first or the second /lu/is the target syllable, i.e., that which was
changed by the experimenter. We call the other /lu/the non-target
syllable. In total, the corpus is composed of six utterances, each with
the target syllable occurring in a different position within the utterance.
We call this the syllable location condition, with levels: S1, S2, S3, O1,
02, 03.

Interaction task. During each interaction scenario, the syllable /lu/was
pronounced four times by the participant. We define each produc-
tion with the syllable status condition following two dimensions: the
/lu/syllable position in the dialogue (baseline vs. corrective), and
whether it is expected to be focused or not (target vs. non-target). This
results in four syllable status levels highlighted in Table la: baseline
non-target (light red); baseline target (dark red); corrective non-target
(light green); and corrective target (dark green). Since no instruction
other than reading each utterance was given, we could hypothesise
that the participant would naturally produce a contrastive focus in the
corrective target condition only. In the following section, we call the
performing of three repetitions of the six scenarios corresponding to
each utterance the “interaction task”. The presentation of the 18 stimuli
was in random order, i.e., the repetitions were not consecutive.

3.2.2. Experimental tasks and training

The experiment was divided in three phases, summarised in Fig. 1.
Each corresponded to a level of the speech production mode condi-
tion (natural voice, finger pressure, and wrist movement) and started
with one or several familiarisation procedures to the protocol and/or
control. During the first phase, the participant used his/her natural
voice and began with a training interaction task, also including three
repetitions of six scenarios, but with different utterances to those
shown in Table 1b and reported in Appendix A.1. Then, the participant
performed the interaction task as described in Section 3.2.1. During
the second and third phases, the participant used the whisper-to-speech

conversion system with a wrist movement then finger pressure control,
or inversely. The order of these two phases was randomly assigned
for each participant, while ensuring that half were performed with
wrist movement first, and vice versa. For each of these two phases, the
experimenter presented the system and conducted a brief system check
with the participant to ensure that the interface worked properly. Then,
the familiarisation phase with the interface began, with a reading task
of the MonPage 2 text (Pommée, 2021, p. 114,reported in Appendix
A.2) with free control of intonation. This initial task allowed the par-
ticipant to freely explore the interface and the synthesised voice output
without constraints, facilitating an initial first intuitive grasp of the
system before more controlled training. The second training step was
a training imitation task to practice the intonation control, in which
the participant was asked to imitate three sentences, each produced
with three different intonation patterns (declarative; interrogative; with
focus, see Appendix A.3). These nine utterances were pre-recorded
by d’Alessandro et al. (2011) and include a male and a female speaker.
Stimuli with the same gender as the participant were presented in the
experiment, to better match his/her f, range. The nine utterances were
presented in random order, with three consecutive repetitions each (27
stimuli in total). We included this task to ensure that participants had
a concrete guided opportunity to experience how gesture-based input
maps onto a variety of f, modulations before engaging in more open
interaction. As last training step, the participant was given a training
interaction task (the same protocol and training corpus as phase 1).
Finally, both second and third phases ended with an interaction task.

3.2.3. Feedback questionnaires

After the second and third phases, the participant filled out a
questionnaire presented as an online form to provide feedback on
the use of each gestural control he/she had just performed with. The
questions are inspired by the Intrinsic Motivation Inventory (IMI), a
multidimensional self-assessment of participants’ subjective experience
related to a laboratory experiment (Ryan, 1982; Ryan et al., 1983).2 We
selected 23 questions to collect participant feedback regarding his/her
experience with the interface, the experimental task, and the voice
synthesis. Each question used a five-level absolute categorical rating
scale, and all are reported in Appendix B.

2 https://selfdeterminationtheory.org/intrinsic-motivation-inventory/
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resulting f, is used for the resynthesis of the speech signal.

3.2.4. Experimental conditions

Each participant was seated in front of a table on which a screen
displayed instructions and scenarios/utterances for various tasks. A
Beyerdynamic DT979 headset with microphone was used to record
the participant’s voice and to provide continuous real-time auditory
feedback from their natural voice in Phase 1, and from their synthesised
voice in Phases 2 and 3. The same headset was also used to play back
the pre-recorded experimenter’s audio stimuli during the interaction
tasks. In all phases, the participant had to press a key on a keyboard
to pass to the next stimuli, and they could rest as long as they wanted
before doing so. The full experiment lasted 1h15 on average.

3.3. Whisper-to-speech voice substitution system

The system used in Phases 2 and 3 (presented in Fig. 2) comprised a
whisper-to-speech conversion module and gestural interfaces for into-
nation control. The conversion module generates speech from both the
input whisper articulation and the intonation controlled by hand, and
the synthetic speech is played back to the participants in synch with
their whisper productions to create a closed speech production loop.
The system is detailed below.

Whisper-to-speech conversion. The system is an extension of the method
proposed by Perrotin and McLoughlin (2020), which consists of: (1) the
source-filter decomposition of the whisper input by the Global Flow
Model-based Iterative Adaptive Inverse Filtering (GFM-IAIF)
method (Perrotin and McLoughlin, 2019), to isolate the vocal tract
spectral envelope from the coloured noise corresponding to the whisper
sound source; (2) the generation of a glottal source signal via the
Liljencrants-Fant (LF) model (Fant et al., 1994), with a fundamental
frequency f, controlled by hand gestures through the interface; (3) the
filtering of the glottal source signal by the vocal tract spectral envelope.
These three steps are implemented in real-time on the Max/MSP sound
processing platform.?

3 http://cycling74.com

Gestural interfaces. The f, used in synthesis is linearly controlled on
a semitone scale (ST) over an octave (+6ST) around the speaker’s
average f,, noted < f, >;,. The latter was measured during the
training interaction task of Phase 1, with natural voice (see Fig. 1).
We proposed two types of gesture for intonation control: an isometric
finger pressure and an isotonic wrist movement. Intonation control by
thumb pressure is proposed in the commercialised and widely-used
Trutone electrolarynx solution. In our experiment, the finger pressure
gesture was performed on a Morph tablet from the Sensel brand,* which
measures the pressure of the index finger of the user’s preferred hand,
from zero pressure to a maximum pressure P,,,,, respectively associated
with —6 ST and 6 ST around < f, > . The Sensel Morph was placed flat
on the table. The wrist rotation gesture was inspired by the beat ges-
tures that can co-occur with focus (Leonard and Cummins, 2011). The
wrist movement was measured with a 1044_1B accelerometer from
the Phidget brand,” held in the primary hand of the participant, whose
forearm lay horizontally on the chair’s armrest. The accelerometer
measured the top/down wrist movement in rotation degrees, 0° being
the horizontal position of the wrist corresponding to < f,, >,; 45° and
—45° being mapped to —6ST and 6 ST around < f, >, respectively.
Thus, moving the wrist down corresponds to an increase of f,. For the
wrist movement phase, the participant must keep his/her forearm on
the chair armrest to ensure that the wrist movement remained in the
correct [45°;—45°] interval, and we excluded from our analyses those
participants who failed to follow this instruction.

3.4. Data processing

Although data from all experimental blocks were recorded, only the
data generated by the interaction tasks are analysed below. We relied
on the participants’ voice recordings in all conditions and on the f,
contour measured by the interfaces in the chironomic control condition.

4 https://morph.sensel.com
5 https://www.phidgets.com/docs/Accelerometer_Guide
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3.4.1. Data extraction

The speech-to-text alignment of the audio files was performed us-
ing the Astali application (Loria, 2016). The segmentation into syl-
lables and their annotation (target/non-target) was manually done
using Praat. For each syllable, we reported its relative duration (D,)
in relation to the utterance’s duration, excluding pauses. With each
utterance consisting of nine syllables, the average relative duration of
a syllable was 11%. The articulation rate was calculated as the number
of syllables divided by the duration of the utterance without pauses.
The fundamental frequency (f,) of natural voice was measured auto-
matically using Praat’s To pitch function, while the f, controlled by
gesture was provided directly by the system. These values are expressed
in semitones (ST). To remove the variability in speaker and production
mode, we subtracted from each f, contour the median f, calculated
for all productions of the corresponding speaker and production mode.
We refer to the resulting centred fundamental frequency as f,,, also
expressed in ST. In addition to full contours, we also report the peak
of f,, for the syllables of interest (target and non-target). Last, for all
focused syllables (corrective target), we measured the peak position
relative to the boundaries of the syllable, with 0 % being the beginning
of the syllable and 100 % the end of the syllable. To account for possible
early or late alignment, we also include values below 0% (when the
peak occurs in the preceding syllable) and above 100 % (when it occurs
in the following syllable). When reporting the results in the next
Sections, SD refers to Standard Deviation.

3.4.2. Statistical analyses

Regression models on extracted data and feedback questionnaires. The
impact of syllable status (baseline non-target, baseline target, corrective
non-target, corrective target; see Table 1), syllable location (S1, S2, S3,
01, 02, 03; see Table 1b) and production mode (natural voice, finger
pressure, wrist movement; see Fig. 1) was investigated on relative dura-
tion D,, f,, peak and its position. As relative duration is bounded in the
interval [0;1], a beta regression with random effect was applied using
the glmmTMB function from the R glmmTMB library. For f, peak, a
mixed-effects model was employed using the 1me function from the R
nlme library. In both cases, the participant and repetition number were
included as random effects in the model. Multiple comparisons were
conducted using the glht function from the R multcomp library,
from which the p-values given below were derived, allowing us to
test the significance of the results pairwise. When the results are pre-
sented as significant, this means that all tested pairs were significant.
Otherwise, we detailed the significant and non-significant pairs. The
overall significance level was set to p < 0.05. In the particular case
of the analysis of the absolute duration of utterances (Section 4.1.1),
a mixed-effects model was employed with participant turn (baseline,
corrective), production mode and utterance (U1, U2, U3, U4, U5, U6) as
fixed factors, and participant and repetition number as random factors.

The impact of the chironomic control on responses to the feed-
back questionnaire was also studied. The questionnaire consisted of
23 Likert-scale items with ordinal data ranging from 1 to 5. For each
question, we analysed whether the distribution of the responses differed
depending on the interface. An ordinal regression with random effect
was consequently applied using the clmm function of the R ordinal
package. We included both the production mode and order (whether
the interface had been performed first or second by the participant)
as fixed factors, and participants as random effects in the model. A
pairwise comparison was conducted with estimated marginal means
using the emmeans function from the R emmeans library. The overall
significance level was again set to p < 0.05.

For each statistical model described above, the effects of individual
factors and their interactions were tested by removing them one at a
time from the full statistical model, and assessing if the removal of
each factor had a significant impact on the model. We started with the
random factors, then proceeded to interactions between factors. Only
if the latter were non-significant were the factors involved in those
interactions removed. For this, we used both likelihood ratio tests with
the R anova function and AIC criterion with the dredge function
from the R MuMIn library.
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Generalised additive mixed models (GAMMSs) on intonation contours. GAM
Ms were used for a pairwise comparison of the intonation contours
(f,.) between two levels of a given fixed factor, with participants as
a random factor. This was done on time-aligned intonation contours,
i.e., interpolated trajectories so that the syllable centres would be
equidistant, as shown in Fig. 4. GAMM:s fit time-dependent data, and
thus not only provide a global significance of one factor on the overall
data trajectory, but also indicate when the difference between the
trajectories is significant. The procedure detailed by Séskuthy (2021)
was followed, in fitting one model with the effect of the factor in
consideration and another without. The factor has a significant impact
on f,, if the difference between the two models is significant. When
the factor had a significant effect, we reported the time location
of the significant differences between intonation contours (see, for
example, Fig. 4). The R mgcv and itsadug packages were used for
this test. The overall significance level was also set to p < 0.05 after
Bonferroni correction. We tested two factors: the effect of utterance,
by comparing one pair of utterances at a time among baseline turns for
each production mode; and the effect of the participant turn (baseline
vs. corrective) for each utterance and production mode.

4. Results

In this section we present an analysis addressing our three hy-
potheses set out in Section 2.2. First, Section 4.1 examines the overall
impact of the external control context on utterance-level prosody.
Before engaging in a more specific analysis in the following sections,
we investigate whether the use of chironomic control and whisper-to-
speech conversion affects global utterance properties, such as absolute
duration and f, variation, compared to natural voice. Section 4.2
investigates the use of gesture-based interfaces to reproduce the key
prosodic features of contrastive focus in French (H1). This includes
a quantitative analysis of the relative duration D, and the f, peak
on /lu/syllables. Section 4.3 extends the scope to utterance-level pat-
terns (H2), analysing the impact of the contrastive focus context on
the dynamics of the full intonation contour. Finally, to evaluate the
participant experience with each interface (H3), we conclude with an
analysis of the feedback questionnaires in Section 4.4.

4.1. Global effect of the production mode

4.1.1. Effect of duration

Fig. 3(a) displays the distribution of the utterance duration in both
the baseline and corrective participant turns for the three production
modes. One striking observation is the significant lengthening (p < 0.05)
of utterance duration in both chironomic control conditions compared
to natural voice, for each utterance and both baseline and corrective
participant turns. No significant difference was observed for any ut-
terance between the two chironomic controls (p > 0.05). Among the
baseline participant turns, the average utterance is 1.60s (SD = 0.24s)
with natural voice, 2.40s (SD = 0.45s) with finger pressure, and 2.45s
(SD = 0.45 ) with wrist movement. Among corrective participant turns,
the average utterance duration is 1.61 s (SD = 0.25 s) with natural voice,
2.57s (SD = 0.52s) with finger pressure, and 2.64s (SD = 0.54s) with
wrist movement. This increase in utterance duration is consistent with
the decreased speaking rate observed in whisper speech (Sharf, 1964),
which is used in both chironomic control conditions. We measured
an average of 5.4 syllables/s (SD = 0.8 syllables/s) with natural voice
in comparison to an average of 3.8syllables/s (SD = 0.7 syllables/s)
with finger pressure and 3.7 syllables/s (SD = 0.8 syllables/s) with wrist
movement.

These results also indicate a significant increase in utterance du-
ration in the corrective participant turns compared to the baseline
participant turns for both chironomic controls and all utterances (p <
0.05), but no significant difference was observed for any utterance
in the natural voice condition (p > 0.05). This may reveal different
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strategies in the focus realisation in the corrective condition between
voice and chironomy, which will be investigated further in Section 4.2.
The absence of significant duration differences between the baseline
and corrective participant turns in the natural voice modality may
reflect a compensation mechanism between pre-focal shortening and
post-focal lengthening, resulting in a globally stable utterance duration
despite the presence of focus, a characteristic effect of French prosody.

4.1.2. Effect of f,

Fig. 3(b) ranks the distributions of produced f, (i.e., before cen-
tralisation) per speaker and production mode, in ascending order. We
observe two continua of distributions spaced about an octave (12 ST)
apart with natural voice, corresponding to male (resp. female) distri-
butions on the left (right) of the Figure, and identified by m (resp.
f) in the speakers’ indices. Distributions of both chironomic controls
follow natural voice distributions for each speaker (as a consequence to
the centring of each chironomic control f, range around the speaker’s
average < f, >,,), but these are not perfectly aligned. This reveals
that the full octave range offered by each chironomic control was
not systematically exploited by the participants. In particular, finger
pressure distributions are skewed towards the minimum f, allowed by
the interface, which corresponds to an absence of pressure: i.e., the
resting position of the interface. In contrast, the resting position of the
wrist movement (horizontal hand) is mapped to < f, >, explain-
ing the better alignment of the wrist movement median f, with the
natural voice median f,. For three participants (Sm1, Sf3, Sf6), the
finger pressure distributions appear as flat boxplots, displaying only
the median. These speakers applied no pressure on the interface except
when producing focus, resulting in a quasi-constant f, in non-focus po-
sitions. This dominant value implies that limited variation during focus

production remains invisible in the boxplot. In contrast, participants
who maintained continuous pressure on the interface generated more
varied f, values, leading to more balanced and spread distributions.

Overall, the results highlight differences of global use between
natural voice and chironomic control which are intrinsically linked to
the different speaking modes (modal vs. whisper), and intonation con-
trol (implicit vs. explicit; differences between mapping). These differ-
ences also exhibit substantial inter-speaker variability. We will explore
whether this affects the focus realisation in the next section.

4.2. Focus realisation

Fig. 4 displays smooth representations of f,. contours per utterance
(rows), production mode (columns) and participant turn (red: baseline;
green: corrective). Each contour is obtained by, first, normalising the
time of each f,, production so that syllable centres are equidistant;
and second, by extracting the median (plain line) and the 27 to 314
quartiles (the shaded area) of all productions across the participants
and repetitions.

Validity of the protocol. We first examine the difference between the in-
tonation contours of similar utterances among the baseline participant
turns (U1 vs. U5, U2 vs. U6, U3 vs. U4; see Table 1b). If the GAMM
statistical test on the utterance factor showed significant differences
between each pair of utterances for all production modes, then the
difference between intonation contours is never higher than 1.4 ST,
which is below the threshold of perceptual salience in dynamic pitch
variations in speech, measured at 2 ST for subjects able to discriminate
pitch differences ('t Hart, 1981). This indicates that participants were
extremely consistent in reproducing similar intonation contours across
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scenarios when presented with the same text content, without any
anticipation of the syllable targeted in the following question. When
comparing baseline and corrective realisations of the same utterance,
i.e., within a scenario, the GAMM statistical test on the participant
turn factor showed globally significant differences for all the utterances
and production modes. Fig. 4 displays the local portions of NON-
significance between baseline and corrective intonation contours with
orange thick lines on the x-axes. The latter are significantly different for
all the targeted syllables highlighted with thick grey rectangles, with
the exception of small portions (< 30%) in syllable O1 in utterance
4 and in syllable O3 in utterance 6 with natural voice. Therefore, a
contrast was effectively performed by the participants on the target
syllable between the baseline and corrective participant turns, as is
further detailed in the next sections. The absence of anticipation of
focus production on the baseline condition between scenarios on the
one hand, and the significant differences observed between the baseline
target and corrective target syllable within scenarios on the other hand,
demonstrate that we correctly introduced a relation of dependence
between the experimenter’s question and the realisation of contrastive
focus in the corrective condition only.

In the remainder of this section, we perform a quantitative analysis
of the extent to which the participants were able to reproduce the
expected prosodic markers of contrastive focus in French while using
the manual interfaces, namely a lengthening of the focused syllable and
a local rise in f, contour. Based on previous descriptions of contrastive
focus in French, we consider three key prosodic cues as dependent vari-
ables: (1) the duration of the syllable, (2) the height of the f,, peak, and
(3) its alignment with the syllable boundaries. While duration and f,
rise are well-established markers of focus, the alignment of the f, peak
can indicate whether the prosodic gesture is properly synchronised with
the segmental structure, as observed in natural speech. Fig. 5 displays
the distribution of relative duration D, (top) and f,. peak (middle) of
all /lu/syllables, depending on their syllable location in the utterance,
their syllable status and production mode. It should be made clear that
for the same syllable location, the target and non-target syllables belong
to distinct utterances and scenarios.

4.2.1. Focus realisation with articulation: effect on duration

The main difference between the duration of the baseline target
(dark red) and corrective target (dark green) /lu/in the top of Fig.
5 is an elongation of the corrective target syllable in all conditions,
and with a larger lengthening with the chironomic controls than with
natural voice. The global evolution of the average relative duration
of /lu/syllables from baseline target to corrective target across all
syllable locations is: from 12.3% (SD = 1.9%) to 16.1% (SD = 2.9%)
with natural voice, from 12.1% (SD = 3.1%) to 18.1% (SD 4.5%)
with finger pressure, and 12.3% (SD = 2.9%) to 18.3% (SD = 4.4%)
with wrist movement. The differences between the baseline target and
the corrective target /lu/are significant for all the production modes
and syllable locations (p < 0.05). These results show that focus is well
achieved at the articulatory level, as natural articulation was involved
in all production modes.

4.2.2. Focus realisation with manual control: effect on f,

In line with the effect of duration, Fig. 5 (middle) displays a sys-
tematic increase of f,. peak on the /lu/syllables bearing focus, i.e., be-
tween the baseline target (dark red) and corrective target (dark green)
syllable status, in all the production modes. With natural voice, the
participants display a global rise of f,,. peak of 1.64 ST from the baseline
target to the corrective target /lu/across all syllable locations, and the
baseline target to corrective target differences are significant (p < 0.05)
only when the focus is on the second syllable of the object constituent
(02). With chironomic control, a larger global rise of f,. peak is ob-
served between the baseline target and the corrective target /lu/across
all syllable locations: 3.05ST with finger pressure and 4.59 ST with
wrist movement. The differences between the baseline target and the
corrective target /lu/are significant for all syllable locations (p < 0.05).
In light of these results, the local rise in f,. peak to mark a focus is
well achieved with chironomic control.

4.2.3. Coordination between articulatory and manual gesture
Now that we have demonstrated the focus realisation in terms
of duration with natural articulation and f, with either natural or
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location in the utterance, syllable status, and production mode.

hand control intonation, the remaining question is whether their co-
ordination has been affected by the introduction of manual control.
The bottom of Fig. 5 displays the f,. peak position relative to the
boundaries of the /lu/syllables bearing focus (corrective target sylla-
ble status), according to their syllable location in the utterance, and
production mode. With natural voice, the f,. peak tends to be located
towards the end of the syllable, at an average of 70.3 % across all
syllable locations, with a small dispersion except for the last syllable
of the object constituent (03). Also, the peak appears slightly earlier
when the focus falls on the last syllable of the constituent (S3 and
03). Chironomic control production modes are characterised by an
earlier but stable f,, peak position on the focused syllables, with an
average of 42.7 % with finger pressure and an average of 51.9 % with
wrist movement, across all syllable locations. The dispersion of peak
position is also greater than with natural voice. Interestingly, we also
observe with chironomic control an anticipation of peak position on the
last syllables of the constituents (S3 and O3). In this case, the average
peak positions are as follows: 31.5% and 33.5% with finger pressure,
and 47 % and 35.4 % with wrist movement at S3 and O3, respectively.
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Overall, f,. peaks are mostly realised within focused syllables, re-
gardless of the production mode and syllable location, thereby demon-
strating a successful coordination between articulation and intonation
control in both implicit and explicit control of intonation.

Conclusion. In view of the results presented in this section, we can
conclude that the successful transfer of focus production through the
variation of duration and f, on the target syllable was achieved, hence
validating H1. In chironomic control conditions, all participants clearly
realised focus with a raise of f, peak at the expected location. This
demonstrates that the participants not only perceived the importance
of f, in achieving focus, but also managed to use the interfaces to
emphasise the target syllable. This behaviour was observed in all our
participants. In parallel, a significant lengthening of the corrective
target syllables was observed, similar to focus production with natural
voice.

4.3. Beyond the focused syllable: realisation of the utterance intonation
pattern

In this section, we aim at qualifying the participants’ performance
in the production of prosodic variations across full utterances (H2).
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We first analyse the influence of the utterances’ prosodic variations on
focus realisation, i.e., the effect of syllable location on both duration
and f, variations on the target syllable from baseline to corrective
participant turn. Second, we examine the effect of the focus realisation
on the full intonation contours, i.e., the impact of the target syllable on
pre- and post-focal regions in the corrective condition.

4.3.1. Impact of utterance-level prosody on the production of focus

The effect of the utterance-level prosodic variations on focus realisa-
tion is reflected in the variations of D, and f,, on the /lu/syllable with
baseline target syllable status, i.e. without bearing focus, according to
the syllable location. It should be noted that we could equivalently
study baseline non-target syllables, as we showed in Section 4.2 that
the difference between the baseline target and the baseline non-target
is below the threshold of perceptual salience. The question is whether
the prosodic values of one non-focused syllable (baseline target) has
an effect on its focus (corrective target). Understanding this interaction
can provide insights into how local prosodic contexts modulate focus
marking within the overall prosodic contour of an utterance.

Duration. The duration of baseline target syllables with natural voice
(top of Fig. 5), remains relatively stable across all constituents (i.e.,
there are no significant differences between syllable locations), which
translates into a similar stability of the duration of corrective target
syllables across the utterance, but with a slight shortening of syllables
at the end of the object constituent (the only significant differences
are between O1 and 02, and O1 and 03). In general, this confirms
an isochronous production of /lu/syllables in all syllable statuses and
syllable locations with natural voice. Inversely, we observe an increase
in duration of the baseline target syllables within both subject and
object constituents for both chironomic control conditions. This evolu-
tion is significant between all syllable locations with wrist movement,
and between all syllable locations of the subject constituent, and only
between O1 and O3 within the object constituent with finger pres-
sure. This behaviour is mirrored in the corrective target syllables with
both chironomic controls, the increase of duration being statistically
significant within the subject constituent but not within the object
constituent.

Intonation. Pairwise comparison of the six f, peak distributions de-
pending on their syllable location in the baseline target condition
(middle of Fig. 5) reveals 11/15 significantly different pairs, including
all pairs in the object constituent and the S2-S3 pair. In the absence of
focus (baseline target), this shows a strong and consistent dependence
of f,. variation with the syllable location, with a marked drop of f,,
at the end of the object constituent, matching a decreased intonation
at the end of the utterance. By contrast, the syllable location has little
effect on f,, variation on corrective target syllables: only 6/15 pairs are
significantly different, none of which except 02-0O3 are within the same
constituent. This reduced variation in the corrective target syllable f,,
suggests both an influence of the global decrease of intonation on the
focus realisation at the end of the utterance, and a ceiling of f,. peak in
the production of focus at the beginning of the utterance. With chiro-
nomic controls, there is no statistically significant effect of the syllable
location on f,, peak, either in baseline target or in corrective target
syllable status. Therefore, apart for the focus realisation, there is little
intonation variation within utterances, meaning that the participants
prioritised the production of focus to the detriment of other prosodic
functions.

Conclusion. Overall, these observations show, first, that in the baseline
target condition, i.e., without focus, /lu/syllables tend to be isochrone
with varied intonation according to the syllable location with natural
voice, and inversely isotone with varied duration according to the
syllable location with chironomic control. In all cases, and for both
duration and intonation, we highlight a strong correlation between
their variations in the baseline target condition with those of the
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corrective target condition. In particular, the duration of the corrective
target syllables is isochrone with natural voice and increasing within
constituents with chironomic control. The f,, peaks of the corrective
target syllables are isotone with chironomic control and slightly de-
creasing at the end of the utterance with natural voice. Moreover,
we notice a saturation in the values of f, peak on corrective target
syllables for all production modes. These observations reinforce the
previous findings by showing that although variations of duration and
intonation differ between natural voice and chironomic control in the
absence of focus, the influence of syllable location on focus realisation
is effectively transferred from implicit to explicit control of prosodic
variations.

4.3.2. Impact of focus realisation on the utterance-level prosody

The effect of the focus realisation on the remainder of the utterance
can be observed by comparing the baseline and corrective intonation
contours displayed in Fig. 4, as well as on the corresponding GAMM
fits assessing the effect of the participant turn factor, as provided in
Fig. C.7. As has been mentioned, the thick orange lines on the x-axes
in the figure display portions where baseline and corrective intonation
contours are not significantly different.

The first striking result is that with natural voice in the corrective
participant turn, there is a decrease in the height and variability of f,,
in the post-focal region when the focus is within the subject constituent
(utterances Ul to U3). The GAMM test shows that the baseline and
corrective intonation contours are significantly different during the
full post-focal region. We thus find the typical de-accented post-focal
intonation pattern, characterised by compressed values until the end of
the utterance (Jun and Fougeron, 2000; Delais-Roussarie et al., 2002).
In the finger pressure condition, the GAMM test shows that the baseline
and corrective intonation contours are significantly different during the
full post-focal region in utterances Ul and U2, and in the majority of the
post-focal region in utterance U3. The wrist movement condition shows
less significant differences between the baseline and corrective contours
in the post-focal region for utterances Ul to U3. In both chironomic
control conditions, the difference between the baseline and corrective
contours is below 1 ST, i.e., under the threshold of perceptual salience.

Turning to the pre-focal region, we observe a reduced f,, amplitude
on the syllable that precedes the focused one in the natural voice condi-
tion on utterances U3 to U5, as described by Dohen and Loevenbruck
(2004) and Roessig (2023). The GAMM test shows that baseline and
corrective intonation contours are significantly different on the pre-
focal syllable in those utterances, with a difference higher than 2 ST,
the threshold of the perceptual salience of pitch. The same difference
is only observed with finger pressure for utterance U6. For all the
other utterances with finger pressure and all the productions with wrist
movement, if the baseline and corrective intonation contours are some-
times significantly different on the pre-focal syllable, the difference is
always below 1 ST, i.e., still under the threshold of perceptual salience.

Overall, this scenario allowed us to reproduce the pre- and post-
focal phenomena with natural voice. When comparing the two chiro-
nomic controls, we observed that the participants produced statistically
significant post-focal f, variations with finger pressure. While these
variations bear a resemblance to the post-focal compression observed
in natural voice, they may result from the mechanical aspects of the
control gesture, such as the relaxation of finger pressure on the inter-
face, rather than from an intentional prosodic modulation. Overall, no
perceptible pre-focal or post-focal f, variations appeared in either of
the chironomic control conditions.

Conclusion. We observed a similar effect of the syllable location on
productions without (baseline) and with focus (corrective) for all pro-
duction modes, suggesting an impact of utterance-level prosody on the
production of focus. Nevertheless, beyond the marking of contrastive
focus, when using chironomic control the participants did not repro-
duce other intonative patterns typically observed in natural speech on
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Fig. 6. Participants’ responses to feedback questionnaires (see Appendix B). Interfaces: WM = wrist movement, FP = finger pressure. Answers are R1 - Strongly
disagree, R2 - Disagree, R3 - Neutral, R4 - Somewhat agree, R5 - Strongly agree, except for the Sensitive question (see Appendix B).

pre- and post-focal regions. This suggests that intonation encoding with
chironomic control remains selective in our task, primarily emphasising
contrastive focus. Thus, H2 does not hold regarding the realisation of
utterance-level intonation variations with chironomic control.

4.4. Participants’ feedback

This section summarises the participants’ subjective feedback on
their experiences regarding the two chironomic control interfaces
across the three dimensions: experience with the interface, experience
with the task, and experience with voice synthesis (see Fig. 6). The
figure presents the distribution of responses for each question and
interface. No major differences were observed between wrist movement
and finger pressure overall. Additional statistical analyses sometimes
revealed significant effects related to the order of interface use. When
such effects were found, they are explicitly mentioned in the text.

Experience with the interface. Both interfaces were generally found to
be accessible and intuitive, with over 60 % of participants giving high
agreement ratings (R4+R5; see Fig. 6(a)). The statistical analysis re-
vealed that a clear learning effect appeared in that the second interface
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used was rated more accessible and intuitive, reflecting increased famil-
iarity. Conversely, the first interface was perceived as requiring more
concentration, indicating the initial cognitive load. Regarding control
criteria, wrist movement consistently outperformed finger pressure: it
was judged more suitable (93.7% vs. 81.2%), more precise (75% vs.
62.5 %), smoother in movement (87.5% vs. 68.7%), and as possessing
more appropriate movement amplitude (83.7% vs. 37.5 %). The respec-
tive sensitivity ratings were similar, but with a tendency to perceive
wrist movement as more sensitive. Comfort and ease of movement were
comparable for both interfaces, with no effect of order.

Experience with the task. The participants enjoyed the task and felt
relaxed using both interfaces, with wrist movement slightly favoured
for relaxation and the absence of nervousness (see Fig. 6(b)). While
the figure illustrates overall trends, our statistical analyses showed a
notable order effect, as the task performed second was rated more
enjoyable, suggesting that user experience improved with growing
familiarity. Satisfaction with performance, perceived competence, and
feelings of success were positive for both interfaces and improved in the
second task. Cognitive engagement was stable, with similar effort levels
reported; however, effort tended to increase in the second task, possibly
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due to sustained focus demands. The participants remained focused and
reported a strong sense of progress regardless of the interface used.

Experiment with voice synthesis. The results (see Fig. 6(c)) showed
that the majority found the interfaces useful for intonation control in
voice synthesis (87.5% for wrist movement; 75 % for finger pressure).
However, the statistical results revealed an interaction between inter-
face order and production mode: wrist movement was rated higher
when used first, while finger pressure was preferred when experienced
second, suggesting that the order influenced perceived usefulness. Sat-
isfaction with the synthetic voice was moderate, with 50 % positive for
wrist movement and 37.5% for finger pressure. Most participants felt
capable of appropriating the synthesised voice as their own (81.2 % for
wrist movement; 87.5 % for finger pressure). Preference was consistently
given to the second interface used for satisfaction and appropriation,
indicating habituation effects. These results support the potential of
chironomic control for voice synthesis but also point to a need for
quality improvements.

To conclude, while the results show a preference for wrist move-
ment on the control-related criteria, both of the chironomic controls
were perceived as suitable for voice substitution on all other criteria
including learning and familiarisation, movement, emotional experi-
ence, performance perception, cognitive engagement, and experience
with voice synthesis, thus suggesting that H3 is not strongly supported
by the findings. Last but not least, an effect of order was often observed,
indicating a preference for the second interface used, regardless of the
interface, demonstrating a high degree of adaptability on the part of
the participants, while also revealing the potential of both interfaces
for voice substitution applications.

5. Discussion
5.1. From implicit to explicit control of focus

A successful paradigm for focus realisation. The first remarkable result
of this study is the success of the experimental paradigm to elicit a
contrastive focus in a modality transfer situation. Inspired by prior
studies investigating possible correlations between verbal and gestural
modalities (Dohen and Leevenbruck, 2009; Roustan and Dohen, 2010),
a new paradigm has been elaborated here to explore a possible transfer
between these two modalities in terms of controlling intonation in the
case of a whisper-to-speech conversion device. Our results show that
with the two proposed chironomic controls there is no anticipation of
a focus in the baseline target conditions, and that the focus is placed
on the target syllable, as expected in the corrective target condition.
Similarly to what is found in speech (Dohen et al., 2004; Grice et al.,
2017), the production of a contrastive focus results in: (i) an increase in
f,, and (ii) an increase in the duration of the target syllable. A second
notable result is the speed and ease with which the participants took
control of the two interfaces tested here. This ease was reported almost
unanimously in the participant’s questionnaires responses, for both
types of control (wrist movement and finger pressure). The relevance of
using both of the interfaces to control a whisper-to-speech conversion
system has therefore been confirmed.

Coordination between implicit duration and explicit intonation control.
The resulting coordination between the articulation of whispered syl-
lables and the manual intonational control evidenced on f,, peak
position within the target syllables show that the participants’ man-
ual gestures synchronised naturally with their articulatory gestures,
independently of the interface and type of control. In a study asking
participants to produce voluntary pointing, beat, or pressing gestures
with a natural vocal focus realisation, Roustan and Dohen (2010)
have previously demonstrated a synchronisation between articulation
and the three types of hand gestures. We can therefore assume that
this ability has been usefully transferred to our causal gesture-to-
focus relation paradigm. Moreover, their experiment revealed lower
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synchronisation dispersion with communicative beat gestures than with
non-communicative pressure gestures, which we also found to be the
case between our wrist movement (similar to beat gestures) and fin-
ger pressure conditions. Regarding our natural voice condition, the
participants spontaneously placed the focus close to the end of the
syllable, while they favoured a more central position when using
either chironomic controls, with even a slight advance for finger pres-
sure control. This observation echoes the anteriority of pointing and
beat gestures over articulatory gestures when producing focus (Rochet-
Capellan et al., 2008; Leonard and Cummins, 2011). Whether this
temporality was transferred to our causal control paradigm deserves
to be explored in greater depth in a future study. Another example
of anticipation is the earlier achievement of focus at the end of the
sentence, i.e., on the O3 target syllable. This result, which suggests an
anticipation linked to the proximity of the end of the sentence, was
observed for both natural voice and wrist movement control. Finally,
like (Roustan and Dohen, 2010), we did not observe a significant effect
of the type of chironomic control on articulation dynamics, based on
duration measures.

Comparison between interfaces. Focus realisation with finger pressure
and via wrist movement displayed very similar durations and f,,
variations, thereby illustrating that both interfaces are equally suitable
candidates for this task, despite some fundamental differences in the
control they offer. In addition to finger pressure and wrist movement
being isometric and isotonic controls, respectively, the resting position
of finger pressure (no pressure) was mapped to the minimum of f,
range, while the wrist movement resting position (horizontal hand) was
mapped to the mid- f, range. Because speech intonation is a modulation
of f, around its mid-range, the wrist movement then allowed a more
consistent control for all participants, with less dispersion in terms of f,
contours. The feedback questionnaires confirmed this observation, with
the participants preferring wrist movement for control-related criteria
such as smoothness and precision. Inversely, the asymmetric control
of finger pressure requiring an effort for raising f, and a movement
release for lowering f, might have led to the realisation of post-focal
f, lowering with this interface only.

The literature on Human-Computer Interaction supports a stronger
preference for finger pressure. As detailed in Section 2.2, Vertegaal
et al. (1996) and Wanderley et al. (2000) have already demonstrated
that an isometric force is more suitable than an isotonic force and is
preferred by participants to control a relative variation of an acoustic
parameter. In computer gaming, Pirker et al. (2017) compare hand
gestures in space (using a Leap Motion interface) and pressing buttons
(using a keyboard) for the control of actions on a screen, and report
that although hand gestures in space are more engaging than using a
keyboard at first, they are more tiring and less precise in the long term.
Overall, they reveal a larger preference for keyboard control among all
users, which is even more pronounced among expert users. Although
our experiment revealed no overall preference for finger pressure, the
participants felt that finger pressure would be more useful than wrist
movement in a voice substitution application when they could compare
it to wrist movement. This is perfectly in line with the implementation
of finger pressure control in existing on-the-market medical aids such
as the Trutone electrolarynx.

Overall, if participants generally found the wrist movement easier
to control, they used it for a short period of time (about 25 min). It is
possible that a longer period of use, leading to progressively greater
expertise, might lead some the participants to switch their preference
to a finger pressure control to gain in ergonomics. This is what we
observed for the single question of Usefulness in a voice substitution
application, where finger pressure was preferred when tested after
wrist movement. As a result, we cannot yet make a definitive choice
between the two interfaces. Even if wrist movement shows a slightly
higher synchronisation dispersion with articulation, both interfaces
successfully and equally enabled the achievement of focus.
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5.2. Beyond focus realisation

Local and global variations of duration. The speech production with
chironomic control reflects data from the literature on French, which
shows that the last syllable of a rhythmic group is lengthened (Astésano,
2001). An increase in syllable duration was found in synthetic speech
as the /lu/syllable progresses within the constituent, whose boundaries
may coincide with those of a rhythmic group, whether subject or
object. However, this was not observed with natural voice, where
/lu/syllables tend to be isochrone across syllable locations, even to the
point of revealing an inverse trend, with a slight shortening within the
object constituent. A complementary analysis, considering the relative
duration of all syllables (not only the target syllable /lu/) according
to their position within the constituents, revealed a lengthening of
the final syllable within each constituent. This discrepancy between
the behaviour of /lu/in particular and syllables more generally could
be attributed to the fact that the analysed words were monosyllabic,
so syllable lengthening corresponded to the lengthening of the entire
word. This potentially competed with the lengthening of the nucleus
of the constituent, represented by the monosyllabic word Lou or Loup
(wolf)-i.e., the syllable /lu/in all cases-which retains its role as the
prosodic nucleus regardless of its position in the sentence. In addition
to local syllable lengthening, a global slowdown in speech rate was
observed in synthesised speech with chironomic control. There are
two possible explanations for this increasing duration of whispered
speech with an interface. On the one hand, there is a natural slowing
down of the speed of articulation while whispering when compared
to speech (Sharf, 1964; Houle and Levi, 2020). On the other hand,
the speech rate can be slowed down by an increase in cognitive load.
Whispering accompanied by chironomic control requires awareness,
explicitness, and an externalisation of manual control in order to
produce the desired intonation. Our data do not allow us to draw
further conclusions on the importance of these two possible impacts.

Chironomic control of intonation. Concerning the f, contour, our nat-
ural voice condition displayed similar patterns to those previously
described by Dohen and Loevenbruck (2004): the three constituents
have default tonal patterns of Accentual Phrases (Jun and Fougeron,
2000), i.e., [LHIiLH*] for subject and verb, and [LHiL%] for object,
which includes a final boundary tone. By contrast, chironomic controls
display highly monotonous f, contours, with only a small decreasing
trend at the end of the utterance.

This clear difference between natural voice and chironomic control
conditions raises the question of the naturalness of the generated
speech, with respect to both local focus and global sentence realisation.
From our objective measures alone (i.e., without performing perceptive
tests), the large disparity observed between the two conditions suggests
that the chironomic control does not yet allow the generation of natural
speech output. Regarding focus realisation, the f,. excursion is two
(resp. three) times higher than natural voice with finger pressure (resp.
wrist movement), and this contrast is all the more salient as the rest of
the sentence is monotonous with chironomic control. This lack of f,
variation in the rest of the sentence, which normally evolves on the
temporal scale of the phonological structure of the utterance, and is
also known as micro-prosody, brings us back to the problem of current
substitution solutions that offer little to no intonation control, and
whose resultant voices often sound unnatural or robotic.

Finally, the benefit of this paradigm lies more in the successful
production of the prosodic function of focus, i.e., producing a local
contrast in duration and intonation that is perceptible, rather than the
naturalness of focus, i.e., producing variations of f, that are in the same
order of magnitude as a natural voice. This is already extremely en-
couraging as (i) increasing comprehensibility by providing a control on
prosodic functions is more beneficial in terms of improving communi-
cation with voice substitution than in improving naturalness (Zielifiski
and Raczaszek-Leonardi, 2022); and (ii) very little training had to be
undergone by the participants to reach such a goal. Furthermore, they
reported a feeling of constant progress during the task suggesting that
there remains a definite margin for progress with more practice time.
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6. Conclusion

This study investigated the possibility of transferring the control of
vocal intonation to a manual gesture, within the controlled framework
of focus production. An experimental paradigm was used to elicit focus
without explicitly instructing the participants to do so, and to allow
comparative situations without elicited focus. A single target syllable
/lu/, placed at different positions in a carrier sentence, was used. Two
types of interfaces and controls were assessed: finger pressure with
a Sensel Morph pressure-sensitive tactile tablet, and wrist movement
with a hand-held accelerometer. Our results clearly demonstrate a
successful transfer of modality from natural voice to chironomic control
to produce a contrastive focus through an increased intonation and
duration of the target syllable. Not only did the participants perceived
the importance of intonational modulation in producing a focus, but
they were also able to explicitly plan the corresponding intonation
contour, and then use both interfaces to emphasise the target syllable
accordingly. This behaviour was observed across all our participants.

This work opens up a wide range of prospects for voice substitution
using human-machine interfaces. First, the variations observed between
the participants’ performance and feedback highlight the importance
of offering a follow-up to voice rehabilitation adapted to the patient’s
preferences and tuned to his/her expressive possibilities, both in terms
of the type of gesture and interface used, and the parameters of the
voice synthesis such as the f, range. Second, the remarkable speed
of task learning highlighted in this study should be set against the
difficulties encountered in the prosodic use of current electrolarynxes.
One could envision the use of our proposed experimental paradigm as a
learning method for manipulating existing voice substitution devices to
achieve the precise control of individual prosodic functions. Naturally,
this calls for an extension of our study to other prosodic functions in
speech, such as tones or lexical stress found in languages other than
French, the demarcation of syntactic units, sentence modalities, and/or
the expression of attitudes and emotions, and their interactions. While
each has different temporal and dynamic constraints, all are essential
for spoken communication.
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Table A.2
Full corpus of utterances used for the training interaction task with natural voice.
Syllable Utterance Contrast
target Subject (S) Verb (V) Object (0) Word changed in the question
S1 Jean a mangé le riz de mamie. Paul
S2 Les daims ont suivi Jean dans les bois. chats
S3 Les chats doux ont volé le beau jeu. gris
o1 Les daims ont suivi Jean dans les bois. Tom
02 Jean a mangé le riz de mamie. choux
03 Les chats doux ont volé le beau jeu. bol

Appendix A. Training material for the experiment

A.1. Training interaction task corpus
See Table A.2.

A.2. Training reading task text

Source: MonPage 2, Pommée (2021, p. 114).
The full text was displayed and read at once by the participants.

Lundi, le chat, le loup et Papa vont a Bali. Les copains sont tout contents.

Mardi, Papy y va aussi. Il dit : < Je n’ai pas un sou ! Qui va prendre soin de moi ? > << Moi ! > dit le chat, < moi ! > dit le loup. < Vous ? >, Papy réfléchit.
Mercredi, Papy dit : < Toi, le chat, tu es doux, tu es chou, tu n’as pas de poux ! Mais pas ce loup : il a une cape rouge et je n’aime pas ce gars-la ! >

Jeudi, le chat et Papy se baladent a Bali. Papa glisse ! Aie ! Ouille ! Son cou craque, son coude claque, c’est la débdcle !

Vendredi, Papa a mal. Il pleure, il crie ! < Toi, Papy, aide-moi, trouve le nain ! > < Un nain ? On n’en a jamais vu par ici ?! >

Samedi matin, le chat va voir son ami le loup et lui dit : < Aide-moi a soigner Papa ! >

Samedi soir, le loup lui donne sa recette magique : << Coupe un oignon, cache-le sous la souche, et lorsque le lilas fleurira, Papa sera guéri ! > Abracadabra, ¢a y
est, on a réussi !

Dimanche, le chat tout doux, le loup magicien, Papa et Papy quittent Bali. Les copains sont tout contents.

A.3. Training imitation task corpus

Source: d’Alessandro et al. (2011).

We used the three sentences below from d’Alessandro et al. (2011), each pronounced with three intonation patterns (declarative; interrogative; declarative
with focus), making a total of nine training utterances. These utterances were recorded by a male and a female speaker, and for each of the participants
we used the recordings corresponding to the same self-reported gender, to best match his/her intonation range.

Declarative (falling intonation) Interrogative (rising intonation) Focus (on the underlined word)
Marie chantait souvent. Marie chantait souvent ? Marie chantait souvent.
Nous voulons manger le soir. Nous voulons manger le soir ? Nous voulons manger le soir.

Sophie mangeait des fruits confits.  Sophie mangeait des fruits confits ?  Sophie mangeait des fruits confits.

Appendix B. Feedback questionnaire

The following 23 questions were submitted in French to the participants after the second and third phases of the experiment. The titles of each
question in bold refer to Fig. 6 and were not displayed to participant. All questions except for question Sensitive (marked with an *) used the
following absolute categorical rating scale (R1 to R5):

Pas du tout d’accord Pas d’accord Neutre Plutdt d’accord  Tout a fait d’accord
Strongly disagree Disagree Neutral = Somewhat agree Strongly agree

Part I: Experience with the interface

Accessibility: Je trouve cette interface facile a prendre en main

I find this interface easy to use
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Part II:

Part III:

Intuitive: Je trouve que ’utilisation de cette interface est intuitive
I find this interface intuitive to use

Concentration: Je trouve que 'utilisation de cette interface demande de la concentration
I find that using this interface requires concentration

Suitable: Je trouve cette interface adaptée a cette activité
I find this interface suitable for this activity
Precise: Je trouve cette interface précise
I find this interface precise
Sensitive:  *Je trouve cette interface : Trop sensible Tres sensible Sensible Peu sensible Pas du tout sensible
* find this interface: Too sensitive  Very sensitive  Sensitive  Not very sensitive  Not at all sensitive

Smooth: Avec cette interface, le mouvement est fluide
With this interface, movement is smooth

Amplitude: Avec cette interface, 'amplitude du mouvement est adaptée a la tache
With this interface, the amplitude of movement is adapted to the task in hand

Comfortable: Je trouve que 'utilisation de cette interface est confortable au niveau du mouvement sur toute la durée du test
I found the interface comfortable to use, in terms of movement, throughout the test

Easy: Avec cette interface, le mouvement est facile a produire
With this interface, movement is easy to produce
Experience with the task
Enjoyable: J’ai trouvé la tiche agréable
I found the task enjoyable

Relaxed: J’étais détendu- e en faisant cette activité
I was relaxed while doing this activity

Nervous: Je me suis senti- e de plus en plus nerveux- se au fur et a mesure de ’avancée dans la tache
I felt more and more nervous as the task progressed

Satisfied: Je suis satisfait.e de ma performance dans cette activité
I am satisfied with my performance in this activity

Frustrated: Je suis frustré.e par ma performance dans cette activité
I am frustrated by my performance in this activity

Successful: Je pense avoir réussi cette activité
I think I have succeeded in this activity

Competent: Aprés avoir travaillé avec cette interface pendant quelques minutes, je me suis senti- e assez compétent.e pour cette activité
After working with this interface for a few minutes, I felt quite competent for this activity

Effort: J’ai fait beaucoup d’effort pendant cette activité pour réussir
I put a lot of effort into this activity to succeed

Focused: J’ai pu rester concentré- e durant cette activité
I was able to stay focused during this activity

Progress: J’ai eu I'impression de progresser au fur et a mesure de la tache
I had the impression that I was making progress as I went along
Experience with voice synthesis
Usefulness: Si je perdais ma voix, je trouverais cette interface de contrdle de I'intonation utile
If I were to lose my voice, I'd find this intonation control interface useful
Quality perception: Si je perdais ma voix, je pense que je serais satisfait- e de la voix de synthése obtenue a ’aide de cette interface
If I were to lose my voice, I think I’d be satisfied with the synthesised voice obtained using this interface
Appropriation: Si je perdais ma voix, je pense réussir a m’approprier la voix de synthese a I’aide de cette interface
If I were to lose my voice, I think I'd be able to appropriate the synthesised voice using this interface

Appendix C. GAMM modelling of f,. contours

See Fig. C.7.
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Fig. C.7. The median (plain line) and 2nd to 3™ quartiles (shaded area) of the syllable-aligned GAMM fits of f,. contours per utterance (rows), production
mode (columns) and participant turn (red: baseline; green: corrective) across participants and repetitions. The solid grey rectangles with thick and thin edges on
each utterance indicate the target and non-target /lu/syllables, respectively. The thick orange thick lines on the x-axes indicate portions of fitted f, contours
where baseline and corrective realisation of the same utterance are NOT significantly different according to the testing of the participant turn factor with GAMMs

(similar utterances: Ul vs. U5 ; U2 vs. U6, and U3 vs. U4).

Data availability

Data will be published with acceptation of article.
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