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Abstract—This study investigates the efficacy of a hybrid
recommendation model for personalized meal plans, integrat-
ing Knowledge Base Question Answering (KBQA), Information
Retrieval (IR), and Recommendation techniques. It utilizes the
hybrid model to consider both different dietary preferences
and nutritional requirements. In addition, it tries to bridge the
gap between the recommender itself and its effectiveness in the
real world by offering interfaces for integrating persuasion via
explanation and gamification.

The findings contribute to extending knowledge about the
development of food recommendation systems in constrained
contexts. The system can address health awareness by considering
user-defined constraints. However, in big use cases, it has issues
with its scalability. Future work involves refining the data gen-
eration processes and exploring non-KBQA models for broader
scalability and adaptability.

Index Terms—KBQA Recommendation, Information Retrieval,
Health-aware Recommendation, Persuasive Systems, Food Rec-
ommendation

I. INTRODUCTION

There exists a rise in diet-related health issues, ranging from
obesity and cardiovascular disease to nutrient deficiencies and
eating disorders [1]. To tackle the problem of overweight and
obesity, there are different solutions ranging from more edu-
cation and behavior changes (like increased physical activity
or changed nutrition) to surgeries for the most critical cases of
obesity [2], [3]. The argumentation is that traditional dietary
guidance methods, which offer generic advice and one-size-
fits-all solutions, are insufficient for addressing the complex
needs of individuals with diverse backgrounds, preferences,
and health concerns. Recently, a bunch of healthy food rec-
ommender system based applications and approaches has been
proposed in academia and industry (e.g. [4]–[10]). However,
most food-related recommenders overlook crucial factors such
as individual dietary preferences, nutritional requirements, and

psychological considerations which can make a big difference
in effectiveness in the real world [6], [11], [12].

The use of recommender-based applications does not re-
place medical assistance. Thus, it is usually assumed, that
the users have an accompanying nutritionist who can bring
expertise to the proposed approach by tweaking its user-
specific configuration. Otherwise, the user should still be able
to interact with the system, but it falls back on general health
guidelines suitable for an average user. It is within this context,
that the proposed health-aware meal plan recommender tries to
bridge the gap by combining traditional food recommendation
with information retrieval and a Knowledge-Base Question-
Answering system (KBQA) to offer a detailed and adaptable
approach that fits the specific needs and preferences of each
individual. To make use of rich food knowledge, we use a
knowledge graph. To reason over it a KBQA system seems
to be a prominent option. Our approach is a comprehensive
extension of Chen’s [10] proposed KBQA system.

A. Requirements motivating the proposed approach

Traditional recommendation systems often struggle to deal
with the complex aspects of dietary advice, missing important
factors like personalized nutritional requirements and health
concerns (e.g. allergies, diseases like diabetes). Also, as the
goal is to trigger a healthy behavior change which is a gradual
process, the recommendation of just well-fitting items might
not help the users to change their behavior but more likely
to nudge them into behaving like previously. Thus, the focus
should rather be on the health-related aspects than on the
recommender’s accuracy. Moreover, in the context of the target
audience of overweight patients having an accompanying
nutritionist, it is important to include external user-specific



Fig. 1. Use case of an obese or overweight user using the proposed KBQA
Recommender System. The user has two distinct restrictions, namely his
Nutrition Requirements and Food preferences. An accompanying Nutritionist
may also influence the nutritional requirements. The recommended item
is a Meal Plan consisting of recipes for each meal type. To increase its
effectiveness, persuasion techniques like Gamification or Explanations might
be added to the recommendation.

medical and nutritional expertise. Those arguments motivate
the following requirements, also shown in Fig. 1.

• User Preferences: Incorporating users’ general food pref-
erences, ingredient likes and dislikes, as well as users’
nutritional preferences spanning low, medium, and high
levels. The motivation behind those levels is to provide
a simplified option to interact with nutrition criteria for
users with low nutrition-related education. The levels are
set before training the KBQA system and are defined per
dish per 100g.

• Nutritional Guidelines: Following predefined guidelines
including specific nutrient ranges established via specific
diets or in collaboration with the users’ accompanying
nutritionist. Guidelines refer to the nutritional values of
one serving of a recipe.

• Meal Plans: Transitioning from singular recipe recom-
mendations to holistic daily meal plans, fulfilling all
dietary requirements and accommodating prescribed calo-
rie distributions per meal type. The distributions, as
guidelines, can either be user-defined or follow general
recommendations from related works. [13]

• Real-world effectiveness: Improving likeliness of behav-
ior change via explanation and gamification.

B. Research Questions

To guide the exploration and evaluation, two research ques-
tions are formulated as follows. (1) How does the KBQA rec-
ommender perform compared to a traditional recommender on
the same data set? and (2) How well does the proposed hybrid
recommendation model meet the different dietary preferences
and nutritional needs of users?

C. Contributions

By addressing both questions the research offers the follow-
ing contributions.

• Integration of a Hybrid Model: Combining knowledge
base question answering (KBQA), information retrieval
(IR), and recommendation techniques to create a person-
alizable and adaptable recommendation system.

• Health-awareness: Enabling personalized nutrition and
expert knowledge integration by offering configuration

settings like different nutrition levels or more fine-grained
options.

• Mitigation of Data Sparsity: Employing threshold dis-
carding and user clustering to enhance the relevance and
accuracy of recipe recommendations.

• Meal Plan Recommendation: Recommending fitting
recipes for meal types (Breakfast, Lunch, Dinner, Snacks)
while still respecting nutritional guidelines and require-
ments.

• Enhancing Effectiveness through Persuasion: Introducing
conceptual persuasive explanation and gamification ele-
ments to augment the efficacy and user engagement of
the meal plan recommendations.

The remainder of the paper is structured as follows. In Sec-
tion II, a brief overview of related works is provided. Section
III introduces the proposed approach. Section IV showcases
the performed experiments and the evaluation, while Section V
concludes the paper and gives a brief outlook on future works.
All resources are available through our GitLab 1 repository.

II. RELATED WORK

Existing research on healthy food recommendation [4]–
[9] has primarily focused on personalized recipes or diet
suggestions. However, many of these systems overlook crucial
health factors like allergies and nutritional needs and often
lack consideration of comprehensive food knowledge. Also,
context information originating from smart devices or food-
or mood-related diaries could be taken into consideration [6].
Neglecting these aspects can not only lead to a loss of trust
in the system but also pose potential risks to users’ physical
and mental well-being [10], [14].

The definition of healthy food varies across studies. Some
emphasize calorie intake [8], while others consider factors like
cholesterol levels [9] or a combination of nutrients such as
protein, sodium, cholesterol, and saturated fats [15]. Recent
approaches also incorporate guidelines from health organi-
zations like the World Health Organization (WHO) [16] or
national agencies to classify recipes based on their overall
healthiness measured by nutrition scores [17]. However, these
general scores alone lack personalization and fail to address
individual health requirements effectively. Additionally, there
have been attempts to focus on particular groups with specific
health concerns, like those with thyroid problems, diabetes, or
high blood pressure [18]–[20].

Several challenges persist in healthy food recommendation
systems. The cold-start problem and data sparsity issues,
where insufficient user data prevents (good) personalized rec-
ommendations, remain an issue. Solutions include collecting
additional food diary data or using content-based knowledge
[8], [10]. Evaluation metrics are another challenge, with ex-
isting approaches often focusing solely on recommendation
accuracy rather than healthiness [21]. Additionally, promoting
behavior change towards healthier eating habits requires more

1https://gitlab.com/felix134/food-kbqa-recommender. The README.md
file provides additional technical information regarding the data and steps
to follow to reproduce the shown results, figures, and tables.

https://gitlab.com/felix134/food-kbqa-recommender


than just recommending recipes and demands the implemen-
tation of persuasion strategies and long-term user studies for
an effective evaluation [15], [22]–[24].

Chen et al. have proposed PFoodReq [10], a Knowledge
Base Question Answer System, allowing a user to ask for recipe
recommendations with additional constraints like nutritional
requirements and returning the best-fitting recipes. PFoodReq
uses BAMnet [25] as the underlying KBQA system but the
approach itself is claimed to be independent from a QA model.
Chen et al. consider explicit user requirements incorporating
health factors like allergies and nutritional needs. Though the
proposed approach seems to be quite prominent in terms of
dealing with a number of constraints, it faces several limita-
tions and shortcomings. First is the lack of diverse nutrition
requirements, as they only support the definition of fat, protein,
and carbohydrate requirements. It is unclear, whether their
approach is extendable to support a higher variety and multiple
concurrent nutritional requirements. Also, their approach is a
one-shot recommendation, meaning that only the best n-fitting
recipes are recommended to the user. Lastly, the persuasion
aspect is not in the scope of their work as a general behaviour
change process is not the aim.

III. THE FOOD KBQA RECOMMENDER

The proposed Food Knowledge-Base Question-Answer Rec-
ommender is based on Chen’s PFoodReq [10]. This heavily
modified and extended approach is used as a basis for the
proposed meal-plan recommendation approach as described
in the following.

To start with, a running example is established:

Bob, an overweight user, has a prescribed diet given
by his doctor, that limits the daily calorie intake to
2000 kcal and the maximal allowed amount of sugar
per meal to 10 g. Also, he should avoid unhealthy
food. Moreover, due to an allergy, peanuts must
never be part of any meal. In addition, Bob wants
to limit his sodium intake to a low level. Those
mentioned requirements are valid for all recommen-
dations. For the current day, the user already had his
breakfast and needs a meal plan for lunch, dinner,
and potentially snacks. Also, that day, he felt like
having dinner with something baked and bread.

A. Integration of a health-aware Hybrid Model

The architecture of the Food KBQA Recommender is de-
picted in Fig. 2, also referring to the already set-up running
example. To recommend such a restrained and personalized
meal plan, the question-answer dataset generation and the
learning process of Chen et al. [10] is extended as follows.

The training set consists of multiple question-answers pairs,
where a question asks for a certain constrained recipe, and
the answers are a set of valid recipes. The KBQA model is
however not trained for recommending meal plans directly
(those are constructed later on), but for recommending recipes.

1) QA Dataset Preliminaries: Thus to construct the
question-answer dataset, the system expects a set of Templates,
Training Constraints limiting the possible answers, and a
Knowledge Base containing recipes including nutrition and
ingredient information as well as Tags.

a) Templates: Templates suggested in [10] are inspired
by social media platforms like Reddit. We have modified them
in such a way, that multiple nutrition requirements in parallel
can be generated.

b) Training Constraints: The Training Constraints are
described in more detail in Fig. 3. The goal is to populate
the training set with the same types of requirements expected
later in the automated recommendation step. So referring
to the running example, when it is expected that multiple
nutrient types might be restricted together (low levels of
sodium, certain sugar, calories, and NutriScore ranges), such
behavior must be trained for and thus be present in the dataset.
Intuitively, the added concurrent restrictions the system must
handle and be trained for might either explode the size of
the to-be-generated dataset or decrease performance/accuracy.
The question is, whether this increased complexity is already
noticeable in the use case described in this paper.

To get an overview, the constraints are divided into the fol-
lowing categories: 1) nutrition constraints, 2) nutrition scores,
3) guideline constraints, 4) ingredients, 5) tags.

Nutrition constraints refer to certain limits for each recipe
per 100g per serving. The actual limits are defined before the
training step and are labeled as either low, medium, or high. In
the given example low sodium is of the current category. The
intuition behind this is, that every user, regardless of his/her
nutritional education, can easily configure the recommender
nutrition-wise. For the training step, none or multiple nutrients
and levels are chosen to limit each question-answers pair.

Nutrition Scores are utilized to approximate the recipes’
healthiness into one score. Among multiple problems such
a generalization approach brings, the goal is to coarsely
differentiate between very healthy, very unhealthy, and in-
between recipes. In the example NutriScore of minimal C2

is set to avoid unhealthy recipes altogether. An additional
idea is, that at some point the system just slightly increases
the nutrition score, such that the user automatically receives
slightly healthier recommendations to nudge him/her into the
desired direction. Available scores are the NutriScore, the
WHO Score, and the FSA Score as given by the underlying
Knowledge Graph [27].

Guideline constraints refer to the nutritional values of one
whole serving. This option is meant for users who know
their nutritional needs (e.g. a diet or instructions from their
nutritionist). In the running example, those are given by the
ranges of sugar and calories.

The remaining constraints are Ingredients and Tags. For
example, disliked Ingredients (e.g. peanuts) are used to limit
for allergies.

2The NutriScore [17], [26] is a 5-colour nutrition label ranging from A (the
best) to E (the worst) and rating the overall nutritional value of food products.

https://www.reddit.com/


Fig. 2. KBQA Recommender Architecture: The components in the blue dashed box show the training process, while outside components represent the
recommendation process. Components with a filled purple background refer to constraints used for model training and recommendation and are described in
more detail in Fig. 3 and Fig. 4.

Fig. 3. Constraints shown in this figure might be present in each question-
answers pair used for training. The actual constraints and their number
of occurrences are chosen randomly respecting a configuration set before
training. Among Nutritional motivated constraints (Nutrition constraints,
Guideline constraints, Nutrition Scores the training data also includes the
recipes’ Ingredients and Tags.)

c) Knowledge Base: The architecture (Fig. 2) expects
a Knowledge Base containing recipes with their nutritional
information, nutrition scores, ingredients, and tags as input
for the training step. For our approach, we use HUMMUS KG
[27] as it contains the needed data.

2) QA Generation: The QA generation is done similarly to
PFoodReq [10] system. For each question-answers pair, a ran-
dom Template is populated with random Training Constraints
at the Query Extension step, serving as a question. The set
of possible answers is generated by querying the Knowledge
Base with the Training Constraints in addition to the Answer
Augmentation. This process modifies the answer graph (which
contains the possible recipes as answers) by generalizing
nutrition-related requirements to the given constraints.

For example, suppose the requirement is to have a recipe
with a minimal NutriScore of C and a candidate answer is of
score B. In that case, this answer in the scope of the question
is generalized to minimal NutriScore C.

Fig. 4. This figure shows constraints used for formulating the user queries for
the recommendations. Explicit constraints vary from user to user and focus
on the health context. They can directly be set by the user. The System chosen
constraints are indirectly influenced by the user and depend on the context
the user is in. Random retrieved constraints originate from the user’s previous
interactions and serve to ask for recipes the user might be interested in.

3) Constraint Modelling: Both the query and the answers
are internally annotated in the Constraint Modelling step
to modify the KBQA Models’ loss function, especially for
negative constraints like allergies or disliked ingredients. This
loss function is taken as-is from Chen [10]. The result is
a training (respectively testing or validation) set with the
mentioned annotations to interact with the KBQA Model.

4) Query Builder: The recommender now assumes a
trained KBQA Model and User Constraints to generate queries
for meal plan recommendations. In Fig. 4, the distinction
is made depending on how the constraints are chosen for
the recommendation task. The Explicit constraints include
all nutritional constraints that a user might set explicitly
by himself/herself to personalize his/her recommendations.
They include the coarse nutrition levels, the more specific



TABLE I
DISTRIBUTION OF CALORIES ACROSS EATING OCCASIONS FOR ADULTS
(19-59 Y.O.) IN TARGET CALORIE LEVEL (KCAL) AND PERCENTAGE OF

TOTAL CALORIES (%) [28].

Total Breakfast Lunch Dinner Snacks
kcal kcal % kcal % kcal % kcal %
2000 440 22 640 32 640 32 280 14

guidelines, and ingredient dislikes or allergies. Exceptions are
nutrition scores, and calorie guidelines, which are part of
the System chosen constraints. Those parameters are set by
the system depending on context information like the users’
current meal type, and a current calorie budget.

The calculation of the budget can be configured for each
user and depends on a calorie distribution in regards to
different meal types (refer to Table I), already intaken calories,
and the daily calorie limit estimated by the user’s personal
information like BMI and activity level. Lastly, Randomly
retrieved constraints e.g. tags and liked ingredients are used to
find well-fitting recipes regarding the users’ flavor preferences.
The list of possible candidates depends on the user’s previous
interactions and highly influences the accuracy of the final
recommendations.

Depending on the actual User Constraints the Query Builder
generates queries for all not-already consumed meal types of
the day. Alternatively, the user directly formulates a query,
skipping the Query Builder entirely.

5) KBQA Model: All queries are processed with the already
trained KBQA Model and result in multiple sets of ranked
recommendations.

6) Recommendation: Each meal type has an independent
set of recommendations that is valid within the corresponding
calorie limit for the given meal type.

7) Explanation: For each recommendation set Explanations
can be generated using the query contents directly, or the KG
connections between a current user, its user-recipe interactions,
the recommended recipes, and the query contents.

B. Mitigation of Data Sparsity

The underlying HUMMUS KG [27] is relatively sparse
increasing the difficulty to deploy a model with an acceptable
accuracy. In combination with threshold discarding strategies
(which remove users and recipes with a too small number of
interactions), SKlearn’s MiniBatchKMeans 3 rating-based clus-
tering is added. Thus, the overall data set density is increased
by resetting all user-recipe interactions to the clusters (in a
way super-users). This issue has not been tackled in [10].

C. Addressing the Cold Start Problem

One well-known issue for recommender systems is the cold
start problem, meaning that when new users appear in the
system history and context data are missing on which the
system relies. A standard solution is to recommend new users
popular items until enough additional data is gathered such

3https://scikit-learn.org/stable/modules/generated/sklearn.cluster.
MiniBatchKMeans.html

Fig. 5. Heuristic to find similar user clusters for a new user.

that the systems’ knowledge of a user is sufficient. In this
scope, the data includes the users’ weight, height, and physical
activity profile to calculate the Body Mass Index (BMI) and
to approximate the users’ daily intake of calories, used for the
recommended meal plans later on. Also, interaction data is
mandatory in the design. Thus, each new user must initially
like or dislike at least 10 recipes. The collected interaction
data is used to link the new user with a cluster (or superuser)
from the data set used for training.

To efficiently find a similar cluster, the user is not requested
to rate arbitrary recipes, a heuristic shown in Fig 5 is applied.
First, the most popular and frequent recipe must be rated;
this step remains the same for each new user as long as
the underlying data set and thus the trained model does not
change. For each consecutive step, the cosine similarity of the
current user’s and all clusters’ recipe interactions is calculated.
The next to-be-rated recipe is among the favorite recipes of the
most similar cluster. In the end, the user will be linked with
the overall most similar cluster. Until such a user is appended
to the training set or re-linked to a better fitting cluster in the
future, all following recommendations are based on the linked
cluster and the user’s data e.g. nutrition requirements.

D. Enhancing Effectiveness through Persuasion

To increase the effectiveness, multiple strategies to persuade
the user to follow the recommendations are implemented.

Persuasion by explanation assumes that a more educated
user might be more open and likely to follow the given ad-
vice. As the recommendation process includes an information
retrieval part and a usage of a KBQA System model, a lot
of context information is already involved. Explicitly used
information for the query generation like calorie limits, used
tags, ingredients, and all additional constraints can directly
be used for the explanation. Also, the original KG can be
utilized by finding paths between the current users’ clusters,
their interactions, and the information used by the query. The
presentation of those explanations is only given in textual form
by using templates. Referring to the running example, Table
II shows an excerpt of possible explanations.

As shown in [29], the visualization of explanations affects
the effectiveness and could be extended further.

https://scikit-learn.org/stable/modules/generated/sklearn.cluster.MiniBatchKMeans.html
https://scikit-learn.org/stable/modules/generated/sklearn.cluster.MiniBatchKMeans.html


TABLE II
EXAMPLES OF TEXT EXPLANATIONS THAT ARE GENERATED FROM THE

USER-SPECIFIED REQUIREMENTS.

Type Explanation

Rating based
We chose this recipe for you because similar
users like you gave this recipe an average rating
of 4.7.

Ingredient based We chose this recipe for you because it contains
bread which you asked for.

Nutrition based We chose this recipe for you because it has a
sugar amount of 7g.

Tag based We chose this recipe for you because it is a
dinner recipe.

Hybrid/Combined
We chose this recipe for you because it does not
contain peanuts, has a calorie amount of 400kcal,
and is a baked recipe.

Persuasion by gamification refers to elements that try to
awaken a user’s desire to play with fun parts of the system,
increasing motivation and likeliness to follow the system’s
advice. Most gamification elements are independent of the un-
derlying system like the persuasion method Progress Tracking
(of e.g. weight) or Achievements. However, other elements can
be directly integrated with the presented approach. Challenges
can be generated similarly to the user’s other recommenda-
tions. For example, eating a meal without sugar would require
the system to add the guideline constraint of 0g sugar on query
construction.

Fig. 6. Exemplified gamification page combining Rewards (Lemons), Progress
Tracking, Achievements, and Challenges.

Rewards can be granted to the user by some kind of
currency, like for example shown in Fig. 6. The reward can
be used to change the system behavior by, for example,
being less restrictive in terms of required nutrition scores or
adding ingredients or tags that are associated with rewards like
chocolate to the query.

As a last example, also refer to Fig. 7, the persuasive effect
of giving or spreading Likes can be directly integrated into the
initial task of recipe rating. For example, the rating process
could be similar to the swiping mechanic which is used by
Tinder.

IV. EXPERIMENTS

Experiments to explore the model’s accuracy, capability of
learning the nutrition feature, and scalability are conducted.

Fig. 7. Exemplified swipe mechanic for rating recipes.

Table III shows the proposed approach in comparison to
PFoodReq baseline [10] (replicated by using their original
approach but with the HUMMUS KG instead of the FoodKG
as data base). All approaches share the same hyper-parameters
with the baseline but differ in the previously described modifi-
cations and data set configurations. To get an understanding of
the scalability limits, three models of different training sizes
(Number of Questions) are compared. The Number of Tags is
similar to the baseline because both data sets share the majority
of tags as their recipes are collected from the same website.
The Number of unique Recipes ranges from approximately 100
to 10 000 which is a direct result of the dataset sizes. It refers
to all unique recipes in the answer set of the training data,
not the actual number of recipes. However, when comparing
the relations between the number of questions and recipes
between all approaches, it is apparent that the approaches have
way fewer unique recipes in the training set. The reason is
the Average Requirements per Question, meaning the average
number of keywords that influenced the answer set of the
training data. As those requirements, caused by the extensions
and modifications, are double as high as for the baseline, it
heavily limits the number of valid answers (recipes) for each
question. Regarding the evaluation results, MAP seems to be
relatively independent of the model’s size and is similar to
the baseline. However, especially the Average Precision (and
thus the other measures) decreases when changing the models’
dataset size.

As mentioned previously, the extension’s goal is to have
a higher degree of influence on the final recipe recommen-
dations. This includes the possibility of asking for specific
nutrient ranges, coarser nutrition levels, ingredients, tags, and
nutrition scores. To give an incentive for one of those, Fig. 8
and Table IV show the health improvement of recommenda-
tions when asked for a better (in this case higher) nutrition
score. Unfortunately, the improvement is marginal and the
underlying KBQA model seems to have trouble learning the
hereby used NutriScore levels low and high.



TABLE III
RESULTS OF THE EXPERIMENTS IN COMPARISON TO THE REPLICATED BASELINE [10]. IT SHOWS THE TRAINING DATASET’S PROPERTIES Number of
unique Recipies (#Rec.), Number of Questions (#Ques.), Number of Tags (#Tags), Average Requirements per Question (Avg. Req.) AND EVALUATION

METRICS Mean Average Precision (MAP@10), Mean Average Recall (MAR@10), Average Precision per question (Avg. P.), Average Recall per question
(Avg. R.), and Average F1-score per question (Avg. F1) AS IMPLEMENTED IN THE recmetrics library.

Description #Ques. #Tags #Rec. Avg. Req. MAP@10 MAR@10 Avg. P. Avg. R. Avg. F1
PFoodReq 4.4k 215 9.5k 2.25 45.46% 45.06% 42.33% 56.50% 42.78%
Food KBQA (S) 1.3k 207 0.1k 4 53.13% 41.43% 53.13% 41.43% 42.10%
Food KBQA (M) 8.2k 317 1k 3.9 43.16% 26.15% 18.13% 31.71% 15.00%
Food KBQA (L) 18.9k 317 10k 4.4 49.94% 26.83% 7.85% 30.53% 7.18%

Fig. 8. NutriScore distributions for the KBQA (L) model: The first chart shows the distribution of the scores in the training set (unique recipes in the answers).
The Second one shows the distribution of the scores for the recommendation with no constraints while the last with the constraint of a higher score.

TABLE IV
AVERAGE NutriScore IN THE TRAINING DATA SET (Training), WHEN USED

FOR RECOMMENDATION WITH A LOW NutriScore (Rec.), AND FOR
CONSTRAINED RECOMMENDATION WITH A HIGH NutriScore (Const. Rec.).
A LOW NutriScore IS DEFINED BY ALLOWING ALL CATEGORIES FROM A TO

E (BECAUSE IT IS ASSUMED THAT IT IS NOT EXPLICITLY ASKED FOR AN
UNHEALTHY RECIPE BUT INSTEAD FOR ANY RECIPE), WHILE THE HIGH
NutriScore ONLY INCLUDES CATEGORIES A AND B. THE PERCENTAGE

Improvement BETWEEN THE LOW AND HIGH CATEGORIES IS GIVEN IN THE
LAST COLUMN. THE SCORE IS NORMALIZED BETWEEN 1 AND 0 WHILE

THE LATTER IS THE unhealthiest POSSIBLE SCORE.

Description Training Rec. Cons. Rec. Improvement
Food KBQA (S) 5.6% 3.3% 3.8% 12.8%
Food KBQA (M) 8.2% 7.5% 8.8% 16.7%
Food KBQA (L) 8.5% 5.3% 8.1% 52.9%

A. Discussion

In terms of MAP the proposed model performs similarly
to PFoodReq [10] baseline. However, there are inherent prob-
lems that limit the usability of the proposed approach. First,
the increased complexity in terms of additional requirements
decreases the accuracy (average Precision, F1) in comparison
to the baseline. Second, the training size also negatively
influences the accuracy. Those two issues influence the overall
scalability of the approach by limiting either the size or
the number of requirements the model supports. Assuming
having small organizations like a local nutrition clinic that only
provides or requires small data sets, the proposed approach
still seems to be promising. Third, the model can learn the
proposed additional constraints, but the effect on the nutrition
score is far smaller than expected. The reason is, that all

requirements function as soft constraints. In addition, the
way of the question-answer set generation, especially the
unbalanced recommendation answers in terms of nutrition
score distribution, produces an unbalanced data set. Fourth
and lastly, the KBQA model also requires a set of constraints
(or keywords) to recommend meal plans. For a manual recom-
mendation, the user can define his or her query freely, but it is
unclear how to optimally extract and choose user preferences
like ingredients or tags to get a good recommendation.

V. CONCLUSION AND FUTURE WORK

The presented KBQA system offers additional configura-
tion options useful for some use cases, the automatic query
generation, the meal-plan generation, support for persuasion,
and the support of nutrition scores. It is assumed that a user
with or without the help of an accompanying nutritionist can
formulate health-aware constraints. The system incorporates a
set of additional constraints like coarse nutrition levels (high,
medium, low), specific nutrition ranges, and nutrition scores.
The approach is feasible for smaller use cases but cannot
be scaled to larger datasets without reducing the supported
additional constraints. Also, especially problematic in the food
domain, the system only works with soft constraints which
might be desirable for some categories like for example liked
ingredients but not for others like disliked ingredients or
allergies. The last issue is the unexpected minor improvement
in nutrition score when explicitly asking the model for it.

In cases where a KBQA system is not necessarily required,
it might be more promising to directly use the presented ideas

https://github.com/statisticianinstilettos/recmetrics


(especially the additional constraints) on a standard recom-
mender by influencing its rewards for each user. Moreover,
motivated by the lack of scalability, using Large Language
Models (LLMs) like Retrieval Augmented Generation (RAG)
are a promising direction. Another point is, that especially as-
pects like persuasion including explanations and gamification,
and its possible change in the recommendations’ effectiveness
in the real world need to be evaluated by real users in the
future. Lastly, the by the system already envisioned inclusion
of medical experts like doctors or nutritionists should be
evaluated as well in an online setting.
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APPENDIX A
ONLINE RESOURCES

All resources are available through our GitLab4 repository.

4https://gitlab.com/felix134/food-kbqa-recommender. The README.md
file provides additional technical information regarding the data and steps
to follow to reproduce the shown results, figures, and tables.
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