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Abstract
This work investigates the capabilities of large language models
(LLMs) in detecting and understanding human emotions through
text. Drawing upon emotion models from psychology, we adopt
an interdisciplinary perspective that integrates computational and
affective sciences insights. The main goal is to assess how accu-
rately they can identify emotions expressed in textual interactions
and compare different models on this specific task. This research
contributes to broader efforts to enhance human-computer interac-
tion, making artificial intelligence technologies more responsive
and sensitive to users’ emotional nuances. By employing a method-
ology that involves comparisons with a state-of-the-art model on
the GoEmotions dataset, we aim to gauge LLMs’ effectiveness as a
system for emotional analysis, paving the way for potential appli-
cations in various fields that require a nuanced understanding of
human language.
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• Computing methodologies → Natural language processing;
Artificial intelligence.
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1 Introduction
The advent of artificial intelligence technologies, in particular con-
versational agents such as ChatGPT, has profoundly transformed
the way we interact with machines [25]. These agents, designed
to simulate human conversations, now play a crucial role in vari-
ous fields, from customer service [20] to personal assistance [40].
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These novel technologies come with novel challenges for the AI
community, among which we focus on one in particular: the ability
to capture and correlate emotional expressions by machines and
the ability of machines to express emotions and empathic behavior
themselves [14].

This work aims to provide a rigorous and detailed assessment
of several LLMs, including GPT and LLama, and emerging mod-
els such as Gemini, Mistral, and Phi-3, focusing on their ability to
detect and respond to emotions. Given that ChatGPT became "the
fastest-growing app of all time" [29], we place particular emphasis
on the GPT architecture it is based on. By cross-referencing the
results of different evaluation methods, we aim to identify avenues
of improvement to make conversational agents more empathetic
and better adapted to users’ needs. Our methodological approach
thus aims to answer the question "How effectively do various large
language models detect and classify human emotions from text com-
pared to a state-of-the-art emotion detection model, using macro F1
score as an objective metric?". In contexts such as mental health,
customer support, and social interactions, empathy, and emotional
understanding are essential [32].

The paper is structured as follows. Section 2 introduces the psy-
chological emotion models that form the conceptual foundation for
our analysis. Section 3 presents the emotion datasets used for train-
ing and evaluating AI models. Section 4 provides a quick overview
of transformer-based architectures, including GPT, BERT, and other
LLMs. Section 5 details our evaluation methodology, experiments,
and results, covering prompt engineering techniques and cross-
model comparisons. We conclude in Section 7 with comments on
current findings and directions for future research.

2 Emotion Models
In this section of the analysis, the term model refers to an emo-
tion model, as understood in the field of psychology. We begin by
disambiguating terminology to avoid confusion with a possible
alternative meaning in Computer Science. According to Yadollahi
et al. [41], referencing the work of Fox [15], the terms emotion,
mood, feeling, and affect are described in neuroscience as follows:

• Emotion: A discrete and consistent response to internal or
external events that have a particular significance for the
organism; emotion has a short-term duration.

• Mood: a diffuse affective state that compared to emotion is
usually less intense but with longer duration.

• Feeling: A subjective representation of emotions, private
to the individual experiencing them; similarly to emotion, it
has a short-term duration.

• Affect: an encompassing term used to describe the topics of
emotion, feelings, and moods together.
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The terms Emotion and Affect are the most important here,
as their uses will be found in the following works. We will now
turn our attention to the various emotion models from the field of
psychology. In their review of emotion models, Sreeja and Maha-
lakshmi [13] distinguish two categories of models:

• Categorical (also called Discrete) : These models feature
several distinct emotions.

• Dimensional: These models represent emotions on contin-
uous dimensions rather than discrete states.

According to Yadollahi et al., "while psychologists do not agree
on what model describes more accurately the set of basic emotions,
the model suggested by Ekman et al., with six emotions, is the
most widely used in computer science research" [41]. For Paul
Ekman, this model identifies six basic emotions that are universal
and recognizable by all human cultures: joy, sadness, anger, fear,
surprise, and disgust [11]. Ekman developed this model from his
research into facial expressions and human emotions. His first study
in this domain was in 1970, where Ekman asked New Guineans to
associate photographs and emotions [12]. The study’s sample is
of 189 adults and 130 children. Following the study’s protocol, the
experiment showed three photographs to a test subject, told a story
concerning one of the emotions in Ekman’s taxonomy, and then
asked the subject to pick the photograph that fits the story. Ekman
states, "The results were very clear, supporting our hypothesis that
there is a pan-cultural element in facial expressions of emotion."

Before Ekman, Tomkins proposed a model comprising eight fun-
damental affects, identified by different facial expressions: Interest-
Excitement, Pleasure-Joy, Surprise, Distress-Anguish, Fear-Terror,
Shame-Humiliation, Contempt-Disgust and Anger-Rage [36]. For
Tomkins, emotions "consist of one or more affects in combination
with cognitive or drive states in a manner that colors, flavors, or
inflects the affects" [16], corresponding to the definition we gave to
the term affect. In each pair, the first term corresponds to "the most
characteristic description as experienced at low [...] intensity", and
the second term to the one experienced at high intensity. Tomkins
used compound names for these affects to describe the expressed
affect as characteristic as possible.

Building on Tomkins’ work, Lövheim has developed a dimen-
sional model represented by a cubic structure [24]. Each corner of
this cube corresponds to an affect described by Tomkins. In this
representation, each emotion is positioned along orthogonal axes
defined by the levels of three monoamines: dopamine (DA), sero-
tonin (5-HT), and noradrenaline (NE). For example, the Anger-Rage
affect is characterized by high levels of dopamine and noradrenaline
but low serotonin levels. According to Lövheim, the advantage of
this dimensional model lies in its ability to correlate directly with
the field of neurobiology.

Figure 1: Graphical representation of the Lövheimmodel [2].
.

Lövheim compares his approach with Plutchik’s dimensional
model in the introductory article to his model. Plutchik describes an
eight-emotion model: Fear, Anger, Joy, Sadness, Acceptance/Trust,
Disgust, Anticipation, and Surprise [27]. He justifies this choice
by linking each emotion to a biological factor. In 1991, Plutchik
describes an experiment in which 30 university students rate the
intensity of different emotions on a scale from 1 to 11 [26]. The list
includes the eight primary emotions and their synonyms. Based on
the data collected, he proposes a model in which the most intense
emotions are represented closer to the center and with more sat-
urated colors than those of less intense emotions. Plutchik points
out that the opposing primary emotions in this emotional wheel
are complementary and that their combination produces a neutral
psychic or biological state comparable to gray. The 3D version of
Plutchik’s model, which represents intensity on the depth axis,
illustrates these concepts more explicitly.

Figure 2: 2D representation of the Plutchik model [35]



"Only ChatGPT gets me": An Empirical Analysis WWW Companion ’25, April 28-May 2, 2025, Sydney, NSW, Australia

Figure 3: 3D representation of the Plutchik model [5]

Ekman Tomkins Lövheim Plutchik

Joy ✓ ✓ ✓ ✓
Anger ✓ ✓ ✓ ✓
Fear ✓ ✓ ✓ ✓
Sadness ✓ ✓
Acceptance/Confidence ✓
Disgust ✓ ✓ ✓ ✓
Anticipation ✓
Surprise ✓ ✓ ✓ ✓
Distress ✓ ✓
Shame ✓ ✓
Interest ✓ ✓
Model type Discrete Discrete Dimensional Dimensional

Table 1: Comparison of the emotions present in each model.

In Table 1, we observe that the emotions common to the dif-
ferent models include Joy, Anger, Fear, Disgust, and Surprise. As
mentioned in the introduction of this section, there is no consen-
sus about which model best represents the spectrum of human
emotions. When these models are used in computer science, the
different emotions present in each model (or affects in the case of
Tomkins and Lövheim) are used to create a taxonomy to annotate
datasets. While categorical models are well-suited for such a pur-
pose, information is inevitably lost during discretization in the case
of dimensional models.

3 Emotion Datasets
Emotion detection uses specific datasets to train and evaluate emo-
tional classification models efficiently and accurately. The GoEmo-
tions dataset, developed by Google, is a collection of 58,000 Reddit
comments, manually annotated to cover 27 emotional categories
and one neutral category [9]. This dataset stands out for its granu-
larity, offering detailed and nuanced coverage of human emotions.
Data were collected from 2005 to January 2019, excluding deleted
and non-English comments. To limit bias, the data was partially
filtered to reduce vulgarities while retaining those deemed essential
for learning about negative emotions, limiting text length, and bal-
ancing the emotions represented. The final taxonomy of emotions
was established through an iterative process to maximize the cov-
erage of emotions expressed in the Reddit data while limiting the
total number of emotions and their overlap. Initially, 56 emotional
categories were considered. During iterative refinement, categories

that the annotators rarely selected showed low concordance or
were difficult to detect in the text were removed to improve clarity
[8]. Frequently suggested categories that were well represented
in the data were added. This refinement process resulted in high
annotation accuracy, with 94% of examples having at least two
annotators agreeing on at least one emotional label. As a result,
GoEmotions includes 12 positive, 11 negative, and four ambivalent
emotions, enabling GoEmotions to serve as a reliable resource for
the fine classification of emotions in texts.

The CARER dataset is a less granular dataset than GoEmotions,
featuring eight emotion labels (Joy, Surprise, Anticipation, Fear,
Anger, Trust, Disgust, and Sadness) [30]. Unlike GoEmotions, each
text, based on tweets, is associated with a unique emotion label.
The eight labels used are the same as those described by Plutchik
[27]. This feature is shared by the WRIME dataset [21], composed
of texts from various social networks, and GoodNewEveryone [4],
which takes newspaper headlines and adds the labels Guilt, Love,
Pessimism, Optimism, Pride and Shame, separating Surprise into
Positive Surprise and Negative Surprise. For the latter, similarly to
GoEmotions, newspaper headlines were annotated by comparing
agreements between annotators.

The oldest andmost cited dataset is the ISEAR dataset [31]. Based
on Ekman’s work and using the emotions described in it (replacing
Surprise with Shame and Guilt), ISEAR is a dataset derived from
psychological research to prove the universality and cultural varia-
tions of differential emotional response patterns. The various data
come from a series of questionnaires taken in 37 different countries.

Whether for datasets based on thework of Plutchik and Ekman or
for GoEmotions, the shared emotions are Joy, Anger, Fear, Sadness,
and Disgust. Unlike the emotions shared by the different models, the
emotion of Surprise is absent here due to its non-use in the ISEAR
data, and the emotion of Sadness makes its appearance, already
being a common emotion in the Ekman and Plutchik models.

4 The Transformer models
Introduced by Vaswani et al. [38], Transformer models have revo-
lutionized NLP thanks to their innovative architecture, overcoming
the limitations of previous approaches such as Recurrent Neural
Networks (RNN) and Long Short-TermMemory (LSTM) [17]. Those
models are interesting notably due to their exceptional performance,
which is now state-of-the-art in many fields, such as NLP [7] or
audio processing [23]. Transformers are at the root of LLMs such
as GPT and classifiers such as BERT. These families of models are
used for emotion detection as well.

. Developed by OpenAI, GPT is an auto-regressive model [28].
This architecture generates text sequentially, predicting each sub-
sequent word based on previously generated words. ChatGPT is a
conversational agent, a chatbot, based on the GTP-3.5 model.

. In contrast, BERT is an example of an encoder model [10].
Unlike GPT, BERT is specifically designed to understand and ana-
lyze language. It excels in text classification, comprehension, and
sentiment analysis tasks.
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GoEmotions CARER WRIME GoodNewsEveryone ISEAR

Admiration ✓
Amusement ✓
Anger ✓ ✓ ✓ ✓ ✓
Annoyance ✓ ✓
Anticipation ✓ ✓
Approval ✓
Caring ✓
Confusion ✓
Curiosity ✓
Desire ✓
Disappoint-ment ✓
Disapproval ✓
Disgust ✓ ✓ ✓ ✓ ✓
Embarrass-ment ✓
Excitement ✓
Fear ✓ ✓ ✓ ✓ ✓
Gratitude ✓
Grief ✓
Guilt ✓ ✓
Joy ✓ ✓ ✓ ✓ ✓
Love ✓ ✓
Nervousness ✓
Neutral ✓
Optimism ✓ ✓
Pessimism ✓
Pride ✓ ✓
Realization ✓
Relief ✓
Remorse ✓
Sadness ✓ ✓ ✓ ✓ ✓
Shame ✓ ✓
Surprise ✓ ✓ ✓ ✓
Trust ✓ ✓ ✓

Table 2: Comparison of the emotions present in each dataset.

4.1 Other LLMs
In this work, we investigate the emotion detection capabilities of
several LLMs. In addition to GPT, we examine Gemini, Gemma,
LLaMA, Phi3, Mistral, and Mixtral. Here is a short description of
those models:

• LLama [37]: LLamamodels are open-source LLMs distributed
by Meta. They are designed to be computationally efficient
and easy to fine-tune.

• Mistral [18]/ Mixtral [19]: Mistral and Mixtral are two
LLM introduced by Mistral AI. Mistral outperforms LLama 2
on multiple benchmarks while maintaining faster inference.
Mixtral is based on a sparse mixture-of-experts (SMoE). Each
token is processed by two out of eight experts per layer,
giving Mixtral effective access to large parameter spaces
while only using 13B active parameters per inference step.
Mixtral competes with GPT-3.5 on many benchmarks.

• Gemma [34]/ Gemini [33]: Developed by Google, Gemma,
and Gemini represent two distinct approaches in the LLM
ecosystem. Gemma models are open-source solutions de-
signed for multilingual understanding and accessibility, mak-
ing them adaptable to various applications. Gemini is a mul-
timodal LLM crafted to excel at complex benchmarks, po-
sitioning itself as a strong competitor to high-performance
models like Claude 3.0 or GPT-4.

• Phi-3 [3]: Phi-3, a kind of model brought by Microsoft, can
be described as a Small Langue Model (SLM). Despite its
relatively compact size, it is designed to achieve top-tier
performance and rival larger models such as Mixtral and
GPT-3.5.

After establishing these models’ foundational concepts and char-
acteristics, we can now move on to evaluating their performances
in emotion detection tasks.

5 Evaluation and Results
5.1 Emotion Detection
Natural Language Processing (NLP) is an essential branch of artifi-
cial intelligence devoted to understanding and manipulating human
language by machines. NLP problems can be divided into two main
categories: symbolic and statistical [39]. Statistical approaches are
the basis behind Transformer models and LLMs, so we focus on
these methods here.

While traditional opinion mining, or sentiment analysis, classi-
fies opinions as positive, negative, or neutral, emotion detection
(ED) offers a more nuanced understanding of affective states [6]. By
moving beyond a binary or ternary scale, ED captures subtle emo-
tional cues, paving the way for more empathetic and contextually
aware AI applications.

5.2 Chat-GPT and Emotion Detection
After exploring Transformers models, BERT, LLMs, and emotion
datasets such as GoEmotions, it is pertinent to look at the compar-
ative evaluation of these models in the specific domain of emotion
detection. The article ChatGPT: Jack of all trades, master of none
evaluates ChatGPT’s performance on various NLP tasks, including
emotion detection [22]. This evaluation compares ChatGPT with
models considered to be state-of-the-art (SOTA) for the same tasks.

In the field of emotion detection, ChatGPT is evaluated as a clas-
sifier. Its performance is measured using the GoEmotions dataset.
Given the variability in the numbers of each emotional class in this
dataset, the F1 macro score is used as the evaluation metric. The F1
macro score is calculated as the arithmetic mean of the individual
F1 scores for each class, where each F1 score is itself the harmonic
mean of precision and recall for that class. This method enables a
balanced evaluation by not favoring any particular class, regard-
less of their prevalence in the dataset. This property is essential in
contexts where classes are unequally represented, as it prevents
the bias towards majority classes that could distort the overall as-
sessment of model performance. By balancing the influence of each
class, the F1 macro encourages the development of models that ef-
fectively recognize all emotions, including less frequent ones, thus
contributing to a richer understanding of the emotional nuances
captured in the text.

5.3 Reproduction of Results
In the following section, we specifically seek to reproduce the re-
sults observed in Kocon’s study [22] to verify the consistency of
ChatGPT’s performance in emotion detection, as described in this
publication.
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Firstly, the BERTmodel, referred to as SOTA, used by the article’s
authors, is tested to confirm its F1 macro score [1]. The second step
is to use the OpenAI API to interact with GPT-3.5-Turbo, which is
identical to the one on which ChatGPT is based. A specific prompt
is sent through the API to evaluate ChatGPT, which then generates
the model response. The structure of this prompt is inspired by
the article, as illustrated in Figure 4. The response received from
ChatGPT is then analyzed to calculate its F1 macro score. The BERT
model and GPT-3.5-Turbo will be tested using the test set from the
dataset GoEmotions.

Evaluated metrics include:
• ChatGPT macro F1 score (%): Calculated as the average of
the F1 scores for each class, this measures ChatGPT’s overall
performance across all classes regardless of their frequency
of appearance.

• SOTA macro F1 score (%): Measures the performance of
the SOTA model for the same task. Calculated in the same
way as ChatGPT’s F1 macro.

• Difference (pp): The difference in percentage points be-
tween the F1 macro scores of ChatGPT and the SOTA model.

• Difficulty (%) : Defined as

Difficulty = 100% − 𝐹1macro, SOTA

This metric reflects the task’s intrinsic difficulty based on
the SOTA model’s performance.

• Loss (%) : Calculated as

Loss = 100% ×
𝐹1macro, SOTA − 𝐹1macro, ChatGPT

𝐹1macro, SOTA

This metric shows the performance loss of ChatGPT com-
pared with the SOTA model.

Figure 4: Example prompt [22]

Analysis of ChatGPT’s performance in comparison with the
SOTA model on the emotion detection task, as illustrated in Table
3, reveals a significant deviation from the performance of the SOTA
model. This discrepancy is noticeable in all the contexts tested, with
a performance loss of more than 50% in all contexts. This obser-
vation suggests that, despite ChatGPT’s advanced text generation
capabilities, its performance in the specific emotion detection task
remains substantially inferior to that of a model dedicated to this
task, confirming the article’s conclusions. The various tests were
carried out with varying batch sizes due to the constraints imposed
by the OpenAI API. In the following section, the batch size used

for testing will be the one from Test2, as the results obtained for
this test are the closest to the one in Kocon’s paper.

5.4 Evaluation Setting
The methodology of this study consists of several steps aimed at
evaluating and improving the performance of ChatGPT for the
emotion detection task. First, we thoroughly review prompt engi-
neering techniques, building on approaches identified in the state
of the art to optimize the instructions given to ChatGPT. The aim
is to maximize its F1 macro score, a metric chosen to evaluate the
model’s accuracy in a balanced way across all emotional classes.

Once the best prompt has been determined, we will compare
ChatGPT’s performance with other language models using the
same optimized prompt. Once again, ChatGPT is represented by
the GPT-3.5-turbo model, on which it is based. This comparison
will enable us to situate ChatGPT in relation to other models in the
specific context of emotion detection. Then, to check the results’
robustness, we will employ complementary methods, such as inte-
grating dictionaries to correct responses that do not appear in the
list of 28 emotions. Figure 5 shows a flowchart of the evaluation.

Figure 5: Evaluation flowchart

5.5 Prompt Engineering
To optimize GPT’s performance in the emotion detection task, we
explored several variants of prompts. Each variant aims to refine
the instructions given to the model to improve the accuracy and
consistency of responses. The four prompts used in this study are
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ChatGPT macro F1 score (%) SOTA macro F1 score (%) Difference (pp) Difficulty (%) Loss (%)

Reference values 25.55 52.75 27.20 47.25 51.56
Test1, Batch size 500 22.43 48.86 26.43 51.14 54.09
Test2, Batch size 1000 22.82 52.19 29.37 47.81 56.28
Test3, Batch size 2500 22.83 49.30 26.47 50.70 53.69
Test4, Entire dataset 23.02 49.68 26.66 50.32 53.67

Table 3: Comparison of Chat-GPT and SOTA model performance depending on the batch size.

detailed below, each with specific adjustments to maximize the F1
macro score. The basic prompt (Figure 6) asks GPT to select a single
emotion from a given list elicited by the text provided. This prompt
serves as a starting point for evaluating the initial performance of
the GPT model.

Figure 6: Original prompt

The new prompt, seen in Figure 7, adds a variable for the num-
ber of emotions to be identified, corresponding to the number of
emotions annotated for the given text in the GoEmotions dataset.
This approach better aligns GPT’s responses with the dataset’s
annotations.

Figure 7: First Variant

For the next prompt, emphasis is placed on the exact number of
emotions to be returned using the phrase "Please list exactly num-
ber_of_emotions." This formulation is intended to reduce ambiguity
and encourage GPT to adhere strictly to the requested number of
emotions. This prompt is illustrated in Figure 8.

Figure 8: Second Variant

The last prompt (Figure 9) repeats the methodology of the pre-
vious prompt while adding quotation marks around the number

of emotions requested and providing an explicit example of the
expected response format. This example is intended to clarify ex-
pectations further and guide GPT towards a correctly formatted
response.

Figure 9: Third Variant

Model macro F1 score (%) Difference (pp) Loss (%)

Reference values 22.82 29.37 56.28
Variant 1 27.28 24.91 47.73
Variant 2 26.14 26.05 49.91
Variant 3 28.97 23.22 44.49

Table 4: Comparison of Chat-GPT performance depending
on the prompt used.

Table 4 shows that the last prompt achieves the highest F1 macro
score. In the remainder of this study, we will use this prompt to
explore Chat-GPT’s performance in greater depth and compare it
with other language models.

5.6 Comparisons with other LLMs
As mentioned in the previous subsection, we will now compare the
F1 macro scores of Chat-GPT with those of other large language
models (LLMs). The aim is to determine whether one model out-
performs GPT-3.5-Turbo in the emotion detection task. The prompt
??, which gave the best results for Chat-GPT, will be used for these
comparisons.

Gemini-1.5 results were obtained using a Google Colab provided
by Google. The performance of Llama-3-70b and Mixtral-8x7b was
measured via the Huggingchat API, as these models are too large
to be run locally. The other results were obtained by running the
models locally using the Ollama application and Python library.



"Only ChatGPT gets me": An Empirical Analysis WWW Companion ’25, April 28-May 2, 2025, Sydney, NSW, Australia

Model name Model macro F1 score (%) Difference (pp) Loss (%)

GPT-3.5-Turbo 28.97 23.22 44.49
GPT-4o 30.95 21.24 40.70
Llama-2-7b 20.24 31.95 61.22
Llama-3-8b 20.60 31.59 60.53
Llama-3-70b 27.20 24.99 47.88
Phi-3-4k 25.23 26.96 51.66
Gemma-1.1-7b 22.89 29.30 56.14
Gemma-2-9b 24.21 27.98 53.61
Gemini-1.5 26.74 25.45 48.76
Mistral-7b 25.14 27.05 51.83
Mixtral-8x7b 23.82 28.37 54.36

Table 5: Comparing the performance of different language
models.

Analysis of the results presented in Table 5 reveals significant
differences between language model families. Models in the GPT
family, including GPT-3.5-Turbo and GPT-4o, stand out for their
overall superior performance in emotion detection. In particular,
GPT-4o shows a slight improvement over GPT-3.5-Turbo, underlin-
ing the continued progress in this series.

The Llama family models, particularly Llama-3-70b, also show
promising skills, albeit slightly inferior to those of the GPT models.
Lighter versions, such as Llama-2-7b and Llama-3-8b, do not achieve
the same level of performance, indicating a correlation between
model size and emotion detection capabilities for this model family.

Google-developed models, such as Gemini-1.5, Gemma-1.1-7b,
and Gemma-2-9b, show respectable results, although they do not
surpass GPT models. However, this model family continues to offer
a solid alternative with consistent performance.

The Mistral and Mixtral models show less competitive results
compared to the GPT and Llama-3-70b models, although they have
superior skills compared to the other Llama models.

Finally, the Phi-3 model, developed by Microsoft, shows compet-
itive performance, positioning itself between the Llama and Google
models regarding the macro F1 score. Phi-3 is a Small Language
Model (SLM), a category of models developed by Microsoft to offer
capabilities similar to those of large language models but with re-
duced size and resource requirements. SMLs thus offer an efficient
alternative to LLMs for specific tasks.

In summary, GPT models dominate in terms of performance,
followed by Llama and Google models. Though inferior performers,
Mistral, Mixtral, and Phi-3 may offer viable alternatives.

Although the macro F1 score or Accuracy are widely used and
enables a standardized performance comparison between different
models, they have certain limitations when it comes to capturing
the subtlety of the errors made by these models. In particular, they
treat each error equally without considering the semantic proximity
between predicted and true emotions. This binary approach to
errors is problematic in emotion detection, where certain emotions
are intrinsically closer to each other, especially in fine-granulated
datasets such as GoEmotions.

5.7 Using a Dictionary
ChatGPT and the other LLMs sometimes respond outside the re-
quested emotions list. In the previous results, these responses were

treated as ’neutral’. We will test a new approach of reclassifying
these incorrect responses into the correct tags to see if this increases
the scores of the different models. To do this, we will use the spaCy
library, which specializes in natural language processing problems.

Using the different SpaCy models (SM, MD, and LG) and the
similarity() function included, we created a function that takes as
input an incorrect response and the tag list and returns as output the
tag predicted with the highest semantic similarity to the incorrect
response. To better observe the differences between using this
approach and the approach without the use of dictionaries, the
Rable 6 will show for each model, in each case, the macro F1 scores,
precision, recall, and accuracy obtained, with a precision of five
decimal places.

Model name Result type Dictionary size Model macro F1 score (%) Precision (%) Recall (%) Accuracy (%)

GPT-3.5-Turbo
Original N/A 28.97477 31.96756 36.73094 23.71250
With Dictionary SM 28.47332 31.96914 36.70862 22.77500

MD 28.66473 31.15335 37.59664 22.93750
LG 28.55063 30.71852 37.66528 22.97500

GPT-4o
Original N/A 30.94547 32.48368 38.20576 24.10000
With Dictionary SM 30.64027 31.99912 38.18851 23.28750

MD 30.64368 32.50769 38.50577 23.31250
LG 30.65712 32.25237 38.63715 23.37500

Gemini-1.5
Original N/A 26.74038 33.01710 31.71704 20.48750
With Dictionary SM 26.65361 32.36802 31.74466 20.25000

MD 26.80581 32.84068 32.05650 20.21250
LG 26.84648 32.70287 32.13538 20.23750

Gemma-1.1-7b
Original N/A 22.89399 33.10732 29.47269 22.66250
With Dictionary SM 21.70670 32.57787 29.29456 18.15000

MD 22.91514 26.63251 31.50328 18.98750
LG 22.47977 27.28477 31.63337 18.98750

Gemma-2-9b
Original N/A 24.20599 31.16082 31.66164 17.93750
With Dictionary SM 23.95058 30.88174 31.65361 17.27500

MD 24.21847 30.79365 32.42775 17.32500
LG 24.37492 31.02687 32.64281 17.36250

Llama-2-7b
Original N/A 20.24248 36.05048 21.86551 10.48750
With Dictionary SM 19.60433 35.70024 21.96700 9.42500

MD 20.72441 28.03009 24.03709 9.33750
LG 20.60805 27.94807 24.37379 9.33750

Llama-3-8b
Original N/A 20.59527 30.72653 27.36376 16.15000
With Dictionary SM 20.12037 29.84229 27.33743 14.61250

MD 20.50476 27.82015 28.13073 14.85000
LG 20.31532 26.90405 28.27545 14.90000

Llama-3-70b
Original N/A 27.20091 34.85671 33.62490 22.61250
With Dictionary SM 26.96111 34.65644 33.65964 22.07500

MD 27.22124 34.01447 34.32349 22.16250
LG 27.25740 33.97677 34.41948 22.18750

Phi-3-4k
Original N/A 25.23149 26.76328 37.07785 12.35000
With Dictionary SM 24.79894 26.96175 37.13824 11.93750

MD 25.25119 27.53842 37.91341 12.05000
LG 26.01663 26.75966 38.70548 12.13750

Mistral-7b
Original N/A 25.14239 28.64566 33.75372 18.97500
With Dictionary SM 24.14168 28.36949 33.52505 16.41250

MD 24.69657 26.09023 35.59150 16.68750
LG 24.82202 25.76153 35.85328 16.75000

Mixtral-8x7b
Original N/A 23.81649 28.67170 29.64733 19.63750
With Dictionary SM 22.65727 27.31309 29.37475 15.43750

MD 16.22614 12.88130 35.40475 14.76250
LG 15.81165 12.31099 35.81679 14.77500

Table 6: Comparison of the performance of different lan-
guage models based on the use of dictionaries of different
sizes

Analysis of the results presented in Table 6 shows that using
dictionaries to reclassify incorrect responses has a variable impact
on the performance of the different language models. Integrating
dictionaries generally reduces macro F1 score and precision but
improves recall. This drop in macro F1 score can be explained by
invalid responses no longer being classified under the Neutral tag,
further reducing the number of responses in this category. Large
language models (LLMs) often have difficulty giving Neutral as an
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answer, so some of the wrong answers are counted as true Neutral
positives.

For example, while improving recall, the GPT models see a no-
table decrease in precision when a dictionary is used. Similarly, the
Mistral and Phi-3 models show similar trends, where the improve-
ment in recall does not compensate for the loss in precision and
macro F1 score. These observations confirm that the dictionary-
based approach to correcting incorrect responses is not optimal for
improving the overall performance of language models in emotion
detection.

This methodwill not be used in the future, as automatic synonym
search is an open problem that does not yield satisfactory results.
The disparity in scores between different model sizes highlights the
limitations of this approach, with performance varying significantly
between small, medium, and large models.

6 Limitations
While this study provides insights into LLMs’ emotion detection
capabilities, its primary reliance on the GoEmotions dataset dis-
plays limitations concerning generalizability. To further validate
our findings, future research should explore their validity across
datasets with diverse structures and assessmodel robustness against
varying annotation schemes and cultural contexts. Incorporating
benchmarks from multiple datasets could further validate our con-
clusions.

7 Conclusion and Future Work
In this work, we investigated the capabilities of LLMs in detect-
ing and understanding human emotions through text, aiming to
improve human-computer interaction by making AI technologies
more responsive to emotional nuances. While we focused on statis-
tical approaches using the GoEmotions dataset, we acknowledge
that evaluating multiple datasets would strengthen the generality of
our findings. Although ChatGPT and other LLMs demonstrate ad-
vanced text generation capabilities, their performances in emotion
detection remain inferior to specialized models. However, applying
prompt engineering techniques brought significant improvements,
highlighting the importance of subtle guidance in eliciting more
accurate responses. While LLMs may not surpass specialized classi-
fiers like BERT in emotion detection tasks, the insights from this
comparative study provide a valuable foundation for refining their
performance.

Looking ahead, future efforts include introducing a new evalua-
tion metric that accounts for semantic proximity between predicted
and true emotions, rewarding near-correct predictions, and penal-
izing distant ones. Constructing a dedicated dialogue corpus would
also allowmore precise testing of a model’s adaptability to linguistic
and emotional nuances. Furthermore, future work will incorporate
rigorous statistical validation to ensure that observed performance
differences between models are statistically significant and not due
to random chance

In conclusion, our research highlights the strengths and weak-
nesses of LLMs in emotion detection. Continuing this work could
contribute to the evolution of artificial intelligence technologies,
leading to a better understanding and a more empathetic response
to human emotions.
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