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FULLY SPECTRAL SCHEME FOR THE LINEAR BGK EQUATION ON
THE WHOLE SPACE.

BASTIEN GROSSE

Nantes Université, Laboratoire de mathématiques Jean Leray, 2 rue de la Houssinière, 44322
Nantes Cedex 3

Abstract. In this article, we design a fully spectral method in both space and velocity for
a linear inhomogeneous kinetic equation with mass, momentum and energy conservation. We
focus on the linear BGK equation with a confinement potential ϕ, even if the method could
be applied to different collision operators. It is based upon the projection on Hermite polyno-
mials in velocity and orthonormal polynomials with respect to the weight e´ϕ in space. The
potential ϕ is assumed to be a polynomial. It is, to the author’s knowledge, the first scheme
which preserves hypocoercive behavior in addition to the conservation laws. These different
properties are illustrated numerically on both quadratic and double well potential.
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1. Introduction

1.1. Context. Now, we test our scheme on the double-well case, where In this work we are
interested in the numerical approximation and the long time asymptotic of the linear in-
homogeneous BGK equation. It describes the evolution of the probability density function
f : R`

t ˆ Rx ˆ Rv ÞÑ R` of a large particles system confined by a smooth stationnary potential
ϕ : Rx ÞÑ R such that e´ϕ P L1pRq. The unknown f verifies

"

Btf ` vBxf ´ BxϕBvf “ L pfq,
fp0, ., .q “ f0 P L2pR ˆ R, M px, vq´1dxdvq.

(1.1)

Here, µpvq “ 1?
2π

e´v2{2 is the Gaussian density and M px, vq “ µpvqe´ϕpxq is the total
Maxwellian. The collision operator L is a linearization of the BGK operator:

L pfq “ ´

ˆ

f ´

ˆ
ż

R
fdv

˙

µpvq ´

ˆ
ż

R
fvdv

˙

vµpvq ´

ˆ
ż

R
f

v2 ´ 1
?

2
dv

˙

v2 ´ 1
?

2
µpvq

˙

(1.2)

The solution f is at each instant t ą 0 in L2pR ˆ R, M px, vq´1dxdvq.
Under minimal assumptions, equilibria of (1.1) have been classified completely for the first

time in [4], as well as for a large class of linear kinetic equations with several moments conser-
vation. These so-called special macroscopic modes are the solutions F of (1.1) which minimize
entropy, i.e which lie in the kernel of L , thus satisfying

#

BtF ` vBxF ´ BxϕBvF “ 0,

F ´
`ş

R Fdv
˘

µpvq ´
`ş

R Fvdv
˘

vµpvq ´

´

ş

R F v2´1?
2 dv

¯

v2´1?
2 µpvq “ 0.

(1.3)

The space of solutions depends strongly on the symmetries of the potential. More precisely,
in the general multi-dimensional setting (x P Rn), the symmetries of the potential are quantified
by the number of directions in which ϕ is harmonic, i.e in which ϕ is a polynomial of degree 2.
The potential can be fully non-harmonic, partially harmonic of fully harmonic depending on
the number of these directions. One can construct a basis of the special macroscopic mode by
studying the potential only.

In our one-dimensional setting, this study is trivial: ϕ is ever harmonic or non-harmonic. A
basis for the steady state is composed of:

‚ The Maxwellian M px, vq ;
‚ The energy mode E px, vq “ p1

2pv2 ´ 1q ` ϕpxq´ ă ϕ ąqM px, vq.
When ϕ is fully harmonic, the basis also contains oscillatory modes:

‚ f`pt, x, vq “ px cosptq ` v sinptqqM px, vq

‚ f´pt, x, vq “ pv cosptq ´ x sinptqqM px, vq

‚ g`pt, x, vq “ pxv cosp2tq ` 1
2px2 ´ v2q sinp2tqqM px, vq

‚ g´pt, x, vq “ p1
2px2 ´ v2q cosp2tq ´ xv sinp2tqqM px, vq

Each of these modes are in duality of a conservation law: the first two modes correspond
respectively to the mass and energy conservation. The other one correspond to less explicit
conservations.

In [4], the question of the convergence toward minimizers of entropy was answered by using
hypocoercivity methods. Let us first introduce the suitable minimizer f8 and the perturbation
h around it. They are defined by

f8 “ αM ` βE ` γ`f` ` γ´f´ ` δ`g` ` δ´g´

where the coefficients α, β, γ`, γ´, δ`, δ´ are computed so that the perturbation

h “
f ´ f8

M
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satisfies the hypothesis of Proposition 2.1 at t “ 0. The perturbation belongs to the weighted
space L2pR ˆ R, M px, vqdxdvq which is endowed with the natural norm

}f}L2pM q :“
ˆ

ż

RˆR
f 2

px, vqM px, vqdxdv

˙1{2

.

The hypocoercivity result takes the form:

Theorem 1.1 ([4]). There exists two positive constants C, κ such that for any solution f P

C pR`, L2pR ˆ R, M px, vqdxdvqq of (1.1) with initial condition f0 P L2pR ˆ R, M px, vqdxdvq,

@t ě 0, }hptq}L2pM q ď Ce´κt
}hpt “ 0q}L2pM q.

In the following, we will propose a fully spectral method to approximate the perturbation h
which satisfies by a direct computation from (1.1):

"

Bth ` vBxh ´ BxϕBvh “ Lh,
hp0, ., .q “ h0 P L2pR ˆ R, M px, vqdxdvq.

(1.4)

The right hand side is defined by

Lf :“ ´

ˆ

h ´

ˆ
ż

R
hµdv

˙

´

ˆ
ż

R
hvµdv

˙

v ´

ˆ
ż

R
h

v2 ´ 1
?

2
µdv

˙

v2 ´ 1
?

2

˙

and is nothing more than the orthogonal projection onto Spantµ, vµ, v2µuK.
Our main purpose is to propose discrete analogues of this hypocoercivity result together with

discrete analogues of the conservation laws. We mention that our numerical method will not
introduce any artificial boundary condition.

1.2. Notations and assumptions. If a, b P R, the notation "a À b" means that there exists
a constant k ą 0 such that a ď kb. We denote for convenience

δkě3 “

"

1 if k ě 3
0 else (1.5)

In what follows, the potential ϕ is an even polynomial of degree 2m, with m ě 1. This
assumption seems restrictive, but it allows anyway a variety of interesting case, such as harmonic
and double well potential (see below). It is also essential for our discretization.

Let

ρ :“ e´ϕ.

As ϕ is even, it is direct that ρ is centered:
ż

R
xρdx “ 0.

We make two other assumptions on ρ:
ż

R
ρdx “ 1;

ż

R
B

2
xϕρdx “ 1.

Indeed, if it is not the case, just replace ϕ by ϕ̃pxq “ ϕpγxq ` lnpcq where

c “

d

ż

R
e´ϕdx

ż

R
B2

xϕe´ϕdx; γ “

d

ş

R e´ϕdx
ş

R B2
xϕe´ϕdx

.

With our choice of normalization, the harmonic case corresponds to ϕpxq “ 1
2px2 ` lnp2πqq.

We will refer to the double well case when ϕpxq “ px ´ 1q2px ` 1q2 before normalization.
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Let L2pρq be the space of square integrable function with respect to the measure ρpxqdx on
R. The L2pρq-norm is denoted

}f} :“
ˆ

ż

R
fpxq

2ρpxqdx

˙1{2

.

and the associated scalar product is denoted by ă f, g ą.
The mean of f P L2pρq under the mesure ρpxqdx is denoted without ambiguity by

ă f ą:“
ż

R
fpxqρpxqdx.

Let H1pρq be the Sobolev space consisting of the functions f P L1
locpRq such that

}f} ` }Bxf} ă 8.

Here, Bxf is the derivative of f in the distributional sense.
The Gaussian density in velocity is

µpvq “
1

?
2π

e´ v2
2 (1.6)

and the total Maxwellian is

M px, vq “ µpvqρpxq. (1.7)

The space composed of square integrable functions with respect to the measure M px, vqdxdv
is noted L2pM q and is endowed with the norm

}f}L2pM q :“
ˆ

ż

RˆR
fpx, vq

2M px, vqdxdv

˙1{2

.

The adjoint of Bx in the space L2pρq is the operator B˚
x “ ´Bx ` Bxϕ. The weighted laplacian,

sdometime called the Witten laplacian, is the self-adjoint differential operator of L2pρq defined
by B˚

xBx. We then define operator Ω by

Ω :“ B
˚
xBx ` 1. (1.8)

The weighted Laplacian replace in our geometry the usual Laplacian which is self-adjoint in
the flat, unweighted space L2pRq. Operator Ω plays a central role in the proof of hypocoercivity
since among other roles, is used to recover the missing dissipation on the first three Hermite
modes in velocity.

We denote by Xn :“ RnrXs the vector space of polynomials with real coefficients and with
degree less than n. Polynomials will be identified with the associated polynomial functions.

The sequence of orthonormal polynomials with respect to the weight ρ is noted pP̃nqnPN.
These polynomials are defined precisely in Annex A. In the harmonic case, these polynomials
are the Hermite orthonormal polynomials pH̃kqkPN. Recall that these have additional properties
(see Annex A).

The orthogonal projection ΠXN
f of a function f P L2pρq on XN is given by

ΠXN
f “

N
ÿ

k“0

ż

R
fP̃kρdyP̃k. (1.9)
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1.3. Main results. The scheme (see (3.2),(3.3),(3.4) below) designed for Equation (1.4) is
a fully spectral scheme in both space and velocity, and is implicit in time. The solution is
projected on the Hermite polynomials in velocity, and is projected on the polynomials pP̃nqnPN
in space. We prove two main results in the sequel:

‚ The scheme and its semi-discrete version (discretization on x and v only) present con-
servation laws which are analogous to the one of the continuous setting (Proposition 3.1
and Proposition 4.1).

‚ The semi-discrete scheme preserves hypocoercivity, i.e we adapt the work of [4] to prove
Theorem 1.2 below, which is the analogue of Theorem 1.1 in the discrete setting.

Theorem 1.2. Let N ě degpϕq. There are two positive constants ωN , λN such that for every
solution h̃ of the semi-discrete scheme (3.2),(3.3),(3.4),

@t ě 0, }h̃}L2pM q ď ωNe´λN t
}h̃pt “ 0q}L2pM q.

The constants ωN , λN depend only on N and ϕ.

Up to our knowledge, this is the first scheme preserving both hypocoercivity and several
conservation laws for a kinetic equation on the real line. It strongly rely on the continuous
result of [4].

1.4. Brief review of litterature and main features on the present work. Preserving
structures in the discrete setting is crucial for observing features such as numerical hypocoer-
civity. For the Kolmogorov equation on the whole space, a finite difference was introduced in
[8]. It preserves polynomial decay estimates of the solution. No practical implementation is
proposed. For the spatialy inhomogeneous Fokker-Planck and linear Boltzmann equations on
the torus, several methods have been developped. In [5], authors build a finite difference scheme
only for the Fokker-Planck equation and in [1], an asymptotic-preserving finite volume scheme
is built for both equations. In these two papers, authors have to choose a finite interval for the
velocity since it is not possible to implement a scheme on an infinite number of cells. This leads
them to build an appropriate discrete Maxwellian and to choose boundary conditions. Later, in
[2], this difficulty was by-passed by first projecting the density on the Hermite basis in velocity.
Moreover, authors were able to deal with a non-zero potential. The space discretization was
achieved by a finite volume scheme. Fluxes were chosen so that the scheme was consistant
with the PDE and the mass was conserved. The same ideas are not practical for our work:
indeed, we did not find a flux which ensures conservation of mass and energy (and more if the
potential is harmonic) and such that the scheme is consistent with the equation. Moreover, a
finite volume scheme would not be implementable on R.

Our approach is purely spectral. We project first the density on Hermite polynomials in
velocity, then project the Hermite coefficients on suitable orthonormal polynomials in space. It
is thus implementable. This discretization is the first to preserve every invariants depending
on the harmonicity of the potential, and features numerical hypocoercivity. Contrary to [2],
hypocercivity is established on truncated expansions rather than on the whole expansion. This
raises the question of dependance of the hypocoercivity constants on the truncation parameters.
In this work, only the linearized BGK operator is considered, but more general linear collision
operators may be considered as long as their representation in the Hermite basis is banded.

1.5. Outline of the paper. In Section 2, we project Equation (1.4) on the Hermite polynomi-
als pH̃kqkPN in velocity. We thus get an infinite system of PDEs (2.2) satisfied by the coefficients
of the solution in this basis and use it to exhibit the conservation laws.

In Section 3, we project the system (2.2) on the orthonormal polynomials pP̃nqnPN to get a
new system of ordinary differential equations (3.1). At this step, the perturbation h is expanded
as
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hpt, x, vq “

`8
ÿ

k“0

`8
ÿ

n“0
Ck,nptqP̃npxqH̃kpvq

and the coefficients Ck,n satisfy the system: @k, n P N,

d

dt
Ck,nptq “

?
k ` 1

8
ÿ

r“0
ă P̃r, BxP̃n ą Ck`1,rptq ´

?
k

8
ÿ

r“0
ă P̃n, BxP̃r ą Ck´1,rptq ´ δkě3Ck,nptq.

The main idea is to fix K, N P N and approximate h by

h̃pt, x, vq “

K
ÿ

k“0

N
ÿ

n“0
C̃k,nptqP̃npxqH̃kpvq.

where the coefficients C̃k,n satisfy the system: @0 ď k ď K, @0 ď n ď N ,

d

dt
C̃k,nptq “

?
k ` 1

N
ÿ

r“0
ă P̃r, BxP̃n ą C̃k`1,rptq ´

?
k

N
ÿ

r“0
ă P̃n, BxP̃r ą C̃k´1,rptq ´ δkě3C̃k,nptq

and C̃K`1,n “ 0 for all 0 ď n ď N .
We then state the discrete conservation laws. The key property for this result is that the

projection ΠXN
is self-adjoint in L2pρq, so for every f P L2pρq and P P XN , it holds that

ă ΠXN
f, P ą“ă f, P ą .

In Section 4, we use an implicit Euler scheme to discretize the fully projected system (3.5)
in time, and exhibit once again every discrete conservation laws.

Section 5 is devoted to the proof of Theorem 1.2. The proof proceeds in two main steps. The
first one is to build an entropy functional H1, which is sufficient to prove hypocoercivity in the
harmonic case. The second one is to complete this first entropy to get an entropy functional
H2 which is used to prove hypocoercivity in the non-harmonic case.

We illustrate numerically some properties of our scheme in Section 6.
Finally, Annex A contains reminders on orthonormal polynomials. Annex B discuss Conjec-

ture 1 which is about the dependance of the relaxation rate on the dimension of the approxi-
mation space.

Aknowledgments. The author would like to thank Mehdi Badsi and Frédéric Hérau for their
numerous comments on all aspects of this work.

2. Continuous setting

2.1. Decomposition on Hermite polynomials in velocity. The first step in constructing
our scheme is to project Equation (1.4) onto the basis of the normalized Hermite polynomials
pH̃kqkPN, which form an orthonormal basis of L2pR, µdvq equipped with the usual scalar product
(see appendix (A.2)). This is possible because

ş

R h2µpvqdv ă 8 for almost all x P R and almost
all t ą 0. The coefficients of h in this basis are the time and space functions Ckpt, xq, hence

hpt, x, vq “

8
ÿ

k“0
Ckpt, xqH̃kpvq. (2.1)

By projecting the equation on the Hermite polynomials H̃k, k P N, we show that the coeffi-
cients Ck, k P N verify the following system:

BtCk “
?

k ` 1B
˚
xCk`1 ´

?
kBxCk´1 ´ δkě3Ck. pEkq (2.2)

Parseval formula and the monotone convergence theorem show that
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@t ě 0, }hptq}
2
L2pM q “

8
ÿ

k“0
}Ckptq}

2

and that Ck P L2pρq for all k P N.

2.2. Conservation laws. In this section, we establish conservation laws identified in [4] by
using the framework given by the system (2.2). Let us define the quantities r, m and e (local
mass, local momentum, local kinetic energy):

rpt, xq :“
ż

R
hpt, x, vqH̃0pvqµpvqdv “ C0pt, xq,

mpt, xq :“
ż

R
hpt, x, vqH̃1pvqµpvqdv “ C1pt, xq,

ept, xq :“
ż

R
hpt, x, vqH̃2pvqµpvqdv “ C2pt, xq.

Proposition 2.1 gives all the conservation laws for both harmonic and non-harmonic poten-
tials.

Proposition 2.1 ([4]). Suppose that h P C0pR`, L2pM qq is a solution of the linear Boltzmann
BGK equation (1.4).

1. In the case of a general potential, and if at t “ 0,

ă r ą“ 0 (2.3)
then this is true at all times t ě 0. In the same way, if at t “ 0,

1
?

2
ă e ą ` ă ϕr ą“ 0 (2.4)

then it is true at all times t ě 0.
2. If ϕ is harmonic, and if at t “ 0,

ă rx ą“ 0 and ă m ą“ 0, (2.5)
then it is true at all times t ě 0. In the same way, if at t “ 0,

ă r ą“ 0, ă mx ą“ 0 and 1
?

2
ă e ą ´ ă ϕr ą“ 0 (2.6)

then it is true at all times t ě 0.

Proof. Recall the first three equations of System (2.2):

BtC0 “ B˚
xC1 pE0q

BtC1 “
?

2B˚
xC2 ´ BxC0 pE1q

BtC2 “
?

3B˚
xC3 ´

?
2BxC1 pE2q

1. Multiplying Equation pE0q by ρ, integrating and performing an integration by parts
gives (2.3):

d

dt
ă r ą“ă B

˚
xC1, 1 ą“ă C1, Bx1 ą“ 0.

Repeating the same computations on Equation pE2q gives:
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d

dt
ă e ą “

?
3 ă B

˚
xC3, 1 ą ´

?
2 ă BxC1, 1 ą

“ ´
?

2 ă C1, B
˚
x1 ą

“ ´
?

2 ă C1, Bxϕ ą

“ ´
?

2 ă mBxϕ ą .

Next, multiplying Equation pE0q by ϕρ, integrating and performing integrations
by parts gives:

d

dt
ă rϕ ą “ ă B

˚
xC1, ϕ ą

“ ă C1, Bxϕ ą

“ ă mBxϕ ą .

The last two identities implie conservation of total energy (2.4).
2. In the harmonic case, ϕpxq “ 1

2px2 ` lnp2πqq, and Bxϕpxq “ x. By multiplying pE0q

by xρ, integrating and performing an integration by parts, one find

d

dt
ă rx ą“ă B

˚
xC1, x ą“ă C1, 1 ą“ă m ą .

Next, multiplying Equation pE1q by ρ, integrating and performing an integration
by parts gives:

d

dt
ă m ą “

?
2 ă B

˚
xC1, 1 ą ´ ă BxC0, 1 ą

“ ´ ă C0, B
˚
x1 ą

“ ´ ă C0x ą

“ ´ ă rx ą .

ă rx ą and ă m ą satisfy a first-order linear ODE system. By the Cauchy-
Lipschitz Theorem and considering the initial conditions, we obtain that ă rx ą“ă

m ą“ 0 at all times if it is true at t “ 0.
For the last two conservation laws, multiplying Equation pE1q by xρ, integrating

by parts and using the fact that ă r ą“ă C0, 1 ą“ 0 gives:

d

dt
ă mx ą “

?
2 ă B

˚
xC2, x ą ´ ă BxC0, x ą

“
?

2 ă C2, 1 ą ´ ă C0, x2
´ 1 ą

“
?

2 ă e ą ´ ă C0, x2
` lnp2πq ą

“
?

2 ă e ą ´2 ă rϕ ą

“ 2
ˆ

1
?

2
ă e ą ´ ă rϕ ą

˙

.

In the general case, we have already proven that d

dt
ă e ą“ ´

?
2 ă mBxϕ ą and

d

dt
ă rϕ ą“ ´ ă mBxϕ ą. We get directly that

d

dt

ˆ

1
?

2
ă e ą ´ ă rϕ ą

˙

“ ´2 ă mx ą .
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Once again, if the quantities are zero at t “ 0, then the Cauchy-Lipschitz Theorem
implies that they are zero at all times.

□

3. Semi-discrete spectral scheme in space and velocity

3.1. Projection on orthonormal polynomials in space. To discretize the system (2.2) in
the space variable, we project the coefficients Ck on the basis pP̃nqnPN of orthonormal polyno-
mials with respect to the weight ρ. For all k, n P N, we denote the scalar product ă Ck, P̃n ą

by Ck,nptq. Taking the L2pρq-scalar product of the equation pEkq of the system (2.2) by P̃n, we
obtain that for all k, n P N:

d

dt
Ck,nptq “

?
k ` 1

8
ÿ

r“0
ă P̃r, BxP̃n ą Ck`1,rptq ´

?
k

8
ÿ

r“0
ă P̃n, BxP̃r ą Ck´1,rptq ´ δkě3Ck,nptq.

(3.1)
We use this formulation to define a semi-discrete scheme. For fixed K, N P N, the semi-

discrete scheme consists in solving the following linear system of ODEs:

$

’

&

’

%

d

dt
C̃k,nptq “

?
k ` 1

řN
r“0 ă P̃r, BxP̃n ą C̃k`1,rptq ´

?
k

řN
r“0 ă P̃n, BxP̃r ą C̃k´1,rptq ´ δkě3C̃k,nptq

C̃k,np0q “
ş

RˆR hp0, x, vqP̃npxqH̃npvqM px, vqdxdv @k P J0 , KK, n P J0, NK
C̃´1,n “ C̃K`1,n “ 0 @n P J0, NK.

(3.2)
We define an approximation of Ck by the formula below:

C̃kpt, xq :“
N
ÿ

n“0
C̃k,nptqP̃npxq. (3.3)

The approximation of h is then

h̃pt, x, vq :“
K
ÿ

k“0
C̃kpt, xqH̃kpvq. (3.4)

We can give an equivalent formulation of the system (3.2). Simply multiply the equation on
C̃k,n by P̃n, then sum for 0 ď n ď N . We then obtain the equation:

"

@k ď K, BtC̃k “
?

k ` 1ΠXN
B˚

xC̃k`1 ´
?

kBxC̃k´1 ´ δkě3C̃k pẼkq

@k ď K, C̃kp0, xq “ ΠXN

ş

R hp0, x, vqµpvqdv.
(3.5)

While the form (3.2) of the scheme is used for practical implementation, the concise form
(3.5) is more convenient in view of the theoretical analysis.

Remark 3.1. The orthogonal projection ΠXN
appears in the formulation (3.2) only before the

operator B˚
x. Indeed, XN is stable by Bx, but due to the multiplication by Bxϕ, XN is not stable

by B˚
x.

3.2. Discrete conservation laws. We will now prove the conservation laws analogous to
the conservation laws of the continuous model. We will have to make an assumption on the
parameter N ,

(H) N ě degpϕq

Assumption (H) will be essential for both the semi-discrete and the fully discrete scheme.
It will also play a key role for the hypocoercivity estimates later. Thus, from now on, we will
always suppose (H) although we will not write it explicitely. Notice that it implies that N ě 2
since ϕ is at least of degree 2.
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The key algebraic property in the proof of Proposition 3.1 is the self-adjointness of ΠXN
in

L2pρq. Hence, for every f P L2pρq and P P XN ,

ă ΠXN
f, P ą“ă f, P ą .

Proposition 3.1. Let pC̃k,nq0ďkďK,0ďnďN be the solution of System (3.5). Let us define the
following quantities:

r̃ :“ C̃0; m̃ :“ C̃1; ẽ :“ C̃2

1. In the case of a general potential, and if at t “ 0,

ă r̃ ą“ 0 (3.6)
then this is true at all times t ě 0. In the same way, if at t “ 0,

1
?

2
ă ẽ ą ` ă ϕr̃ ą“ 0 (3.7)

then it is true at all times t ě 0.
2. If ϕ is harmonic, and at t “ 0,

ă r̃x ą“ 0 and ă m̃ ą“ 0, (3.8)
then it is true at all times t ě 0. In the same way, if at t “ 0,

ă r̃ ą“ 0, ă m̃x ą“ 0 and 1
?

2
ă ẽ ą ´ ă ϕr̃ ą“ 0 (3.9)

then it is true at all times t ě 0.

Proof. Recall the first three equations of the system (3.5):

BtC̃0 “ ΠXN
B˚

xC̃1 pẼ0q

BtC̃1 “
?

2ΠXN
B˚

xC̃2 ´ BxC̃0 pẼ1q

BtC̃2 “
?

3ΠXN
B˚

xC̃3 ´
?

2BxC̃1 pẼ2q

1. Multiplying Equation pẼ0q by ρ, integrating and performing an integration by parts
gives

d

dt
ă r̃ ą“ă ΠXN

B
˚
xC̃1, 1 ą“ă C̃1, Bx1 ą“ 0.

This shows the conservation of mass.
Then, repeating the same computations on Equation pẼ2q yields:

d

dt
ă ẽ ą “

?
3 ă B

˚
xC̃3, 1 ą ´

?
2 ă BxC̃1, 1 ą

“ ´
?

2 ă C̃1, B
˚
x1 ą

“ ´
?

2 ă C̃1, Bxϕ ą

“ ´
?

2 ă m̃Bxϕ ą .

Multiplying Equation pẼ0q by ϕρ, integrating and performing an integration by
parts gives:
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d

dt
ă r̃ϕ ą “ ă ΠXN

B
˚
xC̃1, ϕ ą

“ ă C̃1, Bxϕ ą

“ ă m̃Bxϕ ą .

The last two identities prove conservation of total energy in (3.7).
2. In the harmonic case, ϕpxq “ 1

2px2 ` lnp2πqq, and Bxϕpxq “ x. Multiplying pẼ0q by
xρ, integrating and performing an integration by parts yields:

d

dt
ă r̃x ą“ă ΠXN

B
˚
xC̃1, x ą“ă C̃1, 1 ą“ă m̃ ą .

Then, multiplying Equation pẼ1q by ρ and performing similar computations gives:

d

dt
ă m̃ ą “

?
2 ă ΠXN

B
˚
xC̃1, 1 ą ´ ă BxC̃0, 1 ą

“ ´ ă C̃0, B
˚
x1 ą

“ ´ ă C̃0x ą

“ ´ ă r̃x ą .

Hence, ă r̃x ą and ă m̃ ą satisfy a first-order linear ODE system. If the two
quantities are zero at t “ 0, the Cauchy-Lipschitz Theorem implies that ă r̃x ą“ă

m̃ ą“ 0 at all times.
For the last two conservation laws, multiplying Equation pẼ1q by xρ, and using

the fact that ă r̃ ą“ă C̃0, 1 ą“ 0 yields:

d

dt
ă m̃x ą “

?
2 ă ΠXN

B
˚
xC̃2, x ą ´ ă BxC̃0, x ą

“
?

2 ă C̃2, 1 ą ´ ă C̃0, x2
´ 1 ą

“
?

2 ă ẽ ą ´ ă C̃0, x2
` lnp2πq ą

“
?

2 ă ẽ ą ´2 ă r̃ϕ ą

“ 2
ˆ

1
?

2
ă ẽ ą ´ ă r̃ϕ ą

˙

.

It was proven in the general case that d

dt
ă e ą“ ´

?
2 ă mBxϕ ą and

d

dt
ă rϕ ą“ ´ ă mBxϕ ą. We get directly that

d

dt

ˆ

1
?

2
ă ẽ ą ´ ă r̃ϕ ą

˙

“ ´2 ă m̃x ą .

Once again, if the quantities are zero at t “ 0, the Cauchy-Lipschitz Theorem
implies quantities are zero at all times.

□

4. Totally discrete scheme

4.1. Time discretization. The variables x and v have already been discretized by projections
on orthonormal polynomials. It remains to discretize the t variable. To do this, we choose to
discretize the linear ODE system (3.2) with an implicit Euler scheme. Let ∆t ą 0 be the time
step. We define the instant ti :“ i∆t for any integer i.
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Let ar,n :“
ş

R BxPrpxqPnpxqρpxqdx, @r, n P J0 , NK. We construct approximations C̃i
k,n of ap-

proximations of C̃k,nptiq for all k P J0 , KK, n P J0 , NK, i P N by solving the following system of
linear equations inherited from (3.2):

#

C̃0
k,n “ C̃k,np0q

C̃i`1
k,n “ C̃i

k,n ` ∆tp
?

k ` 1
řN

r“0 ar,nC̃i`1
k`1,n ´

?
k

řN
r“0 an,rC̃i`1

k´1,r ´ δkě3C̃i`1
k,n q pẼi

k,nq
(4.1)

Remember that we set C̃´1,n “ C̃K`1,n “ 0 for all n P J0 , NK. The approximation of Ck at
time ti is defined by

C̃i
kpxq :“

N
ÿ

n“0
C̃i

k,nP̃npxq.

The approximation of h at time ti is then

h̃i
px, vq :“

K
ÿ

k“0
C̃i

kpxqH̃kpvq.

We can give an equivalent formulation to the system (4.1). Simply multiply pẼi
k,nq by P̃n,

then sum for n P J0 , NK. We then obtain the equation:

C̃i`1
k ´ C̃i

k

∆t
“

?
k ` 1ΠXN

B
˚
xC̃i`1

k`1 ´
?

kBxC̃i`1
k´1 ´ δkě3C̃

i`1
k pẼi

kq (4.2)

We choose an implicit scheme because it is inconditionnaly stable. In fact, Theorem 1.2 shows
that the matrix M of the ODE system (3.2) is hypocoercive on a subspace of RpN`1qpK`1q given
by the conservation laws. As the solution belongs to this subspace at each time, the ODE
system (3.2) can be reduced to a smaller ODE system with a hypocoercive matrix A of the
form

du

dt
“ ´Auptq, @t ě 0

The matrix A is hypocoercive, so the Lyapunov stability Theorem implies that there exists a
symetric, positive-definite matrix P such that A is α-coercive (α ą 0) in the Euclidian norm
}.}P associated to the scalar product ă x, y ąP :“

a

xT Py. The implcit Euler scheme for this
problem reads

@i P N, ui`1 ` ∆tAui`1 “ ui.

We therefore deduce

}ui`1}
2
P ` ∆t ă Aui`1, ui`1 ąP “ă ui, ui`1 ąP .

Using the coercivity and the Young inequality, we find that

}ui`1}
2
P ` α∆t}ui`1}

2
P ď

1
2p}ui}

2
P ` }ui`1}

2
P q.

Hence,
}ui`1}

2
P ď

1
1 ` 2α∆t

}ui}
2
P

and we deduce the decay estimates

@i P N, }ui}
2
P ď

1
p1 ` 2α∆tqi

}u0}
2
P .

If now ∆t “ T
I

for a fixed T ą 0 and I P N˚, then
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@I P N, }uI}
2
P ď

1
p1 ` 2αT

I
qI

}u0}
2
P .

Here, uI is the discrete solution at time T , and the bound converges as I Ñ 8 toward
e´2αT }u0}2

P . Note that α may depends on the parameter N as the hypocoercivity constants in
Theorem 1.2 do.

4.2. Discrete conservation laws. Let us now prove the conservation laws analogous to the
conservation laws of the continuous model for this fully discrete scheme.

Proposition 4.1. Let pC̃i
k,nq0ďkďK,0ďnďN,iPN be the solution of the system (4.1). We define the

following quantities:

r̃i :“ C̃i
0; m̃i :“ C̃i

1; ẽi :“ C̃i
2

1. In the case of a general potential, and if at t0 “ 0,

ă r̃0
ą“ 0 (4.3)

then this is true at all times ti, i P N. In the same way, if at t0 “ 0,

1
?

2
ă ẽ0

ą ` ă ϕr̃0
ą“ 0 (4.4)

then it is true at all times ti, i P N.
2. If ϕ is harmonic, and at t0 “ 0,

ă r̃0x ą“ 0 and ă m̃0
ą“ 0 (4.5)

then it is true at all times ti, i P N. In the same way, if at t0 “ 0,

ă r̃0
ą“ 0, ă m̃0x ą“ 0 and 1

?
2

ă ẽ0
ą ´ ă ϕr̃0

ą“ 0 (4.6)

then it is true at all times ti, i P N.

Proof. The first three equations of System (4.2) are:

C̃i`1
0 ´ C̃i

0
∆t

“ ΠXN
B˚

xC̃i`1
1 pẼi

0q

C̃i`1
1 ´ C̃i

1
∆t

“
?

2ΠXN
B˚

xC̃i`1
2 ´ BxC̃i`1

0 pẼi
1q

C̃i`1
2 ´ C̃i

2
∆t

“
?

3ΠXN
B˚

xC̃i`1
3 ´

?
2BxC̃i`1

1 pẼi
2q

The proof is analogous to the proof of Proposition (4.1) and is left to the reader.
□

5. Hypocoercivity of the Semi-Discrete Scheme

Throughout this section, CN denotes a positive constant depending on N .
We study the decay of the L2pM q-norm }h̃ptq}L2pM q in time. In this perspective, one may

compute its time derivative. The following result is an easy consequence of the Parseval formula
and of System (3.5).

Lemma 5.1. The solution h̃ of the semi discrete scheme (3.5) satisfy the following identity:

@K P N, @N ě degpϕq,
1
2

d

dt
}h̃ptq}

2
L2pM q “ ´

K
ÿ

k“3
}C̃kptq}

2
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The dissipations of the modes C̃0, C̃1, C̃2 are missing in the previous lemma. Thus, it is
impossible to use Gronwall’s lemma directly to exhibit the convergence to 0 with an exponential
rate. This is due to the lack of coercivity of the operator ´vBx `BxϕBv `L. To recover them, we
will use L2-hypocoercivity techniques. More precisely, we build a suitable entropy functional
equivalent to the L2pM q norm and for which we can prove exponential decay to 0. We will
closely follow the strategy proposed in [4]. In this perspective, we will intensively make use the
weighted Laplacian Ω (defined in 1.8), which satisfies the following functional inequalities.

Proposition 5.1 ([4], [3]). The weighted Laplacian Ω satisfies the following inequalities.
‚ The zeroth-order strong Poincaré inequality:

}Ω´1
B

2
xφ} À }φ} (5.1)

‚ The Poincaré-Lions inequality:
}φ ´ xφy} À }Ω´1{2

Bxφ} À }φ ´ xφy} (5.2)
‚ The -1 order Poincaré-Lions inequality and its variant:

}Ω´1{2
pφ ´ xφyq} À }Ω´1

Bxφ} À }Ω´1{2
pφ ´ xφyq} (5.3)

}φ ´ xφy} À }BxΩ´1{2φ} ` }Ω´1{2
Bxφ} À }φ ´ xφy} (5.4)

In our discrete framework, an additional difficulty arises from the introduction of the orthog-
onal projection ΠXN

. Some operators involved in the proof therefore have norms that possibly
depend on N . We define a constant KN depending only on N and the potential such that:

sup
fPXN ,f‰0

}Ω´1{2ΠXN
B˚

xf}

}f}
ď KN (5.5)

sup
fPXN ,f‰0

}Ω´1BxΠXN
B˚

xf}

}f}
ď KN , (5.6)

sup
fPXN ,f‰0

}Ω´1ΠXN
B˚

xΠXN
B˚

xf}

}f}
ď KN , (5.7)

sup
fPXN ,f‰0

}Ω´1ΠXN
B˚

xBxf}

}f}
ď KN . (5.8)

Note that KN is well-defined as these linear operators are defined on XN , which is finite-
dimensional.

Remark 5.1. This implies that the rate of exponential decay obtained may depend on N and
possibly converges to 0. If so, the scheme is inaccurate and the approximation deteriorate as N
increases. We have not been able to prove or disprove that KN is bounded, but we have gathered
some attempt in appendix B.

We also use the notations from [4] by defining:

rs “ C̃0 ´ xBxC̃0yx ´
1
2xB

2
xC̃0yξ2 (5.9)

ms “ C̃1 ´ xBxC̃1yx ´ xC̃1y (5.10)

es “ C̃2 ´ xC̃2y (5.11)

w “ C̃0 ´
?

2xC̃2yϕ (5.12)

ws “ rs ´
?

2xC̃2yϕs (5.13)
where we introduced the functions ξϕ “ ϕ ´ xϕy, ξ2 “ x2 ´ xx2y, and ϕs “ ξϕ ´ 1

2xB2
xϕyξ2.
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Remark that

ws “ w´ ă Bxw ą x ´
1
2 ă B

2
xw ą ξ2 `

?
2 ă C̃2 ąă ϕ ą . (5.14)

We also define h̃K by

h̃K
pt, x, vq “

K
ÿ

k“3
C̃kpt, xqH̃kpvq. (5.15)

First, we explicit evolution equations on es, ms and ws that will be useful later.

Lemma 5.2. The functions es, ms and ws verify the following equations:

Btes “
?

3ΠXN
B

˚
xC̃3 ´

?
2Bxms, (5.16)

Btms “
?

2ΠXN
B

˚
xC̃2 ´ BxC̃0 ´

?
2 ă BxΠXN

B
˚
xC̃2 ą x` ă B

2
xC̃0 ą x` ă BxC̃0 ą, (5.17)

Btms “ ´Bxws `
?

2pΠXN
B

˚
xes´ ă esB

2
xϕ ą xq, (5.18)

Btws “ ΠXN
B

˚
xC̃1´ ă B

2
xϕ, C̃1 ą x ´

1
2 ă BxΠXN

B
˚2
x 1, C̃1 ą ξ2 ` 2 ă Bxϕ, C̃1 ą ϕs, (5.19)

B
2
t ws “ ΠXN

B
˚
xp

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0q ´ p

?
2 ă B

3
xϕ, C̃2 ą ´ ă B

˚
xB

2
xϕ, C̃0 ąqx (5.20)

´
1
2p

?
2 ă B

2
xΠXN

B
˚
x1, C̃2 ą ´ ă B

˚
xBxΠXN

B
˚
x1, C̃0 ąqξ2

` 2p
?

2 ă B
2
xϕ, C̃2 ą ´ ă B

˚
xBxϕ, C̃0 ąqϕs.

Proof.

Proof of (5.16): We derive in time the expression of es, use the scheme (3.5) and perform an
integration by part.

Btes “
?

3ΠXN
B

˚
xC̃3 ´

?
2BxC̃1´ ă

?
3ΠXN

B
˚
xC̃3 ´

?
2BxC̃1 ą

“
?

3ΠXN
B

˚
xC̃3 ´

?
2BxC̃1 ´

?
3 ă ΠXN

B
˚
xC̃3 ą `

?
2 ă BxC̃1 ą

“
?

3ΠXN
B

˚
xC̃3 ´

?
2BxC̃1 ´

?
3 ă C̃3, Bx1 ą `

?
2 ă BxC̃1 ą

“
?

3ΠXN
B

˚
xC̃3 ´

?
2pBxC̃1´ ă BxC̃1 ąq

“
?

3ΠXN
B

˚
xC̃3 ´

?
2Bxms.

Proof of (5.17): We derive in time the expression of ms, use the scheme (3.5) and perform an
integration by part.

Btms “
?

2ΠXN
B

˚
xC̃2 ´ BxC̃0´ ă

?
2BxΠXN

B
˚
xC̃2 ´ B

2
xC̃0 ą x´ ă

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0 ą

“
?

2ΠXN
B

˚
xC̃2 ´ BxC̃0 ´

?
2 ă BxΠXN

B
˚
xC̃2 ą x` ă B

2
xC̃0 ą x` ă BxC̃0 ą .
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Proof of (5.18): First, we use the scheme (3.5) to show that

BtC̃1 “
?

2ΠXN
B

˚
xC̃2 ´ BxC̃0

“
?

2ΠXN
B

˚
xes ´ BxC̃0 `

?
2 ă C̃2 ą ΠXN

pBxϕq.

Since Bxϕ P XN ,

BtC̃1 “
?

2ΠXN
B

˚
xes ´ BxC̃0 `

?
2Bxϕ ă C̃2 ą“

?
2ΠXN

B
˚
xes ´ Bxw.

By integration with respect to ρdx, we find that

d

dt
ă C̃1 ą“ ´ ă Bxw ą .

If we apply first Bx and we do the same computation, we find that:

d

dt
ă BxC̃1 ą“

?
2 ă esB

2
xϕ ą ´ ă B

2
xw ą,

where used above that Bxϕ P XN .
These expressions allow us to compute Btms, since Bxws “ Bxw´ ă B2

xw ą x´ ă Bxw ą from
(5.14).

Btms “
?

2ΠXN
B

˚
xes ´ Bxw ´

?
2 ă esB

2
xϕ ą x` ă B

2
xw ą x` ă Bxw ą

“ ´Bxws `
?

2pΠXN
B

˚
xes´ ă esB

2
xϕ ą xq.

Proof of (5.19): We derive in time the expression (5.13) of ws, use the scheme (3.5) and perform
integrations by part.

Btws “ ΠXN
B

˚
xC̃1´ ă BxΠXN

B
˚
xC̃1 ą x ´

1
2 ă B

2
xΠXN

B
˚
xC̃1 ą ξ2

´ p
?

6 ă ΠXN
B

˚
xC̃3 ą ´2 ă BxC̃1 ąqϕs

“ ΠXN
B

˚
xC̃1´ ă BxΠXN

B
˚
xC̃1 ą x ´

1
2 ă B

2
xΠXN

B
˚
xC̃1 ą ξ2 ` 2 ă BxC̃1 ą ϕs

“ ΠXN
B

˚
xC̃1´ ă B

2
xϕ, C̃1 ą x ´

1
2 ă BxΠXN

B
˚2
x 1, C̃1 ą ξ2 ` 2 ă Bxϕ, C̃1 ą ϕs.

Proof of (5.20): We derive in time the expression (5.19) of Btws, use the scheme (3.5) and
perform integrations by part.

B
2
t ws “ ΠXN

B
˚
xp

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0q´ ă B

2
xϕ,

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0 ą x

´
1
2 ă BxΠXN

B
˚2
x 1,

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0 ą ξ2 ` 2 ă Bxϕ,

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0 ą ϕs

“ ΠXN
B

˚
xp

?
2ΠXN

B
˚
xC̃2 ´ BxC̃0q ´ p

?
2 ă B

3
xϕ, C̃2 ą ´ ă B

˚
xB

2
xϕ, C̃0 ąqx

´
1
2p

?
2 ă B

2
xΠXN

B
˚
x1, C̃2 ą ´ ă B

˚
xBxΠXN

B
˚
x1, C̃0 ąqξ2

` 2p
?

2 ă B
2
xϕ, C̃2 ą ´ ă B

˚
xBxϕ, C̃0 ąqϕs.

□
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5.1. Control of the multidimensionnal quantities. In this subsection, we provide esti-
mates on the time derivatives of some terms which will appear in the entropy functionnal.
These terms allow us to recover dissipation for the multidimensionnal quantities ẽs, m̃s and w̃s.

Lemma 5.3. There exists two positive constants κ1 and CN such that

d

dt
ă Ω´1

BxC̃2, C̃3 ąď ´κ1}es}
2

` CN }h̃}L2pM q}h̃
K

}L2pM q.

Proof. We use the semi-discrete scheme (3.5) to compute the time derivative explicitly:

d

dt
ă Ω´1

BxC̃2, C̃3 ą “ ´
?

3}Ω´1{2
BxC̃2}

2 (5.21)

` ă Ω´1
Bxp

?
3ΠXN

B
˚
xC̃3 ´

?
2BxC̃1q, C̃3 ą (5.22)

` ă Ω´1
BxC̃2, 2ΠXN

B
˚
xC̃4 ´ C̃3 ą . (5.23)

The term (5.22) can be bounded by using the Cauchy-Schwarz inequality, along with (5.1)
and (5.6):

| ă Ω´1
Bxp

?
3ΠXN

B
˚
xC̃3 ´

?
2BxC̃1q, C̃3 ą | À p

?
3KN `

?
2q}h̃}L2pM q}h̃

K
}L2pM q.

The term (5.23) can be estimated, by using the Young inequality, inequality (5.5) and the
continuity of Ω´1{2:

ă Ω´1
BxC̃2, 2ΠXN

B
˚
xC̃4 ´ C̃3 ą ď

?
3

2 }Ω´1{2
BxC̃2}

2
`

1
2
?

3
}Ω´1{2

p2ΠXN
B

˚
xC̃4 ´ C̃3q}

2

ď

?
3

2 }Ω´1{2
BxC̃2}

2
`

4
?

3
K2

N }C̃4}
2

`
1

?
3

}C̃3}
2.

We finally gather all these estimations to get that

d

dt
ă Ω´1

BxC̃2, C̃3 ą ď ´

?
3

2 }Ω´1{2
BxC̃2}

2
` CN }h̃}L2pM q}h̃

K
}L2pM q.

We conclude by using inequality (5.2) and the expression of ẽs in (5.11).
□

Lemma 5.4. There exists two positive constants κ2 and CN such that

d

dt
ă Ω´1

Bxms, es ąď ´κ2}ms}
2

` CN p}es} ` }h̃K
}L2pM qq}h̃}L2pM q.

Proof. We use equation (5.16) in order to compute the time derivative explicitly:

d

dt
ă Ω´1

Bxms, es ą “ ´
?

2}Ω´1{2
Bxms}

2 (5.24)

`
?

3 ă Ω´1
Bxms, ΠXN

B
˚
xC̃3 ą (5.25)

` ă Ω´1
BxBtms, es ą . (5.26)

The term (5.25) can be bounded by using Young inequality along with (5.5):

?
3| ă Ω´1

Bxms, ΠXN
B

˚
xC̃3 ą | ď

?
2

2 }Ω´1{2
Bxms}

2
`

?
3

2
?

2
K2

N }h̃K
}

2
L2pM q.

The term (5.26) is bounded by using Cauchy-Schwarz inequality:
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ă Ω´1
BxBtms, es ąď }es}}Ω´1

BxBtms}.

Remark that Ω1 “ 1, so Ω´11 “ 1. We compute explicitely Ω´1BxBtms with the help of
equation (5.17):

Ω´1
BxBtms “

?
2Ω´1

BxΠXN
B

˚
xC̃2 ´ Ω´1

B
2
xC̃0 ´

?
2 ă BxΠXN

B
˚
xC̃2 ą ` ă B

2
xC̃0 ą .

By some integration by parts in the last two terms and since Bxϕ P XN , we get that

Ω´1
BxBtms “

?
2Ω´1

BxΠXN
B

˚
xC̃2 ´ Ω´1

B
2
xC̃0 ´

?
2 ă C̃2, B

2
xϕ ą ` ă C̃0, B

˚
xϕ ą .

By Inequalities (5.1), (5.6), we find that

}Ω´1
BxBtms} À CN }h̃}L2pM q `

?
2}B

2
xϕ}}C̃2} ` }C̃0}}B

˚
xϕ} À CN }h̃}L2pM q.

We conclude the proof by gathering the estimations:

d

dt
ă Ω´1

Bxms, es ąď ´

?
2

2 }Ω´1{2
Bxms}

2
` CN p}es} ` }h̃K

}q}h̃}L2pM q

and then by applying the Poincaré-Lions inequality (5.2). □

Lemma 5.5. There exists two positive constants κ3 and CN such that

d

dt
ă Ω´1

Bxws, ms ąď ´κ3}ws}
2

` CN p}es}
2

` }h̃K
}

2
L2pM q ` }ms}}h̃}L2pM qq.

and

d

dt
ă ´Ω´1

Btws, ws ąď ´}Ω´1{2
Btws}

2
` CN }ws}}h̃}L2pM q.

Proof. By Equation (5.18) and by using Inequality (5.6) we have that

ă Ω´1
Bxws, Btms ą “ ă Ω´1

Bxws, ´Bxws `
?

2pΠXN
B

˚
xes´ ă esB

2
xϕ ą xq ą

“ ´}Ω´1{2
Bxws}

2
`

?
2 ă Ω´1{2

Bxws, Ω´1{2
pΠXN

B
˚
xes´ ă esB

2
xϕ ą xq ą

ď ´
1
2}Ω´1{2

Bxws}
2

` }Ω´1{2
pΠXN

B
˚
xes´ ă esB

2
xϕ ą xq}

2 (Young)

ď ´
1
2}Ω´1{2

Bxws}
2

` 2}Ω´1{2ΠXN
B

˚
xes}

2
` 2}Ω´1{2

ă esB
2
xϕ ą x}

2

ď ´
1
2}Ω´1{2

Bxws}
2

` 2K2
N }es}

2
` 2}Ω´1{2x}

2
}B

2
xϕ}

2
}es}

2. (5.27)

We continue by computing Ω´1BxBtws with the help of equation (5.19):
Ω´1

BxBtws “ Ω´1
BxΠXN

B
˚
xC̃1´ ă B

2
xϕ, C̃1 ą ´ ă BxΠXN

B
˚2
x 1, C̃1 ą Ω´1x`2 ă Bxϕ, C̃1 ą Ω´1

Bxϕs.

By Inequality (5.6) and the Cauchy-Schwarz inequality, we get

ă Ω´1
BxBtws, ms ąď }ms}}h̃}L2pM qpKN ` }B

2
xϕ} ` }Ω´1x}}BxΠXN

B
˚2
x 1} ` 2}Bxϕ}}Ω´1

Bxϕs}q.
(5.28)

We conclude by (5.27), (5.28) that

d

dt
ă Ω´1

Bxws, ms ąď ´
1
2}Ω´1{2

Bxws}
2

` CN }es}
2

` CN }h̃}L2pM q}ms}.

Let us move on to the second part of Lemma 5.5. We have

d

dt
ă ´Ω´1

Btws, ws ą“ ´}Ω´1{2
Btws}

2
´ ă Ω´1

B
2
t ws, ws ą .
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Moreover, Ω´1B2
t ws is known explicitely by (5.20):

Ω´1
B

2
t ws “

?
2Ω´1ΠXN

B
˚
xΠXN

B
˚
xC̃2

´ Ω´1ΠXN
B

˚
xBxC̃0

´ p
?

2 ă B
3
xϕ, C̃2 ą ´ ă B

˚
xB

2
xϕ, C̃0 ąqΩ´1x

´
1
2p

?
2 ă B

2
xΠXN

B
˚
x1, C̃2 ą ´ ă B

˚
xBxΠXN

B
˚
x1, C̃0 ąqΩ´1ξ2

` 2p
?

2 ă B
2
xϕ, C̃2 ą ´ ă B

˚
xBxϕ, C̃0 ąqΩ´1ϕs.

The first two lines are bounded by (5.7) and (5.8). The last three lines can be bounded by
using the Cauchy-Schwarz inequality. We find that

}Ω´1
B

2
t ws} ď CN }h̃}L2pM q.

Hence,

d

dt
ă ´Ω´1

Btws, ws ą“ ´}Ω´1{2
Btws}

2
` CN }h̃}

2
L2pM q.

□

5.2. Control of the one dimensional quantities. Let us define the three following quanti-
ties. They will appear in the entropy functional so our goal is to contol their time derivatives.

bptq :“ă C̃1 ą (5.29)

cptq :“ă C̃2 ą (5.30)

zpt, xq :“ r̃pt, xq ` b1
ptqx ´ c2

ptq
ξ2pxq

2
?

2
´

?
2cptqbξϕpxq (5.31)

Remember that we have already defined

r̃pt, xq “ C̃0pt, xq; m̃pt, xq “ C̃1pt, xq; ẽpt, xq “ C̃2pt, xq

We start with a short lemma.

Lemma 5.6. The functions b, c, z satisifies the following relations:

r̃pt, xq “ ´b1
ptqx ` c2

ptq
ξ2pxq

2
?

2
`

?
2cptq ` zpt, xq,

ẽpt, xq “ cptq ` espt, xq,

m̃pt, xq “ bptq ´
1

?
2

c1
ptqx ` mspt, xq.

Proof. Only the last relation is not trivial and does not follow directly form the definitions.
For the last relation, notice that:

c1
ptq “ă BtC̃2 ą“ ´

?
2 ă BxC̃1 ą .

By the definition of ms, we get the result.
□

Lemma 5.7. The function z satisfies :

}z}
2

À }ws}
2

` }es}
2,

}Ω´1{2
Btz}

2
À }Ω´1{2

Btws}
2

` }ms}
2

` }h̃K
}

2
L2pM q.
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Proof. From the definiton of ws (5.14), we deduce that

z :“ r ` b1x ´ c2 ξ2

2
?

2
´

?
2cξϕ “ ws `

ˆ

´
1

?
2

c ă B
2
xϕ ą `

1
2 ă B

2
xC̃0 ą ´

c2

2
?

2

˙

ξ2.

Then, we compute c2 by using System (3.5) and the fact that Bxϕ P XN :

c2
ptq “

?
3 ă ΠXN

B
˚
xBtC̃3 ą ´

?
2 ă BxBtC̃1 ą

“ ´
?

2 ă BxBtC̃1 ą

“ ´
?

2 ă Bxp
?

2ΠXN
B

˚
xC̃2 ´ BxC̃0q ą

“ ´2 ă C̃2B
2
xϕ ą `

?
2 ă B

2
xC̃0 ą .

This expression for c2 can be injected in the expression for z above, and we get

z “ ws `
1

?
2

ă esB
2
xϕ ą ξ2.

The Cauchy-Schwarz and triangle inequalities implies that

}z} ď }ws} `
1

?
2

}ξ2}}B
2
xϕ}}es}.

This last expression shows the first point. For the second point, we differentiate z with respect
to t:

Btz “ Btws `
1

?
2

ă BtesB
2
xϕ ą ξ2.

We then use the scheme (3.5) and the definition of ms (5.10) to prove that:

BxC̃1 “ Bxms `
1

?
2

ă BtC̃2 ą .

By using (3.5) again:
?

2BtC̃2 “
?

6ΠXN
B

˚
xC̃3 ´ 2Bxms `

?
2 ă BtC̃2 ą .

This implies that
?

2es “
?

6ΠXN
B

˚
xC̃3 ´ 2Bxms.

We have computed Btes, so we can replace it in Btz:

Btz “ Btws `
1
2 ă

?
6ΠXN

B
˚
xC̃3 ´ 2Bxms, B

2
xϕ ą ξ2.

By using that Bxϕ P XN and the Cauchy-Schwarz and triangle inequalities, we prove that

}Ω´1{2
Btz} ď }Ω´1{2

Btws} `

ˆ

?
6

2 }B
3
xϕ}}C̃3} ` }ms}}B

˚
xB

2
xϕ}

˙

}Ω´1{2ξ2}.

This gives us the last point.
□

The following lemma gives a master equation satisfied by z, b and c. This equation is slightly
different from Equation (4.31) in [4], because of the orthogonal projection ΠXN

. Under the
hypothesis (H), it will not raise any issue.
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Lemma 5.8. The functions ms, b, c, z satisfy:

2ξϕ ` xBxϕ ´ 1
?

2
c1

`
ξ2

2
?

2
c3

´ Bxϕb ´ xb2
“ ΠXN

B
˚
xms ´ Btz. (5.32)

This motivates the definition R0 :“ ΠXN
B˚

xms ´ Btz.

Proof. From the definition of z,

BtC̃0 “
?

2c1ξϕ ´ b2x `
ξ2

2
?

2
c3

` Btz.

By the scheme (3.5), the third part of lemma (5.6) and since xBxϕ P XN :

BtC̃0 “ ΠXN
B

˚
xC̃1 “ bBxϕ ´

1
?

2
c1

pxBxϕ ´ 1q ` ΠXN
B

˚
xms.

As the two expressions are equal, the result follows.
□

We will now exploit the ODE (5.32) to find estimates on the derivatives of b, c and z.

Lemma 5.9. The functions b and c verify

|b| ` |b2
| ` |c1

| ` |c3
| À }Ω´1{2

Btws} ` }ms} ` }h̃K
}.

Proof. We start by multiplying Equation (5.27) by Bxρ and then integrating. As ă 1 ą“ă

pBxϕq2 ą“ 1, ă x ą“ 0 we find that

´
1

?
2

ă xpBxϕq
2

ą c1
` b ` b2

“ ´ ă BxϕR0 ą .

By injecting this last expression for b2 into (5.32) we obtain that

ˆ

2ξϕ ` xBxϕ ´ 1
?

2
´ x

ă xpBxϕq2 ą
?

2

˙

c1
`

ξ2

2
?

2
c3

´ pBxϕ ´ xqb “ R0 ´ x ă BxϕR0 ą . (5.33)

By multiplying by pBxϕ ´ xqρ and then integrating, we find that

α1c
1
` α2c

3
´ ă pBxϕ ´ xq

2
ą b “ă pBxϕ ´ x´ ă xpBxϕ ´ xq ą BxϕqR0 ą .

The real numbers α1, α2 are given by

α1 “ă
2ξϕ ` xBxϕ ´ 1

?
2

´ x
ă xpBxϕq2 ą

?
2

, Bxϕ ´ x ą,

α2 “ă
ξ2

2
?

2
, Bxϕ ´ x ą .

We then pose Φ̃ :“ Bxϕ ´ x´ ă xpBxϕ ´ xq ą Bxϕ which is an element of XN . By definition of
R0, we have

ă R0Φ̃ ą“ă ΠXN
B

˚
xmsΦ̃ ą ´ ă Btz, BtΦ̃ ą“ă ms, BxΦ̃ ą ´ ă Ω´1{2

Bt, Ω1{2Φ̃ ą .

Functions b and c satisfy the following differential equation:

ă pBxϕ ´ xq
2

ą b “ α1c
1
` α2c

3
´ ă ms, BxΦ̃ ą ` ă Ω´1{2

Bt, Ω1{2Φ̃ ą .

There are then two cases.
Quadratic case: the potential ϕ is ϕpxq “

1
2px2 ` lnp2πqq. We know from studying the

conservation laws that b “ c “ 0, which gives the result directly.
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Non-quadratic case: MΦ :“ă pBxϕ ´ xq2 ą‰ 0 and so b verifies

b “
α1

MΦ
c1

`
α2

MΦ
c3

´
ă ms, BxΦ̃ ą

MΦ
`

ă Ω´1{2Bt, Ω1{2Φ̃ ą

MΦ
and we can inject this expression into (5.28), which gives that

Ψ1pxqc1 ` Ψ2pxqc3 “ R0 ´ x ă BxϕR0 ą ´
Bxϕ ´ x

MΦ
ă BxΦ̃, ms ą `

Bxϕ ´ x

MΦ
ă Ω´1{2Btz, Ω1{2Φ̃ ą .

(5.34)
The functions Ψ1, Ψ2 are given by

Ψ1pxq :“ 2ξϕ ` xBxϕ ´ 1
?

2
´ x

ă xpBxϕq2 ą
?

2
´ α1

Bxϕ ´ x

MΦ
,

Ψ2pxq :“ ξ2

2
?

2
´

α2

MΦ
pBxϕ ´ xq.

Now, assume that the functions Ψ1 and Ψ2 are lineraly dependant, so there exists λ ‰ 0 such
that Ψ1 “ λΨ2. It means that there exists real numbers α, β, γ such that for all x P R:

2ϕpxq ` xBxϕpxq ` αBxϕpxq “
λ

2 x2
` βx ` γ.

As ϕ is not harmonic, degpϕq “ 2m ě 4. Let γm be the positive leading coefficient of ϕ. The
equation above says that the term with highest degree in the left hand side vanishes, so we
deduce that

2γmp1 ` mq “ 0.

As γm ‰ 0, we get that m “ ´1 which is impossible. It shows that the functions are linearly
independant. As Ψ1 and Ψ2 are lineraly independent and belong to XN , we can find a basis
pΨ1, Ψ2, w3, ...wN`1q of XN . Then, define P : XN ÞÑ XN as the non-symmetric projector of
range SpanpΨ1q and of kernel SpanpΨ2, w3, ...wN`1q. By applying P to (5.34), we get that

Ψ1pxqc1
“ P pR0q´P pxq ă BxϕR0 ą ´

P pBxϕ ´ xq

MΦ
ă BxΦ̃, ms ą `

P pBxϕ ´ xq

MΦ
ă Ω´1{2

Btz, Ω1{2Φ̃ ą .

Now, take the scalar product against Ψ1 to get that

}Ψ1}
2c1

“ ă P pR0q, Ψ1 ą ´ ă P pxq, Ψ1 ąă BxϕR0 ą

`
ă P pBxϕ ´ xq, Ψ1 ą

MΦ
p´ ă BxΦ̃, ms ą ` ă Ω´1{2

Btz, Ω1{2Φ̃ ąq.

It only remains to estimate the right-hand side. Remark that the second line is directly
controled by the Cauchy-Schwarz inequality and Lemma 5.7. We focus now on the first line.
Since the adjoint P ˚ of P sends XN into XN , the first term can be written as

ă ms, BxP ˚
pΨ1q ą ´ ă Ω´1{2

Btz, Ω1{2P ˚
pΨ1q ą .

This term can be controlled by using Lemma 5.7. Finally, the second term of the first line
can be written as

ă P pxq, Ψ1 ą pă B
2
xϕ, ms ą ´ ă Ω1{2

Bxϕ, Ω´1{2
Btz ąq

and it can be controlled by Lemma 5.7. The computations are the same when replacing P by
the projector of range SpanpΨ2q and of kernel SpanpΨ1, w3, ...wN`1q. We can use the estimates
on c1, c3 in the expressions of b, b2 found above and use Lemma 5.7 to finish the proof.

□



24

Lemma 5.10. There exists a constant C ą 0 such that

d

dt
p´bb1

q ď ´b
12

` Cp}Ω´1{2
Btws}

2
` }ms}

2
` }h̃K

}
2
q,

d

dt
p´c1c2

q ď ´c
22

` Cp}Ω´1{2
Btws}

2
` }ms}

2
` }h̃K

}
2
q.

Proof. By direct calculation,

d

dt
p´bb1

q ď ´b
12

´ bb2,

d

dt
p´c1c2

q ď ´c
22

´ c1c3.

The result follows from Lemma 5.9.
□

Lemma 5.11. We have that

|c| À |b1
| ` |c2

| ` }ws} ` }es},

}C̃0} À |b1
| ` |c2

| ` }ws} ` }es}.

Proof. According to Lemma 5.6,

C̃0 “
?

2ξϕc ` S

where S :“ z ´ b1x `
ξ2

2
?

2
c2. By the lemma 5.7, }S} À |b1| ` |c2| ` }ws} ` }es}.

Remember the conservation law (see Proposition 3.1):

1
?

2
c` ă ϕC̃0 ą“ 0.

Replacing C̃0, we have that

1
?

2
cp1 ` 2 ă ϕξϕ ąq “ ´ ă ϕS ą .

Since ă ϕξϕ ą“ă ξ2
ϕ ą, we obtain the following estimate which implies the first line of the

lemma:

|c| ď

?
2

1` ă ξ2
ϕ ą

}ϕ|}S}

Returning to the expression C̃0 “
?

2ξϕc ` S and injecting the estimate for c, we obtain the
second line of the lemma. □
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5.3. Entropy and proof of hypocoercivity. We start by defining an entropy

H1ptq “ }h̃}
2
L2pM q ` ε ă Ω´1

BxC̃2, C̃3 ą `ε
3
2 ă Ω´1

Bxms, es ą `ε
7
4 ă Ω´1

Bxws, ms ą

` ε
15
8 ă ´Ω´1

Btws, ws ą (5.35)

where ε ą 0 is a parameter to be chosen later on, and the associated dissipation

D1ptq “ }h̃K
}

2
` }es}

2
` }ms}

2
` }ws}

2
` }Ω´1{2

Btws}
2. (5.36)

Note that Lemmas 5.3,5.4 and 5.5 are the equivalents of Lemmas 4.3, 4.4 and 4.5 of [4]. The
only difference here is that the constant CN depends on N , the truncation parameter. Thus,
we can state the following lemma, whose proof is the same as Lemma 4.6 of [4]. For the sake
of completeness, we will also give the proof.

Proposition 5.2. There are positive constants:
‚ κ, κ0 independent of N ,
‚ C0,N dependent on N ,
‚ εN dependent on N and small enough

such that

d

dt
H1ptq ď ´κ0}h̃K

}
2
L2pM q ´ ε

15{8
N κD1ptq ` ε2

NC0,N }h̃}
2
L2pM q.

Proof. We can estimate the time derivative of the entropy by using Lemmas 5.3,5.4, 5.5:

d

dt
H1ptq ď ´2}h̃K

}
2

` εCN }h̃K
}}h̃}L2pM q

´ ε3{2κ2}ms}
2

` ε3{2CN p}es} ` }h̃K
}q}h̃}L2pM q

´ ε7{4κ3}ws}
2

` ε7{4CN p}es}
2

` }h̃K
}

2
` }ms}}h̃}L2pM qq

´ ε15{8
}Ω´1{2

Btws}
2

` ε15{8CN }ws}}h̃}L2pM q.

We now have to give an upper bound to the unsigned terms in such a way that the negative
terms absorb them, for ε sufficiently small. In this purpose we use Young inequality on every
unsigned term:

εCN }h̃K
}}h̃}L2pM q ď

1
2}h̃K

}
2

`
1
2ε2C2

N }h̃}
2
L2pM q,

ε3{2CN }h̃K
}}h̃}L2pM q ď

1
2}h̃K

}
2

`
1
2ε3C2

N }h̃}
2
L2pM q,

ε3{2CN }es}}h̃}L2pM q ď
1
2εκ1}es}

2
`

1
2ε2 C2

N

κ1
}h̃}

2
L2pM q,

ε7{4CN }ms}}h̃}L2pM q ď
1
2ε3{2κ2}ms}

2
`

1
2ε2 C2

N

κ2
}h̃}

2
L2pM q,

ε15{8CN }ws}}h̃}L2pM q ď
1
2ε7{4κ3}ws}

2
`

1
2ε2 C2

N

κ3
}h̃}

2
L2pM q.

Hence, the derivative of the entropy H1 is bounded by
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d

dt
H1ptq ď ´p1 ´ CNε7{4

q}h̃K
}

2

´ εκ1

ˆ

1
2 ´

CNε3{4

κ1

˙

}es}
2

´
1
2ε3{2κ2}ms}

2

´
1
2ε7{4κ3}ws}

2

´ ε15{8
}Ω´1{2

Btws}
2

`
C2

N

2 ε2
ˆ

1 ` ε `
1
κ1

`
1
κ2

`
1
κ3

˙

}h̃}
2
L2pM q.

We now choose

0 ă ε :“ εN ă min
˜

1,

ˆ

4CN

κ1

˙´4{3

,

ˆ

4CN

3

˙´4{7
¸

and κ0 “
1
4 , κ “ min

ˆ

1
4 ,

κ1

4 ,
κ2

2 ,
κ3

2 , 1
˙

and C0,N “
C2

N

2

ˆ

2 `
1
κ1

`
1
κ2

`
1
κ3

˙

, and we get the
result of Proposition 5.2.

□

We then define a complete entropy

H2ptq “ H1ptq ´ ε
62
32 b1b ´ ε

62
32 c1c2 (5.37)

and dissispation

D2ptq “ D1ptq ` b
12

` c
22. (5.38)

Note that in the case of the quadratic potential, both entropy and dissipation are the same.
So H2 and D2 are introduced to deal with non-quadratic cases. We now show a last equivalence.

Proposition 5.3. There are positive constants Λ1,N , Λ2,N , Λ3,N such that for εN ą 0 small
enough,

}h̃}
2
L2pM q ď Λ1,NH2ptq ď Λ2,ND2ptq ď Λ3,N }h̃}

2
L2pM q.

Proof. From the definitions, we immediately know that

}C̃0} ` }C̃1} ` }C̃2} ` }h̃K
}L2pM q ` |b| ` |c| À }h̃}L2pM q.

By definition (5.11), }es} ď }C̃2} ` |c| À }h̃}L2pM q. Using System (3.5) and doing an integration
by parts, we find

|c1
| “

?
2| ă BxC̃1 ą | “

?
2| ă C̃1, Bxϕ ą | À }h̃}L2pM q.

Using the definition of ms (5.10),

}ms} ď }C̃1} ` }x}| ă BxC̃1 ą | ` | ă C̃1 ą | À }h̃}L2pM q.

We use the scheme (3.5) to show that |b1| “ | ă BxC̃0 ą | À }h̃}L2pM q, and, by the definition of
ws (5.12), we get that

ws “ C̃0 ` b1x ´
1
2 ă C̃0ppBxϕq

2
´ B

2
xϕq ą ξ2 ´

?
2cϕs.
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It is now clear that }ws} À }h̃}L2pM q. A direct computation allows to write
c2ptq “ ´2 ă C̃2B2

xϕ ą `
?

2 ă B2
xC̃0 ą, and therefore |c2| À }h̃}L2pM q.

Finally, we compute Ω´1{2Btws:

Ω´1{2
Btws “ ΠXN

B
˚
xC̃1´ ă BxΠXN

B
˚
xC̃1 ą Ω´1{2x ´

1
2 ă B

2
xΠXN

B
˚
xC̃1 ą Ω´1{2ξ2 ´

?
2c1Ω´1{2ϕs.

By performing integrations by parts and using (5.5), we have that }Ω´1{2Btws} ď C 1
N }h̃}L2pM q,

were C 1
N is a positive constant which depends on N . With the definition of H2ptq and the

various estimates mentioned above, we have that

|}h}
2

´ H2ptq| ď C 1
N }h̃}

2
L2pM q.

Similarly, from the definition of D2ptq, D2ptq ď C 1
N }h̃}2

L2pM q.
Using Lemma 5.6, the first estimate of Lemma 5.7 and Lemma 5.11, we get that

}C̃0} À |b1
| ` |c2

| ` }ws} ` }es} ` }h̃K
}.

Similarly, starting from the second equality of Lemma 5.6 and Lemma 5.9

}m} À }Ω´1{2
Btws} ` }ms} ` |c1

| ` }h̃K
}.

Finally, using the definition of D2, that }h̃}L2pM q ď }C̃0} ` }C̃1} ` }C̃2} ` }h̃K} and using the
last three estimates together with the estimate for c from Lemma 5.11, we obtain that

}h̃}L2pM q À |D2|.

We have now shown all the desired equivalences.
□

Finally, we conclude this section by the proof of the main result.

Proof of Theorem 1.2. We use Proposition 5.2 and the equivalence given by Proposition
5.3 to find that

d

dt
H2ptq ď ´ε62{32

ˆ

Λ1,N

Λ2,N

´ C0,NΛ1,Nε1{16
˙

H2ptq.

We choose ε ă εN small enough and find a constant κN ą 0 such that

d

dt
H2ptq ď ´κNH2ptq.

Hence, by Gronwall lemma and Proposition 5.3, we deduce that

}h̃ptq}
2
L2pM q ď Λ3,Ne´κN t

}h̃p0q}
2
L2pM q.

This concludes the proof. □

6. Numerical experiments

6.1. Implementation. We implement the scheme under the form (4.1). The iteration ma-
trix is sparse and is block tridiagonal. We store it in CSR format. The computation of the
orthonormal polynomials is done using the Chebychev algorithm (see [6]) and uses the quadru-
ple precision format of Fortran. The computation of numbers ar,n is done by a composite
Weddle-Hardy quadrature on a large interval.
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6.2. Harmonic potential. The projection is realized on Hermite polynomials both in space
and in velocity. For this test, we set C̃1p0, xq “ P̃2pxq, C̃2p0, xq “ P̃1pxq and the other modes
to 0. On Figure 1, we represent the evolution of the norm }h̃}L2pM q, for different truncation
parameters N . We also use linear interpolation to approximate the rate κ. We see that the two
graphs are almost identical, and that the rate κ does not vary with N . We also check every
conservation laws, with the different quantities being equal to 0 at each instant.

(a) N “ 5, K “ 20. (b) N “ 30, K “ 20

Figure 1. Exponential decay of the norm }h̃}L2pM q for different parameter K
and N (y-axis in logscale).

6.3. Double well potential. The potential is here ϕpxq “ px´1q2px`1q2. We also normalize
ϕ in order to have ă 1 ą“ă B2

xϕ ą“ 1.

6.3.1. Perturbation on C̃2 only. For the first test, we set C̃2p0, xq “ P̃1pxq and the other modes
to 0. On Figure 2, we represent the evolution of the norm }h̃}L2pM q, for different truncation
parameters N . We also use linear interpolation to approximate the rate κ. We see that the
two graphs are almost identical, and that the rate κ does not vary with N . This supports the
conjecture of the operator norm (see Annex B) indenpendently of the potential.

6.3.2. Perturbation on C̃0 and C̃2 only. For the second test, we set C̃0p0, xq “ P̃1pxq ` P̃2pxq,
C̃2p0, xq “ ´

?
2 ă ϕ, P̃2 ą `P̃1pxq and the other modes to 0. On Figure 3, we represent the

evolution of the pertubation h̃ at different instants. Notice the transfer between the two wells,
and the range of values slowly shrinking.
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(a) N “ 5, K “ 20. (b) N “ 30, K “ 20

Figure 2. Exponential decay of the norm }h̃}L2pM q for different parameter K
and N (y-axis in logscale).
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Figure 3. Evolution of the perturbation in the px, vq-plane.
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Appendix A. Orthonormal polynomials

In this appendix, we gather definitions, notations and important results on the orthonormal
polynomials sequences associated with a weight of the form ρpxq “ e´ϕpxq. The potential ϕ is
an even polynomial of degree 2m, which can be expanded in the canonical basis:

ϕpxq “

m
ÿ

i“0
γix

2i

with positive leading coefficient γm.

A.1. Exponential weight for general potential. Let pPnqnPN be the sequence of orthogonal
polynomials built by applying the Gram-Schmidt orthogonalization process to the sequence
pxnqnPN with the L2pρq scalar product. Now, consider the sequence of polynomials pP̃nqnPN
defined by the following recurrence relation:

$

&

%

xP̃npxq “ an`1P̃n`1pxq ` anP̃n´1pxq @n ě 1,

P̃0 “
1
a0

; P̃´1 “ 0.
(A.1)

The coefficients pakqkPN are defined by the formula below (see [6]):

a0 “

d

ż

R
ρptqdt; ak “

d

ş

R Pkptq2ρptqdt
ş

R Pk´1ptq2ρptqdt
, k P N˚. (A.2)

The polynomials pP̃nqnPN are the orthonormal polynomials of L2pρq, and they constitute a
Hilbert basis of L2pρq. The two sequences of polynomials are related by the following normal-
ization:

P̃k “
Pk

}Pk}
@k P N.

Fix N P N. Every function of L2pρq can be projected on the finite-dimensional space XN :“
SpantP̃n | n “ 0, 1, ..., Nu. The orthogonal projection on XN is noted ΠXN

, and

ΠXN
f “

N
ÿ

k“0

ż

R
fP̃kρdyP̃k.

An important property is the asymptotic behaviour of the coefficients an, established by
Magnus in :

Theorem A.1 ([7], Theorem 6.1). Let ϕ a polynomial of even degree 2m and of leading coef-
ficient γm ą 0. Then

an „

ˆ

pm ´ 1q!2
2γmp2m ´ 1q!n

˙1{2m

. (A.3)

A.2. Hermite polynomials. In this part we consider the special case where
ϕpxq “ 1

2px2 ` lnp2πqq. The orthonormal polynomial sequence pH̃kqkPN of L2pρq are the so-called
Hermite orthonormal polynomials. They are defined by the following recurrence relation:

"

vH̃kpvq “
?

k ` 1H̃k`1pvq `
?

kH̃k´1pvq @k ě 1,
H̃0 “ 1 ; H̃´1 “ 0.

They enjoy a richer structure, and satisfy an important differential property:

H̃
1

kpvq “
?

kH̃k´1pvq @k P N.
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Appendix B. Conjecture and remarks on operators norm

We come back in this appendix on the inequalities (5.5)-(5.8). They define a constant KN ą 0,
which possibly depends on N . We conjecture that in fact it does not depend on N .

Conjecture 1. There exists a constant K ą 0 independant of N such that:

sup
fPXN ,f‰0

}Ω´1{2ΠXN
B˚

xf}

}f}
ď K, (B.1)

sup
fPXN ,f‰0

}Ω´1BxΠXN
B˚

xf}

}f}
ď K, (B.2)

sup
fPXN ,f‰0

}Ω´1ΠXN
B˚

xΠXN
B˚

xf}

}f}
ď K, (B.3)

sup
fPXN ,f‰0

}Ω´1ΠXN
B˚

xBxf}

}f}
ď K. (B.4)

As established by the previous computations, hypocoercivity constants of the scheme are
independent of N if this conjecture is true. We have not succeeded in either disproving or
proving the conjecture. Nevertheless, in this appendix, we expose some ideas. We will set the
degree of the potential ϕ to 2m “ 4, so m “ 2. This will enable us to work on a non-Hermite
case, while keeping the notations simple.

B.1. Expressions of operators in the polynomial basis pP̃kqkPN. We can try to write the
operators involved in the conjecture in the basis pP̃kqkPN. We will work with f P XN .

B.1.1. The projection ΠXN
:

The projection ΠXN
is defined on L2pρq, and moreover we have

ΠXN
P̃k “

"

P̃k if k ď N,
0 else.

B.1.2. The adjoint operators Bx and B˚
x:

Let us start by writing the multiplication operator by Bxϕ in the basis pP̃kqkPN. The following
result is proved in [3]:

Theorem B.1 (Strong Poincaré inequality). There exists a constant Cp ą 0 such that for all
f P H1pρq,

ż

R
p1 ` ϕ

12
pxqq|fpxq´ ă f ą |

2ρpxqdx ď Cp

ż

R
f

12
pxqρpxqdx

where ă f ą:“
ş

R fρdx denotes the mean value of f with respect to the measure ρpxqdx.

We deduce directly that the domain of the multiplication operator by Bxϕ contains H1pρq.
Since XN Ă H1pρq, we can now compute the infinite matrix of the operator Bxϕ in the basis
pP̃kqkPN. Let f “

ř8

l“0 f̂lP̃l P H1pρq. We have

Bxϕf “

8
ÿ

k“0

8
ÿ

l“0
ă BxϕP̃l, P̃k ą f̂lP̃k.

Thus, if we denote Φ the infinite symmetric real matrix with coefficients Φk,l “ă BxϕP̃l, P̃k ą,
with k, l P N, then
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Bxϕf “

8
ÿ

k“0

8
ÿ

l“0
Φk,lf̂lP̃k.

Consequently, Bxϕ is represented in the orthonormal polynomial basis by the matrix Φ. We
compute the coefficients Φk,l.

Since Φ is symmetrical and P̃k K Rk´1rXs, the matrix Φ is a band matrix with bandwidth 7.
The parity of ϕ implies that P̃k has the same parity as k. Thus, Φk,k´2 “ 0 for all k ě 0 as this
is the integral of an odd function on R. This leaves 5 diagonals to calculate. We know from [7]
that

Φk,k “ 0 ; Φk,k´1 “
k

ak

:“ lk.

It therefore remains to calculate Φk,k´3 for k ě 3. From the definition of ϕ and by orthogo-
nality, we have that

ă BxϕP̃k´3, P̃k ą“ 4γ2 ă x3P̃k´3, P̃k ą .

By iterating the recurrence relation (A.1), we can calculate x3P̃k. We then find that

Φk,k´3 “ă BxϕP̃k´3, P̃k ą“ 4γ2akak´1ak´2 :“ pk´2.

Finally, we can represent the matrix Φ:

Φ “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 l1 0 p1 0 0 . . .
l1 0 l2 0 p2 0 . . .
0 l2 0 l3 0 p3

. . .
p1 0 l3 0 l4 0 . . .
0 p2 0 l4 0 l5

. . .
0 0 p3 0 l5 0 . . .
. . . . . . . . . . . . . . . . . . . . .

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

The coefficients have values calculated above, and according to the theorem A.1, pn „ n3{4

and ln „ n3{4.
We can now calculate the matrices representing the operators Bx and B˚

x . Let f “
ř8

l“0 f̂lP̃l P

H1pρq. We have

Bxf “

8
ÿ

k“0
ă Bxf, P̃k ą P̃k

“

8
ÿ

k“0
ă f, BxϕP̃k ´ BxP̃k ą P̃k

“ Bxϕf ´

8
ÿ

k“0
ă f, BxP̃k ą P̃k

“ Bxϕf ´

8
ÿ

k“0

k´1
ÿ

l“0
f̂l ă P̃l, BxP̃k ą P̃k

“ Bxϕf ´

8
ÿ

k“0

k´1
ÿ

l“0
f̂l ă BxϕP̃l, P̃k ą P̃k.
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It follows that

B
˚
xf “

8
ÿ

k“0

k´1
ÿ

l“0
f̂l ă BxϕP̃l, P̃k ą P̃k.

The matrix representing B˚
x is the lower part of Φ. Similarly, since Bx ` B˚

x “ Bxϕ, the matrix
representing Bx is the upper part of Φ.

B.1.3. The operator Ω. It is now easy to write the matrix reprensenting the operator Ω “

B˚
xBx ` 1:

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

1 0 0 0 0 0 . . .
0 1 ` l2

0 0 l0p0 0 0 . . .
0 0 1 ` l2

1 0 l1p1 0 . . .
0 l0p0 0 1 ` p2

0 ` l2
2 0 l2p2

. . .
0 0 l1p1 0 1 ` p2

1 ` l2
3 0 . . .

0 0 l2p2 0 1 ` p2
2 ` l2

4
. . .

. . . . . . . . . . . . . . . . . . . . .

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

Unfortunately, inverting and taking the square root of this matrix is very difficult, as it is not
diagonal as in the Hermite case. Direct calculation of the composition product seems impossible.
We may search for a differential operator diagonalized by the basis pP̃kqkPN. Consider the
first inequality conjectured (5.34). To estimate the operator norm of Ω´1{2ΠXN

B˚
x , we can

estimate the norm of its adjoint BxΠXN
Ω´1{2. If A and B are two operators, then we define its

commutator by rA, Bs :“ AB ´ BA. Let f P XN .

BxΠXN
Ω´1{2f “ BxΩ´1{2f ` BxrΠXN

, Ω´1{2
sf.

From [3], we know that }BxΩ´1{2f} ď }f}. It therefore remains to estimate the norm of
BxrΠXN

, Ω´1{2sf . Now,

}rΠXN
, Ω´1{2

sf}
2
H1pρq “ }Ω1{2

rΠXN
, Ω´1{2

sf}
2

“ }Ω1{2ΠXN
Ω´1{2f ´ f}

2.

Consequently, we find that:

}BxrΠXN
, Ω´1{2

sf} ď p}Ω1{2
}H1pρqÑL2pρq}ΠXN

}H1pρqÑH1pρq}Ω´1{2
}L2pρqÑH1pρq ` 1q}f}.

Since the norms }Ω´1{2}L2pρqÑH1pρq and }Ω1{2}H1pρqÑL2pρq are finite, it remains to study the
norm of the projection }ΠXN

}H1pρqÑH1pρq. Let f “
ř8

l“0 f̂lP̃l P H1pρq. The following notation
is introduced:

f̂
k

“

"

f̂k if k ď N,
0 else.

Thanks to the matrix expression of Bx, we can calculate the norm }ΠXN
f}2

H1pρq
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}ΠXN
f}

2
H1pρq “ }ΠXN

f}
2

` }BxΠXN
f}

2

ď }f}
2

` }BxΠXN
f}

2

“ }f}
2

`

8
ÿ

k“0
plk`1f̂k`1 ` pk`1f̂k`3q

2

“ }f}
2

`

N´3
ÿ

k“0
plk`1f̂k`1 ` pk`1f̂k`3q

2
` plN´1f̂N´1q

2
` plN f̂N q

2

ď }f}
2

`

8
ÿ

k“0
plk`1f̂k`1 ` pk`1f̂k`3q

2
` plN´1f̂N´1q

2
` plN f̂N q

2

ď }f}
2

` }Bxf}
2

` plN´1f̂N´1q
2

` plN f̂N q
2

ď }f}
2
H1pρq ` plN´1f̂N´1q

2
` plN f̂N q

2.

We then wish to control the residual terms plN´1f̂N´1q2 ` plN f̂N q2 independently of N by the
norm }f}2

H1pρq. We may look for a regularity theorem on the coefficients of f . We will proceed
as in the Hermite case and look for a self-adjoint operator diagonalized by the basis pP̃kqkPN
whose domain would be H1pρq. Unfortunately, we do not know any no differential equation
satisfied by orthonormal polynomials associated with a general exponential weight. We could
try to imitate the Hermite case, and use the product L˚L where

L “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 0 0 0 0 0 . . .
l1 0 0 0 0 0 . . .
0 l2 0 0 0 0 . . .
0 0 l3 0 0 0 . . .
0 0 0 l4 0 0 . . .
0 0 0 0 l5 0 . . .
. . . . . . . . . . . . . . . . . . . . .

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

We have that L˚L is diagonal, and its eigenvalues are exactly the real ln:

L˚L “

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

0 0 0 0 0 0 . . .
0 l1 0 0 0 0 . . .
0 0 l2 0 0 0 . . .
0 0 0 l3 0 0 . . .
0 0 0 0 l4 0 . . .
0 0 0 0 0 l5

. . .
. . . . . . . . . . . . . . . . . . . . .

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

There is no reason why the domain of L would contain H1pρq, since L ‰ B˚
x in the general

case. Therefore, no conclusion can be drawn.
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