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We analyze high order harmonic generation using the asymmetric polarization gating obtained by
the combination of two delayed counter-rotating pulses with different peak amplitudes. It allows for
a better understanding of polarization gated XUV generation in general, increases the control of the
harmonic temporal confinement, and can be used for tuning the central frequency of the harmonic
comb and optimizing the HHG efficiency. Experimental results clearly confirm the gate control and
the XUV tunability, in agreement with a model based on the Strong Field Approximation.

I. INTRODUCTION

High order Harmonic Generation (HHG) has emerged
as a prominent tabletop technique for generating ultra-
short XUV beams [1]. This method offers unique proper-
ties such as spatial and temporal coherence of the XUV
beam [2, 3], precise control of the harmonics polarization
state [4], and the generation of ultra-short XUV pulses
[5, 6], making HHG invaluable for attosecond science [7–
10]. Its application in spectroscopy and time-resolved
studies is well established in both gas phase [11] and
condensed phase [12] scenarios. The HHG spectrum con-
sists of odd harmonics of the frequency of the fundamen-
tal driving pulse, reflecting the spherical symmetry of
atomic systems, as well as the periodicity and coherence
of attosecond bursts. XUV spectroscopy involves select-
ing specific harmonics from this spectrum [13–15]. Most
characteristics of the produced XUV radiation, such as
amplitude and polarization state, are increasingly well
controlled and tunable, even if precise tuning of the cen-
tral XUV frequency and attosecond chirp remains a chal-
lenge.

Producing isolated attosecond pulses is a significant
achievement in the HHG research field, facilitated by
techniques such as intensity gating, polarization gating,
time-dependent phase matching, etc. Polarization gating
[16–25] – the focus of this article – exploits the sensitivity
of the HHG process to the ellipticity of the driving field.
Modulating the field ellipticity in time by superimposing
two counter-rotating circularly polarized delayed pulses
makes it possible to confine the XUV emission inside a
polarization gate and generate ultrashort pulses. At the
center of the temporal gate, the two pulses overlap with
equal amplitude, and the pump polarization briefly be-
comes nearly linear. Because HHG is most efficient for
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linear polarized driving fields, an effective confinement of
XUV emission within the polarization gate occurs, thus
also enabling the generation of isolated attosecond pulses
when sub-half-cycle gates are created.

The harmonic yield as a function of the ellipticity ϵ of
the driving field can be described by a Gaussian function,
exp

[
−(ϵ/ϵthq )2

]
[26, 27], where ϵthq is a parameter that is

typically of the order of 0.13 for a 800 nm driving wave-
length and is dependent on the harmonic order q. Thus,
the harmonic yield is very sensitive to the ellipticity of
the input field. This can be explained physically by the
fact that in an elliptical field the ionized electron does
not return to its parent ion during the recollision process
but is displaced laterally, which leads to a less efficient re-
combination mechanism. The nature of the dependence
of the harmonic yield on the ellipticity of the driving
field as described above is specific to gazeous atomic and
molecular systems and differs quite drastically in solids
[28, 29]. In the standard polarization gate configura-
tion, the amplitudes of the two counter-rotating fields
are equal, and therefore the gate is always located at the
center of the pulse. The scenario involving two different
amplitudes – here referred to as Asymmetric Polarization
Gating (APG) [24, 30] – offers greater control over the
high harmonics, in particular their cut-off, and leads to
further interesting properties of the generated XUV field
[24, 25, 30–33]. Specifically, in this article we demon-
strate experimentally and theoretically that it is possible
to control the temporal position of the gate within the
pulse without changing the gate duration. We also pro-
vide a thorough examination of the consequences of APG
on the physics of HHG and, in particular, highlight the
contributions of long and short trajectories. Finally, we
demonstrate the ability to control the entire high har-
monic spectrum and, in particular, the tunability of the
harmonic central frequency.
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II. ASYMMETRIC POLARIZATION GATING

The standard Polarization Gating (PG) technique in-
volves the combination of two delayed counter-rotating
circularly polarized pulses (see Fig. 1). By using fields
of different amplitudes, we achieve the Asymmetric Po-
larization Gating (APG), where the harmonic emission
is confined in a gate that can be positioned arbitrar-
ily within the driving pulse envelope. Sec. IIA details
the operational principles of APG in various regimes by
means of a simple analytical expression for the harmonic
dipole response. In particular, we investigate the sce-
nario where the intensity envelope of the pump pulse
changes approximately linearly across the gate and dis-
cuss how this can shift the harmonic comb in frequency.
In Sec. II B, we present theoretical results based on the
Strong Field Approximation (SFA) and compare them
with anticipated outcomes from the simple dipole ap-
proach described in Sec. II A.

A. Principle

Following Ref. [34], for a linearly polarized driving
field, the dipole response of a given harmonic q asso-
ciated with HHG for a given quantum trajectory can be
approximated by

d(t) = I
qeff
2 (t) e−iφq(t) ≈ e−iqω0tI

qeff
2 (t) e−iαqI(t) . (1)

Here, φq(t) is the phase associated with the dipole of
harmonic q, ω0 is the central frequency of the driving IR
field, and qeff and αq are positive quantities that char-
acterize harmonic yield and phase, respectively. I(t)
is the intensity envelope of the IR driving field – de-
fined as the cycle averaged Poynting flux in propaga-
tion direction. In Eq. (1), we have used the linear ap-
proximation of the phase dependence φq with intensity:
φq(t) ≈ αqI(t) where we thus assume that αq is a given
parameter for each harmonic. When superimposing two
counter-rotating circularly polarized fields, the intensity
envelope of the total field follows a more complex dis-
tribution and depends on the delay, dephasing, and am-
plitude ratio. In short, the linearly polarized portion of
the total field (gate) is located where the two counter-
rotating fields have the same amplitude. The position
of the gate is therefore defined by the ratio of the two
field amplitudes and their relative delay. To illustrate
the impact of the relative delay on APG, different con-
figurations of field amplitudes and delay are shown in
Fig. 1.

In APG, the position of the gate within the driving
pulse can thus be shifted by adjusting the amplitude ra-
tio of the two pulses. According to the dipole model
Eq. (1), the instantaneous frequency of a given harmonic
q is provided by

dφq(t)

dt
= ωq(t) ≈ qω0 + αq

dI

dt
. (2)

This expression is obtained as the first order Taylor ex-
pansion of the phase φq with respect to the intensity.
With linearly polarized drivers (i.e. without polarization
gating), it gives rise to the well known frequency broaden-
ing of a given harmonic [34, 35] due to its generation over
the full duration of the pulse. In contrast, when the XUV
emission is confined inside the polarization gate, only the
characteristics of the IR pulse in the gate are relevant for
the emitted XUV light. In the situation where the inten-
sity envelope of the IR driving field in the gate evolves
with a linear slope characterized by ωs [see Fig. 1(c)],
I(t) ≈ I0(1 +ωst), the effective frequency Eq. (2) can be
written as ωq = qω0+αqI0ωs. Thus, the frequency shifts
of the harmonics can be controlled by the slope ωs.
Considering the case of plateau harmonics for which

the coefficient αq ≈ α is almost the same for all harmon-
ics, the entire frequency comb is shifted by ∆ω = αI0ωs.
Information about the shape of the driving pulse and
the position of the gate is thus encoded in the frequency
content of the harmonic comb. In particular, locating
the gate in the rising or falling front of the pulse allows
one to shift the central harmonic frequency to the blue
or red, respectively, as the slope parameter ωs has the
opposite sign. By contrast, in the plateau and in the
transition from the plateau to the cut-off, αq changes sig-
nificantly with harmonic order, and thus ∆ωq = ∆αqI0ωs

will change from one harmonic to the next. This could
provide a way to control the harmonic chirp in this fre-
quency range. In the next section, we will demonstrate,
in the framework of the SFA model, the effectiveness of
this control of the frequency comb by APG.

B. Comparison to the SFA model

We start by describing our theoretical model based
on the Strong Field Approximation (SFA) [36]. The
model consists in writing the wave function as the sum
of the ground state wave function – assumed unaffected
– and a wave packet in the continuum. Neglecting the
continuum-continuum transitions, one can express the
dipole moment associated with the HHG in atomic units
(a.u.) as

d(t) = 2Re
{
i

∫ t

0

dτ

∫
dkT∗[k−A(t)]

× e−iS(k,t,τ)E(τ).T[k−A(τ)]
}
. (3)

In this expression, A(t) is the vector potential defining

the pump electric field E(t) = −∂A(t)
∂t in the dipole ap-

proximation. T(k) = ⟨k| r |φ0⟩ is the matrix amplitude
transition from the ground state |φ0⟩ to the continuum
state |k⟩ described by a plane wave. We note that the
ground state is assumed to be an s orbital. Finally, the

classical action is provided by S(k, t, τ) = 1
2

∫ t

τ
dt′[k −

A(t′)]2 + (t − τ)Ip. From the Eq. (3), one can recog-
nize the contribution of the three main steps leading to
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FIG. 1: Schematic of the principle of polarization gating for different configurations. Case a) corresponds to a single
circularly polarized pulse that does not produce a polarization gate. The electric field amplitude is plotted in blue,
and the intensity envelope of the pulse is represented by a green curve. In case b), the amplitudes of the two delayed

counter-rotating pulses are equal, and the delay is taken as the pulse duration. The section of the electric field
amplitude marked in red corresponds to an ellipticity below 0.1, i.e. the polarization is almost linear. In this
situation, the intensity envelope is almost constant across the gate. In case (c), the two pulses have different

amplitudes, while the delay is again taken as the pulse duration. In contrast to case (b), the intensity envelope has a
significant linear slope across the gate. In case d), the amplitudes of the two pulses are different and the delay is
larger than the pulse duration (1.7 times the pulse duration). The intensity envelope exhibits a minimum at the

gate position.The back and bottom panels are the projection of the field evolution on the initial polarization x-axis
and its perpendicular direction describing the polarization plane.

HHG, namely : i- Ionization E(τ).T[k−A(τ)] , ii- Prop-
agation e−iS(k,t,τ) and iii- Recombination T∗[k −A(t)].
The manifold integral can be computed numerically, but
here we use the saddle point method for the momen-
tum integration. This leads to the following equation
∇kS(k, t, τ)|k=kS

= 0, the solution of which is provided
by

kS = −
∫ t

τ
dt′A(t′)

t− τ
. (4)

Using this momentum solution of the saddle point equa-
tion is equivalent to conservation of momentum between
the ionization step and the recombination step. The mo-
mentum integration is then contracted using∫

dk → J(t− τ) = lim
η→0+

[
π

η + i(t− τ)/2

] 3
2

, (5)

and the dipole can be finally computed as

d(t) = 2Re
{
i

∫ t

0

dτJ(t− τ)T∗[kS −A(t)]

× e−iS(kS,t,τ)E(τ).T[kS −A(τ)]
}
. (6)

This formulation preserves the quantum nature of the
process: it contains the interference of different quan-
tum trajectories and does not pose any complications

at the cut-off (compared to the time-resolved saddle
points [36]), where different quantum trajectories merge
leading to a cusp-like phenomenon [37]. In addition, it
shows very good quantitative agreement with the rig-
orous numerical integration [38]. Finally, the harmonic
spectrum is provided by the Fourier transform of the
time-dependent dipole given in Eq. (6).
To evaluate APG with our SFA model, we describe the

total field as the sum of the two counter-rotating fields
delayed by the time td,

E(t) = E⟳(t) +E⟲(t− td) . (7)

The field Eϵ(t) is written as

Eϵ(t) =
E0√
1 + ϵ2

Ev(t) [cos(ω0t)ex + ϵ sin(ω0t)ey] . (8)

The field vector defines a polarization plane perpendic-
ular to the propagation axis (ez). ω0 is the central fre-
quency and E0 the amplitude of the envelope defined by
Ev(t). In our simulations, we used a cos2 envelope. The
parameter ϵ sets the ellipticity of the field, and ϵ = −1
corresponds to the left-handed circularly polarized field
E⟲ and ϵ = 1 corresponds to the right-handed circularly
polarized field E⟳. Using such a complex field, the ques-
tion of the contribution of the initial state can raise. For
example, considering a p orbital, one has to account for
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the contribution of all the m quantum numbers of the
initial state. This question is beyond the scope of this
article and is left for future work. As already stated, in
this article we will only consider an initial s orbital.

In order to confirm the frequency tuning of the har-
monic spectrum induced by the APG, we have performed
SFA calculations of the harmonic spectra using a pulse
with the following characteristics: FWHM of 551 a.u.
(13 fs) for both pulses, a delay of td = 660 a.u. (15.8 fs),
a field amplitude at time t = 0 of E0 = 0.057 a.u. (which
corresponds to a peak intensity of 2.1×1014 W/cm2). In
order to create the aforementioned intensity slope inside
the gate, one of the two pulses - whether the first or sec-
ond determines the sign of the slope - has an amplitude
that is larger by a factor 1.71. Figure 2 shows two illus-
trative APG configurations. In case (a), the first pulse
has the lower amplitude, giving rise to a positive slope of
the envelope inside the gate. In case (b), the amplitude
ratio of the two pulses is inverted and the gate is shifted
to the falling front of the pulse, resulting in a negative
slope of the envelope.

(a) APG with positive slope

(b) APG with negative slope

FIG. 2: Schematic of the temporal evolution of the
electric field projected on the x an y axis. The

polarization gate is located at the position where Ey = 0
and can be moved through the pulse envelope in the
rising front (a) or in the falling front (b) of the pulse.

FIG. 3: Cut-off harmonic spectrum obtained from the
SFA model for the APG fields plotted in Fig. 2. The
dashed blue and dashed green curves are the harmonic
spectra for the positive and negative intensity slopes in
the gate, respectively. The orange curve is the reference

spectrum associated with the standard PG
configuration where the gate is located at the center of
the pulse. We can observe the corresponding frequency

shift of H29 as described in the text.

The corresponding cut-off harmonic spectra obtained
from our SFA model are shown in Fig. 3. We focus on
harmonics belonging to the cut-off region where both
short and long trajectories merge descibed by a single
value αcut-off. The reference spectrum (i.e. using two
pulses with equal amplitudes resulting in a flat-top enve-
lope in the gate) is plotted in full orange. The spectrum
corresponding to the positive slope [Fig. 2(a)] is plotted
in dashed blue and is clearly blue shifted (shifted toward
the larger frequencies). In contrast, the spectrum for
the negative slope [Fig. 2(b)] plotted in dashed green is
red-shifted. If we now look carefully at the amplitude
of the frequency shift, we can see that both spectra are
shifted by roughly one harmonic order, that is, the red-
shifted peak of H29 overlaps with the blue-shifted peak of
H27. In the cut-off region the picture of frequency shift is
rather clear since only one class of trajectory is involved
leading to well-defined harmonics. In the following, we
will compare the theoretical results presented here with
the experimental results and extend the analysis to the
whole spectral range of HHG. We will investigate to what
extent our findings hold in the plateau region, where the
situation is more complex due to the coherent contribu-
tion of both short and long trajectories [27], cf. Sec. IV.
This increased spectral complexity already appears from
the behavior of the harmonic H27 in Fig. 3, which has
multiple peaks, consistent with the short duration of the
high-harmonic pulse trains emitted [39]. Moreover, to
perform this analysis, we will consider in the following
more realistic driver fields.
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III. EXPERIMENTAL RESULTS

We performed experiments to study the predicted fre-
quency shift of the harmonics in APG. The experimental
setup consists of a Ti:Sapphire laser system delivering
30 fs pulses at 800 nm with a repetition rate of 5 kHz.
The beam is spatially filtered by propagation in an empty
hollow core capillary. After propagation in the capillary,
the pulse duration is fine-tuned by a set of chirped mir-
rors and a pair of fused silica wedges to obtain the short-
est pulse duration. We obtain pulses with duration of
28 fs for high harmonic generation. Polarization con-
trol is performed by transmitting the pulse through two
quartz waveplates [19, 25]. The first waveplate is a multi-
order (MO) quartz waveplate, with a measured thickness
of 841 µm, inducing a delay of td = 27.3 fs between two
pulses polarized along the slow and fast axes. The second
waveplate is an achromatic zero-order (ZO) λ/4 wave-
plate. The schematic of the polarization control setup is
shown in Fig. 4.

FIG. 4: Schematic of the polarization control setup
composed of two quartz plates with their optical axes
oriented at 45 deg to each other. This relative angle
between the two plates is kept constant. The angle θ
denotes the angle between the orientation of the input
linearly polarized field kept on the vertical axis and the

optical axis of the first waveplate.

The two waveplates are used at normal incidence.
There is a 45 deg (±1 deg angle between the optical axes
of the two plates to obtain the minimum width of the
gate. The position of the gate in the pulse is controlled
by rotating both plates while keeping constant their rel-
ative angle. A 1-mm thick birefringent calcite plate is
inserted upstream, with, e.g., its fast axis oriented along
the input laser polarization. This plate used at normal
incidence introduces a roughly 500 fs delay between the
components polarized along the slow and fast axes. Thus,
after passing through the calcite plate, the linearly po-
larized main pulse and any potential noise polarized at
90 deg are temporally separated. This ”temporal polar-
izer” guarantees that the pulse entering the polarization
control setup is perfectly linearly polarized over its entire

FIG. 5: Evolution of the experimental harmonic spectra
as a function of the orientation of the polarization setup
(angle θMO). The input pulse has a duration of 28 fs at

800 nm and a peak intensity of 2× 1014 W/cm2.

duration. The IR beam is then reflected at quasi-normal
incidence by two silver-coated mirrors: a flat folding mir-
ror and a focusing mirror with 60 cm focal length located
20 cm away from the 1 mm thin SiO2 window of the vac-
uum chamber where HHG occurs. The beam waist is
50 µm in the generating medium. Harmonics are gen-
erated inside a 6 mm gas cell filled with Ar and ana-
lyzed with a flat field spectrometer that has a 150 µm
wide input slit. The spectrometer is equipped with a
300 gr/mm grating, which yields a resolution of 100 to
200 meV throughout the observed XUV spectrum. The
harmonic spectrum plotted as a function of the orienta-
tion of the first waveplate θMO is presented in Fig. 5.

We observe that the harmonic emission remains effi-
cient in a large range of θMO (approximately 20 deg for
plateau harmonics). Moreover, it follows a periodicity of
180 deg and a 90 deg mirror symmetry, as expected. We
also observe that the central frequencies of the cut-off
harmonics change regularly with θMO. This is also the
case for plateau harmonics that split in two peaks with
a variable relative spectral shift. The signal is not max-
imum at the ”centered gate” position indicated by the
white dashed lines in Fig. 5. This shift is about 4 deg,
and the signal is maximum when the gate is in the falling
front. This discrepancy with the theoretical results can
be attributed to collective effects or the ionization pro-
cess since in the SFA simulations, the population of the
ground state is not included.

To better visualize the evolution of the spectrum with
respect to θMO, Fig. 6 shows the data of Fig. 5, normal-
ized to its maximum value for each value of θMO. For the
plateau harmonics, we observe two peaks that behave
differently with θMO. One is barely shifted with θMO,
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FIG. 6: Same as Fig. 5, but normalized to the
maximum signal for each angle ΘMO. In the grey areas
the harmonic signal is too small to give meaningful
results. The dashed white circles indicate the XUV

emission associated to the Rydberg states as discussed
at the end of Sec. IV.

while the other is strongly shifted. This experimentally
observed behavior is in accordance with the theoretical
predictions from both the simple dipole model and the
SFA presented in the previous section. The experimental
data are further analyzed and compared with theory in
the next section, in particular, to trajectory-dependent
behavior. The experimental values of the energy shift for
the different harmonics are summarized in Fig. 7. We ob-
serve that the frequency shift is the strongest for the long
path plateau harmonics and lowest for short path plateau
harmonics. The shift observed for cut-off harmonics is in
between both.

IV. DISCUSSIONS

In this section, we discuss the experimental results
in the light of numerical simulations based on the SFA
model introduced in Sec. II B. All values of α are given
in units of 10−14 cm2/W. In order to compare the the-
ory with the experimental results, the SFA model has
to be evaluated for a pump driving field close to the
experimental realization. To do so, the electric field is
represented as a two-vector component E = (Ex, Ey).
We then use matrices associated with the different opti-
cal elements, namely OMO and OZO for the multi-order
waveplate and the 0th order waveplate, respectively. The
input field is set to Ein = (E(t), 0), and the resulting
field is Eout = OZOOMOEin. The explicit forms of the
matrices and in particular their dependence on the an-
gle θMO are provided in Appendix . A. The resulting

FIG. 7: Plot of the central frequency evolution value –
for H11 to H17 – as a function of θMO. The short and

the long trajectories are presented when they are
separated. The grid on the y-axis has a spacing equal to

the photon energy as indicated in the figure.

FIG. 8: Theoretical result of the SFA model for an input
pulse duration of 20 fs at 800 nm. A peak intensity of
the input field of 2× 1014 W/cm2 is assumed, and the
SFA model is evaluated for polarization gating with a

polarization control setup as used in the experiment, see
text and App. A for details. The Harmonic yield
distribution is thus plotted as a function of θMO.

field can be written in the form of Eq. (7), where rela-
tive amplitude and phase have a rather complex depen-
dence on θMO. The theoretical spectra calculated with
the SFA model for this field as a function of θMO are
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FIG. 9: Same as Fig. 8, but with twice the input
intensity of 4× 1014 W/cm2.

shown in Fig. 8 for a peak intensity 1 of 2×1014 W/cm2.
In this configuration, the amplitude of the field in the
gate region is roughly Ein/2 for θMO = 45 deg, where
Ein is the input field amplitude. The cut-off harmonic is
H15 (24eV ) assuming the cut-off law for linear polariza-
tion, and the threshold harmonics (transition from below
to above the ionization potential) is H9. The agreement
between the theoretical and experimental results is rea-
sonable; in particular, the frequency shift with θMO ap-
pears for all harmonics. One cannot expect more than
qualitative agreement from the single atom SFA model.
Nevertheless, the essential physical effects are included,
and more advanced models including, e.g., propagation
effects like in [25], are expected to bring quantitative cor-
rections only. The simulated shift in Fig. 8 is clearly visi-
ble in the cut-off region, and even stronger for the plateau
harmonics, which is consistent with an emission arising
predominantly from the long quantum path for which the
α coefficient is large. We note that the particular behav-
ior of the harmonic around 30 eV was also observed in
spatially resolved harmonic spectra for linearly polarized
fields. It is located in the region of transition from the
plateau to the cut-off, which is known to be very sensitive
to the intensity of the driving pulse. Therefore, when in-
tegrating over the spatial profile of the XUV beam, we
expect that this specific behavior will be less pronounced,
cf. [34].

To confirm the general validity of our statements and
provide more detailed insight, we have performed the
same calculations for a higher input intensity of 4× 1014

W/cm2 shown in Fig. 9. This intensity is the intensity
that would be obtained without the polarization control

1 This intensity would be obtained without the polarization control
setup, the actual intensity in the experimental gate is lower.

FIG. 10: Same as Fig. 9, zoomed in for energies in the
range 16 eV to 25 eV. Special care is paid to H11

indicated by the gray dashed line. The short and long
trajectory contributions are indicated. The S shape

mentioned in Sec. IV is marked by the red dash-dot line.

setup, the actual intensity in the gate is lower. In this
configuration, the cut-off harmonic is H21 (34eV ). Gen-
erally speaking, we observe the same trend as for the
lower intensity, but the spectral width and shift of the
plateau harmonics are larger and allow for further insight.
We observe that harmonics belonging to the plateau ex-
hibit more complex structures. Their spectra are com-
posed of several lines corresponding to harmonics emit-
ted at different times that interfere (see also Fig. 10 for
a zoomed version in the vicinity of H11). In particu-
lar, the short trajectories for which the shifts are rather
small can be well identified. They create almost verti-
cal lines in the distribution consistent with small values
of αq. We observe that the same trend is obtained for
the experimental results in Fig. 6. In our simulations,
the short trajectory peak has an amplitude that changes
with θMO, which is likely due to quantum path interfer-
ences [40]. For the long trajectory, the evolution is more
complex as it experiences a larger energy shift because
the values of αq are quite large. The spectral sensitivity
to peak intensity and envelope shape is thus enhanced
compared to the short trajectories or even to the cut-off
region.
There is also an important aspect of the dynamics re-

lated to the ellipticity property. In Fig. 11, we have plot-
ted the width of the gate – the total width for which
the ellipticity is below the critical value of 0.13 – and
the position of the gate as a function of θMO. The posi-
tion of the polarization gate can be moved in the range
±10 fs in the vicinity of the centered position for 30 deg
< θMO < 60 deg. The width of the gate is constant and
equals 6 fs. Thus, the gate allows HHG to occur over
roughly 2 optical cycles. This means that approximately
four half-cycles can effectively contribute to HHG. The
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FIG. 11: Position of the center of the polarization gate
(orange dot-dashed line) as a function of θMO. The full
blue curve represents the width of the polarization gate
vs. θMO. The relative peak intensity at the center of the
polarization gate normalized to its maximum obtained
at θMO = 45 deg is represented by the dashed blue line.

complex pattern described by the long trajectory con-
tribution can be explained as follows: The effective fre-
quency exhibits a large energy spread due to the large
values of α. Using saddle point analysis, the times ts
that will contribute coherently to a given frequency sat-

isfy the equation ω = qω0 + α∂I(t)
∂t |t=ts . The derivative

of the driving field envelope shows that there are sev-
eral times ts in the pulse at which a given frequency can
be emitted, leading to the complex spatio-spectral ring
structure as described in [34]. In [34], the rings appear
to be symmetric with respect to the central frequency
qω0. Under the present conditions, due to the temporal
selection imposed by the gate (see Fig. 11), the ring-like
structure is cut and only a portion of the ring is observed.
This was clearly observed in spatially resolved spectra –
results not shown in the article – that allowed for assign-
ing the central part to the short path emission and the
outer part of the beam to the long path emission. This
simple explanation should be further analyzed since the
α parameter is dependent on the pump ellipticity [41].

In order to check if these observations are robust under
macroscopic generation conditions, we consider a Gaus-
sian spatial profile for the generating beam and integrate
the emitted XUV light over the spatial distribution of
intensity. The resulting distribution, which mimics the
harmonics emitted from a thin medium considering the
macroscopic aspect of the generation, is shown in Fig. 12.
The same trends as in Fig. 8 are observed. Most im-
portantly, the harmonic frequencies evolve with θMO as
detailed previously. In the cut-off region, the evolution
is regular, and the harmonic frequencies can be tuned
over almost one eV, as observed experimentally. In the
plateau region, the distribution is more complex and
asymmetric around θMO = 45 deg. As they are well

FIG. 12: Same as Fig. 9, but spatially integrated
assuming a Gaussian spatial profile for the IR pump

field. The plot is in log scale.

separated for each harmonic in the plateau, we can now
clearly assign the contributions of long and short tra-
jectories. The frequency distribution associated with the
short trajectories is much less sensitive to θMO due to the
lower α value. On the other hand, the structure related
to the long trajectories is much richer, see for instance the
region around 25 eV, and the interference zone in Fig. 10.
This results from the different instantaneous driver’s in-
tensities contributing to different emission times; thus
near θMO = 45 deg each branch resembles the form of
a folding-fan due to constructive interferences. This en-
dorses our previous statement at the end of Sect. III.
Despite the overall agreement, there are still discrep-

ancies between experimental and simulation results. The
most striking one is the complex structure that appears
in the long trajectory contributions that is not observed
in the experiment. This is likely due to the fact that the
CEP of the driving pulse is not stabilized in the exper-
iments while it is (arbitrarily) fixed to 0 in the simula-
tions (which means that emission times ts are precisely
defined). In the simulations the long trajectory contri-
bution is stronger than the short trajectory while in the
experiment the short trajectory has a similar or stronger
signal. This may arise from the fact that the input slit
of the spectrometer favors the low diverging short path
harmonic over the highly diverging long path emission,
an effect that is not included in the simulations. This
might artificially boost the signal arising from the short
path emission in the experiment.
An interesting feature is that in Fig. 12 for a given

harmonic an S-shaped structure with θMO appears (see
also Fig. 10 for more details). This structure is particu-
larly visible for the harmonic H17, and can be explained
by the fact that the position of the gate behaves like an
S-shaped as a function of θMO, cf. Fig. 11. It becomes



9

less visible for higher order harmonics which are emit-
ted solely at the maximum of the field amplitude. In
other words, the harmonic spectrum plotted versus θMO

is very sensitive to the position of the polarization gate
as a function of θMO. As such, it can be used as a di-
agnostic tool to get further insight into the properties of
the polarization gate. More quantitatively, for harmonics
in the cut-off region, we can approximate αcut-off ≈ 13.
In the deep plateau region, for the first harmonic in the
plateau, we have αshort ≈ 1− 5 and αlong ≈ 20− 26 [41].
Thus, the expression of the frequency Eq. (2) implies a
different energy shift for long and short trajectory con-
tributions, as can be observed in Figs. 6 and 12. Having
identified the short trajectories as the less tilted ones, the
evolution of the slope of the shift agrees with an increase
of αshort with harmonic order. From Fig. 7 we can es-
timate the energy shift for the short trajectory of H11
to 250 meV and to 1.1 eV for the long path. For the
harmonic H19, which lies in the cut-off region, the ob-
served shift is 600 meV, in agreement with the previous
sentence. For H11, we can extract the ratio between the
energy shifts as ∆Elong/∆Eshort ≈ 4.4 from our experi-
mental results. According to our interpretation, it should
correspond to the ratio of the parameters αq for long and
short trajectories of H11. The values αshort = 5.4 and
αlong = 26 are theoretically obtained for H11 by saddle
point analysis [36], and the ratio αlong/αshort ≈ 4.8 is in
good agreement with the experimental findings.

The spectral width of the harmonics is an indirect sig-
nature of the width of the polarization gate and temporal
confinement. The theory predicts that the gate width is
constant with respect to θMO for each harmonic regard-
less of the position of the gate, cf. Fig. 11, and shrinks
as the harmonic order increases. The spectral FWHM
vs. θMO extracted from Fig. 7 for each harmonic is sum-
marized in table I in App. B. It shows that the spectral
width of each harmonic varies within 10% for plateau
harmonics and within 20% for cut-off harmonics. These
experimental values are compatible with a constant gate
width. Furthermore, we calculated a mean spectral width
of each harmonic and extracted the minimum compati-
ble gate duration from this FWHM using the uncertainty
relation with a Gaussian profile. The gate width obtain-
able with our polarization control setup and known pulse
characteristics can also be calculated from SFA [41, 42]
and is represented in table II in App. B. Both values
agree within 20%.

There is a last feature that is not reproduced in the
SFA simulations and that is also in agreement with a
controlled gate displacement. It appears at a photon en-
ergy just below 16 eV in Figs. 5 and 6 (underlined by the
dahed lines), and only at angles where the polarization
gate is in the falling front of the pulse. This feature can
be attributed to the emission from Rydberg states [43]
that is not included in the SFA model. The fact that the
Rydberg contribution mainly occurs in the falling front
is interpreted as follows: We only observe XUV emission
from Rydberg states with L=±1. If the Rydberg states

are populated during the rising edge of the pulse (i.e. as
the amplitude of the field increases), the excitation is de-
stroyed by ionization later in the pulse for higher field
amplitude or by coupling with other Rydberg states. In
contrast, if excitation of these Rydberg states occurs in
the falling edge of the pulse, they remain populated since
the amplitude of the field decreases at later times. They
can then emit light afterwards.

V. CONCLUSION

We have studied in detail the characteristics of the
polarization gating by changing the amplitude ratio of
the two delayed counter-rotating pulses controlled by two
birefringent plates composed of a thick plate and a zero-
order quarter waveplate. This setup allows for asymmet-
ric polarization gating (APG). We have shown that it
can be used as a controllable polarization gate, in par-
ticular, it is possible to control the position of the gate
inside the pulse intensity profile without changing the
gate width and thereby the XUV temporal confinement.
We found that the experimental spectra agree well with
a gate displacement without gate distortion, keeping the
same temporal confinement. The experimental findings
are also in good agreement with our SFA modeling re-
sults, which, however, do not describe all the features; in
particular, the contribution of Rydberg states is not in-
cluded. Furthermore, we have demonstrated the ability
of APG to control the central frequency of the harmonic
comb. This frequency control is related to the phase of
the emitting dipole and is thus different for short and long
trajectories. This property of HHG in asymmetric polar-
ization gating can be of interest to the use of HHG as an
XUV source in spectroscopy where fine control of the fre-
quency is a requirement. Compared to using an optical
parametric amplifier to tune the driving wavelength, the
present approach requires considerably less experimen-
tal efforts, and provides additional degrees of freedom
as it can be interesting to independently tune the har-
monic originating from the short and long trajectories.
The gate can be precisely located without deformation
inside the falling or rising part of the pulse. We report
that under our experimental conditions, the efficiency of
HHG is maximum when the gate is located in the falling
front, which can also be of interest to optimize confined
XUV emission.
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Appendix A: Theoretical description of fields

Assuming a Gaussian envelope of the input field, the
rotation (Rθ) and delay (Dδ) matrices are provided by

Rθ =

(
cos(θMO) sin(θMO)
− sin(θMO) cos(θMO)

)
, (A1)

Dδ =

(
1 0

0 ieiωδeβ.(2.t.δ−δ2)

)
, (A2)

where β = 2 ln(2)/τ2. δ is the delay introduced by the
plate, while τ is the parameter used to describe the Gaus-
sian envelope (proportional to its FWHM). The two di-
mensions of the matrices correspond to the two canonical
axes (fast and slow axis) on which the polarization state
of the light is projected. Using these two matrices, the

action of each plate on the field can be written as

OMO = RθMO
DδR−1

θMO
, (A3)

OZO = RθMO−π
4
D0R−1

θMO−π
4
, (A4)

where the matrices OθMO

M and OθMO
0 represent the multi-

order waveplate and the 0th order waveplate action, re-
spectively. The input field is set to Ein = (E(t), 0) and
the resulting field is Eout = OZOOMOEin. The resulting
field is of the form of Eq. (7), with a complex-valued am-
plitude and a relative phase that depend on θMO. It is
thus the sum of two counter-rotating fields.
In order to match the experimental conditions, we have

to make the transformation θMO → θMO+ π
2 . This is due

to the freedom of having either the fast or slow axis as a
reference.

Appendix B: Experimental data
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Gaarde, F. Catoire, and Y. Mairesse. Phys. Rev. Lett.,
117:203001, 2016.


