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Abstract

In this work, we introduce and study a combination of two types of graph edge-colourings,
namely strong edge-colourings (in which every two edges at distance at most 2 must be
assigned distinct colours) and neighbour-sum-distinguishing edge-colourings (in which ad-
jacent edges must be assigned distinct colours, and every two adjacent vertices must be
incident to distinct sums of colours). In particular, we investigate how the smallest number
of colours in such combined edge-colourings behaves. For several classes of graphs, we prove
that such edge-colourings are very close from strong edge-colourings, in the sense that no
additional colours are required. For others classes of graphs, we prove that introducing
more colours is sometimes necessary. We conjecture that, in general, designing this new
type of edge-colourings should always be possible provided we are allowed to introduce and
assign a constant number of additional colours. We prove this conjecture for a few classes
of graphs, including trees and graphs of bounded maximum degree.

Keywords: strong edge-colouring; NSD edge-colouring; graph colouring.

1. Introduction

In this work, we essentially introduce and study a combination of strong edge-
colourings and NSD edge-colourings. So that our investigations are clear, we thus
begin with recalling what all these colouring notions are about. For the sake of keeping
the current introduction short, below we voluntarily focus on some of the most important
aspects only; for more details on the literature, we refer the interested reader to the most
recent works on these topics and notions. Be aware that, later in this work, results of less
importance will be recalled, as they connect to the results we establish.

Strong edge-colourings

Let G be a graph. Recall that a k-edge-colouring ¢ of G is an assignment ¢ : E(G) —
{1,...,k} of colours to the edges of G. In case ¢ has the property that no two adjacent
edges (i.e., sharing a vertex) of G are assigned the same colour, then ¢ is said proper. The
smallest k£ > 1 such that G admits proper k-edge-colourings is called the chromatic index
of G, and is denoted by x'(G). Obviously, x'(G) is always at least A(G), the maximum
degree of a vertex of G, and, by a celebrated and influential result of Vizing [19], it is
known that x'(G) cannot exceed A(G) + 1. Thus, the chromatic index of any graph G is
always one of two possible values, namely A(G) and A(G) + 1.

Strong edge-colourings are a strengthening of proper edge-colourings to pairs of edges
that are within a larger range. Namely, an edge-colouring ¢ of a graph G is strong if



every two edges at distance at most 2! are assigned distinct colours. The smallest k& > 1
in a strong k-edge-colouring of G is denoted by x.(G), and is called the strong chromatic
index of G. These notions were first introduced by Fouquet and Jolivet in [11]. Obviously,
X' (G) < x4(G) holds for every graph G, and the most natural question is how distant from
X'(G) can xL(G) be, in general. Since bounds on X’ are more naturally expressed in terms
of the maximum degree parameter, so are those investigated for x.; this leads us to perhaps
the most influential open question on the strong chromatic index of graphs:
Conjecture 1.1 (Erd8s, Nesetiil [8]). For every graph G with A(G) = A, we have

X4(G) < {? i ) @.fA e
7(BA%-2A+1) if A is odd.

Conjecture 1.1 is still widely open in general, as it was mostly proved to hold for A =3
only, see [3, 16]. For A =4, the conjectured bound in 20, and the best bound established to
date is 21, see |[17]. This apart, several refinements of Conjecture 1.1 for restricted classes
of graphs have also been quite investigated, for planar graphs and bipartite graphs in
particular. Let us mention as well that, even under various restrictions on G, determining
X' (G) and x.(G) for a given graph G is an NP-complete problem, see e.g. [14, 15].

NSD edge-colourings

Let G be a graph, and ¢ be a proper k-edge-colouring of G. For every vertex v of G,
one can consider the edges incident to v, and compute the sum, denoted by o(v), of the
colours assigned to these edges. In case ¢ has the property that o(u) # o(v) holds for
every two adjacent vertices u and v of G, we say ¢ is neighbour-sum-distinguishing (NSD
for short). Last, we denote by x\gp(G) the NSD chromatic index of G, being the smallest
k >1 (if any) such that G admits NSD k-edge-colourings.

NSD edge-colourings were introduced more recently, by Flandrin, Marczyk, Przybyto,
Sacle, and Wozniak in [10]. An important point to raise right away, is that x\gp(G) is well
defined for a connected graph G if and only if G is not K, the complete graph of order
2. For this reason, in this context, we focus on nice graphs, being those graphs with no
connected components isomorphic to Ks. As earlier, NSD edge-colourings are restricted
proper edge-colourings, so for every nice graph G we have x'(G) < x\gp(G); so, once
again, bounds on xygp are better expressed as functions of the maximum degree, and one
can wonder how larger than x’ can xygp be, in general. The main conjecture here, is that
we should always have xygp(G) < A(G) + 2 for a nice graph G, unless G = C5, the cycle
of length 5, for which xygp(C5) = A(Cs) + 3. The general conjecture is thus:

Conjecture 1.2 (Flandrin, Marczyk, Przybyto, Sacle, Wozniak [10]). If G is a nice graph
with A(G) = A, then xygp(G) <A +3.

The best bound on xygp we are aware of to date, is that xygp(G) < 2A + 2 holds for
any nice graph G with maximum degree A (see [20]). This apart, most works on the topic
focused on particular classes of graphs, such as graphs of bounded maximum degree and
planar graphs. Algorithmic aspects have also been considered in [5]; namely, determining
Xnsp (G) for a given graph G is NP-complete in general.

!Two edges e and f of a graph are at distance at most 2 if either e and f share a vertex (distance 1),
or a vertex incident to e is adjacent to one incident to f (distance 2).



Combining strong and NSD edge-colourings

In this work, we introduce and study a new type of edge-colourings, being essentially
a combination of both strong edge-colourings and NSD edge-colourings. Namely, given a
graph G and a k-edge-colouring ¢ of G, we say ¢ is neighbour-sum-distinguishing (and)
strong (NSDS for short) if ¢ is both strong and NSD. That is, 1) no two edges at distance
at most 2 are assigned the same colour by ¢, and 2) no two adjacent vertices are incident
to the same sum of colours. Now, we define the NSDS chromatic index xygps(G) of G as
the smallest k£ > 1 (if any) such that G admits NSDS k-edge-colourings.

Our main intent, through studying NSDS edge-colourings, is to determine how the
strong and NSD requirements may interact in general. Obviously, we have max{x.(G),
Xnsp(G)} < xngps(G) for all nice graphs G. Generally speaking, the strong chromatic
index and the NSD chromatic index behave in rather different ways, w.r.t. the maximum
degree A. Namely, comparing Conjectures 1.1 and 1.2, the former parameter is rather
a quadratic function of A, while the latter one is more of a linear one. Consequently,
a first guess one may have, is that strong edge-colourings require so many colours that,
perhaps, among all optimal strong edge-colourings (i.e., assigning the least number of
colours possible) there might be one that is also NSD. While we first prove, later on in
this work, that this is indeed true for several classes of graphs, we also prove that there
exist arbitrarily large connected graphs G with x/(G) < xNgps(G)- In our opinion, this
fact legitimates the study of NSDS edge-colourings as such.

This work is organised as follows. To get a first look into NSDS edge-colourings, we
start by considering common classes of graphs in Section 2, for which we prove that the
NSDS chromatic index is always equal to the strong chromatic index. In Section 3, we
prove that this phenomenon is not systematic, that is, there exist graphs G for which
X5(G) < xngps(G) holds. Consequently, we give a conjecture on the precise relationship
between the strong chromatic index and the NSDS chromatic index in Section 4, which
conjecture we support by providing some general approaching bounds in the same section,
and then better bounds for specific classes of graphs in Section 5. We end up in Section 6
with concluding words, including perspectives for further work on the topic.

2. Early results and classes of graphs

In this section, we give first observations and results on the NSDS chromatic index.
To begin with, we clarify which graphs we are dealing with, i.e., which graphs G have
Xnsps(G) defined. Obviously, all graphs admit strong edge-colourings. Regarding NSD
edge-colourings however, recall that a connected graph admits such edge-colourings if and
only if it is not isomorphic to Ks. Thus, K5 is an example of connected graph for which
the NSDS chromatic index is not finite. It turns out this is the only exception, and that
Xnsps (G) is defined if and only if G is nice, i.e., has no Ky as a connected component.

Observation 2.1. If G is a graph, then x\spg(G) is well defined if and only if G is nice.

This can be proved e.g. through greedy arguments. Such arguments, however, would
be very reminiscent of upcoming ones we will use later to prove Theorems 4.2 and 4.3.
Thus, in case the reader requires more formal arguments at this point, we refer them to
the proofs of these two later results. To be more precise, the proof of Theorem 4.2 is
inspired by the proof that x.(G) < 2A2 — 2A + 1 holds for any graph G with maximum
degree A, which essentially consists in colouring edges greedily.

As for very early bounds on the NSDS chromatic index, as mentioned before, we can
directly apply its definition to relate it with the maximum degree, the chromatic index,
and the strong chromatic index; namely:



Observation 2.2. If G is a nice graph with A(G) = A, then

A < x'(G) < x4(G) < xnsps(G)-

In particular, in any graph G, for every edge uv, all edges incident to either v or v must
receive distinct colours by a strong edge-colouring. As a result, max,ep(q) d(u) +d(v) -1
is an obvious lower bound on the strong chromatic index of G.

Observation 2.3. If G is a nice graph, then

max d(u) +d(v) -~ 1< x¢(G) < xksps(G)-
uweE(G)

In the rest of this section, we determine the exact value of the NSDS chromatic index
of some classes of graphs of interest. We begin with cycles; recall that, for any n > 3, we
denote by C), the cycle of length n. This case is more interesting than it might seem, as,
here, all of the strong, NSD, and NSDS chromatic indices coincide.

Theorem 2.4. For any cycle C,, with n >3, we have:

3 if n =0 mod 3;

X{\ISDS(Cn) = X;(Cn) = X{\ISD(Cn) =15 if n=5;
4 otherwise.

Proof. Let us denote by eg,...,e,-1 the consecutive edges of C,, (where, throughout, op-
erations over the subscripts are modulo n), and consider any NSDS edge-colouring ¢
of C,. For every i € {0,...,n — 1}, we note that ¢(e;) must be different from all of
o(ei—2),d(ei-1), d(eir1), P(eir2) (for ¢ to be strong), and to ¢(e;—2) and ¢(e;+2) (for ¢ to
be NSD; namely, if e; = uv, so that u is not in conflict with its second neighbour, and
similarly for v, respectively). Thus, we can equivalently see ¢ as a proper vertex-colouring
of G, the graph obtained from C),, by adding a vertex v; for every edge e;, and adding an
edge v;v; whenever e; and e; are at distance at most 2 in C),. Note that G is nothing but
C2, the square of C,,. By all these arguments, we deduce that xxgps(Cn) = X(C2), from
which we derive the claimed equalities right away. ]

We now establish some connection between NSDS edge-colourings and other types
of distinguishing labellings, from which we get to deduce the exact value of the NSDS
chromatic index for a lot more classes of nice graphs. This is based on the fact that,
for classes of nice graphs such as complete graphs and complete bipartite graphs, we are
actually dealing with 2Ks-free graphs (i.e., in which any two edges are at distance at
most 2), for which the strong chromatic index is exactly the number of edges. In particular,
for such graphs, since, by a strong edge-colouring, every colour is assigned to exactly one
edge only, and the number of assigned colours is rather large, one may think there should
always be a way to permute colours so that neighbours are also distinguished by sums.

In other words, for 2Ks-free graphs on m edges, finding a NSDS m-edge-colouring
is equivalent to assigning each of labels 1,...,m to exactly one edge, so that every two
adjacent vertices have distinct sums. Graphs admitting such labellings have actually been
studied in literature under the term locally antimagic graphs, introduced in [4, 6].

Observation 2.5. If G is a 2Ks>-free locally antimagic graph, then

xnsps(G) = xe(G) = [E(G).
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Figure 1: A graph G with xysps(G) > x4(G) + 1. The four edge colours (blue, red, green, orange) depict
the unique strong 4-edge-colouring of GG, up to permuting colours.

The main conjecture from [4, 6] is that all nice graphs should be locally antimagic. This
conjecture was proved independently by Haslegrave [12] and Szabo Lyngsie and Zhong [18].
Combining this and Observation 2.5, we thus obtain that x\gps(G) = x5(G) = |E(G)| holds
for G being a nice complete graph, or a nice complete bipartite graph, in which case G
is obviously 2Ks-free. Another consequence is that xygps(G) = x4(G) = |[E(G)| holds
for G = C5A (A > 3), where C5A, called a blown-up Cj, is, in brief, a graph of maximum
degree A believed to be the only connected graph for which the bound in Conjecture 1.1
is attained [8]. More generally speaking, the fact that all nice graphs are locally antimagic
implies that xygps(G) < |E(G)| holds for every nice graph G.

From comments above regarding the “worst” graphs w.r.t the strong chromatic index,
one may think that, perhaps, the equality xygps(G) = x(G) holds for every nice graph
G. In the next section, we prove this presumption is wrong in general.

3. The strong and NSDS chromatic indices can differ

We here prove that there exist nice graphs G' with x.(G) < x\gps(G). That is, we
exhibit arbitrarily large connected graphs G with xygps(G) > x((G) + 1. A remarkable
fact is that we prove such phenomena do not occur solely in graphs with low degree.

Theorem 3.1. For every A > 3, there exist arbitrarily large trees G with A(G) = A and
Xnsps(G) 2 x((G) + 1.

Proof. Let A >3 be fixed, and set s = 2A — 2. Consider G, the tree obtained as follows:
e start from an initial vertex r, and make it adjacent to A leaves;
e then repeat the following process at least s times:

1. denoting by L the (current) set of leaves, for every [ € L make [ adjacent to A—2
new leaves;

2. denoting by L’ the resulting set of |L|(A - 2) leaves, for every I’ € L' make I’
adjacent to A — 1 new leaves.



In the resulting graph G, note that any edge not incident to a leaf is incident to a vertex
with degree A — 1 and to one with degree A. Also, for every non-leaf vertex v of G, we
have either dist(r,v) =0 mod 2 and d(v) = A, or dist(r,v) =1 mod 2 and d(v) = A - 1.

Since G has vertices with degree A and A-1, we have x/(G) = A+(A-1)-1=2A-2=s,
according to [9]. Now, due to the diameter of G, we have the following properties (in which,
for any vertex w and any proper edge-colouring, we denote by C'(u) the set of (pairwise
distinct) colours assigned to the edges incident to u):

Claim 3.2. Let ke {1,...,s} be any integer, and X UY be any partition of {1,...,s}~{k}
with | X| = Y|+ 1. Then, by any strong s-edge-colouring ¢ of G, there is an edge uwv with:

o d(u)=A and d(v) =A-1;
o o(uv) =k; and
o C(u)N{k}=X and C(v)~{k} =Y.

Proof of the claim. Note that, for every vertex v adjacent to r (thus with d(v) = A-1), by
¢ we have C(r)uC(v) ={1,...,s}. From this, we deduce that if »" is another vertex with
degree A adjacent to v, then C'(r") = C(r) N {od(rv)} u {p(vr’)}, where ¢(vr') ¢ C(r). In
other words, C'(r) and C(r") have exactly A —1 elements in common. As a consequence,
since all vertices at distance exactly 2 from r are of degree A, then for any x € C(r)
and y ¢ C(r), there is a vertex r’ with degree A at distance exactly 2 from r such that
C(r') = C(r) ~ {w} U {y}.

Now, starting from u = 7, until C'(u) = X u {k} we can repeatedly find (at distance 2)
a new vertex u’ with degree A such that C'(u’) has one more element in common with
X u{k} than C(u) does, and set u’ as the next u. Since, in G, there are vertices of degree
A at distance i from r for all even distances in {2,...,2s}, by repeating this process we
must find, within s steps, a vertex u of degree A such that C(u) = X u{k}. Now, assuming
v is the unique neighbour of u such that ¢(uv) = k, we have C(u) uC(v) ={1,...,s}, and
C(u)nC(v) ={k}. Thus, C(u)~{k} =X and C(v) ={1,...,s}~ X u{k} =Y u{k}. The
claim thus holds. o

We also need the following tool:

Claim 3.3. For every even integer 2n > 4, there is a k € {1,...,2n} such that {1,...,2n}~
{k} admits a partition X UY with | X|=n, |Y]|=n-1, and Y;cx i =Y cy i-

Proof of the claim. The proof is by induction on n > 2. For n = 2, we can consider e.g.
k=4, X ={1,2}, and Y = {3}; while, for n = 3, we can consider e.g. k=5, X ={1,3,4},
and Y = {2,6}. Now, assuming the claim holds for all values up to some even n — 2, we
prove it for n. By the induction hypothesis, for n’ = n -2, the claim holds for some k', X',
and Y. The crucial point, now, is that {1,...,2n}~{1,...,2n/} ={2n-3,2n-2,2n-1,2n};
thus, a solution for nis e.g. k=%, X = X'u{2n-3,2n},and Y =Y'u{2n-1,2n-2}. ¢

We are now ready for the proof (see Figure 1 for an illustration). By Claim 3.3, whatever
A >3 is, there is a k € {1,...,s} such that {1,...,s} ~ {k} partitions into X uY, where
I X|=A-1,]Y|=A-2,and Y;cx i =Yy i Now, by Claim 3.2 and by construction of G,
by any strong s-edge-colouring ¢ there must be an edge uv where d(u) = A, d(v) = A -1,
d(uv) =k, and C(u) N {k} = X and C(v) ~ {k} =Y. Thus, o(u) = o(v) and ¢ cannot be
NSDS. Therefore, xysps(G) > s = x4(G). O

As will be proved in a next section (through Theorem 5.1), for nice trees G we actually
have x\gps(G) € X&(G) + 1. Thus, for the trees G we consider in the proof of Theorem 3.1



we actually have x\gpg(G) = x{(G) + 1. In particular, from our construction we do not
obtain that there exist graphs G with x\spg(G) > x5(G) + 2.

4. A conjecture, and some bounds on the NSDS chromatic index

As established in the previous section, it is not true that we always have equality
between the strong and NSDS chromatic indices. Still, from our first investigations, we
believe that strong edge-colourings require so many colours that, in general, it should be
possible to change/permute colours locally to also achieve the NSD requirement. Note as
well that the graphs we designed in the proof of Theorem 3.1 are very particular, in the
sense that they admit a unique optimal strong edge-colouring (up to permuting colours),
and that the vertex degrees are mostly the same (making more probable sum conflicts by
an edge-colouring). From this, we believe the following conjecture is reasonable:

Conjecture 4.1. There is some positive constant ¢ > 1, such that, for all nice graphs G,
we have Xygps(G) < xo(G) +c.

Towards Conjecture 4.1, in what follows we establish two general upper bounds on
Xnspg- The first one is a quadratic function of the maximum degree A, and is essentially
obtained through greedy arguments. The second one is a function of the strong chromatic
index and of the chromatic number?. The first bound is not too distant from the naive
upper bound on the strong chromatic index, as it only differs from it by an additive term
2A. The second bound is particularly interesting in contexts of graphs for which the strong
chromatic index and chromatic number are low (see later for some examples).

We start off with our bound based on greedy arguments:

Theorem 4.2. If G is a nice graph with A(G) = A, then
Xnsps(G) € 24% - 1.

Proof. The proof is by induction on [V(G)|. As a base case, it is easy to check that the
claim holds whenever |V (G)| = 3; thus, we proceed with proving the general case.

Set k = 2A% — 1. We may assume that G is connected. Since G is nice, it has a
vertex u with degree d at least 2. We denote by vy,...,vg the d neighbours of u, and set
G' = G - u. Note that, isolated edges of G’ apart, we have that G’ is nice and admits
a NSDS k-edge-colouring ¢’ by the induction hypothesis. Our goal is to extend ¢’ to a
NSDS k-edge-colouring of G by properly assigning colours to the edges incident uw and to
the isolated edges of G'. Note that each e of these isolated edges is of the form either v;v;
for some distinct 4,5 € {1,...,d}, or v;w where w ¢ {u,v1,...,v4} is a degree-1 vertex. We
first extend ¢’ to any such e (if any) by assigning any colour (in {1,...,k}) to e. For now,
note that, setting e = zy, we have o(z) = o(y), which will be solved upon colouring the
uv;’s. Note also that, at this point, we still have that the partial edge-colouring of G is
strong (this is because any two isolated edges of G’ are at distance at least 3 in G).

We claim that there must be some a € {1,...,k} so that, through assigning colour « to
any uv;, we preserve the strongness of the resulting partial colouring, and, besides isolated
edges, no two adjacent vertices of G’ have the same sum. Regarding the first requirement,
note that a must avoid any colour assigned to the at most A—1+(A-1)% = A2—A edges at
distance at most 2 from v; in G, and any colour assigned to the at most (A-1)% = A2-2A+1

2Recall that, for a graph G, the chromatic number x(G) is the smallest k > 1 such that V(G) can be
partitioned into k stable sets (forming a proper k-vertez-colouring of G).



edges incident, in G’, to the other v;’s. Regarding the second requirement, o must also
guarantee that the resulting sum o(v;) is different from the sums of the at most A -1
neighbours of v; in G’. Thus, all in all, there are at most

(A7 -A)+ (A% -2A+1) + (A-1)=2A%-2A

colours that cannot be assigned to uv;.

Now consider every ¢ =1,...,d—1 in order. For every ¢ considered this way, we assign
a colour to uw; that fulfils all of the constraints above, and also that is different from the
colours assigned to uvy,...,uv;—1. For a technical reason to be explained in what follows,
for i = d — 1 we also choose the colour of uvg_1 so that the resulting partial sum of u is
different from the current partial sum of v4. Note that we can extend ¢’ to uvy,...,uvg_1
so that all these conditions are fulfilled, provided

k> (207 -2A)+ (A-2)+1=2A7 - A-1.

It remains to colour uvy. Note that the fact that we currently have o(u) # o(vg) guarantees
we cannot get a conflict between v and vy, whatever colour we assign to uvg. Note however
that, upon colouring uwvg, the sum of uw gets fully determined, and it has to be different
from all of o(v1),...,0(v4-1), which forbids at most A -1 colours to be assigned to uvg.
Also, as earlier, the colour assigned to uvy must be different from all colours assigned to
uvy, ..., uvq-1. Thus, in total, we can find an open colour for uvy provided

k> (247 -2A) +2(A-1)=2A% -2,

Thus, we can always extend ¢’ to GG, and the claimed bound holds. In particular, let us
mention that, through the process above, isolated edges of G’ get treated naturally. O

We now prove our bound involving the strong chromatic index and the chromatic
number. An important tool we will use here and later on, is Alon’s Combinatorial Null-
stellensatz [1], which reads as follows:

Combinatorial Nullstellensatz. Let F be an arbitrary field, and let f = f(x1,...,2y,)
be a polynomial in F[x1,...,x,]. Suppose the total degree of f is Y1 t;, where each t; is
a nonnegative integer, and suppose the coefficient of 1i-; xfl is nonzero. If S1,...,S, are
subsets of F with |S;| > t;, then there are sy € S1,...,8, €Sy so that f(s1,...,8,) #0.

Theorem 4.3. If G is a nice graph with x(G) =k and x,(G) = s, then x\sps(G) < 2ks.

Proof. We can assume G is connected. Let ¢ be a strong s-edge-colouring of G, and i be a
proper k-vertex-colouring of G. For every i € {1,...,s}, weset C; = {2k(i—-1)+1,...,2k(i—
1) + 2k}. Note that every edge-colouring of G where each edge e is assigned a colour from
Co(e) is strong. Our goal is to assign colours from Cy,...,Cs to the edges of G this way, in
such a way that, for most vertices, sums are distinguished modulo k, which will be achieved
by making sure that o(v) =¥ (v) mod k holds for all vertices v. Note that the C;’s form a
pool of 2ks colours.

Choose r any vertex of degree d > 2 of GG, and let T be spanning tree of G rooted at
r where dr(r) = dg(r). To begin with, we assign any colour in Cy) to every edge e in
E(G)~ E(T) . It remains to colour the edges of T. We consider the vertices of T' one
by one, in reverse order of their distance to r in T'; that is, we first consider the deepest
vertices in T', then their parents, and so on. Let v be any vertex considered this way
(i.e., all vertices of T' that are deeper than v have been considered earlier). Then all edges



incident to v, but one uv, where w is closer (in 7") to r, have been coloured. If u = r, then
we leave things as is and consider upcoming arguments below. Otherwise, u # r, in which
case we simply assign to uv a colour in Cy(,,) that results in o(v) = ¢(v) mod k. This is
always possible since Cy(,,) contains 2k consecutive values. And we pursue with another
v.

We then get to the point where all edges of T but those rvy,...,rvy incident to r are
coloured, and we have o(v) = ¥ (v) mod k for all v € V(T) ~ {r,v1,...,vq}. Note that,
by assigning a colour in Cy(,,,) to every v; so that o(v;) = ¥(v;) mod k, we would almost
be done; the only problem is that, proceeding this way, we have no guarantee to obtain
o(r) =¢(r) mod k as a result, thus to avoid having r involved in conflicts. Recall however
that, for every i e {1,...,d}, set Co(rv;) contains 2k consecutive values, so there are actually
two values a;, B; € Cy(ry,) Which, when assigned to rv;, result in o(v;) = ¥(v;) mod k. We
claim that, because d > 2, there is always a way to assign a colour in {a;,[3;} to every

edge rv; so that, as a result, we obtain o(r) ¢ {o(v1),...,0(v4)} (which would yield our
conclusion, as all neighbours of 7 in G lie in T'). There are multiple ways to prove this, one
of the simplest ones being through algebraic arguments. Namely, for every i € {1,...,d},

let us denote by n; > 0 the current value of o(v;) (i.e., without taking rv;, which is
uncoloured, into account), and let X; be a variable modelling a colour assigned to rv;.
Note that, through assigning any colours z1,...,xq to rvi,...,rvy, respectively, the only
way to get a sum conflict between r and some v; is to have 1+ +x;_1 +Tjp1 + -+ xg = Ny.
So, all these constraints can be modelled through the polynomial

d d
P(Xl,...,Xd)ZH ZXj —Xi—ni .
i=1 \ \j=1
Now, if there are values z1,...,24 in {a1,51},...,{aq,Ba}, respectively, for Xi,..., Xy,
respectively, such that P(xq,...,24) # 0, then assigning colours x1,...,x4 to rvy,...,rvg,

respectively, yields our conclusion. Since, in the expansion of P, the monomial X; ... Xy
has strictly positive coefficient and is of maximum degree (d), by Alon’s Combinatorial
Nullstellensatz such z;’s can be picked for any choice of at least two values for each of
them. So, we can colour the rv;’s as desired, which concludes the proof. O

The upper bound in Theorem 4.2 is sometimes better than that of Theorem 4.3. For
instance, nice subcubic graphs G (in general) verify x(G) < 3 and x.(G) < 10 (recall [3, 16]),
so we obtain xygps(G) < 17 by the former and x\gpg(G) < 60 by the latter. However, in
other cases the bound in Theorem 4.3 can be better than that of Theorem 4.2. For instance,
nice planar graphs G with A(G) = A verify x(G) < 4 and x.(G) <4A +4 (see [9]); so, we
get that Xgpg(G) < 2A% - 1 by the former and yigpg(G) < 32A + 32 by the latter.

5. Approaching Conjecture 4.1 for more classes of graphs

In this section, we provide better results towards Conjecture 4.1 for more classes of
nice graphs. On the one hand, we provide a tight result for trees. On the other hand, we
provide better results (yet probably not optimal) for subcubic graphs. In the latter case,
we provide better bounds for both the general case, and sparse subcubic graphs.

5.1. Trees

We first prove that Conjecture 4.1 holds for trees, the additive term being here only 1.
Let us recall that this is best possible in general, as there exist trees G with x\gpg(G) =
X4(G) + 1, recall Theorem 3.1.



Theorem 5.1. If G is a nice tree, then x\spg(G) < xo(G) + 1.

Proof. According to [9], because G is a tree, we have x{(G) = k = max,ep(c) d(u)+d(v)-1.
We prove that G admits a NSDS (k + 1)-edge-colouring, in the following way. We choose
any vertex r of GG, root G at r, and assign colours from the root towards the leaves. That
is, we first assign colours to the edges incident to r, and then repeatedly consider a vertex
v # 7 whose unique incident edge going to the parent u (closer to r than v is) has already
been coloured, and assign colours to the other edges incident to v, i.e., farther from r.

To begin with, we thus consider r, and assign to its d(r) < k incident edges any set of
pairwise distinct colours from {1,...,k+1}. As a result, o(r) is fully determined, while,
for every neighbour v of r, either d(v) = 1 and o(v) is fully determined, or d(v) > 2 and
other edges incident to v are not coloured yet. In the former case, we note that, since
we are assigning strictly positive colours, we cannot have o(r) = o(v). In the latter case,
avoiding a conflict between r and v will be guaranteed later on, when treating v.

We now treat the general case, of a vertex v # r with parent u, such that uv has already
been coloured, and d(v) — 1 > 1 edges incident to v remain to be coloured. We denote by

W1, ..., Wq(y)-1 the children of v. So that we preserve the strongness of the edge-colouring
we are designing, note that, among all already assigned colours, the colours we assign to
VW1, . .., VWq(y)-1 must be different from those assigned to uv and to the d(u) -1 other

edges incident to u. In total, this thus forbids the use of d(u) colours. However, we have
{1,...,k+1}| 2 d(u)+d(v); thus, in {1,...,k+1} there are d(v) colours ar, ..., oy, Which,
when assigned to the vw;’s, do not break the strongness of the edge-colouring obtained thus
far. Note now that by assigning colours ai,...,ag)-1 Or Q2,..., Q) to the vw;’s, we
get two distinct resulting values as o(v). We assign colours so that, for the eventual o(v),
we obtain o(u) # o(v). So, the partial edge-colouring remains strong at this point, v and
v are not in conflict, and, regarding any w;, either we have d(w;) = 1 and o(w;) is fully
determined but we know that o(v) # o(w;) since G is nice, or d(w;) > 2 and distinguishing
v and w; will be accomplished when treating w; later on.

Once this process ends, we obtain a NSDS (k + 1)-edge-colouring of G. O

5.2. Subcubic graphs

Recall that a subcubic graph refers to a graph with maximum degree at most 3. If
G is a subcubic graph, then xi(G) < 10, which is tight in general [3, 8, 16]. Regarding
the NSDS chromatic index of subcubic graphs, the best bound we obtain from previous
Theorems 4.2 and 4.3 is that x\gpg(G) < 17 holds for every nice subcubic graph G. Recall
that a tricky point is that, in nice subcubic graphs, the strong and NSDS chromatic indices
are not always equal, by Theorem 3.1 (which indeed holds for subcubic graphs).

In what follows, we prove that x\gpg(G) < 16 holds for every nice subcubic graph G,
and that we even have xgpg(G) < 10 when G is somewhat sparse.

5.2.1. A better general bound

We first prove that x\gpg(G) < 16 holds for all nice subcubic graphs G. Our upcoming
proof borrows terminologies from previous works on the strong chromatic index of graphs
with low maximum degree, namely [3, 7|, which we recall now. Let u be any vertex of a
graph G. For any v € V(G), we denote by dist, (v) the distance from u to v in G. For
an edge e = xy, we define dist,(e) as min{dist,(z),dist,(y)}. We say that an ordering
(e1,e2,...) over the edges of G is compatible with u if dist, (e;) > dist, (e;41) for every i > 1.
The same notions adapt if we consider any cycle C instead of w; in particular, we directly
infer the notations distc(v) and distc(e), and of edge ordering compatible with C'.
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To prove our main result here, namely later Theorem 5.7, we mainly follow ideas
from [7]. Namely, we first prove that if a nice subcubic graph G has a vertex u with
low degree (1 or 2), then, following any ordering over the edges of G compatible with w,
we can colour most edges of G, i.e., all edges but those incident to u, in a desired way,
with a “small” number of colours. We then prove that, perhaps with the use of a few
additional colours, we can extend the edge-colouring to the edges incident to u in a correct
way. Eventually, it remains to consider the cubic case, for which we essentially proceed
the exact same way, except that it is a shortest cycle C' (which can be assumed to exist,
as otherwise Theorem 5.1 would apply) that plays the role of w.

We thus start off with a crucial lemma, stating that any nice subcubic graph can
be almost completely edge-coloured in a NSDS way with “few” colours. Note that the
statements of some of the upcoming results are inspired by some results from [7].

Lemma 5.2. If G is a subcubic graph, then G has a NSDS edge-colouring that uses at
most 12 colours except that it leaves uncoloured those edges incident to a single vertex.
Precisely, regarding the partial NSD requirement, the only possible sum conflicts involve at
least one vertex incident to uncoloured edges. Likewise, if C' is a cycle of G, then G has a
NSDS edge-colouring that uses at most 12 colours except that it leaves uncoloured the edges
of C. And, here as well, the only possible sum conflicts involve at least one vertex incident
to uncoloured edges.

Proof. We consider the first part of the claim first. Let u be any vertex of G, and consider
any ordering compatible with w over the edges of G that are not incident to u. Suppose we
are currently dealing with an edge e = zy, where dist, () < dist, (y) and all edges before e
following the ordering have already been coloured. To ease upcoming counting arguments,
we consider two main cases:

e Assume first dist,(z) < dist,(y). In particular, since z # u, there is another un-
coloured edge xz’ incident to x (possibly 2’ = u) where 2’ appears later in the
ordering (that is, dist,(z") < dist,(z)). Let us count the number of constraints we
need to take into account, when assigning a colour to e. First, from g’s side, there
are at most 6 coloured edges at distance at most 2, thus at most 6 colours to avoid.
Still on y’s side, we want to guarantee that the resulting sum of y gets different from
the sums of the at most 2 neighbours of y different from x; thus, at most 2 other
constraints. On «’s side, there are at most 3 coloured edges at distance at most 2 not
incident to y, which thus bring at most 3 more constraints. This apart, there are no
further constraints. Recall indeed that assigning a colour to e does not settle o(x).
In particular, either 2’ # u, in which case making z distinguished from its neighbours
will be achieved later on, when treating later edges; or 2’ = w, in which case, by
the conditions of the statement, it is not required that z is distinguished from its
neighbours. Hence, in total, there are thus at most 11 constraints for colouring e,
which means that there is an open colour for e in {1,...,12}.

e Assume second that dist,(x) = dist,(y). This means that there are two edges zx’
and yy’ later in the ordering, where possible 2’ = 3’ (and even u = 2’ = ¢/), and
disty, (z"), dist, (y") < disty (), dist, (y). Here, in terms of colouring constraints, there
are at most 3 colours at distance at most 2 on z’’s side, and similarly on y’s side;
thus, 6 forbidden colours in total. Furthermore, each of x and y has at most one
neighbour not in {x,y,z’,4'}, which thus brings, in total, at most 2 additional sum
constraints. So, again, we end up with at most 8 forbidden colours for e, and thus at
least 4 open ones. In particular, in case u = ' = 3/, then recall that by the conditions
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of the statement, it is actually not required by = and y are distinguished from their
neighbours. Otherwise, if u is farther, then making x and y distinguished from their
neighbours will be achieved later on, when treating xzz’ and yy'.

This proves the first part of the statement. Note that the same arguments apply when
considering C' instead of u. In particular, when e is incident to vertices of C, note that
there are even less constraints to take into account. O

Using Lemma 5.2, we can now prove that nice strictly subcubic graphs, i.e., connected
subcubic graphs that are not cubic, admit NSDS 13-edge-colourings.

Lemma 5.3. If G is a nice strictly subcubic graph, then xygps(G) < 13.

Proof. Consider first when G has a vertex u with d(u) = 1. Denote by v the sole neighbour
of u. By Lemma 5.2, there is a partial NSDS 12-edge-colouring where only wv is not
coloured. When extending this edge-colouring to uv, we only need to make sure that uv
is not assigned any of the at most 6 colours assigned to the other edges at distance at
most 2 from v, and that the sum of v does not get equal to the sums of its at most two
other neighbours (different from u). In particular, since d(u) = 1, recall that we cannot get
o(u) = o(v). So there are at most 8 constraints, which means that at least 4 of the pool
of 12 colours can freely be assigned to uv to get a NSDS 12-edge-colouring of G.

Similarly, if G has a vertex u with exactly two neighbours v and w, then, by Lemma 5.2,
there is a partial NSDS 12-edge-colouring where only uv and vw are not coloured. Before
treating the most general case, we first deal with pathological cases:

e Assume first d(u) = d(v) = d(w) = 2. As we are clearly done if G = C3, we can
assume v and w are not adjacent. We first assign a colour in {1,...,13} to uv. Note
that, taking the unique coloured edge incident to w into account, there are at most 4
already-coloured edges at distance at most 2 from wv. When assigning a colour to uv,
we also need to guarantee that v does not get in conflict with its unique neighbour
different from w, which yields a 5th constraint. So there are at least 8 open colours
in {1,...,13} for wv, and we assign any value that makes the resulting sum of u
differ from the current sum of w. This guarantees that, whatever colour we assign
to uw, we cannot get a conflict between u and w. Now, regarding colouring uw,
there are now at most 5 already-coloured edges at distance at most 2 (recall uv is
now coloured), and we must guarantee w does not get in conflict with its unique
neighbour different from u, while u also does not get in conflict with v. So there are
at most 7 constraints, and thus at least 6 open colours in {1,...,13} for uw. We can
thus obtain a NSDS 13-edge-colouring of G.

e Assume now d(v) = 2 and d(w) = 3, w.l.o.g. In this case, we first assign a colour in
{1,...,13} to uw so that we do not violate the strong requirement, and w is not in
conflict with its two neighbours other than u. Clearly, there are enough colours to
achieve this. Also, note that the fact that uw and vw are assigned distinct colours
guarantees v and v cannot get in conflict, whatever colour we assign to uv. It is now
not too difficult to check that we can indeed assign a colour in {1,...,13} to uv so
that a NSDS 13-edge-colouring of G results.

e Assume last d(v) = d(w) = 3 and vw is an edge. We denote by v’ and w’ the third
neighbour of v and w, respectively. Possibly, v’ = w’. Since vv’ and ww' are at
distance 2, they are assigned distinct colours; so, already, we have o(v) # o(w).
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In terms of constraints, note that there are at most 5 already-coloured edges at
distance at most 2 from any of uv and uw. Also, upon colouring uv (or uw) we must
guarantee that the resulting sum of v (w, resp.) does not get equal to o(v") (o(w'),
resp.). Therefore, this far, there are at most 6 colours we cannot assign to any of
uwv or uw. Note now that, so that we do not get a conflict between u and v (or w),
the colour assigned to uw (uwv, resp.) must be different from the current o(v) (o(w),
resp.). This leads us to deducing at most 1 additional constraint when colouring any
of uv and ww; thus, there are at most 7 constraints for each, or, the other way round,
at least 6 open colours in {1,...,13} for each. We first assign any such open colour
to uwv. This colour, now, cannot be assigned to ww, and, now that o(v) is fixed,
another open colour for uw might be forbidden to avoid the conflict between v and
w. So there are, in total, at least 4 open colours in {1,...,13} we can freely assign
to uw. So, again, we can obtain a NSDS 13-edge-colouring of G.

We last deal with the case where d(v) = d(w) = 3 and vw is not an edge of G. We
denote by 1, zs the two other neighbours of v, and by y1,y2 the two other neighbours of
w. Possibly {x1,z2} n{y1,y2} # @, but w ¢ {z1,z2} and v ¢ {y1,y2}.

Note that, at distance at most 2 from wwv, there are at most 8 edges already coloured
(in particular, observe that wy; and wyy are such edges), and similarly for uw; thus we
already have at most 8 constraints when colouring any of uv and uw. When colouring uwv,
we also need to guarantee that v gets in conflict with neither 1 nor zs; we thus deduce at
most 2 more constraints for colouring uv, and these arguments apply to uw as well. For
each of uv and ww, we have thus, thus far, at most 10 colouring constraints. We denote by
Ly, Ly c {1,...,13} the sets of colours we can freely assign to uv and uw, respectively,
this far. Then, we have |Lyy|, | Lyw| > 3.

For the eventual sums o(u),o(v),o(w), we also need to guarantee that o(u) # o(v),
o(u) # o(w), and that wv and uw get assigned distinct colours. In particular, recall that
v and w are assumed non-adjacent. As in the proof of Theorem 4.3, we can model the
situation through a polynomial so that we can invoke the Combinatorial Nullstellensatz to
get our conclusion. We denote by X; a variable modelling a colour assigned to uv, by Xs
a variable modelling a colour assigned to uw, and by ny and ns the current value of o(v)
and o(w), respectively. Then our constraints model through the polynomial

P(X1,X2) = (X1 -n2) - (Xo—n1) - (X1 - X2),

where the first two factors model the conditions guaranteeing u gets in conflict with neither
w or v, respectively, while the last factor models that uv and uww must be assigned distinct
colours. In particular, X 12X2 is clearly a monomial with coefficient +1 of maximum degree
in the expansion of P. By the Combinatorial Nullstellensatz, since |Lyy|, |Luw| > 3, there
are values x1 € Ly, and xg € Ly,, for which P(z1,22) # 0. By then assigning colours z; and
x2 to uv and uw, respectively, we get a NSDS 13-edge-colouring of G, as desired. 0

Due to Lemma 5.3, it remains to focus on cubic graphs. We first focus on those with
small girth (length of the shortest cycles), before considering the more general case.

Lemma 5.4. If G is a cubic graph with girth 3, then x\gps(G) < 12.

Proof. Let C' = vyvivaug be a triangle of G, and v, v}, v} denote the last neighbour of
Vg, U1, V2, respectively. By Lemma 5.2, there is a NSDS 12-edge-colouring of G where only
the edges of C are uncoloured. Our goal is to extend this edge-colouring to the three edges of
C. When colouring any edge of C, note that there are at most 7 coloured edges at distance
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Figure 2: Terminology introduced in the proof of Lemma 5.4.

at most 2; thus, if we denote by Lygv, s Lujvys Lugwy € {1, ..,12} the sets of open colours for
VU1, V12, V2V, Tespectively, w.r.t. these constraints, then |Lygy, | [Luyvs s [Lvgve| = 5-

When colouring vgvi, v1v2, and vevg, we also need to guarantee these three edges are
assigned pairwise distinct colours. Also, denoting (see Figure 2)

® by ygup, Qs gy the colours assigned to VoVy, V107, V2Uy, Tespectively,
® by nyy, My, myy the values o(vg) — gy o(v]) - Uyt 0(V5) = oy, Tespectively, and

e for every i € {0,1,2}, by z; some colour assigned to v;v;+1 (where, here and further,
operations over subscripts are modulo 3),

then, so that o(v;) # o(v]) for all i € {0,1,2} we must have x;_1 + z; # n,, and, so that
o(v;) # o(vie1) for all 4 € {0,1,2} we must have z;_; + Qyypt # Tis1 + avmvgﬂ. From this,
denoting by X; a variable modelling a colour assigned to v;v;11 for all ¢ € {0,1,2}, the
modelling polynomial to consider is here

2

2 2
P(Xo, X1,X2) =[] (X; = Xir1) - [] (Xic1 + X - nv;) 11 (Xi—l + Qo = X1 = 04w+1’02+1) :
i=0 i=0 i=0

Because the n,:’s and «,,,/’s are constant terms, we can restrict ourselves to studying the
monomials of the polynomial (still called P for convenience, abusing the notations)

P(Xo, X1, X2) = (Xo - X1) - (X1 - X2) - (X2 - Xop)
“(Xo+X1) - (X1 + X2) - (X2 + Xo)
(X2 - X1) - (Xo - X2) - (X1 - Xo).
It can be checked that, in the expansion of P, the monomial XgX fX 2 has coeflicient —2, and
is of maximum degree. By the Combinatorial Nullstellensatz, since |Lygv, |s | Lvyvs|s [ Lvgvo| =

5, there are values g € Lyyy,, @1 € Lyjvy, T2 € Lyyy, for which P(zg,x1,2z2) # 0. Thus, by
assigning colours g, 1, s to vov1, V1V, Vovg, we get a NSDS 12-edge-colouring of G. [
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Lemma 5.5. If G is a cubic graph with girth 4, then x\gps(G) < 13.

Proof. The proof goes similarly as that of Lemma 5.4, with a few differences. Let C =
VoU1V2U3Y be a square of G, where v;u; denotes the edge incident to v; not in C' for all
i €{0,...,3}. By Lemma 5.2, there is a NSDS 12-edge-colouring of G where only the
edges of C are not assigned colours. Again, our goal is to properly edge-colour C'. In what
follows, we reuse and generalise the terminology from Lemma 5.4 in the obvious way.

There are two important points to raise. First off, note that, again, any two edges of
C are at distance at most 2; thus, we must assign pairwise distinct colours to the v;v;41’s.
More importantly, since G has no triangle due to its girth being 4, there is no i € {0, 1} such
that v;v;42 is an edge; this implies that, when trying to make some of the o(v;)’s pairwise
distinct, we need to care only about consecutive o(v;)’s along C. Last, we note that, here,
for every v;v;;1 there are at most 8 coloured edges at distance at most 2; however, since we
here edge-colour with {1,...,13}, we still have that all L,,,,,, s have cardinality at least 5.

By these arguments, alike the proof of Lemma 5.4, all colouring constraints are here
modelled by the polynomial

P(Xo,...,X3)=(Xo—-X1)- (Xo-X2)- (Xo-X3) (X1 - X2) (X1 - X3)- (X5 X3)
. (X() +X1) . (X1 +X2) . (Xz +X3) . (X3 +XQ)
(X3-X1) - (Xo—X2) - (X1 - X3)- (X2~ Xp).

This time, it can be checked that, in the expansion of P, the monomial XX {X3X3 is
of maximum degree and has coefficient —24. Again, this implies we can properly assign
some colour x; € Ly,,,, to every edge vjvi41 for every i € {0,...,3}, so that a NSDS
13-edge-colouring of G results eventually. O

We now get to the general case.
Lemma 5.6. If G is a cubic graph with girth at least 5, then x\gps(G) < 16.

Proof. Let C be a shortest (thus, induced, chordless) cycle of G, thus with length at least 5.
By the choice of C, note that C' has no chord, which implies that any two edges of C at
distance at most 2 in G are actually at distance at most 2 along C'. Hence, any edge of C'
is at distance at most 2 from at most four other edges of C' (the two next ones, and the
two previous ones).

We set C' = vgvy ... vp-1vg, where p > 5, and, for every ¢ € {0,...,p—1}, set e; = v;vi,1.
As in the proofs of Lemmas 5.4 and 5.5, we start from a NSDS 12-edge-colouring ¢ of G
where only the edges of C are not coloured, which exists by Lemma 5.2. In what follows,
we reuse the notation and terminology from Lemmas 5.4 and 5.5, adapting them in the
obvious way. Our goal is to extend the given edge-colouring into a NSDS 16-edge-colouring
of G, by assigning colours to the edges of C.

Recall that the v;v.’s are assigned colours in {1,...,12}. Free to relabel the vertices and
edges of C, we can assume ¢(v3vs) > ¢(v2v5) (recall that vov) and vsvzv” are at distance 2;
thus, ¢(vavh) # p(vsvs)). We first extend ¢ to e, ..., e,1, following this order, assigning
colours in {13,14,15,16}. An important point is that, because all edges not in C are
assigned colours in {1,...,12}, for any i € {0,...,p— 1}, if ¢;-1 and e; (where operations,
here and further, are modulo p) are assigned colours in {13,14, 15,16}, then we necessarily
obtain o(v;) > o(v]). We start by assigning colours 16 and 15 to ez and es, respectively.
By earlier arguments, and because only ey and es have been coloured, the strong and NSD
requirements are met thus far. Now consider ¢ =4,...,p—1 in order, and assume that all
edges eo,...,e;—1 have been coloured properly. We claim we can also colour e; this way.
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Regarding the strong requirement, because only edges of C have been assigned colours in
{13,14,15,16}, and C' is a chordless cycle of G, we only need to avoid, as ¢(e;), the colours
assigned to e;_1 and e;_o. In terms of sums, note that colouring e; settles the value of o(v;).
As mentioned earlier, we cannot get o(v;) = o(v]), while v;4; is incident to e;+; which will
be coloured in a next step. So we here only need to guarantee that o(v;) # o(v;—1). There
are thus, in total, at most 3 constraints we need to take into account when colouring e;,
and at least 1 open colour in {13,14,15,16} we can safely set as ¢(e;).

Once all edges ea,...,e,-1 have been assigned a colour this way, we are left with as-
signing one to ey and e;. To these two edges, we will allow ourselves to assign colours in
{1,...,16}. We first count some constraints. First off, regarding the strong requirement,
note that there are at most 11 distinct colours assigned to edges at distance at most 2 from
any of ep and e;. Regarding the NSD requirement, note that colouring eq settles o(vp),
which must be different from the sums of v,_1 and v(), thus at most two other constraints.
Colouring e; settles o(vy), and we essentially deduce the same constraints, saved that we
cannot obtain o(v2) = o(v3), as ¢(vsvh) > ¢(vavh) and the two edges incident to vz along
C have been assigned colours 15 and 16. Thus, whatever allowed colour we assign to eq,
we will necessarily get o(v3) > o(v2). So, if we denote by Ly and L; the subsets of allowed
colours in {1,...,16} for eg and ey, respectively, then |Lg| > 3 and |L1| > 4.

To be done, it suffices to show that we can assign a colour in Lg to eg, one in Ly to
e1, and this so that we eventually obtain o(vg) # o(v1), o(v1) # o(v2), and o(v1) # o(v]).
To achieve this, first assign any colour in Ly to eg so that the resulting current sum of vy
gets different from that of ve. Since |Lg| > 3 this is possible, and this guarantees that vy
cannot get in conflict with v9 whatever colour we assign to e;. Now, taking into account
the fact that the colour assigned to ey cannot be assigned to ey, since |Lq| > 4 there is a
colour in L we can assign to e; so that, also, v; gets in conflict with neither vy nor vi.
We eventually obtain a NSDS 16-edge-colouring of G, thus our conclusion. O

From Lemmas 5.3 to 5.6, we now deduce the following refined bound:

Theorem 5.7. If G is a nice subcubic graph, then x\spg(G) < 16.

5.2.2. Sparse subcubic graphs
We now focus on sparse subcubic graphs, where the notion of sparseness is w.r.t. the
following notions. For a graph G, we denote by mad(G) the mazimum average degree of

G, being the largest average degree over all subgraphs of G (i.e., the largest value 2||VE((I§I))||

for some H ¢ G). Previous works have highlighted that there is a strong relationship
between the mad of a subcubic graph and its strong chromatic index, see [13]. More
precisely, the lower the mad of a subcubic graph is, the lower its strong chromatic index
is. For comparison with the upcoming result, let us recall that subcubic graphs G with
mad(G) < 5 have strong chromatic index at most 7, see [13].

We prove a similar result regarding the NSDS chromatic index. That is, we prove that
any nice subcubic graph with sufficiently low mad admits NSDS 10-edge-colourings. Recall
that focusing on 10 colours only here, is primarily motivated by Conjecture 4.1, and the
fact that the maximum strong chromatic index of a subcubic graph is 10 (recall [3, 16]).
Let us remind as well that the construction in the proof of Theorem 3.1 provides subcubic
graphs, so we do not always have xygps(G) = x4(G) for a nice subcubic graph G.

Theorem 5.8. If G is a nice subcubic graph with mad(G) < 3, then x{gps(G) < 10.

Proof. We prove the result through the so-called discharging method. That is, assuming,
towards a contradiction, that the claim is wrong, we consider G, a minimum counterexam-
ple to the claim. We first prove that, since G is a counterexample to the claim, it cannot
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contain certain configurations. Eventually, we will prove that G cannot exist at all, given
G is sparse and does not contain any of these (sparse) configurations.

So, G is a nice subcubic graph with mad(G) < g that does not admit any NSDS 10-
edge-colouring. In particular, G must be connected (since it is a minimum counterexample
to the claim). It is worth recalling that removing any set of vertices and/or edges from
G preserves the maximum average degree (in the sense that it cannot grow larger). This
means that if S is any set of vertices/edges of G, then either G- S is nice and admits NSDS
10-edge-colourings (by the minimality of G), or G — S is not nice, i.e., contains connected
components isomorphic to Ko.

In what follows, for any k > 1, a k-vertex is a vertex of degree k, while a k™ -vertex is a
vertex of degree at most k.

Claim 5.9. G cannot contain any of the following configurations:
(C1) a l-vertex;

(C2) two adjacent 2-vertices;

(C3) a 3-vertex adjacent to three 2-vertices.

Proof of the claim. We treat the three configurations sequentially, one by one.

(C1) Assume G contains a 1-vertex u with a unique neighbour v. Note that d(v) > 2
since GG is nice. Also, note that if G — u is not nice, then, necessarily, G must be
isomorphic to the path of order 3, which clearly admits NSDS 10-edge-colourings, a
contradiction. So, we can assume G — u is nice.

For simplicity, in what follows with deal only with the most complicated scenario
(constraints-wise), which is when d(v) = 3 (but most of the counting arguments
below would apply when d(v) = 2). Let thus w; and wy denote the two neighbours of
v different from u (possibly, wjws might be an edge). We here consider G’ = G — u.
Since G’ is nice, by minimality of G, it admits a NSDS 10-edge-colouring ¢'. Our
goal is to extend ¢’ to the whole of G by assigning an open colour to uv. In G, note
that there are at most 6 edges at distance at most 2 from uwv, namely those incident
to either wy or woy; these at most 6 edges thus forbid at most 6 colours for uv. Also,
assigning a colour to uwv modifies o(v), and we need to guarantee, upon doing so,
that o(v) ¢ {o(w1),0(w2)}, which forbids at most 2 other colours to be assigned to
uv. In total, there are thus at most 8 colours that cannot be assigned to uv; since we
are dealing with 10 colours here, there are thus at least 2 colours in {1,...,10} we
can assign to uv that will result in a NSDS 10-edge-colouring of G, a contradiction.
In particular, let us recall that, since we are assigning colours with strictly positive
values, we cannot have o(u) = o(v), since d(u) =1 and d(v) > 2.

(C2) Assume G contains two adjacent 2-vertices u and v. We denote by u’ and v’ the
other neighbour of u and v, respectively. Possibly, u’ = v’. Since G' does not contain
Configuration C1, we have d(u'),d(v") > 2. In particular, this implies that G — uv
must be nice.

We here consider G’ = G —uw, which, thus, is nice, and, by minimality of G, admits a
NSDS 10-edge-colouring ¢’, which we wish to extend to uv. As earlier, for simplicity
we assume that d(u’) = d(v") = 3, but the upcoming arguments would also hold
if 2 € {d(u'),d(v")}. First off, by the exact same counting arguments we used to
deal with Configuration C1, note that we can, if necessary, recolour vv’ so that
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(C3)

¢'(uu") = ¢'(vv"). This is, indeed, because we have d(u) = d(v) = 1 in G'. This
guarantees that ¢’ remains strong in G (as, remark, wu’ and vv’ are at distance 2
in G, but this is not necessarily the case in G’), and, whatever colour we assign to
uv now, we cannot get o(u) = o(v). Let us now count the number of constraints.
Note first that, in G, the edges at distance at most 2 from uv are those incident to
u' and v’, thus at most 6 edges in total, and hence at most 6 colours that cannot be
assigned to uv. When assigning a colour to uv, we also modify both o(u) and o(v),
and we need to make sure they do not get equal to o(u’) and o(v"), respectively,
which forbids at most 2 other colours. Thus, in total, at most 8 colours in {1,...,10}
cannot be assigned to uv, so there are least 2 open colours we can freely assign to uw
to obtain a NSDS 10-edge-colouring of G. This is a contradiction.

Assume G contains a 3-vertex u adjacent to three 2-vertices vy, vs,v3. We denote
by v{,v5, v the other neighbour of v, vs,v3, respectively. Since G does not contain
Configurations C1 and C2, we must have d(v]) = d(v}) = d(vg) = 3. In particular,
this implies G — u is nice.

We consider G’ = G — u, which admits a NSDS 10-edge-colouring ¢’. Our goal is
to extend ¢’ to the edges incident to u, so that we get a NSDS 10-edge-colouring
of GG, thus a contradiction. To every edge uv;, we note that we can assign, as a
colour, neither the 3 colours assigned to the edges incident to v, nor the at most 2
other colours assigned to v;v7, for all j € {1,2,3} \ {i}. Likewise, any colour assigned
to uv; must guarantee v; and v, do not get in conflict. Thus, in total, not taking
into account the possible conflicts between w and the v;’s, and the fact that all of
uvy, uve, uvsy must be assigned pairwise distinct colours, we obtain that there are
at least 4 colours in {1,...,10} that can freely be assigned to each wv;. For every
i€{1,2,3}, we denote by L; the set of these at least 4 open colours for uv;.

— If there is, say, © € Ly such that x ¢ Lo, then we first assign colour z to uv;.
Recall that this does not create a conflict between v; and vj. Since x ¢ Lo,
if we update Ly and L3 by removing = from Lo and Ljg (if these lists indeed
contain x), then |Lo| > 4 and |Ls| > 3. We next assign a colour y in L3 to uvs
so that o +y # ¢’(v9v}); this is possible since |Ls| > 3, and this guarantees that,
whatever colour we assign to uve, we cannot get a conflict between u and vo. We
now update Lo by removing y from Ls, if Ly indeed contains y; then, [Lo| > 3.
We last assign a colour z € Ls to uvy, chosen so that we do not get a conflict
between u and neither v; nor vs. This is possible, since |Lo| > 3. As a result, we
obtain a NSDS 10-edge-colouring of GG, a contradiction.

— If, say, |Li| > 5, then, upon assigning any colour x in Ly to uwvg, and after
updating L; and L3 by removing x from these (if they do contain it), we have
|L1| >4 and |Ls| > 3. Arguments we used in the previous case then apply.

— It remains to consider when Ly = Lo = L3 = {c1,¢2,c3,c4} for some pairwise

distinct ¢1,¢9,c3,¢4 € {1,...,10}. We can suppose that ¢; < ¢y < ¢3 < ¢4. For
this, set ¢'(uvy) = c1, ¢'(uvy) = c2, and ¢'(uvs) = c3. We have the following
cases.

1. We have three different colours on the edges v;v}, say a,b,c. We can suppose
that ¢'(viv]) = a, ¢'(vavy) =b, ¢'(vsvs) =cand a<b<ec.
We show that there are no conflicts between o(u) and o(v;), for i € {1,2,3}.
By contradiction, suppose there is a conflict.
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(a) o(u) =0(vy). That is, ¢; +ca+c3 = a+cq, therefore a = co +c3. We swap
c1 and cg, that is, ¢'(uvy) = c2, ¢'(uve) = ¢1. Clearly o(u) # o(vy).
Now,

« If o(u) = o(ve), then ¢1 + co + ¢3 = b+ ¢y, therefore b=cy +c3=a. A
contradiction.

x If o(u) = o(v3), then ¢1+co+cs = c+cs, therefore ¢ = ¢1+co < co+c3 = a.
A contradiction.

(b) o(u) =o(ve). That is, ¢1 + a2 +c3 = b+ ca, therefore b = ¢1 +c3. We swap
¢y and c3, that is, ¢'(uva) = ¢3, ¢'(uvs) = ca. Clearly o(u) # o(v2).
Now,

x If o(u) = o(v1), then ¢y +co+c3 = a+cq, therefore a = co+c3 > c1+¢3 = b.
A contradiction.

x If o(u) = o(v3), then ¢1 + ca + ¢3 = ¢ + co, therefore c=c; +c3=b. A
contradiction.

(c¢) o(u) =0(vs). That is, c1 + a2 +c3 = c+c3, therefore ¢ = ¢; + ca. We swap
c3 and c1, that is, ¢'(uvy) = c3, ¢'(uvs) = ¢1. Clearly o(u) # o(v3).
Now,

x If o(u) =0o(v1), then ¢1 + ¢o + ¢c3 = a + c3, therefore a =cy +c2 =c. A
contradiction.

x If o(u) = o(vg), then ¢1+ca+c3 = b+cg, therefore b = ¢1+c3 > c1+cg = c.
A contradiction.

. We have two different colours on the edges v;v;, say a,b, where a <b.

Suppose first that ¢'(viv]) = a, ¢'(v2vh) = a, ¢'(vsvs) = b. As in the

previous case, by contradiction, suppose there is a conflict.

(a) o(u) = o(vy) (similar for o(u) = o(ve)). That is, ¢1 + c2 +¢3 = a + 1,
therefore a = ca+c3. Note that o(u) # o(v2). We swap ¢1 and c3, that is,
@' (uvy) = c3, ¢'(uvs) = ¢1. Clearly o(u) # o(v1). Now, if o(u) = o(vs),
then ¢1 + co + c3 = b+ ¢, therefore b= co + c3 = a. A contradiction.

(b) o(u) =o(vs). That is, ¢1 + a2 +c3 = b+ cs, therefore b = ¢1 +co. We swap
c1 and 3, that is, ¢'(uv1) = ¢3, ¢'(uvs) = ¢1. Clearly o(u) # o(vs).
Now,

x If o(u) =0(v1), then ¢1 + co + ¢3 = a + c3, therefore a =cy +c2 =b. A
contradiction.

x If o(u) = o(v2), then ¢y +co+c3 = a+ca, therefore a = ¢ +c3 > ¢y +co = b.
A contradiction.

Suppose last that ¢'(v1v]) = a, ¢'(vavh) = b, ¢'(vsvs) = b. By contradiction,

suppose there is a conflict.

(a) o(u)=0(v1). That is, ¢c1 +co+c3 = a+cy, therefore a = co+c3. We swap
c1 and cg, that is, ¢'(uv1) = ca, ¢'(uve) = ¢1. Clearly o(u) # o(v1).
Now,

x If o(u) = o(ve), then ¢ + co + 3 = b+ ¢y, therefore b=cy+c3=a. A
contradiction.

x If o(u) = o(v3), then ¢y +ca+c3 = b+cs, therefore b = ¢1+co < ca+c3 = a.
A contradiction.

(b) o(u) = o(va) (similar for o(u) = o(v3)). That is, c1 + c2 +¢3 = b+ ca,
therefore b = ¢1+¢3. Note that o(u) # o(vs). We swap ¢1 and co, that is,
@' (uv1) = ca, ¢'(uv2) = ¢1. Clearly o(u) # o(v2). Now, if o(u) = o(v1),
then ¢1 + ¢o + c3 = a + ¢9, therefore a = ¢1 + ¢c3 =b. A contradiction.
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3. All edges v;v] have the same colour. We can recolour an edge, say vjv], so
that we can apply a previous case. To see this is true, recall that d(v]) = 3,
so, when recolouring vjv], the number of constraints is at most 8 (at most
6 constraints from the strong requirement, and at most 2 from the NSD
one); so at least 2 colours in {1,...,10} can be assigned to v;v]. We can
then choose one of these two and apply the previous configuration.

By previous arguments, we obtain in all cases that o(u) # o(v;), for every
i€{1,2,3}, and therefore we can extend ¢’ to G, a contradiction.

This concludes the proof in all cases.

The whole claim thus holds. o

Back to the proof of Theorem 5.8, we are now ready to contradict the existence of G.
To every vertex v of G, we assign an initial charge w(v) with value w(v) = d(v) - % Now,
since 5 5
> w@)= ¥ (d-3)= ¥ dw)-5-V©)

veV (G) veV(G) veV(QG)
and .
Y, d(v) <[V(G)]-mad(G) < 5+ [V(G)),
veV(QG)
the total amount of charges is strictly negative. Without creating or deleting charges, we
move charges from neighbours to neighbours according to the following unique rule:

e Every 3-vertex sends % to each of its 27-neighbours.

For every vertex v of G, we denote by w*(v) the eventual charge of v once the rule above
has been applied to all vertices. We claim that, because G cannot contain Configurations
C1 to C3 by Claim 5.9, by w* the total amount of charges must be positive, which is a
final contradiction to the existence of G since charges are preserved by the rule. We prove
this by considering every vertex v, and showing that w*(v) > 0 whatever d(v) is.

o d(v)=1.
This case does not have to be treated, as G cannot contain a 1-vertex by Claim 5.9.
e d(v)=2.

Observe that w(v) = —%. Note first that v did not send any charge by the unique
rule above. By Claim 5.9, since G does not contain any of Configurations C1 and
C2, the two neighbours of v must be 3-vertices, from each of which v received }l by

the unique rule. Then w*(v) =w(v) +2 x % = —% + % =0.
e d(v)=3.
Observe that w(v) = % First off, v did not receive any charge by the rule. On

the other hand, v sent % to each of its 27-neighbours. By Claim 5.9, since G does
not contain Configurations C1 and C3, v cannot be adjacent to a 1-vertex, and v is
adjacent to at most two 2-vertices. Then w*(v) > w(v) — 2 x %1 = % - % =0.

Thus, the total amount of charges, once the unique rule above has been applied, is
non-negative, which is impossible. This contradicts the existence of G, and its minimality
implies the claim holds true. This concludes the proof. O
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6. Conclusion

In this work, we introduced NSDS edge-colourings as a combination of strong edge-
colourings and NSD edge-colourings. By definition, NSDS edge-colourings are very close
to the latter two notions, recall Observation 2.2. However, given that strong edge-colourings
require more colours than NSD edge-colourings, quite naturally, we turned mostly to com-
paring NSDS edge-colourings and strong edge-colourings. Although we proved that the
strong and NSDS chromatic indices coincide in many cases (recall our results from Sec-
tion 2), we also came up with examples of graphs showing that equality does not always
hold (Section 3). This led us to raise Conjecture 4.1, and to establish general bounds on the
NSDS chromatic index (Theorems 4.2 and 4.3). We improved these bounds in Section 5 for
some classes of graphs, namely trees (for which we provided a tight result) and subcubic
graphs (for which there is more room for improvement). An interesting fact also is that
we came up with connections with other types of distinguishing labellings, namely locally
antimagic labellings (recall Observation 2.5).

These results lead us to establish that NSDS edge-colourings are definitely closer to
strong edge-colourings, which are so constraining that the contribution of the distinguishing
condition from NSD edge-colourings does not seem to bring that many more constraints.
It is surprising to us, however, that there are graphs G with xygpg(G) > x4(G). Our
initial guess was that, perhaps, there are so many ways to permute colours in strong edge-
colourings that we should always be possible to make the distinguishing condition hold.

Our results open the way to many questions, which we think might be worth considering
further in later works. In particular:

e We were not able to come up with constructions different from the one in the
proof of Theorem 3.1, to establish that there are other, different graphs G with
xnsps(G) > x4(G). In particular, we are pretty sure that there are ways to modify
our construction slightly to provide graphs with the same edge-colouring properties
that are very close structure-wise. Our question, here, is rather whether there are
graphs G for which the fact that x\gpg(G) > x4(G) holds is because of arguments
that have nothing to do with those we imagined in the proof of Theorem 3.1.

e In the same line, we have no evidence that there are graphs G with xygps(G) >
X.(G) + 1. As a result, we wonder if ¢ in Conjecture 4.1 could be 1.

e Among the results we provided, the ones for which there is definitely room for im-
provement are those for subcubic graphs, namely Theorems 5.7 and 5.8. In the proof
of Theorem 5.7, from experimentations through computer programs, it seems that,
using the Combinatoral Nullstellensatz, it could be possible to reduce a whole cycle
at once (whatever its length) provided with use at least 14 colours. Thus, it seems
that, through a better analysis of the monomials of some polynomials’ expansions,
we could be able to improve our upper bound from 16 to 14. Regarding Theorem 5.8,
we believe it could be interesting to study subcubic graphs with larger mad, or more
generally to investigate the connection between the girth of a graph (which relates
to its density) and its NSDS chromatic index.

e [t could be interesting to wonder about more classes of graphs. For instance, planar
graphs and degenerate graphs have been quite investigated for both strong edge-
colourings and NSD edge-colourings, so such classes of graphs would be natural to
consider here as well. Recall, as mentioned by the end of Section 4, that our bounds
from Theorems 4.2 and 4.3 already provide first steps in that direction.
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