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Abstract In Euclidean spaces (R4, d > 2), rotations pre-
serve distances and angles; they are also bijective. These im-
portant properties are no longer guaranteed when rotations
are considered in discrete spaces. This is especially the case
in the Cartesian spaces (Z4,d > 2), where rotations are how-
ever crucial for various applications, from image processing
to computer graphics. In this article, we deal with the issue
of bijectivity of discrete rotations in the 2-dimensional case
(Z*). We contribute to the state of the art from two points
of view. First, we investigate the structure of the (finite and
infinite) rotations in Z2, and we shed light on the nature of
this combinatorial space, which is analogue to a watershed
tree. Second, we focus on the finite rotations, i.e. rotations
that act on (finite) Euclidean balls instead of the (infinite) set
Z?. Under these hypotheses, we investigate the bijective ro-
tations either as the restrictions of bijective rotations on 72,
or as injective rotations on the Euclidean balls (thus bijective
from their domain to their image). We provide two algorith-
mic schemes for building the combinatorial space of these
finite rotations. Codes are freely available at the following
url: https://github.com/ngophuc/DiscreteRotationSpace
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1 Introduction

Rotations are basic, yet fundamental transformations in ge-
ometry. In the fields of image analysis, geometry processing
or computer graphics, rotations are required to build higher
level image / object transformations. In R (d > 2), ro-
tations are both isometries (i.e. they preserve lengths) and
conformal transformations (i.e. they preserve angles). They
are also homeomorphic, and a fortiori bijective, transforma-
tions. When defining some analogues of rotations in discrete
spaces built as tesselations of R¢, these properties are no
longer guaranteed. This is especially true when we consider
74 as a discrete model of R? [15,17].

Among the above properties, bijectivity is crucial for
various reasons. First, it is mandatory for ensuring that a
transformation is lossless with regards to the handled im-
ages / objects. This is important for instance in terms of re-
versibility or of composition of transformations. Second, it
is a necessary condition for topology preservation. On the
one hand, non-surjectivity may lead to the alteration of the
topological content of the image (e.g. a non-surjective ro-
tation may lead to vanishing one-point connected compo-
nents [25]). On the other hand, non-injectivity may lead to
conflicting configurations that result in an ill-defined trans-
formed image / object [27].

Rotations on Z¢, or related spaces, have been studied
over the last decades (Sect. 2). The issue of bijectivity re-
mains, however, not fully tackled. In this article, we con-
tribute to the state of the art of bijective rotations in Z2. Our
global objective is twofold:

— Proposing algorithmic schemes for building the combi-
natorial (hierarchical) space of finite discrete rotations.

— Investigating the notion(s) of bijectivity in the case of
finite discrete rotations and being able to build them.
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By contrast with other related transformations (e.g. the space
of the discrete rigid motions that presents a size O(n%) [21]
with respect to the number of points n of the processed sub-
set of Z?) the space of the discrete rotations presents a rel-
atively low size, namely O(n%) [1]. Building—and actually
handling—the combinatorial space' of these transformations
is then tractable. In addition, this space has a simple struc-
ture. Indeed, it is organized as a morphological (partition)
tree [19]. Based on these favorable properties, we then build
upon algorithmics on such trees to propose some efficient
strategies for the construction of the space of discrete rota-
tions.

This article is an extended and improved version of the
conference paper [30]. By comparison with [30], it provides:

— a theoretical discussion about the tree structure of the
combinatorial space of the discrete rotations, both finite
and infinite;

— two algorithms with complete and formal descriptions,
time cost analysis and bijectivity handling paradigms;

— a C++ code of these two algorithms.

The article is organized as follows. In Sect. 2, we recall
related works dedicated to discrete rotations, in particular,
with respect to their bijective properties. In Sect. 3, we pro-
vide a few comments to improve the readability of the arti-
cle. In Sect. 4, we recall basic notions on rotations in R? and
in Z2. In Sect. 5, we focus on the notion of finite discrete
rotations, defined on Euclidean balls intersected with Z2. In
Sect. 6, we introduce the two notions of bijectivity that we
will investigate for the finite discrete rotations. In Sect. 7,
we recall basic notions on (morphological) trees, that will
be useful for the modeling of the combinatorial space of the
(finite) discrete rotations and the construction of this space.
In Sect. 8, we characterize the watershed tree structure of
the combinatorial space of the discrete rotations. In Sect. 9,
we propose a bottom-up strategy for building the trees of
the combinatorial spaces of the (bijective) discrete rotations.
In Sect. 10, we propose an alternative top-down strategy for
building these trees. In Sect. 11, we present experimental re-
sults related to these construction strategies. In Sect. 12, we
provide concluding remarks. Proofs of properties are given
in Appendix A. The proofs of the propositions are given di-
rectly in the core of the article. They are generally proposed
as discussions preceding the propositions.

! This combinatorial space consists of a discrete set of elements that
symbollically represent each a discrete rotation, and the links between
these elements. Here, these links are related to the fact that either (1)
two rotations defined on the same Euclidean ball have their interval of
angles adjacent, or (2) two rotations share a same interval of angles and
correspond to two successive radii of Euclidean balls defining their do-
main of application. In practice, this combinatorial space is formalized
in the framework of graphs.

2 Related works

When we apply geometric transformations to digital images
or subsets of Z¢, we usually start by performing a geomet-
ric transformation of points of Z¢ and then interporlate from
the values of those transformed points to find the values on
the new grid points. Here, nearest neighbor interpolation,
one of the simplest methods, is considered as our interest
is studying bijection of such transfomations. Various defini-
tions of such pixelwise geometric transformations on Z¢ or
its subsets have been investigated over the last decades. In
this context, rotations have received a specific attention, ei-
ther standalone [1-3,5,7-10, 14,26-28,31,34,36-38], com-
posed with scalings [13] or, more frequently, with transla-
tions thus leading to rigid motions [20-25,29,32].

Focusing on the only rotations, various issues were dealt
with: describing their combinatorial structure with respect
to R versus Z¢ [1,5,26,36,37], ensuring their transitivity
[28], or guaranteeing their bijectivity [2,3,7-10,14,27,31,
34]in Z¢. These are non-trivial questions, and their difficulty
increases with the dimension of the Cartesian grid. Indeed,
most of these works deal with Z? [2,3,5,8,9,14,27,28,34],
fewer with Z* [7,10,31,37,38].

Early in the study of discrete rotations, efforts were gea-
red towards understanding under which hypotheses discrete
rotations could be bijective. In [14], a sufficient condition
was proposed for bijectivity of discrete rotations on Z? in
the case where the rounding digitization paradigm is con-
sidered. In [27,34], a characterization of bijective discrete
rotations on Z? was further proposed in that case, whereas
it was proved in [11] that there is no bijective discrete ro-
tation on Z2 in the specific case where the floor digitization
paradigm is considered. Extensions of these results were in-
vestigated in the hexagonal grid [33] and in Z* [7,31], a
similar characterization was obtained for the hexagonal grid
while a certification algorithm [31] and a conjecture [7] are
only available for the 3-dimensional cubical grid. The first is
based on arithmetic, whereas the latter is based on geometric
algebra, in which rotations are represented by compositions
of bijective discrete reflections [7,9].

As there are few rotation angles that induce bijective dis-
crete rotations (see Fig. 5 for the distribution of such rotation
angles), an alternative approximation approach, which gives
a priority to guaranteeing the bijection by relaxing the ex-
act rotation, was developed. In [2] a family of rotations on
77 based on quasi-shears was proposed, also fulfilling bijec-
tivity properties. This paradigm was extended to hexagonal
grids in [4] and 3-dimensional cubical grids in [10]. In a
similar context of prioritizing the bijection, in [3], bijective
rotations were handled via the composition of bijective re-
flections based on the idea of partitioning the plane into dig-
ital lines. Recently, several methods to approximate discrete
rotations with bijective transformations, including the com-
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position of bijective discrete reflections, bijective rotations
by circles and bijective rotations through optimal transport
were presented with their experimental comparisons [8].

We have so far reviewed the contributions on bijections
on the whole set Z¢. However, bijections may also be consid-
ered on smaller, and in particular finite subsets of 74, An al-
gorithm for verifying the bijectivity of a given rational rigid
motion for a finite set of Z> was investigated in [32]. An ap-
proach, based on combinatorial geometry, which is similar
to [27], was considered for this verification, while the struc-
ture of the set of all such bijective rational rigid motions for
finite sets of Z? is not yet explored.

3 Preliminaries

We first provide preliminary elements (notations, remarks)
useful for the reader in the next sections.

Continuous and discrete intervals We consider two differ-
ent notations for intervals. If X is a continuous set (typically
R) and a < b two elements of X, we set [a,b] = {x € X |
a < x < b}. If a (resp. b) is excluded from this interval, we
replace “[” (resp. “T”) by “(” (resp. )”). If X is a discrete set
and a < b two elements of X, we set

la,b] = {xeX|a<x<b) (1)

The set of square roots of integers In this study, we consider
values in the continuous set R and in the discrete set N, but
also values of the discrete set composed by the+/n for n € N,
In particular, we use the following notation

VN = {Vn|n e N} ©))

The notation of discrete interval (Eq. (1)) is used for both Z
andVN. In particular, for elements a < b, the interval [[a, b]
is defined on Z (resp. VN) if @ and b are elements of Z (resp.
ViV).

For two elements a < b of N, the intervals [[a,b]] € N
and [Wa,Vb] € VN are in bijection by the function n
/1. More generally, this bijection induces an isomorphism
between ([[a, b]], <) and ([[\/5,\/5]], <). It is then convenient
to define an analogue in VN of the “+1” and “~1” operations
in N. We then introduce the following two notations?, for
any ¢ € VN

c®1=Ve2 +1 (3)
c61=Vc2 -1 (withc #0) 4)

2 By setting VZ = {sign(n) A | ne Z}, VZ and Z are trivially
in bijection and (Z,<) and (VZ,<) are isomorphic lattices. In par-
ticular, the triplet (Z,+1,—1) is associated to an isomorphic triplet
(\/Z,EBI, ©1). The definitions of Eqs. (3—4) correspond to the restric-
tion of ®1 and ©1 to VN. Since (+1,-1) is an adjunction on the lat-
tice (Z, <), the couple (®1,01) is also an adjunction on WZ,<). In
other words, ®1 and ©1 are a dilation and an erosion, respectively [12],
which justifies the standard use of the notations @ and ©.

3
Table 1 Correspondence between the main distinct notations.
Current notations Notations in [30]
st Eq. 27) H. Eq. (9)
s, Eq. (28) HE, Eq. (10)
st Eq. (29) H., or SP Eq. (11)
%‘;2 Eq. (35) B Sect. 4.1
SIVou1 Eq. (46) K Sect. 3.1
TN Prop. 15 T Sect. 3.1
®H, (VH,E")  Sect. 8.2 G, (VK BF)  Sect. 3.2
s Egs. (76-77), Sect. 9.3 & Sect. 4.1
S Egs. (76-77,86-87) R Sect. 4.2

Landau notations Regarding time and space cost analyses,
we will use two of the usual Landau notations, O (domina-
tion) and @ (equivalence). The domination notation O will
be used in particular when the equivalence @ is not guaran-
teed.

Modified notations compared to [30] In this article, we some-
times adopt some notations that differ from [30]. In order to
avoid any ambiguity, Tab. 1 establishes the correspondences
between the main differing notations.

4 Rotations
4.1 Continuous rotations

We set U = [0,27). Let 0 € U. Let AB) € >4 (R) be the
matrix defined by

®)

cos @ —sin 9)
sin@ cos@

AB) = (

The rotation of center 0 = (0,0) € R? and of angle 6 is the
application Ry : R? — R? defined, for all p € R?, by

Ro(p) = AWD) - p (6)

i.e. by

= ((2))

(cos@ —sin 0) _ (px>
sin@ cosé Dy
3 (px cos — py sinG)
~ \pysiné + p,cos@

(7

Such rotation is called a continuous rotation. We denote by
Rr: the set of all the continuous rotations.

Remark 1 We consider the rotations of center 0. From now
on, we will no longer mention their centre of rotation.
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4.2 Hinge angles

Let 0 € U. Let Ry € Rg: be the continuous rotation of angle
6. Letp € Z%. Let q = (g, qy) = Re(p) € R? be the image of
p by the rotation Ry.

Let us suppose that there exists k € Z such that the first
(resp. the second) of the following two equations is satisfied

1

pxcose—p);sin0=k+§ (8)
1

pxsin9+pycosezk+§ ©)]

Then, we have g, = k + % (resp. gy = k + %) and we say that
p is a x-critical (resp. y-critical) point for Ry. We say that p
is a critical point for Ry if it is a x- or a y-critical point for
Ry (Fig. 1).

If Ry admits a critical point, then we say that 6 is a hinge
angle [28] (induced by p). We denote by H c U the set of
all the hinge angles. Note that H is dense in U [26]. We set

U=U\H (10)

the set of all the non-hinge angles.

A hinge angle is determined by a triplet (py, py, k) € Z°.
However a triplet in Z* does not necessarily define a hinge
angle. In particular, (py, py, k) € Z* defines a hinge angle iff

(1)

1
k3| <llowpll,

We denote by T c Z3 the set of all the triplets that define
hinge angles.

Let : T — H be the surjective application such that for
any t = (px, py,k) € T, n(t) is the hinge angle induced by
t. The application 7 is non-injective. Indeed, many triplets
of T define a same hinge angle of H (Fig. 1). The following
proposition clarifies this many-to-one relation.

Proposition 2 ([26]) Let h € H. There exists a prime gen-
erator triplet t = (py, py,k) € T (by prime, we mean that
ged(py, py, k) = 1) such that

n'(h) = {te T nt) = h}

={@n+1) t+0.0.n) |nez} (12)

For instance, the prime triplet (1,0, 0) generates the triplets
(3,0,1),(5,0,2), etc. for positive values of n and (1,0, —1),
(-3,0,-2), etc. for negative values of n. All these triplets
lead to a unique hinge angle & (Fig. 1).

Remark 3 The triplet t = (p,, py, k) € T satisfies Eq. (8) iff
the triplet t' = (= py, py, k) € T satisfies Eq. (9), and we have
n(t) = n(t’). In other words, it is sufficient to consider only
one of these two equations for handling the hinge angles via
their triplets.

1

Fig. 1 Continuous rotation Ry with § = Z. The intersections of the
thick black lines correspond to the points of Z2. The blue point is
0 € Z2. The blue line is the image by Ry of the horizontal black line
of equation y = 0. The point (1, 0) (in red) is a critical point, since its

A

Pl
=

-

image (g, %) (also in red) lies on the line of equation y = % Its as-

sociated (prime) generator triplet is (1,0, 0). The points (-1, 0), (3,0)

and (5, 0) (in orange) are also critical points, since their respective im-

ages (also in orange) lie on the lines of equation y = —%, % and % re-

spectively. Their generator triplets are (—1,0,-1), (3,0, 1) and (5, 0, 2),
respectively. These four triplets / critical points correspond to the same
hinge angle, namely 6 = %, emphasizing the non-injectivity of the ap-
plication 7.

4.3 Discrete rotations

We now consider rotations from Z> to Z>. Let # € U. Let
Ry € Rr2 be the corresponding continuous rotation (Egs. (5—
7)). Let p € Z%. In general, there is no guarantee that Ry(p) €
Z?. Indeed, except when 6 € £Z, we have Ry(Z*) ¢ Z*. To
tackle this issue, i.e. to ensure that the result of a rotation ap-
plied on Z? lies in Z?, it is common to compose the result of
the continuous rotation with a discretization operator, which
is generally set as

. R2 2
‘D.R — 7 (13)

(P> py) — (sl [py)D)

where [-] is the rounding function on R.
Then, we can define a rotation of angle 6 from 7% t0 72
as a function Ry : Z> — Z? such that, for all p € Z2, we have

Ro(p) = (D o Ry)(p)

3 ([px cos 6 — py sin 6])

[pxsinf + py cos 0] (14)

This rotation is called a discrete rotation (Fig. 2). Such dis-
crete rotation Ry is well-defined iff 8 € U, i.e. 8 is not a
hinge angle. This results from the ambiguous definition of
[[JonZ + % We set
%z = {Ry |0 € U} (15)
the set of all the discrete rotations. We denote by R : U —

Rz the surjective application defined for each 6 € 16} by
R(6) = Ry.
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1 ) J— —
] . /’
s . . Ve N\ N
® °
- - s
) [
hd C . ° N ~ . / [Q '
[}
(a) §¢ (b) SE, (© S

B I R N PO A
° ® Fig. 3 Subdivisions of U by the three sets S} (a), S5, (b) and S%_, (c).
PY s The illustration is given here for p = 1. The elements of SY, SP. and
S, are depicted in black. (a) S; is composed by singletons that corre-
° spond to hinge angles. (b) S, is composed by open intervals bounded

o1 1

Fig. 2 The image ¥ c R? (blue dots) of a finite subset X = [[x, x +
4] x Iy,y + 3] c© Z?* (for a given (x,y) € Z?) composed of 20 points,
transformed by a rotation Ry, i.e. Y = Ry(X). The image P (green
and yellow dots) of X by the associated discrete rotation R, i.e. P =
Ry(X). The green dots correspond to the points q € P such that there
exists exactly one point p € X that satisfies q = R,(p) (locally bijective
configurations). The yellow dots correspond to the points q € P such
that there exist many points p € X that satisfy q = R,(p) (locally
non-injective configurations). The red dots correspond to points q ¢ P,
i.e. there exists no point p € X that satisfies ¢ = R,(p) (locally non-
surjective configurations).

4.4 Finite discrete rotations

We now focus on the finite discrete rotations, which are the
restrictions of the discrete rotations to finite domains defined
by (discrete) Euclidean balls. These discrete rotations are es-
pecially those that allow us to define rotations on finite im-
ages. In particular, our further study will mainly deal with
these rotations, for which we then introduce dedicated no-
tions.

Let § € Ube a non-hinge angle. Let Ry € Rp be a
discrete rotation. Let p € R, = {x € R | x > 0}. Let B be
the Euclidean ball of radius p in 72 ie.

B ={qeZ|lql <p} (16)

We denote by R : B” — Z? the rotation defined as R} =
(Rg)pe, 1.e. the restriction of the discrete rotation Ry to the
Euclidean ball B°. Such rotation R‘Z is called a discrete p-
rotation (or simply a p-rotation). We denote by

R, = {Ry | Ry € Rz } (17)

the set of all the p-rotations. We set R : U - inZ’Z the

surjective application defined for each 6 € U by RP(6) = RZ.
We define the set T c T by

<[ py)|, < p}
(18)

1
TF = {t:(px,py,k)€Z3 ‘ ’k+§

which gathers the triplets of T induced by the points inside
the Euclidean ball B”. We have

[T’ = 6(p*) (19)

by these hinge angles. Note that $7, is a partition of U. (¢) 7., is com-
posed by the segments where each segment is one of the open intervals
of S%, to which the left-bounding hinge angle has been added. Note
that SSUSY, is a partition of U, and in particular we have SiNSL. = 0.
Note that S%_, is also a partition of U (the white spaces left between two
successive segments in (c) are for visualization only). Each segment of
§7. (c) is composed by the union of an open interval of S%_, (b) and a
singleton set of S% (a).

We define the set H” ¢ H by

HP = n(T)
={n® | te T} (20)
that gathers the hinge angles induced by the triplets of T,

i.e. the hinge angles induced at a radius lower than or equal
to p. We have [26]

| = O(p”) @21
Note that we have
p<1) = (T’ =H =0) (22)

We consider on U the restriction of the total order < on
R. By assuming that H” is ordered by <, we set
of-1
= (i) @)

J=0

with o = |HP| € N.
We consider on T the preorder <t defined, for any t;, t, €
T by

(t1 <t ) = ((t1) < n(t2)) (24)

By assuming that T is sorted with respect to <r, we set
-1

™= (¢} 5)

with s# = |Tf| € N. We have o < s and

pezl)= 0’21 (26)

Remark 4 Although the number sP of triplets is greater than
the number o of hinge angles, we recall that the number of
prime triplets (see Prop. 2) is equal to the number of hinge
angles.
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5 Modeling discrete finite rotations

We now introduce three related families of subsets of U,
namely S%, S7., S, (Fig. 3). These sets, that play a tech-
nical role in the sequel, are directly induced by the set of
hinge angles HF:

— S% associates each hinge angle & € HF with its induced
singleton set;

- §., associates each hinge angle 2 € HF with the open
interval of U bounded on the left by / and on the right
by its successor (modulo 0*) in the ordered set (H”, <);

- S4., associates each hinge angle & € HP with the left-
closed/right-open interval (also called segment, for the
sake of concision) of U bounded on the left by # and on
the right by its successor (modulo o) in the ordered set
(HP, <).

If p < 1 then we have H° = 0, i.e. there is no hinge angle
(Eq. (22)). In that case, we set S5 = 0 and S&_, = S, = {U}.
If p > 1 then we have H° # 0 and following the above
description, we set

= [}y @)
See = {<h?’hl<)j+1)[m'])} : 1 @8
S = {Sij - [h?’hfm)[frﬂ])}: 1 29)

where a[b] is a modulo b (Fig. 3).
Remark 5 ([30]) Letp € R..

— The two sets HP and S£ are in bijection.

— The two sets S, and Si_, are in bijection.

— Ifp > 1 then the four sets BP, Sh, St and St are in
bijection.

By analogy with Eq. (10), we define
0P =U\W (30)

the set of all the angles of U which are not hinge angles
induced at a radius lower than or equal to p.

Remark 6 Letp e R..

— The set S, is a partition ofﬁp.

— The set S, is a partition of U.

— The union of sets Sk U SY., is a partition of U that refines
the partition SL..

Remark 7 ([30]) LetI = (h™,h*) € SL, (Fig. 4(b)). For any
0:,0, € Iﬂ@, we have R‘Zl = RZZ. Let h € INH be a hinge
angle that belongs to I (Fig. 4(a)). Since h is a hinge angle,
the discrete rotation Ry, is undefined, and so is the p-rotation
RZ. Nonetheless, the hinge angle h € H does not belong to
HP. As a consequence, we can extend R° by continuity, by
setting R°(h) = R°(6)).

h n*
O— OO O———— —0
@ InD
h n*
(o, O
(b) IS,

h n*

(©)S =IU{h}eS,

Fig. 4 (b) An open interval I = (h™,h*) € SC,. This interval [ is
depicted by the black line. The two hinge angles 4™, h™ are depicted by
blue circles. We have I C U, but I ¢ U.In particular, there exist hinge
angles i € H such that i € I. (a) The set I N U, depicted by the black
lines. The hinge angles 4 € I N H are depicted by orange circles. (c)
The segment S = 1 U {h~} € 7, depicted by the black line and black
dot. The function R can be extended by continuity from 0 - ‘R;z to
o - ‘R;Z (i.e. from (a) to (b)), see Rem. 7. It can then be extended
by continuity from U” — ‘R;z toU — 9?;2 (i.e. from (b) to (c)), see
Rem. 9. The open interval I and the segment S both model a specific
p-rotation, see Rem. 9.

From Rem. 7, we can now assume that we have extended R
from T — %, to U — R, (Fig. 4(a,b)).

Let ~, be the equivalence relation on U defined, for any
01,6, € @(p by

(61 ~p 02) = (R, =R 31)

Each equivalence class [0]., (with 6 € 02 ) corresponds to a
specific p-rotation. In other words, the sets 9%’;2 and 0P/ ~p
are in bijection.

Remark 8 ([30]) Lezp € R,. We have S, = T/~

It follows that there is a bijection between the set 91;2 of the
p-rotations and the set S5, of the open intervals that parti-
tions U°. This bijection is simply given by the mapping from
S0, to R, defined by (h~,h*) — Rj with 6 = 2 As a
consequence, we can model ‘.R;z by S%., or any other set in
bijection with §¢, (Rem. 5).

Remark 9 ([30]) Let h~ = h? e P (0 < j < o - 1).
The p-rotation R}_ is undefined. However, R, is defined and
constant for all 0 € (h’j R h’;’. +1)[m’])' We can then extend RZ,

J
by continuity, by setting R°(h™) = RF(0).

From Rem. 9, we can now assume that we have extended R
from TP — R, to U — R, (Fig. 4(b.c)).

6 Bijectivity of discrete rotations

The continuous rotations are bijective. By contrast, the ques-
tion of the bijectivity of the rotations is less trivial in the
discrete case. See Fig. 2 for an example of a non-bijective
discrete rotation.
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Fig. 5 Bijective discrete rotation angles depicted on the unit disk.
There exist an infinity of such angles 6; only the first angles obtained
for values p € [0, 10] in Eq. (32) are depicted here. The red ones
correspond to (cos 6, sin §) = (22;’ 11’2;1:1, zpzf;; —). The blue ones, ob-
tained by symmetry with respect to the diagonal axis, correspond to
(cos 0,sinf) = (W’ %) The angles of the other three quad-
rants are obtained by symmetry with respect to the horizontal and ver-
tical axes.

Let 6 € U. The discrete rotation Ry € Rz» may be bijec-
tive or not, depending on the value of 8. A characterization
of the bijective discrete rotations was proposed in [14] and

2p2+2p+1

proved in [27]. Let us set
o, . + )
B = eeU(smae BET ‘peN (32)
i—
2p2+2p+1

Proposition 10 ([27]) Let 0 € U. The discrete rotation Ry €
R is bijective if and only if 6 € B.

2p(p+1)

See Fig. 5 for an illustration of these characterized rotation
angles.
We denote by

%ZZ = {RQ S 9{22 | 0 € B} (33)

the set of the bijective discrete rotations.

The set B is a subset of Pythagorean angles (i.e. angles
with rational sine and cosine determined by Pythagorean
triplets). Pythagorean angles do not intersect hinge angles
[28], and we then have

BNH=0 (34)

In this section, we describe two paradigms for defining
the bijectivity of p-rotations. The first (Sect. 6.1) defines
bijective p-rotations as the restrictions of the bijective dis-
crete rotations. The second (Sect. 6.2) considers injective p-
rotations, which are then bijective from their finite support
to their finite image set.

6.1 Bijective p-rotations as the restrictions of bijective
discrete rotations

We consider the p-rotations which are restrictions of bijec-
tive discrete rotations.

;
(a) 22 (b) Ryj10 ¢ Bz2
(c) B2 c 72 @) R e 32 bue B2 ¢ BV

() B c7? ® R ¢ 3P and B3 ¢ WY1

Fig. 6 (a,c.e) Initial sets, in blue: (a) Z? (restricted to the set X of the
points p such that ||p|lc < 8, for the sake of visualization); (c) the
Euclidean ball BY2 c 72 of radius VI12; (e) the Euclidean ball B
72 of radius V13. (b,d,f) Images of these sets by application of discrete
rotations of angle r/10: (b) image of Z? (restricted to X) by the discrete

rotation Ry;10; (d) image of B2 by the p-rotation R (f) image of

/r/l()’
B3 by the p-rotation RX}?O. The rotations have a bijective behaviour
for the blue points and a non-injective behaviour for the red points.
(a—b) The discrete rotation R0 is not bijective, i.e. Ry/10 ¢ Bzz. (c—

R‘qo is injective, i.e. Rﬁo ‘”\ZC, but Rﬂo ¢ SB\/E

since Ry/10 ¢ Bz2. (e—f) The p-rotation R‘”/F10 is not injective, i.e. R‘qo ¢
RV

SZ7 and a fortiori /10 ¢ %‘é;. This example illustrates the fact that
for an angle 6 that does not induce a bijective discrete rotation, we
may however build p-rotations which are injective (and thus bijective
from their domain to their image) for certain radii p of Euclidean balls
sufficiently small (here, the p-rotations of angle 7/10 are injective for
p < V12, and become non-injective for p > V13).

d) The p-rotation

Letp € R,. We set
= {R‘Z €N, Ry € %Zz}
= {R)e%, |0 eB} (35)
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the subset of the p-rotations which are restrictions of bijec-
tive discrete rotations (Eq. (33)).

From this definition, the p-rotation associated to the seg-
ment [h?,hfj copeep) (0 < j < 0 = 1) is bijective iff there
exists at least an angle 6 € B (Eq. (32)) such that h’; <f<
h‘(’J +hjow) thanks to Eq. (34). A way to determine the bijec-
tive p-rotations would be to sort the set H? U B. Since B is
infinite, this whole sorting is not tractable. Nonetheless, we
can consider only a finite subset of B.

Letus set B ¢ B as

o b2
B = {HGU ) sinf e { 22 ‘peNApéZp}}

—2p2+2p+1
(36)
Property 11 ([30]) Letp € R,.. We have
B2, = (R e W, |0 eB’} 37

From Prop. 11, in order to define %;2, it is sufficient to sort
the finite set H” U B. The exact comparison of elements of
HF U B can be made in constant time [28,36].

6.2 Injective p-rotations

In a second time, we consider the p-rotations Rz which are
injective and thus bijective from the Euclidean ball B* to
RO(BP).

Letp € R,. We set

(38)

the subset of the injective p-rotations.

A bijective p-rotation (as defined in Sect. 6.1) is injec-
tive, i.e. %;2 c 5’22. However, the reciprocal is not always
true. Indeed, an injective p-rotation may be non-bijective,
i.e. we may have 37, ¢ 87, (see Fig. 6).

The p-rotation Ry € R, associated to the segment [h‘; I
(0 < j < o — 1) is injective iff we have

> (Dl

vp.q € B, (Ry(p) = Ry(®)) = (p=q) (39)

Then, one can assess the potential injectivity of RZ by in-
crementally considering each point of the Euclidean ball BX
and checking its image by R’g’ with respect to the image of
the already processed points.

Fig. 7 The set & = {a,b,c,d,e, f, g, h,1, j, k, {} is endowed with a hi-
erarchical order relation C. The elements of = are depicted by disks.
The relation < associated to T is depicted by edges. Here, the higher
the position, the greater the value with respect to C. In particular, a (in
green) is the maximum of (Z,C) and thus the root of the tree (=, <0).
The elements e, g, i, j, k, € (in yellow) are the minimal elements of
(£,C) and thus the leaves of the tree (=, <). The elements greater than
or equal to j compose the set {j, i, f, c, a} which is totally ordered by C
(see the red part of the tree).

7 Trees, partition trees

In graph theory, a tree is a connected acyclic graph. Here-
after, we formulate the notions of tree in the framework
of ordered sets, which is compliant with the framework of
graphs (Sect. 7.1). We describe the notion of a partition tree,
that allows to model a sequence of successively refining par-
titions (Sect. 7.2) and we recall specific kinds of partition
trees defined in mathematical morphology, namely (binary)
partition trees and watershed trees (Sect. 7.3).

7.1 Trees

Let = be a nonempty set. Let C be an order (i.e. reflexive,
transitive, antisymmetric) relation on =. Then (5,C) is a di-
rected graph. Let < be the relation obtained as the reflexive-
transitive reduction of C (i.e. by removing the reflexive links
(loops) and all the links induced by the transitiviy of the or-
der). The graph (=, <) is called the Hasse diagram of (&, C).
In particular, (=, <) is a subgraph of (£,C).

We say that C is a hierarchical order if the following two
c?)ndmons hold:

— Z admits a maximum (denoted as T) for the order C;

— for all x € Z, the subset {y € & | x C y} C Z of the
elements greater than x is totally ordered by E.

If C is a hierarchical order on = then the Hasse diagram
(&, <) of (&,C)is atree. The root of this tree is the maximum
T of (£, C). The leaves of this tree are the minimal elements
of (£,C). See Fig. 7.
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(a) Refining partitions (b) Partition tree

Fig. 8 A set Q composed of 7 elements, depicted by 7 distinct colours.
(a) A set {H,-}f=0 of partitions of £ such that for any i, j € [0,5] we
have (i > j) = (II; € II;). For each i € [0, 5]], each X € IT; is depicted
by elements of €2 linked by horizontal black edges. The partition 77 is
the trivial partition {Q}. (b) The partition tree (£, <) associated to the
set of partitions {17,-};.10. Each element X € £ = U?:o 11; is depicted
once. The relation <« is represented by the vertical black edges.

7.2 Partition trees

Let Q be a nonempty set. Let I7;,I1, be two partitions of Q.
We say that 1, refines 17}, and we write I, € II; if for any
X, € I, there exists X; € I1; such that X, C X.

Let {IT;};_, (t € NU {oo}) be a set of partitions of Q such
that 77y = {€Q} and for any 0 < i, j < ¢t we have (i > j) =
(II; € I1)). See Fig. 8(a).

Let & = (Jj_o IIx. The inclusion relation C is a hierar-
chical order on =. The Hasse diagram (=, <) of (£,C) is a
tree, called partition tree of 2. See Fig. 8(b). (The dendro-
grams, usually considered in hierarchical data clustering, are
examples of partition trees.)

In the above definitions, one can substitute the notion of
a general partition to the notion of a partition. A general
paritition /7 of Q is a partition of a nonempty subset QcQo.
Considering a set {Hk}izo of general partitions, instead of
partitions, leads to defining the so-called general partition
tree. See Fig. 9.

7.3 Particular partition trees

In the framework of mathematical morphology [19], vari-
ous partition trees and general partition trees were proposed
over the last decades. Within these morphological trees, two
deserve to be mentioned in this article: the (binary) partition
tree [35] and the watershed tree [18]. Indeed, they present
an interest for modeling the combinatorial structure of the
discrete rotations (Sect. 8), and they provide guidelines for
the construction of this combinatorial structure (Sect. 9).

(a) Refining general partitions (b) General partition tree

Fig. 9 A set Q composed of 7 elements, depicted by 7 distinct colours.
(a) A set {17,}[.5:0 of general partitions of £ such that for any i, j € [0, 5]
we have (i > j) = (II; € II;). For each i € [[0, 5]], each X € IT; is de-
picted by elements of 2 linked by horizontal black edges. The general
partition 77j is the trivial partition {©}. (b) The general partition tree
(&, <) associated to the set of general partitions {17,-};.10. Each element

Xe&= U?:o 11; is depicted once. The relation < is represented by the
vertical black edges.

The binary partition tree [35] is a partition tree such as
defined in Sect. 7.2, but with two specificities. First, the el-
ements of = are connected subsets of a set Q. (This implies
that Q be endowed with a structure (e.g. topological space,
graph framework) that provides a notion of connectedness.)
Second, for each non-leaf element X € = of the tree, there
exist exactly two elements X; < X and X, < X and {X|, X5}

is a partition of X.

The set Q is generally composed by elements that are
(isomorphic to) the leaves of the tree. This set of leaves is
generally endowed with an adjacency (i.e. irreflexive/loopless,
symmetric) relation ~ so that (€2, ~) is an undirected graph.
A binary partition tree can be built by iteratively merging
pairwise the adjacent vertices of (2, ~) so that it progres-
sively collapses onto the trivial graph ({Q}, 0). The last, unique
vertex of this collapsed graph, namely £, becomes the root
of the binary partition tree, and this tree encodes the history
of the successive merging operations and the induced con-
nected subsets of Q. The size of this tree is @(|Q|) and its
construction has a time cost O(|Q|log |2]) [35].

The watershed tree [18] is a partition tree defined by fol-
lowing the watershed paradigm [6]. It is similar to the binary
partition tree, but with two slight differences. First, it may be
non-binary. For each non-leaf element X € = of the water-
shed tree, there exist k elements X; € 5 (1 < i < k > 2)
such that X; < X and {X,A}f.‘:1 is a partition of X. Second,
its construction is guided by a valuation of the edges of
the graph (Q, ~). This valuation is defined as an application
v : ~ — N. The construction of the watershed tree follows

the same paradigm as the construction of a binary partition
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tree, except that k > 2 vertices can be merged at the same
time to form a new element. We merge in priority the ver-
tices that share adjacency edges (~) of maximal valuation v.
In particular, the watershed tree can be built first as a binary
partition tree, and then post-processed as a general partition
tree via a simple merging procedure. The size of this tree is
O(|2]) and its construction has a time cost O(|2| log |2]).

8 Tree structure of the space of discrete rotations

We recall that the set of angles U is partitioned by {H, U}, i.e.
by the subsets of hinge and non-hinge angles, respectively
(Sect. 4.2). Let 0 € U. If 6 € H (i.e. 6 is a hinge angle) then
there is no discrete rotation associated to 6. If @ € U (i.e.0is
not a hinge angle) then the discrete rotation Ry € Rz exists.
More precisely, the set of non-hinge angles and the set of
discrete rotations are linked as follows.

Remark 12 ([30]) The sets U and Rz2 are in bijection.

In other words, one can model the discrete rotations by the
non-hinge angles.

In this section, we describe the combinatorial (tree) struc-
ture of the (infinite) discrete rotations and of the (finite) p-
rotations. This will facilitate the further definition of two
paradigms proposed in Sects. 9-10 for building the space
of the bijective and general p-rotations. Before starting this
description, let us first consider the following remark.

Remark 13 ([30]) Let r € N. Let py,p2 € R,. We have
(\/7'<p1 <p2<\/r+1> = (Bp1 = B~ =B‘ﬁ>
= (V6 e U.R) =R =RY)

(40)

As a consequence, in order to study the p-rotations, it is suf-
ficient to consider the values of VN instead of R...

8.1 Combinatorial structure of all the discrete rotations: An
infinite tree

We recall that, for any p € VN, the set S2, (Eq. (28))—that
gathers the open intervals bounded by the hinge angles of
HP (Eq. (20)) induced by the points within the Euclidean
ball B°—is a partition of 02 (Rem. 6).

Let o1, 02 € VN. We have

(ﬁpz C @P])
(S22, e sEL)
(41)

(o1 € p2) = (T7' CT7) > (H” C H?) > {

(Egs. (18,20,30)). Let us set

S.. = {{e} 16 ¢ IE’J} (42)

¥
o | |
] ] |

o L L 1 [ [ |
AR
RO

S

o—o

Fig. 10 The set S}, decomposed from top to bottom by increasing
values of p € VN (symbolic view: the number and position of the hinge
angles are arbitrary, here). At the p-th line (p > V1), each horizontal
black segment depicts an open interval of S%_, separated from the others
by hinge angles, and the associated (finite) p-rotation. The last line
corresponds to S,_,. Each red circle depicts a (closed) singular interval
(@) sothat € Uis a non-hinge angle, and the associated (infinite)
discrete rotation. Each interval at a given line is included in an interval
at a higher line. The Hasse diagram (S}, <) of the ordered set (S}, C)
is then a general partition tree. The blue vertical lines depict the edges
of the relation <.

which is trivially in bijection with U and is, in particular,
a partition of U. For any p € VN, we have U ¢ U° and
S, €St

Let us set

S*. =S, U U st (43)
pevii

Following the definitions and notations of Sect. 7.2, the Hasse
diagram (S}, <) of the ordered set (S¥_, C) is a general par-
tition tree. Based on this discussion and on the facts that:

- for any p € VN, §%,, and ?R;z are in bijection (Rem. 8);
and
- S,, and R, are in bijection (Rem. 12 and Eq. (42));

we have the following result.
We set

RE =Ry, 0 ) 0, (44)
peViv

which gathers the finite and infinite discrete rotations.

Proposition 14 The combinatorial space of R, is the gen-
eral partition tree fI(‘R%z) = (Sk,, Q). Its root is the (unique,

finite) \O-rotation R‘em (for any 6 € U). Its leaves are all the
(infinite) discrete rotations Ry (for all 6 € U).

This combinatorial structure (Fig. 10) has the virtue to
model all the (finite and infinite) discrete rotations via a tree,
and to shed light on the links that exist between the (finite)
p-rotations (that compose the upper part of the tree, in black,
i.e. all the tree but the leaves) and the (infinite) discrete rota-
tions (that compose the lower part of the tree, in red, i.e. the
leaves).
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Howeyver, this tree is infinite, both because its set of leaves
is infinite (with a “size” IEOJ'I) and because its set of non-leaves
is infinite (with a “size” |E°V’ | = O(p3) with p — ©0). Then,
beyond its theoretical interest, this structure cannot be han-
dled in practice as it stands.

8.2 Combinatorial structure of the first finite discrete
rotations: A finite tree

Let 4 € VN. We now restrict ourselves to the finite sub-
space of the p-rotations for all the values p € [VO, u]l (of
size @(u?)). In other words, we consider a finite upper part
of the previous tree X(‘R%z). We recall that, for any p € VN R
the set S7., (Eq. (29))—that gathers the segments bounded
by the hinge angles of H” (Eq. (20)) induced by the points
within the Euclidean ball B°—is a partition of U (Rem. 6).
Let p1, 02 €VN. We have

(o1 < p2) = (T CT7) = (B CH?) = (S, e SEL)
(45)

We set

[[‘f Il]l U SP (46)
PEVO.u]

Following the definitions and notations of Sect. 7.2, the Hasse
diagram (S@ #1 4) of the ordered set (S@ 0y is a parti-
tion tree. We recall that for any p € VN, §2, and RY, are in

bijection (Rems. 8-9). We set

w4 = | ] e, 47)
peVOuI

which gathers all the p-rotations for p € [VO, u]. Based on
the above discussion, we have the following result.

Proposition 15 (Stated in [30] with partial proof) Letu €
VN. The combinatorial space of ‘Rﬂ‘f” Vis the partition tree
Z(‘RQ[’”") = (SM’”", ). Its root is the (unique, finite) VO-

rotation R\em (for any 6 € U). Its leaves are all the (finite)
u-rotations Rg (forall 6 € U).

Remark 16 The size of the set of leaves of the tree 1(9152@’” ]])
is |SEL] = O(Wd). Since I(‘;Rgzm’“ VY is a partition tree, its size
is ISE\_/.?’”]]I = O(3). For each p € [VO, ull, the size of set RL,

of the p-rotations is |S2.| = O(p®). If all the sets 7, were
disjoint, the size of SY*V would be OWS) as N0, ull| =
O(?). Indeed, these sets are not disjoint. More precisely,

for two successive sets Sh_, and see! (p € VO, u© 17), the
number of elements that differ between them is only O(p).

— —°

V!
\.// \°\./'

(a) SL (b) (8%, 5%) (©) (V. &)

\
\ /

Fig. 11 (a) The set S&., composed of segments S = [h~, h*) with i,
h* successive hinge angles in H”. Each segment S is depicted by a
black arc and a black dot. See also Fig. 3(c). (b) The two sets Sh_, and
Sh. The set Sk, is in bijection with S._,. Each open interval of S&_, is de-
picted by a black arc. Each singular closed interval of S} is depicted by
a black dot. See also Fig. 3(a,b). Each segment S = [h~, ") of SL, is
in bijection with the open interval (™, h*) of S&_.. Each adjacency link
between two segments S| = [h™,h),S, = [h,h") is in bijection with
the singular closed interval {h} of S,. (c) The graph G* = (V*,&H).
Each vertex of V* (depicted by a white dot) is a segment of S4_,. Each
edge of & (depicted by a black line) is an adjacency link between two
successive segments of Si,. The graph G is a o#-cycle graph (with
o# = 8 in this toy example). This graph ®* has the same structure as
(Sh,, SL) seen as a 1-complex.

For each § € SE‘_@ H ]], we denote by a(S) (resp. w(S)) the
lowest (resp. greatest) value p € [VO, u] such that S € S2..
It is plain that for any other p € [a(S), w(S)], we also have
S esh..

Remark 17 For each p € [VO, ull, the size of set ER;z of the
p-rotations is |Sh_| = O(p*). All the sets 9122 are disjoint. It

Sfollows that the size ofﬂ?[[\f”]] is O(u®) as |[VO, ul| = O@?).

Each element S € SM” ] may then model many distinct p-
rotations. More precisely, it models (w(S N2 = (a(S))? + 1
distinct p-rotations, for p € [a(S), w(S)].

Based on Rems. 1617, in the tree E(%E[O‘” 1y a p-rotation RY

(0 € U) is modeled by the couple (S, p) € SVou o [0, 11
suchthatS = [, h) e S, andh <O < I

In addition to being a partition tree, we establish here-
after that 1(9{;@‘ ]]) is a watershed tree, which is defined
based on an edge weighted graph (Sect. 7.3).

If 4 =0, the tree z(m;@,\/ﬁn) is reduced to a unique el-
ement and can then be trivially defined as a watershed tree.
Let us now suppose that 4 > V0. Let us define the (undi-
rected, irreflexive) graph G* = (V*, &) such that:

— the set of vertices V* is composed by the segments of
Ses

— the set of edges & is composed by the adjacency links
between the segments of S%,.

Here, since all the elements of S, are segments, two distinct
vertices S| = [h],h]),S2 = [hy,h]) are adjacent iff h] =
h. See Fig. 11(a,c).

Remark 18 The graph GF = (V*,&") is a o#-cycle graph
(with o = |HM|), i.e. it is a connected graph where each
vertex is of degree 2. See Fig. 11(c).
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(a) (S0..S0), p e [[\/6,\/5]] (b) & = (V*, &), 4

Fig. 12 (a) The sets (S2.,, S%) for p from VO (innest part of the circles)
to V5 (outest part of the circles). Each open interval of §2, is depicted
by a black arc. Each singular closed interval of S is depicted by a
dot. For p = V0 (central circle), we have S, = (U} and S¢ = 0.
For p = V5 (external circle), we have |S2.| = |S7] = 8 (i.e. 8 hinge
angles) and (S, S%) corresponds to (S5, S%) in Fig. 11(b). For each
hinge angle & € H¥, we assign a value A(h) as defined in Eq. (48),
with the following colour code: A(h) = VI (red); A(h) = V2 (orange);
A(h) = V3 (yellow); A(h) = V4 (green); A(h) = V5 (blue). A series
of dots of same angular position correspond to a unique hinge angle
h. The color corresponds to the value A(h) at which this hinge angle
appeared. The hinge angle persists for greater values, justifying the
series of dots from the most central one to the most radial one. (b) The
graph 6* = (V*,&"). See also Fig. 11(c). Each vertex of V* (depicted
by a white dot) is a segment of S, in bijection with an open interval
of S, in (a). Each edge of & (depicted by a line) is an adjacency link
between two successive segments of Sk on (a). To each edge of &, we
assign the 4 value induced by Eq. (48). The colour code is the same as
in (a).

In particular, if two adjacent vertices S| = [h™,h),S, =

[h, h*) are merged in G, the newly created vertex S = [, h™)

still models a segment, whereas the modified graph G+°! be-
comes a (o* — 1)-cycle graph.

Remark 19 We observe that:

— the set of vertices V* = S., is in bijection with S,
(Rem. 5); and

— the set of edges E is in bijection with S (from the defi-
nition of adjacency given above).

Then, the graph &* = (V¥,&") has the same structure as
the couple (S, Sh) that can be seen as a 1-complex model
where the 1-faces are gathered in Sh., and the O-faces in
Sk, respectively. In particular, &% = (‘V*,E*) and (Sh-, S)
provide the same modeling of the topological structure of
the unit circle associated to U and subdivided by H* in the
1-dimensional frameworks of digital topology [16] and cu-
bical complexes [17], respectively. See Fig. 11(b,c).

We endow the set of edges & with a valuation. To this
end, let us first define the function

A Hf >N

h +— min {pe [[\/5,/1]] |h€Hp} (48)

which associates to each hinge angle 4~ € H* the radius
p € [V0, u]l of the smallest Euclidean ball B that contains
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(c) l(‘R'I‘F“ 1) from S¥., (expanded) (d) l(ﬁigzﬁ“ 1) from S, (compact)

Fig. 13 The watershed tree X(‘.Rgzm’“ 1y associated to the graph G* =
(V*, &) endowed with the valuation 4 of Fig. 12(b) which models the
hierarchy of partitions of Fig. 12(a). (a) The watershed tree viewed as
the progressive (bottom-up) collapsing of the graph &* fromp = p =
V5 to V0. The layer at p = u = V5 corresponds to &* = (V*, &)
(see Fig. 12(b)). Each layer at value p € [[\/6,\/4_1]] corresponds to the
collapsing of the graph of the layer at value p @ 1 by merging vertices
that share an edge of 4 value p® 1. (c) The watershed tree of (a) viewed
as a partition tree. The layer at p = p = V5 corresponds to the external
partition in Fig. 12(a). Each segment of S‘/,_go corresponds to a vertex in
(a). (b) The watershed tree of (a) seen in a compact way. Each set of
equal vertices of the successive graphs (linked by thin vertical edges
in (a)) is depicted only once. (d) The watershed tree of (b) seen in a
compact way. Each set of equal segments of the successive partitions
(linked by thin vertical edges in (b)) is depicted only once.

the point (p, q) € Z? associated to the triplet (p, ¢, k) which
induces this hinge angle & = n(p, g, k) (Sect. 4.2).

Remark 20 ([30]) Let S = [h,7') € SYN\ sY0 We have

a(S) = max {4(h),A(h")} (49)

Property 21 (Stated in [30] without proof) Lerh € H. Let
t = (px, py, k) € T be the prime generator of h, associated to
the point p = (px, py) € Z2. We have A(h) = [Ipll,-

The function 4 is defined on H*. Since H* and S* are in
bijection, it can be redefined on S4. Finally, since S, and &
are also in bijection, it can also be redefined on &". This
leads to a valuation 4 of the edges of the graph G*. We
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call the valued graph (&*, A) the u-rotation saliency graph
(Fig. 12).

Now, let us consider the two sets Sh, (u > V1) and skt
Let S = [h, 1) € S,,. From Rem. 20, Eq. (49), if a(S) < u,
then we have S € S¥<'. By contrast, if @(S) = ¢ (we cannot
have a(S) > u) then we have A(h) = u or A(h’) = u. Let us
suppose that A(h) = p (the same reasoning holds for /', and
both may hold simultaneously). Then, from Prop. 21, there
is no triplet t = (py, py, k) € T such that ||(p., pyl = u o1
and i = n(t). It follows that the unique S’ € $¥! such that
S c S’ is a vertex of the graph G*°! built by merging (at
least) S and the unique vertex S = [ﬁ, h), that shares with S
an edge of valuation u. The same holds for all the edges of
valuation u. It follows, by induction, that the construction of
the successive sets S5, for p from u down toVO relies on the
paradigm of the watershed tree. See Fig. 13. This justifies
the following result.

Proposition 22 (stated in [30] with partial proof) Leru €
VN. The combinatorial space of ‘REP‘” I namely the parti-

tion tree I(‘.Rgzm’” ]]) is the watershed tree of the u-rotation
saliency graph (G4, A).

9 Discrete rotation tree construction: Bottom-up

From the previous section, the combinatorial space i(?i;zm’” Iy
is a watershed tree. It is then possible to rely on watershed
tree construction algorithms to build it. We first describe
some initial steps dedicated to build the objects required for
the construction of I(ER;P’” ]]) (Sect. 9.1). Then, we propose
an algorithm for this construction (Sect. 9.2).

9.1 Initialization

The algorithm takes as input a value u € VN, which is the
size of a Euclidean ball B in Z2. The output of the initializa-
tion step, used as input for the watershed tree construction,
is the p-rotation saliency graph (Fig. 12(b)), composed of:
— the graph 6 = (V¥, &);
— the edge valuation function A : & — VN,

The successive steps of this initialization are as follows.

1. Building the Euclidean ball B* ¢ Z? (Eq. (16)). The size
of B* is @(u?) and the time cost for its construction is
o).

2. Building the set of triplets T+ C z3 (Eq. (18)). The size
of T# is @(u*) and the time cost for its construction is
o).

3. Sorting T# with respect to <r (Eq. (24)) and discarding
the triplets t = (py, py, k) which are not prime for a given
point (py, py) (Prop. 2). The time cost for this sorting is

O’ log ).

&

Building the set of hinge angles H* ¢ U from T, na-

tively sorted with respect to < (Eq. (24)). The size of H*

is O(u?). Its construction has a time cost O(0) since the

sets H* and T (after discarding redundant triplets) are
in bijection.

5. Building the graph G* = (V¥,&). Since G is a o*-
cycle graph, with vertices and edges in bijection with
H¥, the size of G is O(;P) and its construction has a
time cost O(u?).

6. Building 4 : H* — VN from T* (Prop. 21). The size of
Ais O(u?) and the time cost for its construction is O(u?)
if it is built in parallel to HH.

7. Building a second occurrence of H¥, sorted with respect

to 4 (Eq. (48)). This construction / sorting has a time

cost O(u? log p).

The complexity analysis of these steps justifies the following
result.

Proposition 23 (stated in [30] with partial proof) The con-
struction of 6* and A, both of size O(®), has a time cost
O’ log p).

9.2 Watershed tree construction

We present, in Alg. 1, a version of the watershed tree con-
struction process adapted to the cycle graph structure of G*.
The first part of the process (Lines 1-19) builds a binary par-
tition tree in a watershed-like fashion. The second part of the
process (Lines 20-27) simplifies this binary partition tree by
merging the vertices that correspond to a same element in
the watershed tree, leading to a potentially non-binary struc-
ture. Hereafter are some comments on this bottom-up algo-
rithm.

— We use the following notations, in this algorithm and the
next ones:

— “A = B” means “A is equivalent to / handled as B”;
— “A = B” means “A is equal to B”;

— “A := B” means “A is set with B”;

- “A — B” means “B is removed from A”;

— “A < B” means “Bis added to A”.

— Input: The graph G = (‘V¥, &) is handled as (Sh,, H¥).
In other words, each vertex of the graph is viewed as the
corresponding segment, whereas each edge between two
vertices is viewed as the hinge angle between the two
corresponding segments. By side effect, the valuation 4,
that acts on the edges, is also handled as the valuation
that acts on the hinge angles.

— Output: The algorithm computes the watershed tree 1(9%2@‘ h

(Fig. 13(b) for a graph-based representation and (d) for a

segment-based representation). It also computes the val-

ues a(S) and w(S) for any S € SE\_@ *#I Indeed, each p-
rotation (p € [VO, u]) is associated not only to a segment
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Algorithm 1: Building :(*RQ?*”]]) (bottom-up)

Input: G# = (V¥, &) = (S, H) with g > V1
Input: 4 : & > VW=4:H ->VN
Output: Z(‘R;{O”’ 1y = 0 o)

Output: o, w : S[L‘/?"’" SN
(V,E) := (VH,E)

S <) = (Ve 0)
foreach S € V do
L w(S):=pu
repeat
& — h=arggmax4 // & is sorted w.r.t. 4

S = {[h~, h), [h, k")) S04
if |S| = 1 then

| a($*) :=V0 where S = {$*}
else
S :=[h,h")
w(S):=4h)el
VS

SE_‘?’”L—S // Sw’“] is sorted w.r.t. w
foreach S* € S do

V-o8*
a(S*) 1= A(h)

Q= (5%,9)

until [E] =0
foreach S € S“._.\@’“ 1 by increasing values of w(S) do
if o(S) > w(S) then

sVoul _ ¢

< (8,8

foreach S” < S do

4= (S",5)
g« (SN,S')

S but also to a value in [a(S), w(S)] (Fig. 13(a,c) where
a vertex / segment can appear at various successive val-
ues p).

Line 1: The graph that is progressively collapsed and up-
dated accordingly is stored in (V, &), and initialized by
®*. In practice, one can directly act on ®*, and the time
cost for this instruction is then @(0).

Line 2: Each segment of V* is a leaf of the tree TE(‘R;Z@‘ ]])

and is then added to SE‘.@ “! The time cost for this in-
struction is equal to the size O(u?) of Sh..

Lines 3—4: Each segment S € V = S., has its value
w(S) set to u. In the complete (infinite) combinatorial
structure of the discrete rotations (3(9122)), the true value
of w(S) may be greater than u. Here, it is set to y since
the computed tree (TI(‘R;\Z@” ! )) is bounded by u. The time
cost for each instruction of Line 4 is ©(1) and the num-
ber of iterations of Line 3 is the size O(u?) of S&,. The
time cost for the block of instructions of Lines 3-4 is
then O(u?).

— Lines 5-19: At each iteration of the repeat loop, a hinge

angle is discarded from &. These iterations end when
|&] = 0 (the test of this condition has a time cost @(1)).
The number of iterations is then the size O(u?) of HF. At
each iteration of Line 5:

— Line 6: A hinge angle / of maximal 4 value is chosen
and removed from &. Since H* has been sorted with
respect to 4, the time cost of this instruction is ©(1).

— Line 7: The set S of segments of V adjacent by 4 is
defined. This set is generally of size 2. The only case
where it is of size 1 is when the graph (V,&) is a 1-
cycle graph, which happens once at the last iteration
of the loop. The time cost of this instruction is @(1).

— Lines 8-19: Two cases can occur: either |S| = 1
(Lines 8-9) or |S| = 2 (Lines 10-18). The test of
this condition has a time cost @(1).

e Lines 8-9 (First case: |S| = 1): This case oc-
curs at the last iteration of the repeat loop. At
this stage, the graph (V, &) is composed by one
hinge angle /4 and one segment [A, i). In other
words, this segment is U, that already corresponds

to the root of the tree and is already present in

SE‘.@ “I 1t is then only required to set its a value

to VO (Line 9). This instruction has a time cost
o).

e Lines 10-18 (Second case: |S| = 2): In that
case, there exist two distinct segments [h~, h)
and [h, h™) adjacent by h. We create a new seg-
ment [4~, h*) by merging [A~, h) and [, h*) (Line
11). We set the value a for [h™, h) and [h, h")
and the value w for [A~, h*) (Lines 12 and 17).
(Note that the w value of [h~, h) and [h, h*) had
been set at their creation, at a previous itera-
tion.) The segment [A~, h™) replaces the two seg-
ments [A~, ) and [k, h") in the graph (V, ) (Lines
13 and 16). The tree in construction is updated
by adding the new segment [h~, ") in sV041
(Line 14) and by connecting the two segments
[A=,h) and [h, h") to it (Line 18). All these in-
structions have a time cost @(1), so the whole
block also has a time cost @(1).

Overall, the block of the Lines 5—19 has a time cost

o).

— Lines 20-26: At each iteration of the loop (Line 20), a

segment of V is handled, with the guarantee that its par-
ent has already been processed. The number of iterations
is O(u?). At each iteration:

— Line 21-26: If the a value of the segment is strictly
greater than its w value, then this segment (i) has
been created by merging two segments via a hinge
angle of a given 4 value and (ii) has been merged
with another segment at the same 4 value. In other
words, this “binary” element does not exist in the
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watershed tree, and then it has to be skipped in T(R,, V.1 1) This whole process has a time cost O(u” log 1) with O( log 1)

The removal of this segment (Line 22) and the up-
date of the edges accordingly (Lines 23-26) have a
time cost @(1). The test of the condition of Line 21
has a time cost @(1). (Note that if the a value of the
segment is lower than or equal to its w value, then
this segment is indeed a vertex of the watershed tree,
and then nothing has to be done.)

Overall, the block of the Lines 20-26 has a time cost

o).

These elements justify the following result.

Proposition 24 (stated in [30] with partial proof) The con-

struction of Z(ER[[\f” ]]) of size O(u?), from ®* and A, has a
time cost O(u). Its construction ex nihilo has a time cost

O(u’ log ).

9.3 The case of bijective p-rotations

Let us now come back to the issue of modeling the bijec-
tive p-rotations, either as the restrictions of bijective discrete
rotations (Sect. 6.1) or as injective p-rotations from a Eu-
clidean ball to its image (Sect. 6.2).

Let us consider the first definition for the bijectivity of
p-rotations. In Sect. 6.1, we stated that it is possible to de-
termine which p-rotations are bijective for a given value
p € VN by sorting the set H” U B composed by the hinge
angles (HF) that appear within the Euclidean ball B® and the
“first” angles (Bf) that induce bijective rotations. This set
HP U BF is finite. More precisely, we have [H?| = O(p*) and
[B*| = O(p). Since two hinge angles (resp. a hinge angle and
a Pythagorean angle) can be compared with a time cost (1)
[28] (resp. [36]), sorting HP U B”, and thus determining the
bijective p-rotations has a time cost O(o* log p).

From Eq. (35), for any # € U and any p;,p; € \/N, we
have

(b1 <p) A (R e B) = (R € BL) (50)

Let us set the Boolean function 8 : S@’”ﬂ — {1, T}
that characterizes the bijectivity of each § € S@ “I and
then consider each bijective p-rotation for p € [VO, u]. From
Eq. (50), it follows that for any S € SE\_@ I st
B =\/ B

NEA

we have

(5D

Then, we can build the function 8 over SE\_@ #1 from the tree
@) by
— initializing 8 on the set of leaves Si_,
H¥ U B*); and
— propagating the computation of 8 in I(ER'M “1y from the
leaves up to the root thanks to Eq. (51).

(via the analysis of

for the processing of the leaves and O(u*) for the processing
of the other vertices.

Now, let us consider the second definition for the bijec-
tivity of p-rotations, based on injectivity (Sect. 6.2). From
Eq. (39), for any 6 € U and any py,p; € VN, we have
(o1 <p2) A (RY € 32) = (R € 31) (52)

Similarly to the first definition of bijectivity, we would
like to build a function ¢, analogue to 8, that characterizes
the injective p-rotations. Despite the fact that Eq. (52) has
the same structure as Eq. (50), the construction of ¢ is not
straightforward, compared to that of 8. In particular, the dif-
ficulties to tackle are the following.

— The definition of ¢ requires a degree of precision greater
than the definition of 8. Indeed, 8 can be defined on

the segments of SE_‘@ “I since all the p rotations associ-

ated to a given segment S € SE_\? I are either bijec-
tive or non-bijective, by definition. By contrast, for a

unique segment S € SE_\@ ) and two distinct P1,p2 €
[a(S), w(S)], the two p;- and p,-rotations associated to
the couples (S, p;) and (S, p»), respectively, may be dif-
ferent in terms of (non)-injectivity. More precisely, there
exists p* € [a(S), w(S)] such that each p-rotation asso-

ciated to (S, p) with p € [a(S), p*] (resp.p € [p* & 1, w(S)])

is injective (resp. non-injective). In particular, this means
that if p* < w(S), then there exists a point p € Z?
with ||pll, = p* such that the rotation Ry associated to
the segment S is such that Ry(p) = Ry(q) with q € Z?
and ||qll, < p*. In other words, the Boolean function
that characterizes the injectivity of the p-rotations has to
be defined as ¢ : S'L‘@’”]] x VN — {1, T} by contrast to
B s 1Ty,

— Contrary to the first definition of bijectivity, for which
there is an efficient way to build the bijective u-rotations
that form the leaves of Z(‘Rg{o’” ]]) before a bottom-up
propagation, there is no efficient way to build ex nihilo
the injective p-rotations. It follows that a bottom-up strat-
egy is not adapted to the modeling of the injective p-
rotations.

These elements motivate the proposal of a second, top-down
paradigm for the computation of the discrete rotations, in the
general, bijective and injective cases.

10 Discrete rotation tree construction: Top-down

We now propose a generic approach for building in a top-
down fashion, i.e. from the root to the leaves, the combina-
torial structure of the p-rotations, and more generally those
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that satisfy a (decreasing) Boolean criterion, such as the bi-
jective p-rotations. This approach mainly relies on two para-
digms: refining a partition (Sect. 10.1) and selecting a subset
of a partition (Sect. 10.2). We provide first a general incre-
mental algorithm in Sects. 10.3 (one step) and 10.4 (com-
plete), which is then specified for all, bijective and injective
cases, respectively, in Sect. 10.5.

10.1 Partition refinement

Let A®, A° c U be two finite sets of angles. Assuming that
the elements of A® and A° are sorted with respect to <, we
set

A= {a}7 " (53)
A ={a} " (54)
with 0*, 0° € N. See Fig. 14(a).

Let I7(A®), IT(A°) c 2Y be the the two finite sets of seg-
ments induced by A® and A°, respectively. We set

e =1 = {[b;, z)}"" (55)
1) =17 = {6}y 66
with

;—b:—cll[g](o i<o*-1) 57
@ = b= (0<i<o® - 1) (58)

See Fig. 14(b). For the sake of concision, we write I[7/(A*) =
I1° and I1(A°) = I1°. More generally, /7(A) will be defined
as in Eqgs. (55-58) for a set of angles A c U.

Let I7* C I1° be a subset of I7°. We set

i = {[bt.¢f) = bl eH'}:O_l (59)

where o* € N, 0* < ¢* and ¢ is a strictly increasing appli-
cation. See Fig. 14(c). The sets /1° and /I° are partitions of
U. The set I7* is a general partition of U.

Let us consider the general partition

=\ {m*.m} (60)

i.e. the infimum of I7* and I7° in the lattice of the general

partitions of U induced by the refinement relation €. In other

words, /7 is the coarsest general partition that refines both
* and I7° (see Fig. 14(c)), and is thus written as

S S

m="\/ \usiir) (61)

Sell*
S

A\ s, 11} ©2)

*

Se

3

A® —e—e —e o o e e o ——o o ——o—

AP — e e e e oo oo & o o

(a) A, A°cU

11* =1 =t F—F——t =t I

e — b1 i
(b) I1°, IT° c 2V

o : H—

o=

T S R O AR T L
() IT*, 1T = \° {I1*,11°}

I ki He——F

I +— F b ——F

(d) 17,11,

Fig. 14 (a) Two finite sets A®, A° (black dots) of angles of U (red line).
(b) The two partitions /7° and /7° of U induced by A*® and A°, respec-
tively. Each segment S (horizontal line) of I7° and /1° is of the form
S = [b,c) where b € S (depicted by a small vertical line) and ¢ ¢ S.
(c) A general partition I7* C I1°. Each segment S € I7* is depicted
by a distinct colour. The general partition /7 defined as the infimum
of the general partition /7* and the partition 77° (see Egs. (60-62)).
For each (coloured) segment S € I7*, the partition /75 of S defined as
the infimum of {S} and /7° is depicted with the same colour in /7 (see
Eq. (63)). The whole general partition /7 is then defined as the union of
all the ITs for S € IT* (see Eq. (64)). (d) The general partition /7 and a
general partition /7, C 1 obtained by discarding from /7 the segments
S that do not satisfy a given criterion « (see Sect. 10.2).

i.e. I1 is the supremum of the infima of each singleton parti-
tion {S'} for the segments S of /7*, and 77°.

Now let us consider S € I7* and set Ag = A° N S. We
denote by 1y the partition of S induced by the set of angles
A3, namely

€

s = \ (1S),17°) (63)

and then Eq. (61) is rewritten by using the union instead of
the supremum as follows

= U s (64)
Sell*

Based on this discussion, the process of defining in U the
coarsest general partition (/7) that refines a general partition
(IT*) and a partition (/71°) is described in Funct. Refine.

Assuming that the elements of /7* and I1° are sorted, we
can make the following observations.

— Input: We suppose that none of /7* and /7° is the trivial
partition {U}. Indeed, if I7* = {U} (resp. II° = {U}), then
we simply have I = [1° (resp. [T = IT*).

— Line 1: If we directly act on I7* then this instruction has
a time cost ©(0).
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Function Refine(/7*,I1°)

Function Build(SY%, p, «)

Input: /7*: a general partition of U

Input: /7° = A°: a partition of U

Qutput: /7: the coarsest general partition refining /7* and I7°
1 I1:=1T"
2 foreach a° € A° do

3 if d[a",a") € IT such that a° € (a,a*) then
4 II - [a,a%)

5 Il « [a",a%)

6 Il « [a°,a%)

7 return [/

Function Select(/7, «)

Input: /7: a general partition of U
Input: « : 2Y — {1, T}: a Boolean criterion
Output: 77,: the subset of /7 composed of the segments
satisfying

II, =11
foreach S € I1, do

if —«(S) then

L . —S

P I SR

5 return /7,

— Lines 2—-6: The for loop iterates ©(|/1°|) times.

— Lines 3-6: At each iteration, we test if a° lies strictly
between the bounds of a segment of /7. If so, the time
cost of the block of Lines 4-6 is @(1); otherwise, it
is ©(0).

— Lines 2-3: Since IT* and I1° are sorted, so is /7 during
its construction. In such conditions, the time cost for car-
rying out all the tests of Line 3 for all the iterations of
Line 2 is:

— O(I1°|log|IT*|) if IT* is of an order of size strictly
greater than /7° (since we proceed by dichotomy);

— O(II°]) otherwise (since we scan I7* and I1° itera-
tively and in parallel).

These remarks justify the following result.

Proposition 25 Ler p € VN. Let k € N. Let IT* be a gen-
eral partition and I1° be a partition as defined above. Let us
suppose that |IT*| = @(pk) and |I1°| = O(p). The time cost of
Funct. Refine is

{O(plogp) ifk>1

0y  ifk<l (65)

10.2 Partition selection

Let 77 be a general partition defined as output of Funct.

Refine. Let us consider a criterion « that associates a Boolean

value to each segment of /1. The process of selection of the

part of /7 composed by the segments that satisfy « (Fig. 14(d))
is given in Funct. Select and we have the following result.

Input: « : 2Y — {1, T}: a decreasing Boolean criterion
Input: p eVN\ {\/6}
Input: SO a general partition of U composed of the
segments of 2! that satisfy k
Output: S7%: the general partition of U composed of the
segments of SY . that satisfy k
1 Build and sort H°
SPX .= Refine(S2SM, II(Hr))
S .= Select(S2%, )
return S0

BwW N

Proposition 26 Let p € VN. Let k € N. Let IT be a general
partition as defined above, supposing that |I1| = O(p%). Let
k : 29 — {1, T} be a Boolean criterion. The time cost of
Funct. Select is O(K - p*) where K is the time cost for eval-
uating kK on a segment.

We say that a Boolean criterion « is decreasing if for all
segments S, S’, we have

(S 8") = (-k(S") = ~«(S)) (66)

In the sequel, we will consider three instances of criteria «,
namely:

— k = T, the constant (true) criterion;
— k = f3, that characterizes bijective p-rotations;
— Kk =, that characterizes injective p-rotations.

These three criteria satisfy the property of decreasingness
expressed in Eq. (66), that will be useful from an algorithmic
point of view, as discussed in the next section.

10.3 Sketch of one iteration of the incremental algorithm

For any p € VN, we denote by R‘Zz c ‘R;z the set of all the
p-rotations that satisfy a decreasing Boolean criterion «, and
ST ¢ S the set of segments associated to K,.

Let 4 € VN be the maximal radius of the Euclidean ball
on Z? that we consider. We denote by Rga’“ T the set of all

the p-rotations that satisfy « for p € [VO, u] and I(R;zm’” ]])

[VO.u1
K

the general partition tree that models . By abuse of

notation, we still write SE/? #I' the union of all the sets S

for p € [VO, u].
Let us suppose that iI(Rgzm’p el]]) has been built and that

we now want to extend it to build Z(R;zm’p ]I). In other words,

Mpel]])
72

and connect them to its leaves, namely the elements of S’.’_eol -,
This operation constitutes the core of the top-down construc-

tion algorithm. Indeed, it is sufficient to apply it iteratively
for p € [[1, ] for building TR,

we want to add the elements of Sv% to the tree T(K)
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Let us focus on the operation of extending 1(9{%‘?") ol

to i(*R;z@p ]]). To carry out this task, we need two sets:

— SPY* which is a general partition of U available as (a
part of) the set of leaves of I(%;\P’p el"); and
— S2%, not yet available.

05K

The first task consists of building S,’,. By definition, we
have

Sv% = {S € SL |1 k($)} (67)

The partition S, is generated by the set of hinge angles
HP = HP' UHP where H” is the set of hinge angles generated
by the points p € Z? of norm ||p|; = p, i.e.

B = U G (68)
peCr
with
¢ ={qeZ|llql = p} (69)
HP = n(T®) (70)
TP = {t = (pr.py. ) €T P = (pr. Py} (1)
In particular, we have
SP, = [I(H) (72)
= [I(HP®! U HP) (73)
c
= N\ {m@eh, me)} (74)
¢ o~
= A (s, @)} (75)
Based on the fact that « is decreasing, we have
e
sth e A\ (s i) (76)
More precisely, we have
e
S = {s e /\ {S{E"“,H(ﬁp)} ‘ K(S)} (77)

The construction of $2% from S and « can then be

carried out as described in Funct. Build. The set of angles
HP is built from the sets of angles HP for all p € C*. One
may remark that:

— the size of C* is O(1);

— C* can be built with a time cost O(1) at the same time as
the whole set B* with p € [VO, u];

for each p € C*, HP is of size O(p);

for each p € C*, HP can be built and sorted with a time

cost O(p).

It follows that HF is of size O(p) and can be built and sorted
with a time cost O(p). This, together with Props. 25-26, jus-
tifies the following result.

Algorithm 2: Building T(&™**) top-down.
Input: 1 € VN (u > 0)
Input: « : 2Y — {1, T}: a decreasing Boolean criterion
Output: l(ﬁgzm”’ Ty
Output: o, w : S@’“" - N
< a,w:=0
S = (U}
for p from 1 to i do
SEX 2= Build(S22™, p, k)
// with side effects on <,a,w

AW N =

foreach S € Si% do
6 L w(S):=pu

(]

Proposition 27 Let p € VN. Let k € N. Let us suppose that
IST4 = OF). Let k : 2V — {1, T} be a decreasing Boolean
criterion. The time cost of Funct. Build for computing S7,
from SO and k is

{O(plogp+K~pk)) ifk>1

O + K - pb) ifk<1 (78)

where K is the time cost for evaluating « on a segment.

10.4 Complete algorithm

For any i € VN, the construction of the whole tree iZ(R;zm’” ]])

which models the space Rga’“ Tof all the p-rotations (p €
[VO, u]) that satisfy «, is performed by iteratively applying
Funct. Build for all p € [1, u]. In particular, this provides us

with all the segments of SE\_@ I that correspond to rotations

[VO.u1

- - However, two

satisfying the criterion « associated to &
pieces of information are still missing:

— the links between these segments, i.e. the relation <;
— the values a(S), w(S) € [0, u]l associated to each seg-

ment § € SE@’“ I that characterize all the p-rotations
associated to S for p € [a(S), w(S)].

In practice, the definition of these elements is straightfor-
ward by slightly enriching the above functions.

Regarding the definition of < and «, it is sufficient to add
the instructions

Q4 ([a",a%),[a",a")) (79)
< ([a°,a*),[a",a")) (80)
and

a « ([a‘,a°),p) (81)
a « ([a°,a").p) (82)

in the block of Lines 3—6 of Funct. Refine. This requires to
modify the input / output of this function accordingly. (Note
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that we may further remove the edges (S, [a~,a")) and the &
values (S, p) if the segment S is discarded by Funct. Select
(Line 3 in Funct. Build) after Funct. Refine (Line 2 in Funct.
Build).

Regarding the definition of w, it is sufficient to add the
instruction

w « ([a_,a+),p) (83)

in the block of Lines 3—-6 of Funct. Refine; and the instruc-
tion

w «—(S,pol) (84)

in the block of Lines 3—4 of Funct. Select. Note that in Funct.
Refine, for the segments S such that a(S) 61 = w(S), i.e.
the segments created and removed during the same execu-
tion of Funct. Refine, we must not only remove (S ), w(S)
and S < §”, but also update < for the two segments S’ < §
by substituting S’ < S” to S’ <« §S. In Funct. Refine, for
the segments S such that a(S) © 1 = w(S), we simply re-
move a(S), w(S) and S < §”. Note that each one of these
additional instructions has a time cost @(1).

From now on, we consider Functs. Refine, Select and
Build modified as described above. The complete construc-
tion process, derived from these functions is provided in
Alg. 2. (Note that the w values for the leaves of the tree
(Lines 5-6) are set the same way as in Alg. 1.) We have the
following result thanks to Prop. 27.

Proposition 28 Let u € VN\ {(VO). Let k € N. Let us suppose
that for each p € [VO,ul, we have |S5| = O("). Let « :

2V — {1, T} be a decreasing Boolean criterion. The time

cost of Alg. 2 for computing TL(R;\P’” ]]) with respect to k is

{0(113 logu + K - t42)) ifk > 1 (85)
O(,U3+K'/,lk+2) lfké]

where K is the time cost for evaluating k on a segment.

10.5 The case of the general and bijective discrete rotations

The generic process described in Alg. 2 can build any tree
.T(R;P’” ]]) modeling the space of all the p-rotations (p €
[VO, u]) that satisfy a given decreasing Boolean criterion .
The setting of this criterion « allows to choose the family of
the p-rotations that we want to investigate.

In this study, we are interested by three families:

— all the p-rotations;

— the bijective p-rotations, defined as the restrictions of bi-
jective discrete rotations (Sect. 6.1);

— the injective p-rotations (Sect. 6.2).

10.5.1 The general discrete rotations

Let us first consider the case of the general discrete rota-
tions, i.e. all the possible p-rotations for p € [VO, u]. These
p-rotations are characterized by the trivial Boolean criterion
k such that k(§) = T for any segment S. The time cost for
assessing « is then @(0), i.e. K = 0 with the previous nota-
tions.

We also know that in that case we have, for any p €
VO, w1, S2% = 2., 1t follows that |S2%4] = O(0%) (i.e. k = 3).
Based on these elements, we have the following result as a
corollary of Prop. 28.

Corollary 29 Let u € VN \ (VO). The time cost of Alg. 2 for
computing iZ(iRgzm’” 1l is 0 log ).

In particular, the proposed (top-down) approach of Alg. 2
has the same time cost as the (bottom-up) approach of Alg. 1.

10.5.2 The bijective discrete rotations

Let us now consider the case of the bijective discrete rota-
tions, i.e. all the p-rotations for p € [[\/(_), ull, which are re-
strictions of bijective rotations. These p-rotations are char-
acterized by the Boolean critetion x = 8 (Sect. 9.3). This cri-
terion 8 can be computed for a segment S with a time cost
O(1) provided that the values of B* be stored in the associ-
ated segments SP% (with no additional space or time cost).
We then have K = 1 with the previous notations.

We also know that in that case, we have |S’.)f| = O(p)
(i.e. kK = 1). Based on these elements, we have the following
result as a corollary of Prop. 28.

Corollary 30 Let 1 € VN \ V0). The time cost of Alg. 2 for
computing 1(5852@’“ by is o).

In particular, the proposed (top-down) approach of Alg. 2
has a lower time cost compared with the (bottom-up) ap-
proach of Alg. 1 which is O(u? log p).

10.5.3 The injective discrete rotations

Let us finally consider the case of the injective discrete ro-
tations, i.e. all the p-rotations for p € |[\/6, ull, which are
bijections from B to its image. These p-rotations are char-
acterized by the Boolean critetion x = ¢ (Sect. 9.3).

Ifp = \/5, then «(S) = T for the unique S € S‘,@,. Now,
let p € VN \ {\/5} and let us consider a segment S € S7,
associated to the rotation Ry (8 € U) such that S < S’ with
S’ e P Ttis plain that —«(S’) = —«(S), and in particular,
this defines ¢ as decreasing. Let us now suppose that «(S’) =
T. We then have

US) = (Yp € C*, Ry(p) & Ry(B*®")) (86)
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For any p € Z2, Ry(p) = Ry(q) implies that ||p — ql, = 1

We set N(p) = {q € Z* | (Ip—qll2 = 1) A (llqll2 < lIpll2)}-
Eq. (86) rewrites as

uS) = (¥p € C”.Yq € N(p). Ry(p) # Ro(q)) 87)

It follows that «(S) can be computed from ¢(S”) by an iter-
ative process that considers successively the points p € C
(with |CP| = O(1)) and that considers successively the neigh-
bour points q € Z? of p that satisfy ||p — qll, = 1 and
lIlqll2 < |Ipll> (the number of which is also O(1)).

For a given point p € C* and a given neighbour q of p, it
is convenient to process as a whole the «(S) for all S € §7,
from all the «(S’) for §’ € $%°! . Indeed, the set HP (see
Eq. (70)) can be built sorted from TP (see Eq. (71)) with a
time cost O(p). Foreach 0 € ﬁp, the value Ry(p) can be com-
puted with a time cost O(1) by considering an incremental
computation over the ordered set HP. The same remarks hold
for HA. By considering Func. Refine applied to the two par-
titions induced by HP and HY a refined partition [7 (ﬁlp U ﬁq)
of size O(p) can be built with a time cost O(p). For each
Sg € II(HP U HY), we can check if Ry(p) = Ry(q) with a
time cost O(1). It follows that the cost K for evaluating ¢ at
a given segment is O(1).

Based on these elements, we have the following result as
a corollary of Prop. 27. Note that we do not know the size of
S, namely the value of k. However, it lies between 1 and
3 since k = 3 for the general case and k = 1 for the bijective
case.

Corollary 31 Leru € \/N\ {\/(_)}. Let k € [1,3]. Let us sup-
pose that for each p € [NO, ull, we have |S2%] = O(p). The

time cost of Alg. 2 for computing ‘1(3;25’” ]]) is O(u+2).

This computational efficiency depends on the size of the
space of the injective p-rotations.

11 Experiments

The algorithms proposed in Sects. 9-10 were implemented
in C++ and are freely available®.

By applying these two construction algorithms, we built
the combinatorial spaces of p-rotations. We illustrate the bi-
jective ones (3(%52/6’” 1)) and the injective ones (i(SEZ@’” 1y)
in Figs. 15-18 for p € [VO, u]l, with 4 = V50, V100, V500
and V1000, respectively.

In Fig. 19, we report the size of these spaces with respect
to p € [V0,¥1000], in order to experimentally compare their
actual size with their theoretical size. These experiments
corroborate the fact that the number of p-rotations is @(p?)
and the number of bijective p-rotations is @(p). Regarding
the number of injective (but non-bijective) p-rotations, the

3 https://github.com/ngophuc/DiscreteRotationSpace

trend remains ambiguous. It seems to be Q(p) (Fig. 19(a)),
but it does not experimentally exhibit a clear polynomial be-
haviour (Fig. 19(b)). For p lower than \/1_6, the number of
injective (and non-bijective) p-rotations is generally slightly
lower than the number of bijective ones. For p greater than
V16, this number of injective (and non-bijective) p-rotations
becomes greater. This will motivate a dedicated combinato-
rial study.

12 Conclusion

In this article, we provided two algorithmic schemes that
allow to build the combinatorial space of finite discrete ro-
tations. They rely on discrete computation and are then free
of numerical errors. These algorithms and their outputs al-
lowed us to revisit the concepts of bijective (finite) rota-
tions, which are important geometric operations in numer-
ical imaging. They also led us to initiate an investigation of
the injective finite rotations, which had not been much con-
sidered until now. These injective rotations are interesting
both from applicative and theoretical points of view. Our fur-
ther works will consist of more thoroughly studying them,
in order to understand their links with bijective rotations, the
evolution of their population with respect to the size of the
Euclidean balls where they lie, and their persistence with re-
spect to the size of these balls. It may also be interesting
to generalize the proposed top-down algorithm for a non-
Euclidean-ball region, if we are interested in preserving bi-
jection / injection for certain pixels in an image.
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A Appendix - Proofs

Proof of Property 11

Due to symmetry considerations we restrict, without loss of generality,
the proof to the subset of angles (0, 7/4), where the angles 6 leading to
bijective discrete rotations are characterized by

. 2p+1 }
sinf € {s = (88)
P apr2p+1 e
The trivial generalization of the proof to other angles is left to the
reader.
Let 6 € (0,7/4) such that sinf = s, for a given p € N*. Let us

. _ 2p+1 2p+l 1 1
suppose that p > 2p. We have sinf = S api <

2p%4p T p 2"
In such conditions, for any point p € B°, we have ||p — Ro(p)ll» < %
and thus R{(p) = p. In other words, we have R = R{. It follows that
for all p € N* such that p > 2p, all the angles 6 such that sin§ = s,,
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Fig. 15 The combinatorial space of the bijective and injective p-rotations for angles 6 € [0, 7] (x-axis: angle 6/x) (the remainder of the space is
obtained by symmetry) and for radii p € [V0,V50] (y-axis: p2). Bijective p-rotations are depicted in pink. (Additional) injective p-rotations are
depicted in blue. (a) Rotations are defined by their angle interval of definition; the crosses indicate the first bijective rotations. (b) Rotations are
defined by the centers of their angle interval of definition; the inclusion of these intervals are depicted by black edges between successive radii p.
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Fig. 16 The combinatorial space of the bijective and injective p-rotations for angles 6 € [0, 7] (x-axis: angle 6/r) (the remainder of the space is
obtained by symmetry) and for radii p € [V0,V100] (y-axis: p2). Bijective p-rotations are depicted in pink. (Additional) injective p-rotations are
depicted in blue. (a) Rotations are defined by their angle interval of definition; the crosses indicate the first bijective rotations. (b) Rotations are
defined by the centers of their angle interval of definition; the inclusion of these intervals are depicted by black edges between successive radii p.
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Fig. 17 The combinatorial space of the bijective and injective p-rotations for angles 6 € [0, 7] (x-axis: angle 6/r) (the remainder of the space is
obtained by symmetry) and for radii p € [V0,V500] (y-axis: p?). Bijective p-rotations are depicted in pink. (Additional) injective p-rotations are
depicted in blue. (a) Rotations are defined by their angle interval of definition; the crosses indicate the first bijective rotations. (b) Rotations are
defined by the centers of their angle interval of definition; the inclusion of these intervals are depicted by black edges between successive radii p.
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Fig. 18 The combinatorial space of the bijective and injective p-rotations for angles 6 € [0, 7] (x-axis: angle 6/x) (the remainder of the space is
obtained by symmetry) and for radii p € [V0,V1000] (y-axis: p2). Bijective p-rotations are depicted in pink. (Additional) injective p-rotations are
depicted in blue. (a) Rotations are defined by their angle interval of definition; the crosses indicate the first bijective rotations. (b) Rotations are
defined by the centers of their angle interval of definition; the inclusion of these intervals are depicted by black edges between successive radii p.
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generating bijective discrete rotations belong to exactly one interval
of S0, namely [#,_,, H) (which trivially corresponds to the bijective
discrete rotation of angle 0 as well). The result follows. m

Proof of Property 21

Let h € H*. Let t = (py, py,k) € T be the prime generator of h, as-
sociated to the point p = (py, py) € Z*. From Prop. 2, for any triplet
t' = (qx, gy, k") € T such that n(t) = 5(t’), there exists n € Z such that

qx =

(2n+ 1)p, and g, = (2n + 1)p,. It follows that [|pl|> < |Iqll>. Since

n(t) = h, we have i € HIPl2_ But since p is the point of lowest norm
that satisfies this property, we have ||p|l, = min {p eVN |he ]HI/’} and
the result follows. m
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