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Abstract

The numerical study of ignition risk in the event of high-pressure hydrogen
leakage presents numerous challenges. The first is to properly simulate the
complex multi-dimensional flow (hemispherical expanding shock and con-
tact discontinuity). The second is to properly resolve the diffusion/reaction
interface, which has a very small length scale compared to the jet radius.
We propose a low-order numerical model for such flows by first decoupling
the flow and the diffusion/reaction interface into one cold flow and one re-
action interface problem. The flow can be further simplified by assuming a
”pseudo” 1D model with corrective source terms to account for axisymmetric
(for a 2D test case) or spherical effects. Meanwhile, the diffusion interface is
solved with a different space variable to optimize the mesh while using the re-
sults of flow simulation. The interface problem is further simplified by using
the passive scalar approach recently developed for hydrogen ignition predic-
tion (Le Boursicaud et al., Combust. Flame 256 (2023) 112938). Validation
of the flow and interface solver is achieved through simple test cases, and the
full configuration results are compared to the state-of-the-art model of the
literature (Maxwell and Radulescu, Combust. Flame 158 (2011) 1946-1959).

Novelty and Significance Statement: In order to study the risk of shock-
induced self-ignition of high-pressure hydrogen leakage, a new approach is
developed by considering the flow to be pseudo-1D. This pseudo-1D model
uses a specific source term in the governing equations, allowing for a drastic
computational cost reduction compared to 2D-axisymmetrical or 3D simu-
lations while being more general than partial models found in the literature.
This source term is found to be independent of the hydrogen storage pressure
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and leakage radius. Moreover, a recently developed passive scalar approach
was introduced for the first time to predict ignition within a dynamic diffu-
sion layer.
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1. Introduction

1.1. Problem description

The increasing use of hydrogen as a carbon-free fuel in the transport and
industrial sectors raises some safety issues. Although the canonical hydro-
gen ignition cases are now well understood [1] (explosion limits, minimum
ignition energy, diffusion layer ignition), there is still a lack of understand-
ing and development of adequate tools for more complex configurations. We
are especially interested in hydrogen leakage from a high-pressure tank that
may lead to shock-induced ignition.

We consider a high-pressure tank filled with hydrogen, abruptly leaking
into ambient air through a hole of a given radius as illustrated in Fig. 1. This
initially leads to a classical shock tube solution, with hydrogen cooled by
the rarefaction wave separated from the shock-heated air by the contact dis-
continuity. It is rapidly followed by the formation of a jet and its expansion.
This expansion directly implies a decay of the pressure around the contact,
translated by a general cooling and so a reduction of reactivity in the dif-
fusion layer. The ignition may occur if the expansion rate of the jet is not
strong enough to quench the ignition process. The temperature, pressure,
hydrogen mass fraction, and density gradient field of a non-reactive two-
dimensional simulation performed with the compressible code ProLB [2, 3]
(based on lattice Boltzmann methods) are shown in Fig. 2. We can observe
the most important features (from right to left) the leading shock wave, the
contact discontinuity, and the formation of the Mach shock. Close to the
contact, the center line holds the highest temperature, making it the most
likely place to ignite due to the presence of both hydrogen and air.
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Figure 1: Sketch of the configuration, dashed line: axis of symmetry.
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Figure 2: Temperature (top left), pressure (bottom left), hydrogen mass fraction (top
right) and density gradient (bottom right) fields obtained with ProLB [2] for a hydrogen
tank pressure of ptank=100 atm and a leakage radius of r=2 mm at a time t=10 µs.

1.2. Previous studies

The ignition of pressurized hydrogen release into the air has first been
postulated and observed by Wolański and Wójcicki [4]. Similar observations
were made in Refs. [5–8] and highlighted two key parameters: the tank
pressure, ptank, and the leak hole radius, r. It has also been shown in
Ref. [9] that hydrogen is more prone to this kind of ignition due to its low
Lewis number, compared to hydrocarbon fuels, as the fuel needs to rapidly
diffuse into the shock-heated air.

Maxwell and Radulescu proposed a simplified model to obtain numer-
ically the limit condition for ignition [10]. It consists of separating the
problem into two sub-problems: the flow in one part and the diffusion layer
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in another one. On top of that, DNS simulations were recently performed in
Ref. [11] to study the effect of an obstacle placed in front of the leakage, rep-
resentative of confined space configurations. They show that high-pressure
leakage in confined space is more prone to ignition than in open space due to
the reflected shock wave heating up the diffusion layer as it passes through
it. However, DNS of this kind of configuration is heavily dependent on their
grid size. Figure 3 illustrates the effect of the space resolution on the temper-
ature (left panel). The reactivity - or inverse ignition characteristic chemical
time - as introduced by Boivin et al. [1, 12] is also plotted (right panel).
Due to the Arrhenius exponential dependence on temperature, a small tem-
perature difference yields large reactivity discrepancies on the center line of
the jet. The finest spatial resolution is needed to recover the correct tem-
perature peak, but also to correctly resolve the diffusion layer and especially
the profiles of the radicals created within this thin layer. The diffusion layer
is the smallest length scale with a thickness of 1 to 100 µm whereas the
distance traveled by the leading shock is the largest one, ranging from 1 to
100 cm at the ignition time. The objective of this study is then to develop
of a reduced-order model rather than performing DNS which will require at
least adaptive mesh refinement with the cost associated.

Therefore, we propose to validate a new method, inspired by the one
proposed by Maxwell and Radulescu [10] but more general, in order to first
recover the ignition limit for open space configuration and to apply it to
more complex configurations such as confined space in future works.
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Figure 3: Temperature and reactivity (branching rate) profiles on the center line for two
different resolutions.
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2. Previous modeling methodology

The model proposed by Maxwell and Radulescu [10] is based on scale sep-
aration. As mentioned previously there is almost three orders of magnitude
differences between the diffusion interface thickness and the distance trav-
eled by the leading shock for this problem. The scale separation is achieved
by using a Lagrangian approach following the contact discontinuity for the
diffusion layer, solving only the mass fractions and the temperature on a
one-dimensional domain. The pressure and velocity in the diffusion layer
are assumed to be uniform, as they remain continuous along a contact dis-
continuity, and the diffusion layer is thin enough to neglect their gradients.

2.1. The diffusion layer

In order to properly study the diffusion layer, a change of variable is often
made to keep a compact domain accounting for the physical thickening of the
diffusion layer over time. Maxwell and Radulescu [10] used a mass-weighted
variable m defined as:

m =

∫ x

0
ρ(x, t)dx, (1)

leading to:
∂

∂x
= ρ

∂

∂m
. (2)

Using this new variable, the set of equations that are considered for the
diffusion layer are:

ρ
∂Yk
∂t

= ωk − ρ
∂ρYkVk

∂m
(3)

ρcp
∂T

∂t
=

Dp

Dt
−
∑
k

hkωk + ρ
∂

∂m

(
ρκ

∂T

∂m

)
−
∑
k

ρ2YkVkcp,k
∂T

∂m
(4)

with:

YkVk = −Dk
Wk

W
ρ
∂Xk

∂m
+ YkVc (5)

Vc =
∑
k

Dk
Wk

W
ρ
∂Xk

∂m
(6)

Dk and κ are the mixture average diffusion coefficient and thermal conduc-
tivity given by Cantera [13]. It should be noted that the perfect gas equation
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of state is used, and non-ideal thermodynamic properties (which vary with
temperature) based on the NASA 7 polynomials are used unless otherwise
stated. In addition, the left and right boundary conditions (denoted by
index L and R respectively) are:

Yk,L =

{
1.0, if k = H2

0.0, otherwise
(7)

Yk,R =


0.233, if k = O2

0.767, if k = N2

0.0, otherwise
(8)

dTL

dt
=

1

ρLcp,L

Dp

Dt
(9)

dTR

dt
=

1

ρRcp,R

Dp

Dt
. (10)

To solve the evolution of the entire diffusion layer, the initial tempera-
tures on both sides of the initial contact discontinuity are required (obtained
with a classical Riemann solver [14]) as well as the evolution of the pressure
within the diffusion layer. The way to determine the pressure evolution will
be discussed in the next Section in the framework of the model proposed by
Maxwell and Radulescu [10] and in Section 3 for the specific model proposed
in the present study.

2.2. Simple pressure decay model

Radulescu and Law [15] previously obtained an analytical model for the
pressure evolution at the contact through the study of transient supersonic
jets. It was however replaced by a fitted power-law in the Maxwell and Rad-
ulescu model [10], due to its simplicity and better precision. This fit is only
valid for a three-dimensional configuration of a hydrogen tank discharging
into ambient air through a circular hole:

pcontact/pair,0 = 12.2τ−0.68. (11)

where the non-dimensional time, τ , is given by:

τ = t

(
ρair,0
ρH2,0

(
2

γH2,0 + 1

)−1/(γH2,0
+1)
)1/2

cH2,0

1.2r

(
2

γH2,0 + 1

)1/2

, (12)
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with c and γ standing for the speed of sound and the heat capacity ratio
respectively, while subscript “o” stands for the initial tank or ambient air
conditions. From Eqs. (11) and (12) we obtained the source term needed in
Eq. (4):

Dp

Dt
= −8.3pair,0

∂τ

∂t
τ−1.68. (13)

Using all the frameworks described earlier, the solution of a typical dif-
fusion layer is shown in Fig. 4. The figure highlights the cooling effect due to
the flow expansion on the temperature profiles (right panel), as well as the
ignition site, clearly situated on the air side due to the higher temperature
and the low Lewis number of the hydrogen molecule. Figure 4 also shows
the efficiency of the coordinate m to keep a compact mesh, as the hydrogen
mass fraction (left panel) barely changed over time in this framework.
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Figure 4: Hydrogen mass fraction and temperature profile in the diffusion layer at three
different times for an initial hydrogen storage pressure of ptank=200 atm and a leakage
radius of r=0.35 mm.

3. Pseudo 1D flow for high pressure leakage

In this section, we propose an alternative to the model presented in
Section 2.2 to obtain the pressure evolution. A source term S is used to
model the transition of the waves from planar to spherical (or cylindrical
in 2D). This allows pseudo-1D modeling of the flow along the center line
(where the conditions are the most favorable for ignition), the source term
accounting for the flow expansion. The generalized Euler equations (for two
species) are given by:
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∂ρ

∂t
+

∂ρu

∂x
= −S(x, t)ρu (14)

∂ρu

∂t
+

∂ρuu+ p

∂x
= −S(x, t)ρuu (15)

∂ρE

∂t
+

∂ρuE + pu

∂x
= −S(x, t) (ρuE + pu) (16)

∂ρYH2

∂t
+

∂ρuYH2

∂x
= −S(x, t)ρuYH2 (17)

where E denotes the total energy per unit of mass. In the limit of 2D
cylindrical or 3D spherical symmetry flows, the exact source term is given
by:

Ssym =
α

x
. (18)

The parameter α is related to the dimension of the problem: α=0 for
one-dimensional flows, α=1 for cylindrical, and α=2 for spherical ones. This
allows to recover the classical Euler equations for cylindrical and spherical
symmetry as written in Ref. [14] (section 1.6.4). In our case, the shape of
S will be different, as it is introduced to describe the flow transition from
planar to spherical (or cylindrical in 2D) once the expansion starts on the
centerline

3.1. Onset time of the pressure decay

The first key point for our pseudo-1D model is to predict when the
expansion starts on the center line, as the waves are considered to remain
perfectly planar before that. Radulescu and Law [15] showed that expansion
waves, generated from the leakage edge as the shock passes through it, are
responsible for the start of the flow expansion. Those waves propagate at
the local sound speed with respect to the flow. Therefore the first wave to
reach the center line is traveling purely normal to the flow. As the leading
shock wave and the contact discontinuity are infinitely close initially, this
first expansion wave reaching the center line is following the contact, both
of them being advected by the flow. Hence, two candidates for the fastest
wave appear, each one traveling on each side of the contact. Depending on
the initial tank pressure, the initial shock tube solution leads to the left side
(with hydrogen) or the right side (with air) having a faster speed of sound.
Figure 5 shows a simplified sketch for the two possible cases, with a faster
speed of sound on the hydrogen side for the left panel and on the air side
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for the right panel. The leading shock wave and contact discontinuity are
shown, as well as the simplified expansion waves generated on both sides.

Tank Atmosphere

H2,L air,R

Tank Atmosphere

H2,L air,R

Figure 5: Sketch of the early waves generated. The red and orange curves correspond
respectively to the leading shock and contact discontinuity. The blue and green curves
represent the expansion wave generated on either side of the contact. The two sketches
correspond to two scenarios with different pressures of the hydrogen tank.

Using the initial shock tube solution with the state “L” and “R” respec-
tively on the left and right side of the contact (corresponding to the post-
rarefaction for the hydrogen and post-shock for the air and are therefore
different from the initial tank and ambient states), it is easy to determine
the traveling time of the first wave reaching the center line. Therefore the
time tE at which the source term should be activated is given by:

tE = min (r/cH2,L, r/cair,R) . (19)

This analytical prediction is compared in Fig. 6, on the one hand, with
the dimensionless time at which the pressure starts to decay for the model
from Ref. [10] and, on the other hand, with 2D Euler simulations performed
with ECOGEN [16]. ECOGEN is a multiphase compressible solver, with an
axisymmetric formulation that will be used later. It shows that the time at
which the pressure starts to decay is well predicted by the present analytical
expression, Eq. (19). It can also be observed that it provides a slightly better
agreement than the power-law model proposed by Maxwell and Radulescu
[10].

3.2. Profile of the source term coefficient

We now need to determine the spatial shape of S to make the flow
transition from planar to spherical (or cylindrical in 2D). We know that far
from the leakage it should fall back to α/x, however, its shape around the
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Figure 6: Comparison of the time at which the expansion waves created by the hole edge
reaches the center-line, for 2D ECOGEN [16] simulations, Maxwell and Radulescu model
and our analytical model given by Eq. (19).

leak is unknown. In order to account for 2D or 3D effects, the source term
is introduced as a correction to recover the divergence operator. Apply to
ρu, it gives :

div(ρu)pseudo−1D =
∂ρux
∂x

+ redρuxS =
∂ρux
∂x

+ α
∂ρuy
∂y

= div(ρu). (20)

Therefore, the source term is equal to :

S = α
∂ρuy
∂y

/ρux. (21)

The source term S will be obtained by fitting Eq. (21) from the 2D
simulations performed with ECOGEN [16]. The fitted expression is:

S(x, t) =
{
0, if t < tE
α
r

6χ3−9χ2+38χ−18
6χ4−12χ3+39χ2−17χ+33

, otherwise
, (22)

with χ = x/r the dimensionless coordinate where negative values corre-
spond to the tank interior. Figure 7 shows S×r/α as a function of χ = x/r.
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This figure confirms that the self-similar profile given in Eq. (22) reproduced
very well the shape of the source term obtained with ECOGEN whatever
the pressure, the leakage size, and the dimension of the problem. Although
the model was fitted using the 2D simulations obtained with ECOGEN, ex-
plaining the small difference observed for the 3D case in Fig. 7, it was found
to have no impact on the final ignition limits. It should also be pointed out
that, as expected, Eq. (22) tends toward α/x far from the leakage.
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model

Figure 7: Comparison of the different dimensionless source term coefficient S profiles,
obtained as post-treatment of ECOGEN [16] 2D and 3D (2D axisymmetrical) simulations,
as well as the present model.

3.3. Flow prediction with the source term

The pseudo-1D flow solver uses a MUSCL-Hancock scheme (where the
source term is considered for the prediction step) along the HLLC solver.
The multidimensional simulations of reference were performed with ECO-
GEN [16]. For all simulations, both ECOGEN and the present pseudo-1D
code used the MUSCL scheme with HLLC to achieve second-order accuracy
with the van Albada slope limiter. For this comparison only, the pseudo-
1D code used constant thermodynamic properties, as used by ECOGEN
(γH2=γair=1.4).

The resulting comparisons of the velocity and pressure profiles along the
center line are shown in Fig. 8 for the same conditions as in Fig. 2.

For a three-dimensional leakage, the resulting profiles are compared in
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Figure 8: Comparison of the velocity and pressure profiles in the center line for a 2D
simulation with ECOGEN [16] and with the pseudo-1D solver using the source term
Eq. (22).

Fig. 9, this time, the simulation of reference uses a 2D axisymmetrical for-
mulation.
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Figure 9: Comparison of the velocity and pressure profiles in the center line for a 3D (2D
axisymmetrical) simulation with ECOGEN [16] and with the pseudo-1D solver using the
source term Eq. (22).

Despite minor differences, our model is capable of predicting the flow fea-
tures and their dynamics, including the prediction of the Mach disk and the
leading shock position, visible in Figs. 8 and 9 (respectively the left and right
discontinuity). Therefore, it is an interesting option to study this type of
configuration, especially as it is more general than the approach of Maxwell
& Radulescu [10], as it can be applied to various kinds of leakage (2D/3D,
tank/pipe) and various other gases, including methane and propane, and
initial pressurized gas and air temperatures, as shown in Appendix D.
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4. Validation of the passive scalar approach for the diffusion in-
terface ignition

To further simplify the problem, we propose to use the passive scalar
approach recently developed in Refs. [3, 17]. The principle of this approach
is to only solve the transport equation for the main species (H2, O2, N2)
without considering reactions or heat release, therefore ignoring the 5 rad-
icals (H, O, OH, HO2 and H2O2) and the only combustion product H2O.
Instead, a self-reactive scalar, noted η, is used to model the ignition pro-
cess. This scalar is said to be passive as it does not affect the flow which
only considers the main species, and it follows a classical reaction-diffusion
type transport equation. After simplification of Eqs. (3) and (4) for only
two species (O2 and N2 are now considered with the equivalent specie air,
more details in Appendix A), the set of equations solved (using the same
boundary conditions as in section 2.1) when considering the scalar is:

ρ
∂YH2

∂t
= ρ

∂

∂m

(
ρ2DH2

WH2

W

∂XH2

∂m

)
(23)

ρcp
∂T

∂t
=

Dp

Dt
+ ρ

∂

∂m

(
ρκ

∂T

∂m

)
+

ρ3

W

∂T

∂m

∑
k

DkWkcp,k
∂Xk

∂m
(24)

ρ
∂Yη
∂t

= ωη + ρ
∂

∂m

(
ρ2Dη

Wη

W

∂Xη

∂m

)
(25)

with:

ωη = Wη

(
ω5 + λCη +

1

2
qC3

η

)
. (26)

This scalar formulation is based on an eigenmode analysis of radical
production, enabling the analytical recovery of the dominant mode (i.e.,
λ) associated with chain-branching [18]. The reactions considered in this
eigenmode analysis are those of an 8-step skeletal mechanism previously
employed in ignition studies [1, 18, 19]. This mechanism includes initiation,
branching, and termination reactions necessary to accurately model auto-
ignition. It should be noted that no noticeable differences can be observed,
when using the skeletal mechanism or the detailed mechanism used in [10] in
the final ignition limit, as highlighted in Appendix B, motivating the use of
the skeletal mechanism for its simplicity. The scalar approach was initially
developed (using only the ω5 and λ terms) for 3D simulations to predict
the lift-off of a hydrogen jet flame at atmospheric pressure [3]. To account

13



for the specific characteristics of hydrogen chemistry at high pressure (e.g.
thermal runaway and non-linearity) the formulation was recently enhanced
[17]. Notably, the cubic term, 1

2qC
3
η , was introduced as a correction to

account for the increase in reaction rates with rising temperature, thereby
compensating for the absence of heat release in the model.

Figure 10 shows the difference in hydrogen mass fraction and temper-
ature profiles in the diffusion layer when solving for the 9 reactive species
or only 2 non-reactive species (H2, air) with the scalar. The only small
differences in the hydrogen mass fraction profile mainly results from the ab-
sence of differential diffusion between O2 and N2 for the 2 species model
as they are regrouped into the equivalent air specie. A larger difference is
observed for the temperature profile. It directly comes from the heat release
considered for the 9 species model but not when using the scalar approach.
This highlights the location where the ignition takes place. Figure 11 shows
the temporal evolution of the maximum temperature and OH mass fraction
within the diffusion layer. The 9 species model displays a slower temper-
ature decay at the end as the heat released by the reactions is no longer
negligible compared to the expansion cooling effect. Whilst neglecting the
heat release, resulting in a lower maximal temperature in the domain, the
scalar approach properly recovers the ignition process (thanks to the recent
development made as explained earlier) as highlighted by the OH mass frac-
tion evolution. As in Ref. [10], ignition is considered to occur when the OH
mass fraction reaches 10−3.
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Figure 10: Hydrogen mass fraction and temperature profiles in the diffusion layer at a time
τ=1.5 (t=1.56 µs) for an initial hydrogen storage pressure of ptank=200 atm and a leakage
radius of r=0.35 mm. The black curve is obtained when considering the 9 reactive species
while the red curve is obtained for 2 non-reactive species in addition to the self-reacting
passive scalar.
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radius of r=0.35 mm. The black curve is obtained when considering the 9 reactive species
while the red curve is obtained for 2 non-reactive species in addition to the self-reacting
passive scalar.

For the scalar model, the OH radical is not directly solved. It is obtained
in a post-treatment using the scalar mass fraction and the local eigenvector
associated with branching mode, which represents the radicals molar frac-
tions in the radical-pool. This eigenvector is also used to obtain the diffusion
coefficient Dη, defined as the weighted average of the diffusion coefficient of
the different radicals present for the local conditions. More details can be
found in [17].

It is also important to mention the impressive gain obtained by using
only 2 species together with the scalar, which is about 50 times faster than
solving the diffusion layer for the 9 reactive species.

5. Final results

5.1. Comparison of the methodologies

Finally, the ignition limits can be obtained using the model presented
earlier, for a given hydrogen storage pressure, the critical leakage radius is
obtained with the bisection method. For a tested value of r, the modeled
flow is simulated with the 1D code and the pressure evolution at the contact
is saved. Then the diffusion layer is simulated using this pressure evolution
(Eqs. (23)-(25)). If the OH mass fraction in the diffusion layer reaches
somewhere the threshold value of 10−3, we consider it as an ignition event,
otherwise, it’s a failed ignition. We know that the critical radius is smaller
than a tested radius if it leads to ignition and larger otherwise. Therefore,
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the value of the critical radius is refined using the bisection method until a
relative difference of less than 1% is reached.

Figure 12 shows the ignition limit obtained with the present methodology
described above and the one with the original methodology proposed by
Maxwell & Radulescu [10]. The present model is in excellent accordance
with their model, experimental tests [7] and other multi-dimensional studies
[11, 20, 21].
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Figure 12: Comparison of the ignition limits obtained for the original and present ap-
proach.

5.2. Effect of the geometry

The present methodology is also more general as it allows to study other
geometries. For example, the ignition limit for a planar tank leakage are
obtained by using α=1 in Eq. (22) instead of α=2 for a 3D leakage. We can
also study leakage from a high-pressure pipe instead of a tank, as done in [7,
11]. This geometry is illustrated in Fig. 13 and uses the same key parameters
(p, r). The flow for this pipe configuration is obtained by using a different
shape for the source term coefficient, more can be found in Appendix C.

The ignition limits of the tank and pipe configurations for both 2D and
3D cases are displayed in Fig. 14. It shows that the geometry has no impact
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rH2 (ppipe, 300 K)

Air (1 atm, 300 K)

Figure 13: Sketch of the pipe configuration, dashed line: axis of symmetry.

on large leakage sizes. However, planar leakage better promotes ignition
than more realistic 3D ones (due to the jet expanding in only one extra
direction instead of two, leading to a slower cooling rate). The same is
observed for the tank geometry over the pipe one, as it can provide a higher
leakage flow rate and so a slower expansion, allowing the ignition to occur
before the quenching. Those results are in agreement with the recent study
[11].
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Figure 14: Comparison of the ignition limits obtained for different geometries

It is also important to mention that the time needed to solve the pseudo-
1D flow is less important than the time saved when using the scalar approach
for the diffusion layer instead of solving detailed chemistry for the 9 species.
Overall the present method is faster than the original one thanks to that.
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For given conditions (p, r) it takes less than a minute for the algorithm to
predict whether the flow is prone to ignition or not.

6. Conclusions

We proposed a new approach to numerically study high-pressure hy-
drogen tank leakage into ambient air, leading to excellent agreement with
the previous studies of the literature. This method is based on modelling
and simulation of the flow as a pseudo-one-dimensional flow with a specific
source term to account for the multi-dimensional effects such as the natural
expansion of the jet created.

To the authors’ knowledge, this simple model, blending 1D and 2D/3D
using planar/cylindrical/spherical coordinates in a single formulation is the
first of its type and was found to be valid not only for a large range of
tank/pipe pressures, but also for various other pressurized gases and initial
temperatures, as highlighted in Appendix D.

This flow model allows to recover the pressure evolution at the site most
likely to ignite, the interface between the cold hydrogen and the hot air on
the center line. This pressure evolution is required to account for the natural
cooling of the flow and to properly predict the ignition process recover with
a dedicated diffusion layer solver. On top of obtaining excellent results with
this model compared to the original one, our methodology is faster thanks
to using a passive scalar approach that replaces the radicals and reactions
while recovering the correct ignition history. Overall, this paper validates
this methodology, a required first step before considering more complex
configurations and geometries where reflected waves must be considered for
hydrogen safety.
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Appendix A. Simplification of the diffusion layer for 2 species

When using the scalar approach, no reaction nor heat released are con-
sidered, meaning that only the main species H2, O2 and N2 can be present.
Moreover, in our case the O2 and N2 are present together, due to the
similarity of those two molecules, we can describe them as one equiva-
lent air specie as done in [22] for example. Only one mass fraction is
then required to describe the composition as YO2=0.233Yair=0.233(1-YH2)
or XO2=0.21Xair=0.21(1-XH2), leading to:

∂YH2

∂t
=

∂

∂m

(
ρ2DH2

WH2

W

∂XH2

∂m

)
, (A.1)

ρcp
∂T

∂t
=
Dp

Dt
+ ρ

∂

∂m

(
ρκ

∂T

∂m

)
+

ρ3

W
(DH2WH2cp,H2 −DairWaircp,air)

∂XH2

∂m

∂T

∂m
.

(A.2)

As explained in section 2.1, DH2 is the mixture average diffusion coef-
ficient, meaning that it is the hydrogen diffusion with respect to the local
mixture, and it is computed from the binary diffusion coefficient Dj,k of the
species considered, the general formula (also used in Cantera) is [23]:

Dk =
1− Yk∑

j ̸=k XjDj,k
. (A.3)

Applied for the hydrogen it gives:

DH2 =
1− YH2

0.21Xair/DH2,O2 + 0.79Xair/DH2,N2

, (A.4)

it can be rewrite, using the equivalent binary diffusion coefficient of the
hydrogen/air couple:

DH2,air =
1

0.21/DH2,O2 + 0.79/DH2,N2

. (A.5)

(A.4) and (A.1) become:

DH2 =
Yair

Xair/DH2,air
=

Wair

W
DH2,air, (A.6)
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∂YH2

∂t
=

∂

∂m

(
ρ2DH2,air

WH2Wair

W 2

∂XH2

∂m

)
=

∂

∂m

(
ρ2DH2,air

∂YH2

∂m

)
. (A.7)

We fall back to the Fick law, a preferable option when only two species
are considered, the equivalent diffusion velocity (needed in the temperature
equation) gives:

YH2VH2 = −YairVair = −ρDH2,air
∂YH2

∂m
, (A.8)

therefore, the temperature equation now reads:

ρcp
∂T

∂t
=

Dp

Dt
+ ρ

∂

∂m

(
ρκ

∂T

∂m

)
+ ρ3 (cp,H2 − cp,air)DH2,air

∂YH2

∂m

∂T

∂m
. (A.9)

Even if equations (A.7) and (A.9) have the simplest formulation, the
one with the mixture average diffusion will be kept in section 4 to avoid
confusion, as the two formulations are equivalent.
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Appendix B. Impact of chemical kinetics description

To further validate the use of the 8-step skeletal mechanism, we com-
pared the final ignition limits obtained with this mechanism and with the
detailed mechanism used in the original study [10]. It is a 19-step detailed
mechanism described in [24], it contains all of the reactions of the skeletal
mechanism, however the reaction rates can be slightly different.
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Figure B.15: Comparison of the ignition limits obtained with the skeletal and detailed
mechanisms.

Figure B.15 displays no evident difference in the final ignition limit when
using the different chemistry descriptions, motivating therefore the use of
the skeletal approach for its simplicity.
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Appendix C. Application to other geometries

To adapt our approach to the pipe configuration described in section
5.2, only the source term shape function needs to be changed, Eq. (22) is
replaced by:

Spipe(x, t) =

{
0, if t < tE or x < 0
α
r

13χ2+8χ

13χ3+4χ+51
, otherwise

, (C.1)

the resulting source term coefficient is compared to the one obtained from
a 2D simulation in Fig. C.16. The pipe source term is always 0 for negative
χ=x/r values, as it correspond to the domain inside the pipe, where the
flow is purely one-dimensional.
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Figure C.16: Comparison of the dimensionless source term coefficients profiles S obtained
as post-treatment of a 2D ECOGEN simulation and the model given by Eq. (C.1).

Figure C.17 shows the flow fields for the pipe configuration in the same
conditions as those in Fig. 2. The pressure and temperature are lower than
the tank configuration, which is to be expected since a pipe cannot sustain
a leakage as strong as the one of a tank.
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Figure C.17: Temperature (top left), pressure (bottom left), hydrogen mass fraction (top
right) and density gradient (bottom right) fields obtained with ProLB [2] for a hydrogen
tank pressure of ptank=100 atm and a leakage radius of r=2 mm at a time t=10 µs.

Appendix D. Applicability to other conditions

To study the applicability of the proposed pseudo-1D model to other
gases, ECOGEN simulations of high-pressure helium, air, methane, propane,
and carbon dioxide leakage into ambient air were performed. The results
suggest that the pressurized gas molecular weight and heat capacity ratio
(γHe=1.666, γCH4=1.313, γC3H8=1.13, γCO2=1.3) have almost no impact, as
the simulations give the same self-similar source term profiles. Figure D.18
shows the dimensionless source term S×r/α as a function of the dimension-
less coordinate χ=x/r for the different gases, highlighting the self-similarity
of the profiles for all the gases tested. In addition, other simulations of
the hydrogen leakage case were performed with different hydrogen and air
initial temperatures, and no impact of these initial conditions was found.
Figure D.19 shows the dimensionless source term as a function of the di-
mensionless coordinate for the different initial temperatures, highlighting
the self-similarity of the profiles for all the conditions tested. Therefore, the
source term models proposed in Eqs. (22) and (C.1) can be directly used to
recover the flow of high-pressure leakage of these gases for a large range of
initial temperatures between the tank and the air.
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Figure D.18: Comparison of the source term coefficient S profiles for high-pressure leakage
of different gases from a tank into ambient air, as obtained by post-treatment of two-
dimensional ECOGEN simulations. The tank source term model, given by Eq. (22), is
also represented (black dashed curve).
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Figure D.19: Comparison of the source term coefficient S profiles for a high-pressure
hydrogen tank leakage into atmospheric pressure air for different hydrogen and air initial
temperatures, as obtained by post-treatment of two-dimensional ECOGEN simulations.
The tank source term model, given by Eq. (22), is also represented (black dashed curve).
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