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1.  Introduction
Mars does not have its own intrinsic global magnetic field (Acuña et al., 1992). Much like Venus (T. Zhang 
et al., 2008), its (non-crustal) magnetic field is induced by atmospheric interaction with extrinsic solar phenom-
ena: First, solar EUV ionizes atoms in the dayside upper exosphere. Henceforth, mass loading of the solar wind 
by the Martian corona slows down the heliospheric plasma close to the planet in order to conserve momentum. 
The frozen-in condition of MHD plasmas therefore requires the magnetic field lines to drape around the planet 
(Bertucci et al., 2011; Szegö et al., 2000). Temporal variations in the solar wind magnetic field generate the 
electric field which can drive a current in the ionosphere that in turn produces an opposing magnetic field. Both 
processes lead to magnetic field pileup in front of the ionosphere (Bertucci et al., 2005). The resulting magnetic 
pressure slows and deflects the solar wind plasma and forces it to flow around the pile-up region. Together, 
these  processes generate an obstacle to the flow from which fast magnetosonic waves are counter-propagated to 
form a “bow shock.” This bow shock separates the solar wind plasma into two regions—the shocked downstream 

Abstract  Like its terrestrial counterpart, the Martian bow shock can exhibit foot, ramp, and overshoot 
substructures. The shock extent is known to vary with solar wind and season, but it remains an open question 
whether other features of the bow shock also vary seasonally. By comparing parameters of the shock during 
different seasons and solar wind conditions, we investigated whether the presence of seasonal planetary ions has 
any effect on the shock structure. We utilized a series of algorithms to automatically collect and analyze 7056 
shock crossings from MAVEN spacecraft data between November 2014 and 2019. We compared the magnetic 
shock jump and overshoot amplitude as functions of upstream parameters and season. We found that the 
magnetic shock jump agrees to first order with Rankine-Hugoniot predictions, and that the overshoot amplitude 
dependence on critical ratio, beta and Alfvén Mach number agree with the results of previous studies. These 
trends are identical for all seasons. We also found that the shock jump and fast Mach number correlate primarily 
with solar zenith angle, whereas overshoot amplitude correlates primarily with shock extent. We found that the 
most likely cause of the latter was an unexpected strong correlation between overshoot amplitude and the solar 
wind flow fast Mach number. The seasonal variability of the Sun-Mars system does not appear to be strongly 
reflected in the resulting shock structure. The bow shock structure is controlled mainly by the properties of the 
solar wind, rather than by Mars' location in its orbit around the Sun.

Plain Language Summary  The size of the Martian bow shock is known to vary with solar wind 
and season, but it remains an open question whether other features of the bow shock also vary seasonally. By 
comparing the shock during different seasons and solar wind conditions, we investigated whether the presence 
of seasonal planetary ions has any effect on the shock structure. We wrote an algorithm to identify whenever 
the MAVEN spacecraft crossed the bow shock, and measure relevant quantities in the vicinity to characterize 
the shock's behavior. We found that the shocks' measured magnetic structures' dependencies on solar wind 
parameters roughly agree with theoretical predictions and results of previous studies. We found that the primary 
and secondary substructures have negligible seasonal variation, while the latter is most strongly correlated 
with an entirely different solar wind parameter than we predicted—the solar wind flow directed magnetosonic 
Mach number—which is independent of the direction of the shock surface. Thus, the bow shock structure is 
controlled mainly by the properties of the solar wind, rather than by Mars' location in its orbit around the Sun.
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“magnetosheath” and the unshocked upstream solar wind (henceforth we will refer to the shocked and unshocked 
solar wind regions respectively by “downstream”/“magnetosheath” and “upstream”/“solar wind” and denote 
variables Q within each region with subscripts Q2/QD and Q1/QU).

1.1.  Bow Shock Structure

Collisionless bow shocks are discontinuities in the structure of a flowing magnetized plasma (such as the solar 
wind) approaching an obstacle (such as Mars), where dissipative processes convert sufficient amounts of upstream 
kinetic energy into downstream heat in order to slow down the downstream plasma below its wave speed (in this 
case, the solar wind's fast magnetosonic wave speed) (Kennel et al., 1985). If the bow shock is static, locally planar 
(i.e., has a single local surface normal 𝐴𝐴 𝐧̂𝐧 ) and structurally varies only along this 𝐴𝐴 𝐧̂𝐧 direction, then its structure 
can be described by the MHD Rankine-Hugoniot equations (C. Russell et al., 1982). It has been noted (Kennel 
et al., 1985; Marshall, 1955) that when the upstream fast magnetosonic Mach number Mfms is above some [first] 
critical Mach number Mcrit, resistivity cannot account for all the dissipation demanded by Rankine-Hugoniot 
equations. Further, it has long been observed that a controlling parameter of the structure and dynamics of a 
[region of a] shock is the shock normal angle 𝐴𝐴 𝐴𝐴𝐵𝐵𝐵𝐵 = arccos

(
𝐧̂𝐧⋅𝐁𝐁𝑈𝑈

|𝐵𝐵|𝑈𝑈

)
 : Quasiperpendicular (θBN > 45°) shocks can 

be highly dissimilar from quasi-parallel shocks (Gosling et al., 1989). As with much of the extant literature, each 
of these two will be introduced separately.

For a quasi-perpendicular subcritical shock, the magnetic profile can be well modeled to lowest order as a step 
or sigmoid function where the magnitude of the field jumps when crossing from upstream of the shock to down-
stream (Kennel et  al.,  1985). As such, we can quantify the magnetic profile in terms of the magnetic “jump 
condition” BD/BU. We will define this ratio as

 = 𝐵𝐵𝐷𝐷∕𝐵𝐵𝑈𝑈� (1)

for compactness. This does not mean magnetic shock profiles are perfectly laminar, however. It has been long 
understood that the upstream parameters which primarily control the Rankine-Hugoniot jump conditions (Mfms, 
Alfven Mach number MA, θBN, and plasma β) also control other MHD scale shock substructures. The resistive 
dissipation mechanism for collisionless shocks can involve the emission of magnetosonic whistler waves (Kennel 
et al., 1985; Wilson III et al., 2017), which in turn appear as turbulence in the magnetic structure. Wilson III 
et al. (2017) showed that these whistler waves can be common and large in amplitude around quasi-perpendicular 
shocks even at low Mach numbers and plasma betas.

In supercritical quasi-perpendicular shocks, additional structures form in order to allow conservation laws to be 
satisfied. These additional substructures are within a convected ion gyroradius of the discontinuity, where the 
now significantly more prominent kinetic scale physics comes into play (Bale et al., 2005). Ions which do not 
travel fast enough in the shock normal direction when passing the discontinuity can be reflected back upstream 
by the Lorentz force over the course of a single gyration (Gedalin, 1996). This additional population of reflecting 
ions causes the region immediately downstream of the shock to become more densely populated with ions, in turn 
inducing a stronger magnetic field. This immediately downstream magnetic substructure is called the “overshoot” 
as it takes the form of a peak where the magnetic “ramp” across the discontinuity continues to increase beyond 
the MHD scale asymptotic downstream field before eventually dropping back down to it (C. Russell et al., 1982). 
This overshoot can be quantified in terms of the “overshoot amplitude”

𝐴𝐴 = (𝐵𝐵max − 𝐵𝐵𝐷𝐷)∕𝐵𝐵𝐷𝐷� (2)

where Bmax is the maximum measured strength of the magnetic field in the overshoot. The top panel of Figure 1 
(which will be discussed in more detail throughout Section 2) highlights the overshoot regions in red. After the 
reflected particles have crossed back upstream of the “ramp,” they continue to generate stronger electromagnetic 
fields by the same processes that generate the overshoot (Gedalin, 1996). These new fields plus the original plasma 
population's extant magnetic and motional electric fields accelerate the backstreaming particles while continuing 
to reflect them -this time back downstream toward the shock again (Gedalin, 1996; Woods, 1971). This denser 
immediately upstream region with slightly increased magnetic field is called the “foot” (Wong, 1968). The foot 
is much more difficult to accurately characterize automatically due to its small intermediate height nature, and so 
this study will do nothing with it other than attempt to identify regions upstream from the foot.

 21699402, 2023, 8, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JA

031759 by C
ochrane France, W

iley O
nline L

ibrary on [11/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Space Physics

FRUCHTMAN ET AL.

10.1029/2023JA031759

3 of 21

Quasiparallel shocks, by contrast, are much less well studied on account of being more difficult to characterize 
with a limited number of parameters. As θBN decreases into the quasi-parallel regime, the shock transition can 
become not so much a uniform, coherent, step-like structure with a single shock surface as a patchwork of smaller 
turbulent structures (Schwartz & Burgess,  1991). Due to the closer alignment between the “nominal” shock 
normal and the upstream magnetic field lines, suprathermal charged particles may more easily backstream along 
these field lines—having either been reflected at the shock transition (Gosling et al., 1989) or even diffused from 

Figure 1.  Example magnetic field shock profile at 2015-01-29T17:10:12, successive partitioning of interval into 
sub-intervals, and panels for interval identification. (a) Magnetic field profile during this interval (black), hyperbolic tangent 
fit (yellow), overshoot region (red), “upstream measuring interval” (green), and “downstream measuring interval” (cyan). 
(b) Color-coded REGion IDentification (Halekas et al., 2017) of the local plasma: pristine solar wind (blue), disturbed solar 
wind/magnetosheath (cyan). (c) Initial division of time series into relevant sub-intervals, partitioned by “A” and “B” flags. 
(d) Automatically calculated refined division of relevant time range, with “F” denoting a conservative zeroth order estimate 
of the bottom of the shock foot (orange). (e) The boxcar averages 𝐴𝐴 ⟨𝐵𝐵⟩2𝜏𝜏𝑐𝑐𝑐𝑐 (green), 𝐴𝐴 ⟨𝐵𝐵⟩3𝜏𝜏𝑐𝑐𝑐𝑐 (red) and 𝐴𝐴 ⟨𝐵𝐵⟩4𝜏𝜏𝑐𝑐𝑐𝑐 (cyan), as well as 
horizontal lines of heights 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
 and 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 . (f) “B_meanMode”: the result of averaging together the components of each of 

the boxcar averages in (e) then taking a τci width boxcar average of the result; Horizontal lines as above, and the orange 
highlighted region denotes the zeroth order foot estimate. (g) 𝐴𝐴

(
𝐵𝐵_𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 − 𝐵𝐵

𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈

)
∕𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 within the fitted interval upstream 

of the foot. (h) The standard deviation between the boxcar averages of (e), normalized to the mean of the components of (e), 
which is then boxcar averaged over τci to smooth, and then boxcar averaged again over measuring interval width T = τci⌊60s/
τci⌋ to find the center (yellow vertical line) of the interval (green) with the minimum average value.
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the downstream region following heating (Kennel et al., 1985). The backstreaming of suprathermal ions generates 
instabilities in the “upstream” plasma, in turn inducing an ultra-low frequency wavefield (τ ∼ 10 s) “upstream” 
of the shock (Schwartz, 1991; Schwartz & Burgess, 1991). There are a variety of non-linear instabilities that can 
form structures in the foreshock. Some waves in this wavefield can strongly increase in amplitude whereupon they 
are referred to as Short Large Amplitude Magnetic Structures (Burgess et al., 2005; Schwartz, 1991; Schwartz 
& Burgess, 1991).

At the most macroscopic level, the Martian bow shock can be roughly characterized as an axially symmetric 
(i.e., rotated about the abberated XMSO axis) conic section—the calculation of average conic parameters which 
we follow are given in Trotignon et al. (2006). While this may be accurate to lowest order, more precise meas-
urements have shown the presence of asymmetries. Mars has crustal magnetic fields—hypothesized to be vestig-
ial remnants of a former intrinsic magnetic field (Acuña et al., 1998). Previous studies have shown that these 
fields are stronger in Mars' southern hemisphere (Acuña et al., 1998; Connerney et al., 2015), and that the bow 
shock is “pushed” to higher altitudes in the vicinity of these fields (Edberg et al., 2008; Garnier et al., 2022b; 
Gruesbeck et  al.,  2018; Hall et  al.,  2016)—thereby generating a southern asymmetry. The standoff distance 
has also been found to expand with solar EUV (Edberg et al., 2008; Garnier et al., 2022a, 2022b; Gruesbeck 
et al., 2018; Halekas et al., 2017; Hall et al., 2016), but decrease with solar wind dynamic pressure and solar 
wind magnetosonic Mach number 𝐴𝐴 𝐴𝐴𝑚𝑚𝑚𝑚 = |𝑉𝑉𝑆𝑆𝑆𝑆 |∕

(
𝐶𝐶

2
𝑆𝑆
+ 𝑉𝑉

2
𝐴𝐴

)1∕2 (Garnier et al., 2022a; Gruesbeck et al., 2018; 
Halekas et al., 2017; Hall et al., 2016). The bow shock standoff distance is smaller in the quasi-parallel region 
(Ma et al., 2004; Vignes et al., 2000; T.-L. Zhang et al., 1991), corresponding to “dawn” side (i.e., at negative 
YMSO) of the bow shock (Gruesbeck et al., 2018)- a result of the predominantly Parker spiral nature of the solar 
wind magnetic field. A much lower timescale bow shock variation -connected to the EUV dependence—arises 
from seasonal variation. However, it has not been as well studied how these various parameters affect the struc-
ture of the Martian bow shock.

1.2.  Martian Atmospheric and Seasonal Variation

Like Earth, the rotational axis of Mars is tilted, and thus the planet has seasons. Mars seasons can be 
defined in terms of Mars Solar Longitude LS (with LS  =  90° corresponding to southern winter solstice), 
and such that each season covers a 90° interval with southern (northern) autumn (spring) starting at 
LS = 0° (Zurek & Martin, 1993). On the other hand, Mars has a much more elliptical orbit than Earth, with 
ɛM = 0.0935 compared to Earth's ɛE = 0.0167 (Williams, 2021). Considering that solar radiation drops off as 

𝐴𝐴 𝐴𝐴
−2(𝐿𝐿𝑆𝑆 ) ∝ (1 + 𝜀𝜀𝑀𝑀 cos(𝐿𝐿𝑆𝑆 − 251◦))2 ≈ (1 + 0.1 cos(𝐿𝐿𝑆𝑆 − 251◦))2 —such that the solar radiation can vary by 

±20%—one might expect that radiation driven atmospheric phenomena should vary not insignificantly with 
season. In fact, previous studies have found exactly this.

Zurek and Martin (1993) observed that Martian global dust storms peak following perihelion (LS = 251°), during 
southern spring and summer. The rate of hydrogen escape through the hydrogen exosphere has also been observed 
to peak during approximately this same period, increasing from the minimum rate by over an order of magnitude 
(Bhattacharyya et al., 2015; M. S. Chaffin et al., 2014; Halekas, 2017; Rahmati et al., 2018). It has been theorized 
(M. Chaffin et al., 2017; Heavens et al., 2018) that these phenomena are connected: dust storms transport water 
molecules to higher altitudes, whereupon they are photodissociated to further populate the hydrogen exosphere.

These are not the only observed seasonal variations in the Martian system: Halekas (2017) found that the trend 
of the escape rate and upstream column density has a maximum at approximately southern summer solstice 
(LS = 270°), an order of magnitude greater than the minimum column density near aphelion. The spatial extent of 
the bow shock itself varies with season: As Mars approaches the sun, enhanced EUV heats the atmosphere, thereby 
inducing thermal expansion and increasing the exosphere thickness—and thus bow shock height. Increased mass 
loading during higher EUV may also contribute to the increase in bow shock height (Hall et al., 2016).

The exospheric neutral hydrogen atoms discussed above can be ionized, whether by solar EUV or charge exchange 
with solar wind ions, and then mass load the solar wind as pick-up ions. Once picked-up, these planetary ions 
can be accelerated by the solar wind's motional electric field E = −VSW × BSW and begin to undergo cycloidal 
motion. Those pickup ions produced close enough to the shock to reach the discontinuity early in their gyration 
will have insufficient normal velocity to avoid being reflected (Dubinin et al., 2006). Such reflected protons may 
repeatedly bounce within the foot-ramp-overshoot structure (Gedalin, 1996) until they are sufficiently electrically 
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accelerated to pass fully downstream of the shock. Given that the extensive seasonal changes in the Martian 
environment are known to affect the size of the bow shock, we seek to determine whether the introduction of 
additional planetary ions into the upstream flow changes the magnetic structure of the bow shock.

1.3.  MAVEN

The primary source of data for studying plasma in the Martian environment at this time is the Mars Atmos-
phere and Volatile EvolutioN (MAVEN) spacecraft (Jakosky et al., 2015), which arrived in September 2014, and 
began collecting data on 15 November 2014. MAVEN has a comprehensive suite of instruments for studying the 
magnetic field, as well as the ion and electron plasma, and other properties of the local environment. Magnetic 
field data is collected with the magnetometer (MAG) instrument (Connerney et al., 2015). For our purposes, we 
use the l2 data, at 1 s cadence.

The primary source of ion plasma data is the Solar Wind Ion Analyzer (SWIA) instument (Halekas et al., 2015). 
SWIA data has two primary modes, Fine (SWIF) and Coarse (SWIC) for use in the solar wind and Martian magne-
tosphere, respectively. From the energy distribution data, 8 s cadence ion moments (n, v, T, P) can be calculated. 
As the energy distributions possess two peaks for H + and He ++ species, separate temperature moments Tproton and 
Talpha are calculated for each (Halekas et al., 2017). As we are primarily interested in the effect of protons (as the 
dominant species in the solar wind), we henceforth use only Tproton for temperature measurements. The effect of 
alpha particles on the bow shock structure is neglected.

Along with ion data, MAVEN also has a module for electron measurements. The Solar Wind Electron Analyzer 
(Mitchell et al., 2016) instrument measures electron energy and angular distributions. In particular, we utilize 
electron number density ne and temperature Te moments calculated from SWEA's energy spectrogram (SPEC) 
data, with spacecraft potential corrected for. In April 2022, it was determined that the SWIA density moments 
were uniformly offset by a factor of 0.7, and so the entire SWIA moment data was re-calibrated. The SWEA 
calibration was initially set based on SWIA measurements, and was not yet re-calibrated at the time our study 
was conducted. In order to recalibrate our SWEA data to that of SWIA, we manually divided the electron density 
moments by 0.7 to match the ion counterparts. There also existed occasional issues with the electron moment 
data. For instance, occasions exist where the spacecraft potential is poorly measured or not measured at all, lead-
ing to non-existent or NAN moments. Additionally, on 16 November 2019, due to blanking out of low energy 
measurements due to an instrumental issue, the overall moments began to be computed to have values reduced 
by a factor of approximately 10. We will handle these issues by rejecting any data point which measures NAN for 
upstream electron parameters, and by choosing 15 November 2019 as the final day of our run of MAVEN data.

In this study, we attempted to determine what, if any, seasonal dependence the Martian bow shock structure 
may have by analyzing MAVEN data. Such variations are necessarily statistical in nature, requiring a very large 
number of data points per season. As such, we built an algorithm to run through the data, 1 day at a time, and try 
to locate, fit, measure, and characterize the bow shock crossings in each. This process is repeated for the first three 
and a half Martian years of MAVEN data, from 15 November 2014 to 15 November 2019.

2.  Methodology
In any given day, we attempt to partition the time-series data into solar wind-magnetosheath (on the inbound 
side—magnetosheath-solar wind on the outbound) regions, fit each shock interval to hyperbolic tangent functions, 
locate and measure the overshoot, find small representative upstream and downstream intervals in-which average 
measurements can be made, and then calculate a number of representative quantities. This takes anywhere from 
650 to 1100 s, and thus to save computation time, we start by making a number of checks to determine whether 
any measurements will be possible.

1.	 �Halekas et al. (2017) provided an algorithm for identifying the pristine solar wind, “mvn_swia_regid” (hereby 
“REGID”)—publicly available in the SPEDAS code base (Angelopoulos et al., 2019), which assigns Region 
ID's given time averaged ion velocity magnitude 𝐴𝐴 𝐴𝐴

𝑖𝑖𝑖𝑖𝑖𝑖

𝑀𝑀𝑀𝑀𝑀𝑀
[𝑘𝑘𝑘𝑘∕𝑠𝑠] , ion temperature magnitude T ion [eV], number 

density n ion[cm −3], altitude and MSO coordinates [km], and magnetic field magnitude B[nT], as well as the 
temporal magnetic standard deviation σB[nT]. It assigns IDs for pristine solar wind (“REGID = 1” where 
altitude >500, V ion  >  200, 𝐴𝐴

√
𝑇𝑇 𝑖𝑖𝑖𝑖𝑖𝑖∕𝑉𝑉 𝑖𝑖𝑖𝑖𝑖𝑖

< 0.012 , and σB/B  <  0.15), disturbed solar wind/magnetosphere 
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(“REGID = 2” where V ion > 200, altitude >300 and either 𝐴𝐴

√
𝑇𝑇 𝑖𝑖𝑖𝑖𝑖𝑖∕𝑉𝑉 𝑖𝑖𝑖𝑖𝑖𝑖

> .015 and/or σB/B > 0.25), the “iono-
sphere” (REGID = 3 and 4, see code), and “magnetotail lobe” (REGID = 5, not used here) based on MAVEN 
moment data. If this algorithm detects less than 40 s (10 array elements) where the spacecraft is in the pristine 
solar wind, then the day is skipped.

2.	 �If SWEA moment data cannot be generated, or there is less than 400 s (100 array elements) where the electron 
density is finite or the minimum computed electron number density is greater than 1,000 cm −3 (In which case 
it failed to calculate moments in the upstream solar wind), then we skip to the next day.

2.1.  Identifying Precise Solar Wind-Shock-Sheath Intervals

In order to identify a day's bow shock crossings and respective local solar wind and magnetosheath intervals, we 
must start by partitioning it in such a way as to locate intervals of adjacent solar wind-magnetosheath regions. To 
lowest order, the REGID algorithm does exactly this, designating temporal regions as being within (pristine) solar 
wind, magnetosheath, or other sub-sheath regions. Being designed to identify pristine solar wind, the REGID 
algorithm does not however switch between regions perfectly cleanly: As can be seen in Figure 1b, numerous 
instances exist where it determines that MAVEN has left the pristine solar wind and entered the magnetosheath/
disturbed solar wind for a few time-series elements before returning, or vice versa. It may also oscillate between 
the two at the boundary. Similar phenomena occur at the low-altitude sheath boundary. Further, there exist array 
elements where no region ID has been chosen. In order to use the REGID data, we must “clean” it up by filling in 
null values and smoothing out perturbations from the overall behavior (for compactness, the details are given in 
Text S3 in Supporting Information S1). Once this data has been cleaned, we can assign pointers for initial zeroth 
order estimates of when the spacecraft passes the shock and a rough timestamp for a downstream edge of consid-
eration. We denote these “A” and “B” respectively, and their positions for the 2015-01-29T17 shock crossing 
are shown in Figure 1c. Not shown is the initial upstream boundary for this solar wind-magnetosheath interval, 
corresponding to the adjacent “A” flag. Note that outbound shocks, where magnetosheath-solar wind intervals are 
considered, are done separately by means of time reversing our data before conducting identical operations. For 
simplicity, the rest of this methodology will be written in terms of inbound shocks only.

As has been previously noted, REGID makes no distinction between the magnetosheath and non-pristine solar 
wind—thus the boundary between the calculated “solar wind” and “sheath” periods will be upstream of the shock 
itself. Further, no IDs are provided for the pileup region—our cleaning procedure places “B0” halfway between 
the closest “magnetosheath” and “ionosphere” identifiers as an initial anchor—thus we may be including the 
pileup region within our interval. As such, it is necessary to shrink our interval to something representative of the 
local solar wind and sheath at either side of the shock crossing. The flag refining procedure is an iterative process. 
The zeroth order magnetic field B0 and suprathermal ion density 𝐴𝐴 𝐴𝐴

𝑖𝑖𝑖𝑖𝑖𝑖

0
 profiles obey 𝐴𝐴 sign

(
𝑑𝑑𝑑𝑑0

𝑑𝑑𝑑𝑑

)
× sign

(
𝑑𝑑𝑑𝑑

𝑖𝑖𝑖𝑖𝑖𝑖

0

𝑑𝑑𝑑𝑑

)
= 1 

in the sheath and 𝐴𝐴 sign
(

𝑑𝑑𝑑𝑑0

𝑑𝑑𝑑𝑑

)
× sign

(
𝑑𝑑𝑑𝑑

𝑖𝑖𝑖𝑖𝑖𝑖

0

𝑑𝑑𝑑𝑑

)
= −1 in the pileup region, so we first shift our “B” flag upstream 

while the latter is true. We next refine our guessed shock location “A.” While the shock ramp should nominally 
correspond to the global maximum in 𝐴𝐴

𝑑𝑑𝑑𝑑0

𝑑𝑑𝑑𝑑
 within our interval, there exist certain scenarios in which our interval 

still extends far enough downstream to include induced magnetic fields where a larger maximum in 𝐴𝐴
𝑑𝑑𝑑𝑑0

𝑑𝑑𝑑𝑑
 may be 

present. As a work around, we update “A” by iterating downstream over large local maxima (greater than 25% 
of the global maximum of our interval) in 𝐴𝐴

𝑑𝑑𝑑𝑑0

𝑑𝑑𝑑𝑑
 until we reach a local maximum greater than the subsequent maxi-

mum. Using this information we can identify a zeroth order guess for the bottom of the foot, to which we assign a 
flag we denote “F.” Note that this flag is a conservative estimate of where the upstream is roughly quiescent, and 
will therefore tend to include turbulent foreshock regions as part of the “foot.” We go into more detail within our 
Supporting Information S1, in Text S4. Figure 1d shows the final placement of these flags. It should be noted that 
whether or not “Foot” is further upstream than the initial “A” flag varies with the shock in question.

2.2.  Fitting the Shock

To lowest order, a well-behaved shock can be expected to have a shock profile of a step function plus a number 
of higher order perturbations near the discontinuity. Depending on the upstream parameters, this discontinuity's 
ramp can be broader or steeper. As such, to lowest order, the profile can be modeled as a sigmoid function.

In particular, we attempt to model our shock profiles to hyper-tangent functions f(t) = m0 tanh(m1(t − m2)) + m3. 
Here, 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
= 𝑚𝑚3 + 𝑚𝑚0 and 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
= 𝑚𝑚3 − 𝑚𝑚0 are the best estimates of the downstream and upstream equilibrium 
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magnetic field strengths respectively, 1/m1 controls the steepness of the sigmoid ramp, and m2 is the best estimate 
for the time of the center of the ramp. IDL's curvefit function (Curvefit, 2013) utilizes a χ 2 gradient descent algo-
rithm based on initial input fit parameters. As such, it is possible for the curvefit function to generate a false result 
with ramp centered at the wrong location due to reducing the χ 2 to a local (false) minimum. Thus, it is imperative 
to ensure that our initial fit parameters are as close to correct as possible. This is done by pulling downstream our 
upstream boundary until it is at most 10 min upstream of our calculated foot—then attempting to more precisely 
set our “A” flag to the center of our ramp, and then pulling upstream our “B” flag until it is no farther than 40 min 
downstream of our “A” flag.

Once this is done we can calculate initial fit parameters m0, m1, m2, and m3. From our output fit—should it be 
verified as a valid result, we can calculate the time of the center of the ramp exactly. Once we've done this, we can 
attempt to refit our shock within a more local region of 2 min upstream of the foot to 7 min downstream of the 
center of the ramp. Unfortunately, our above “A” refinement algorithm is not always sufficient, and there is not a 
single optimal algorithm for correctly refining the “A” flag in all scenarios. As such we also try multiple combi-
nations of backup subroutines and choose at each shock the outputted fit with the lowest reduced χ 2. We leave the 
descriptions of the various fitting routines to our Supporting Information S1. With this new set of fitted shock 
profiles we have the center of our ramps (hereby the “shock location”), asymptotic “upstream” and “downstream” 
magnetic field magnitude values (hereafter notated 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 and 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
 ), and temporal ramp widths. Such values can 

be used for more detailed measurements. Figure 1a shows the automatically generated fit for 2015-01-29T17:10 
in yellow.

2.3.  Determining the Overshoot and Representative Upstream and Downstream Intervals

The behavior of the plasma near shocks is not entirely discontinuous: neither B, Vs, Ts, ns or any other parameter 
(with a few exceptions) actually follow step or sigmoid functions. Further characterization requires identification 
of the overshoot (for purposes of measuring Bmax), and where the overshoot and subsequent undershoot end for 
the purpose of identifying a metastable sheath interval. The structure of collisionless shocks depends on the 
upstream densities and pressures, as well as the full vectorial magnetic field. To consistently measure these 
values, it is necessary to identify downstream and upstream intervals over which average values can be calcu-
lated. In order to ensure a long enough sample size to average out high frequency perturbations—in particular to 
wash out those associated with ion cyclotron motion, but not too long to avoid including isolated high amplitude 
perturbations uncharacteristic of the overall environment, we choose measuring intervals of duration T = τci⌊60s/
τci⌋, the smallest integer multiple of the local upstream ion cyclotron period (calculated from a minute average 
immediately upstream of “F”) that is greater than a minute. We will use the shock profile in Figure 1 as an 
example case. The downstream portion of this—finding the end of the overshoot and identifying an interval—are 
conducted together, and performed twice in case the first time fails.

When locating the overshoot, undershoot, and metastable sheath region where an interval can be chosen with 
which to average over downstream data, our first attempt at doing so involves automating the methodology for 
manually locating these intervals as laid out in Burne et al.  (2021). We identify the start of the overshoot as 
where “B_meanMode”—the τci (as calculated from a 1 min interval just upstream of the foot) boxcar average 
of the element wise average (panel f) of the 𝐴𝐴 2𝜏𝜏

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑐𝑐𝑐𝑐
 , 𝐴𝐴 3𝜏𝜏

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑐𝑐𝑐𝑐
 , and 𝐴𝐴 4𝜏𝜏

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑐𝑐𝑐𝑐
 width boxcar averages (panel e) of 

the field—is greater than 𝐴𝐴 𝐴𝐴
𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
 for the first time following the shock, the end of the overshoot as when the array 

passes below again and then the undershoot ends when it returns back above. We then set our downstream meas-
uring interval immediately afterward. If any of these fail, we attempt a number of other similar algorithms based 
upon which flag failed to trigger. If all of the above fail, we resort to finding when B_meanMode reaches a peak 
and subsequent valley—setting the overshoot in between the shock and valley with Bmax equal to the maximum 
1 s resolution magnitude in the overshoot in either case, and setting our downstream interval to after our valley 
has ended. Figure 1a shows the automatically determined overshoot region, colored in red, and automatically 
determined downstream representative interval in cyan. We go into more detail within Text S6 in Supporting 
Information S1.

The identification of a representative upstream interval (of the same duration as the downstream counterpart) is 
a somewhat complex procedure. Figure 1 gives an illustrative example of this. For the purposes of ensuring our 
upstream measurements characterize local properties, we require that our measuring interval must be within the 
interval which has been fitted. To ensure our measurement will be of roughly pristine solar wind, we also demand 
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that the chosen interval must be upstream of the “Foot” flag. To zeroth order, and assuming no other structure 
in the plasma, B should asymptotically decrease with distance from the shock and approach a value of 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
 . 

Thus our first check is whether the time derivative of a zeroth order estimate of B (not shown) reaches a mini-
mum at the upstream boundary. As this has failed, we next utilize the 𝐴𝐴 ⟨𝐵𝐵⟩

2𝜏𝜏𝑐𝑐𝑐𝑐
 , 𝐴𝐴 ⟨𝐵𝐵⟩

3𝜏𝜏𝑐𝑐𝑐𝑐
 and 𝐴𝐴 ⟨𝐵𝐵⟩

4𝜏𝜏𝑐𝑐𝑐𝑐
 boxcar averages 

(panel e) to search for when the field is most quiescent. Upstream of the shock, pick-up protons gener ate a high 
amplitude wavefield with period 𝐴𝐴 𝐴𝐴

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑐𝑐𝑐𝑐
 on top of the already extant upstream magnetic field. This wavefield 

is a common feature of the near-Mars upstream environment (Mazelle et al., 2004). Where 𝐴𝐴 ⟨𝐵𝐵⟩
2𝜏𝜏𝑐𝑐𝑐𝑐

 , 𝐴𝐴 ⟨𝐵𝐵⟩
3𝜏𝜏𝑐𝑐𝑐𝑐

 and 
𝐴𝐴 ⟨𝐵𝐵⟩

4𝜏𝜏𝑐𝑐𝑐𝑐
 are in closest agreement for the longest interval should correspond to when the plasma is most quiescent. 

Conversely, they will begin to noticeably diverge in the presence of instabilities as well as immediately before 
the foot. We therefore calculate the standard deviation between 𝐴𝐴 ⟨𝐵𝐵⟩

2𝜏𝜏𝑐𝑐𝑐𝑐
 , 𝐴𝐴 ⟨𝐵𝐵⟩

3𝜏𝜏𝑐𝑐𝑐𝑐
 and 𝐴𝐴 ⟨𝐵𝐵⟩

4𝜏𝜏𝑐𝑐𝑐𝑐
 and normalize by their 

mean in order  to determine the amount of disagreement, then boxcar average over 𝐴𝐴 𝐴𝐴
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

𝑐𝑐𝑐𝑐
 to smooth over isolated 

one-off disagreements. To find where this reaches a minimum for the entire duration Δt = T—the length of 
our measuring interval—we boxcar average again over width T (panel h). Since 𝐴𝐴

(
B_meanMode − 𝐵𝐵

𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈

)
∕𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 

(panel g) is on average less than 25% within this interval (and therefore agrees sufficiently with our fit) and the 
downstream edge of the interval has an averaged standard deviation (panel h) below our chosen threshold (as an 
additional check that the interval does not include the foot) in this case, we set this as our upstream measuring 
interval. In Figure 1a,  the interval is highlighted in green. Further detail can be found in Text S7 in Supporting 
Information S1.

2.4.  Calculating Representative Quantities

Once representative upstream and downstream intervals have been identified, we can calculate the shock normal 
vectors and average upstream parameters. For compactness we will henceforth write the time average of a scalar 
quantity q measured in the upstream (downstream) interval of interest as 〈q〉U (〈q〉D), and the standard deviation 
in the interval as 𝐴𝐴 𝐴𝐴𝑞𝑞𝑈𝑈

 𝐴𝐴
(
𝜎𝜎𝑞𝑞𝐷𝐷

)
 . For a vectorial time-series quantity A, we denote the component wise time-average 

over the upstream (downstream) interval of interest as 〈A〉U (〈A〉D).

Schwartz (1998) provides methods of calculating a shock normal vector from single spacecraft measurements of 
the magnetic field B and bulk flow velocity V in an arbitrary coordinate system. We compute the three mixed-
mode methods 𝐴𝐴 𝐧̂𝐧𝑀𝑀𝑀𝑀𝑀 , 𝐴𝐴 𝐧̂𝐧𝑀𝑀𝑀𝑀𝑀 , and 𝐴𝐴 𝐧̂𝐧𝑀𝑀𝑀𝑀𝑀 —using the fine and coarse ion velocity v ion for 〈V〉U and 〈V〉D—and 
then take the normalized component-wise average of the three in order to obtain a more consistently accurate 
normal vector 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 . Once the average shock normal vector has been found we can calculate the shock normal 
angle θBN in terms of 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 and 〈B〉U. In the example case in Figure  1 the calculated shock normal angle is 

𝐴𝐴 𝐴𝐴
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑁𝑁𝑁𝑁
= 82.855904

◦ . This methodology does a very good job of locating the global scale shock normal—that is, 
a normal to the large-scale average shock surface calculated by Trotignon et al. (2006), since it relies on average 
quantities well upstream and downstream of the shock. Figure 2a shows the shock normal vectors projected onto 
the locations of their respective shock crossing locations in cylindrical MSO coordinates, along with the shock 
conic section and spacecraft trajectory, for 2015-01-29. Figure 2b aggregates all of our data set's shock crossing 
locations together in a cylindrical projection, coloring the points based on the dot product between the measured 
(average) normal vector and the normal vector calculated from the Trotignon et al. (2006) shock conic at the point 
on the surface closest to the measured shock crossing location.

Once this is done, we can calculate other derived upstream parameters such as the plasma beta (ion, electron, and 
total), total sound speed, Alfven speed, and fast magnetosonic Mach numberMfms. For consistency, all derived 
parameters are defined as functions of time-series averaged raw quantities 𝐴𝐴 ⟨𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 , 𝐴𝐴 ⟨𝑛𝑛𝑒𝑒⟩𝑈𝑈 , 𝐴𝐴 ⟨𝐯𝐯𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 , 〈B〉U ≡〈|B|〉U, 
〈B〉D ≡〈|B|〉D, 〈B〉U, 〈B〉U, 𝐴𝐴 ⟨𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝⟩𝑈𝑈 , and 𝐴𝐴 ⟨𝑇𝑇𝑒𝑒⟩𝑈𝑈 . Thus for instance the fast magnetosonic Mach number Mfms is 
calculated as:

𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓 =
𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ ⟨𝐯𝐯𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈

[
0.5

(
𝐶𝐶

2
𝑠𝑠 + 𝑉𝑉

2
𝐴𝐴
+

√(
𝐶𝐶

2
𝑠𝑠 + 𝑉𝑉

2
𝐴𝐴

)2
− 4𝐶𝐶2

𝑠𝑠 𝑉𝑉
2
𝐴𝐴
cos2𝜃𝜃𝑁𝑁𝑁𝑁

)]1∕2� (3)

where 𝐴𝐴 𝐴𝐴
2
𝐴𝐴
= ⟨𝐵𝐵⟩2

𝑈𝑈
∕
(
𝜇𝜇0𝑚𝑚𝑝𝑝⟨𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈

)
 and 𝐴𝐴 𝐴𝐴

2
𝑆𝑆
= (⟨𝑇𝑇𝑒𝑒⟩𝑈𝑈 + 5∕3 ⟨𝑇𝑇𝑝𝑝⟩𝑈𝑈 )∕𝑚𝑚𝑝𝑝 . From the corrected equations in chapter 6 

of (C. T. Russell et al., 2016), we can calculate the first critical Mach number Mcrit from our measured θNB and 
β = βi + βe. We make the necessary simplification of assuming that the MSO frame is the bow shock rest frame: 
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Figure 2.  (a) The calculated normal vectors (arrows) for detected shock crossings on 2015-01-29 projected onto their 
locations within the MAVEN spacecraft trajectory (black) for that day. The brown arc is the Trotignon et al. (2006) shock 
conic section. (b). Every approved data point projected into their crossing location in cylindrical MSO coordinates. Points 
are colored by dot product of 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 with the conic surface normal 𝐴𝐴 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 at the closest point on the conic to the shock crossing 
location.
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calculations of the frame velocity of the shock assume a fixed downstream density, but the ion density in the 
Martian magnetosheath is rarely sufficiently stable that 𝐴𝐴 ⟨𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖⟩𝐷𝐷 can be justifiably considered characteristic of the 
entire magnetosheath.

2.5.  Data Point Verification

The fits and interval identification routines do not always work correctly. More specifically, downstream of the 
overshoot the sheath does not always converge to a relatively stable magnitude for sufficient lengths of time 
within our window of consideration such that a characteristic region of measurement can be accurately identified. 
If the mean downstream field 〈B〉D in our chosen interval varies significantly from the asymptotic fit value 𝐴𝐴 𝐴𝐴

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
 , 

then we throw the data point out. In other cases, primarily at low 𝐴𝐴 𝐴𝐴𝑁𝑁𝑁𝑁1
 , there does not exist a well-defined shock 

or magnetosheath. Here too, we throw out data points. The shock is not entirely stationary: it can ripple back 
and forth across the spacecraft thus causing the latter to briefly cross between the solar wind and sheath multiple 
times before settling on the other side. If our overall fitted interval covers multiple shock crossings such that the 
upstream fit, upstream measuring interval, downstream fit, and downstream measuring interval do not all corre-
spond to the same crossing, then the normal vector is not being precisely measured and thus we have to throw the 
point out. Other causes for throwing out points are entirely the result of failure of the algorithm: The overshoot 
(and Bmax) can be improperly identified. Related to this are scenarios where the downstream measuring interval 
has failed to pass downstream of the overshoot or has passed too far and entered the beginning of a crustal field 
or a non-local sheath region. On the upstream side, we manually reject the data point if our algorithm fails to 
position our representative.

We also throw out points automatically based on sanity check based triggers: If SWE moment data cannot be 
computed within our upstream measuring interval, then the point is automatically thrown out. Similarly, we 
require 0 < β ≤ 20, 1 ≤ Mfms ≤ 10, 𝐴𝐴 𝐴7 < ⟨𝑛𝑛𝑒𝑒⟩𝑈𝑈∕⟨𝑛𝑛𝑖𝑖⟩𝑈𝑈 < 2 , 𝐴𝐴 1.5 ≤ 𝐵𝐵

𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
∕𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 , 〈B〉D/〈B〉U ≤ 7, 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 ≥ .5 , 

and 𝐴𝐴
(
⟨𝐕𝐕𝑖𝑖𝑖𝑖𝑖𝑖⟩𝐷𝐷 ⋅ 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴

)
∕
(
⟨𝐕𝐕𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 ⋅ 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴

)
> 0 . In order to ensure our fits and measuring intervals do not output 

values that deviate too far, we further demand 𝐴𝐴 |𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
− ⟨𝐵𝐵⟩𝑈𝑈 | ≤ 1.3 , 𝐴𝐴 2|𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
− ⟨𝐵𝐵⟩𝑈𝑈 |∕

(
𝐵𝐵

𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
+ ⟨𝐵𝐵⟩𝑈𝑈

)
≤ .25 , 

𝐴𝐴 |𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
− ⟨𝐵𝐵⟩𝑈𝑈 | ≤ max

(
3𝜎𝜎𝐵𝐵𝑈𝑈

, 1.3
)
 , and 𝐴𝐴 |𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
− ⟨𝐵𝐵⟩𝐷𝐷| ≤ 3𝜎𝜎𝐵𝐵𝐷𝐷

 .

The SWIA instrument is calibrated once a month within a magnetosheath crossing. SWIA measurements during 
these events are entirely non-physical. In order to throw away any such events, we reject all crossings where the 
measured density jump 𝐴𝐴 ⟨𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖⟩𝐷𝐷∕⟨𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 > 50 .

It should be noted that the attached Supporting Information S1 describes each of the above steps in our algorithm 
in more extensive detail, including supplying the relevant filenames to be found in Fruchtman (2023a).

3.  Results
After every unreliable data point has been thrown out, 3846 remain out of the 7056 total fitted crossings which 
reached the point of needing to be thrown out as described above. Using our aggregated data, we can look at vari-
ations in the bow shock structure at multiple system scales. In particular, we will look at the global scale spatial 
variation in the bow shock, the MHD scale magnetic jump, and the kinetic scale overshoot. For ease of reference, 
all parameter definitions and correlation coefficients discussed below are tabulated in the supplement.

3.1.  Global Scale Spatial Variation in the Bow Shock

Starting at the global scale, we may observe spatial variations in the bow shock by plotting the locations of our 
identified shock crossings as functions of altitude and solar zenith angle SZA, and coloring each point based on 
the associated value at the shock for various parameters of interest. We do so in Figure 3. We briefly define the 
shock extent (the shock's “latus rectum”) as

Δ =

√(
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴2 −𝑋𝑋

2
𝑀𝑀𝑀𝑀𝑀𝑀

)
+ (𝑋𝑋𝑀𝑀𝑀𝑀𝑀𝑀 −𝑋𝑋0)

2 + 𝜖𝜖(𝑋𝑋𝑀𝑀𝑀𝑀𝑀𝑀 −𝑋𝑋0)� (4)

where X0 = .6Rmars and ϵ = 1.026 are conic parameters calculated in Trotignon et al. (2006). A Δ contour line 
is drawn for the ΔTrotignon = 2.081RM surface. In panel (a), we show that the shock normal upstream ion velocity 

𝐴𝐴 𝐴𝐴𝑁𝑁 ≡ ⟨𝐕𝐕𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 ⋅ 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 strongly varies with SZA (r(VN, SZA) = 0.525) as should be expected: the solar wind flows 
approximately anti-sunward, therefore crossing the shock at more oblique angles toward the flank.
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In panels (b)–(d), we show successful replication of results from previous studies: Points in panel b are colored 
by degrees ΔLS from the LS = 270 deg southern summer solstice (hereby ΔLS(270). We see that the shock extent 
does in fact increase as Mars approaches the southern summer solstice (r(δLS(270), Δ) = −0.357). This is entirely 
expected: the southern summer solstice is shortly after perihelion (LS = 250°) and the total daytime EUV  enter-
ing the atmosphere reaches a maximum. Increasing the temperature of the atmosphere causes the volume of 
the atmosphere and the rate of mass loading (and thus the shock) to expand. Panel (c)'s plot of the solar wind 
magnetosonic Mach number

𝑀𝑀𝑚𝑚𝑚𝑚 = |⟨𝐕𝐕𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 |∕
√

𝐶𝐶
2
𝑆𝑆
+ 𝑉𝑉

2
𝐴𝐴

� (5)

Figure 3.  We plot our data as functions of altitude and SZA. Points are colored by (a) 𝐴𝐴 ⟨𝐕𝐕𝑖𝑖𝑖𝑖𝑖𝑖⟩𝑈𝑈 ⋅ 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 , (b) Degrees from the southern summer solstice (LS = 270°) when 
shock is maximally expanded. (c) The solar wind Magnetosonic Mach number, (d) θBN (e) Mfms, (f) MA, (g) critical ratio, (h) Magnetic Jump ratio, (i) log10(A). The black 
contour line shows the Trotignon et al. (2006) conic.
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shows an extremely strong anti-correlation with shock extent (r(Mms, Δ) = −0.471), as previously reported (Farris 
& Russell, 1994; Peredo et al., 1995). Consistent with the results of T.-L. Zhang et al. (1991), we see in panel (d) 
that 𝐴𝐴 𝐴𝐴𝑁𝑁𝑁𝑁1

 possesses a just barely visible variation with Δ (r(θNB, Δ) = 0.254): at lowest Δ, there is a thin layer that 
is much more quasi-parallel on average than the rest of the data set.

In panels (e)-(i) we show our new findings. We see in panel (e) that Mfms decreases with SZA (r(Mfms, 
SZA) = −0.477). This should not be surprising, as its numerator is simply VN. Unexpectedly, this does not hold 
true for MA = VN/VA, which has a much stronger correlation with shock extent r(MA, Δ) = −0.372 than it does SZA 
(r(MA, SZA) = −0.187) or altitude (r(MA, alt) = −0.333). Similarly, we see in panel (g) a stronger anticorrelation 
between Mfms/Mcrit and shock extent (r(Mfms/Mcrit, Δ) = −0.409) or altitude (r(Mfms/Mcrit, alt) = −0.476) than with 
the also visible SZA (r(Mfms/Mcrit, SZA) = −0.349) dependence.

In terms of the magnetic structure itself, we see first in panel (h) that the jump 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 = 𝐵𝐵
𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
∕𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 is clearly anti-

correlated with SZA 𝐴𝐴
(
𝑟𝑟
(
 𝐹𝐹 𝐹𝐹𝐹𝐹

, 𝑆𝑆𝑆𝑆𝑆𝑆
)
= −0.552

)
 . This should not be surprising: the jump is a consequence of 

conservation law requirements for deflecting the magnetized solar wind. Less deflection is necessary toward 
the flanks of the magnetosheath (high SZA) than near the subsolar point. Unexpectedly, we see in panel (i) that 
overshoot amplitude is clearly anticorrelated with shock extent (r(log10(A), Δ) = −0.437) but negligibly with SZA 
(r(A, SZA) = 0.088) or altitude (r(log10(A), alt) = −0.193).

3.2.  Deviation of the Magnetic Jump From Rankine-Hugoniot Predictions

Before discussing the seasonal independence of the magnetic jump, we start by considering the level of agree-
ment of 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 with the Rankine-Hugoniot predictions for the jump 𝐴𝐴  𝑅𝑅𝑅𝑅 = (𝐵𝐵𝐷𝐷∕𝐵𝐵𝑈𝑈 )

𝑅𝑅𝑅𝑅 = 𝐹𝐹 (𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓, 𝜃𝜃𝐵𝐵𝐵𝐵 , 𝛽𝛽) as 
calculated using the (corrected) equations in C. T. Russell et  al.  (2016). Far from the kinetic scale behavior 
across the discontinuity, the solar wind plasma should reduce to MHD behavior and thus to the lowest order of 
ideal MHD should obey the RH equations. We do see from Figure 4 that 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 ’s median dependence on upstream 
conditions obeys the predictions to approximately first order, though it diverges as θNB decreases through the 
quasi-parallel regime and β approaches 10. In particular, 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 ’s dependence on Mfms is on average in agreement 
with 𝐴𝐴  𝑅𝑅𝑅𝑅 to at least first order throughout its range. The median lines for the MA dependence too are in very good 
agreement, for MA < 10. The disagreements with Rankine Hugoniot predictions may be of some concern, so we 
will discuss the various apparent inconsistencies in turn.

It is evident that our data's θBN dependence disagrees with the Rankine-Hugoniot predictions in the quasi-parallel 
(Q‖, θBN  <  45°) regime. We hypothesized that this could be explained by survivorship bias: Q‖ shocks tend 
to be much less well structured than quasi-perpendicular (Q⊥, θBN > 45°) shocks, and thus are less likely to 
be successfully fitted. Of those that are, poorly structured shocks are typically rejected during the (automatic 
and manual) quality assurance phase due to issues with properly identifying the shock location, overshoot, Bmax 
and/or local approximate sheath. As such, it would stand to reason that the only surviving shocks calculated 
to be quasi-parallel are those more similar in structure to quasi-perpendicular shocks, and thus have greater 
jumps. Counting quality  assurance rejected shocks however, we find 1–2835/5026 = 2191/5026 = 43.6% of 
quasi-perpendicular shocks were rejected compared to 1–1010/2039  =  1029/2039  =  50.5% of quasi-parallel 
shocks, suggesting that this may not account for the discrepancy.

Another possible set of explanations for the quasi-parallel divergence can be considered by noting that 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
itself breaks down at low θBN. For most cases our calculated shock normal is very close in direction to the closest 
positioned global shock conic surface normals: 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 > .94 for most shocks. However not only is this not 
uniformly true, but- as can be seen in Figure 2b—there is a clear dependence of the shock normal dot product on 
standoff distance 𝐴𝐴 (𝑟𝑟(𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ,Δ) = 0.247) , with a clear drop in 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 at the inner edge. This is the same 
spatial trend as θBN, and in fact there is a small but significant (0.000000) Spearman rank correlation between 
these terms: 𝐴𝐴 𝐴𝐴(𝜃𝜃𝑁𝑁𝑁𝑁, 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) = 0.431 . The quasi-parallel breakdown may potentially be explained by what-
ever has caused this correlation.

The first possible explanation for the 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 ⋅ 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 correlation is that many of the shocks determined to have low 
θBN have been incorrectly calculated and are in fact quasi-perpendicular. This discrepency has more wide reaching 
implications as it invalidates our calculations for quasi-parallel Mcrit and Mfms (to second order) or in worst case 
scenario anything derived from 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 , including Mfms (to lowest order) and MA. An argument for this can be made 
by considering an alternative set of derived quantities 𝐴𝐴 𝐴𝐴𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 , 𝐴𝐴 𝐴𝐴
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑓𝑓𝑓𝑓𝑓𝑓
 , 𝐴𝐴 𝐴𝐴

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝐴𝐴
 , and 𝐴𝐴 𝐴𝐴

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 defined such that 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 
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is replaced with 𝐴𝐴 𝐧̂𝐧𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 . The correlation coefficients of 𝐴𝐴 𝐴𝐴
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑓𝑓𝑓𝑓𝑓𝑓
 and 𝐴𝐴 𝐴𝐴

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝐴𝐴
 with 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 increase significantly (see 

supplement for table of values) compared to the empirically calculated values, as do the correlation coefficients 
of 𝐴𝐴 𝐴𝐴

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝐴𝐴
 and 𝐴𝐴 𝐴𝐴

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑓𝑓𝑓𝑓𝑓𝑓
∕𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
 with A. This is even true when considering only the subset where 𝐴𝐴 𝐴𝐴𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

> 45
◦ . 

This could be interpreted as suggesting that the conic is in some ways more accurate than our calculated normal 
vector: this alternative method allows us to more accurately predict the jump from these parameters. On the other 
hand, the correlation between shock normal angle and 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 drops when calculated in this way. Furthermore, the 
Rankine-Hugoniot predicted jump is significantly less correlated with 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 when using the conic normal. Thus, 
our disagreement with the conic normal at low θBN cannot entirely solve the problem of RH diverging at low 
shock normal angle.

Figure 4. 𝐴𝐴  = 𝐵𝐵𝐷𝐷∕𝐵𝐵𝑈𝑈 versus Mfms (top), β (row 2), θBN (row 3) and MA (bottom). On the left we superimpose the predicted 
Magnetic jump calculated via Rankine-Hugoniot Jump Conditions 𝐴𝐴  𝑅𝑅𝑅𝑅

= 𝑓𝑓
(
𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓, 𝜃𝜃𝐵𝐵𝐵𝐵 , 𝛽𝛽

)
 (orange, red median line) along 

with the ratio of asymptotic downstream and upstream magnitudes calculated from the fit 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 = 𝐵𝐵
𝐹𝐹𝐹𝐹𝐹𝐹

𝐷𝐷
∕𝐵𝐵𝐹𝐹𝐹𝐹𝐹𝐹

𝑈𝑈
 (blue, black 

median line). On the right, we split each by southern season: spring (green), summer (red), autumn (gold), winter (blue), and 
total median (gray). Median lines use bin sizes 𝐴𝐴 𝐴𝐴𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓

= 1 , bβ = 0.25, 𝐴𝐴 𝐴𝐴log10𝛽𝛽 = .2 , 𝐴𝐴 𝐴𝐴𝜃𝜃𝑁𝑁𝑁𝑁
= 5

◦ , 𝐴𝐴 𝐴𝐴𝑀𝑀𝐴𝐴
= 1 , with error bars showing 

the 0.25 and 0.75 quartile values in each.
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A more plausible explanation is one that arises from physical processes: Low θBN shocks are very often non-planar 
and non-stationary (C. T. Russell et al., 2016). That is, they ripple and reform. As the Rankine-Hugoniot equa-
tions assume both planarity and stationarity, their resulting jump conditions no longer hold. Furthermore, 
as the non-planar shock ripples, the local surface normals 𝐴𝐴 𝐧̂𝐧𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑥𝑥) fluctuate variably in quasi-perpendicular 
or even more quasi-parallel directions (Hao et  al.,  2016). As a result, the shock begins to take on a mix of 
quasi-perpendicular and quasi-parallel features. This includes the upstream and downstream fields in the vicin-
ity. Our calculation of 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 involves time-averaging over ranges relatively far upstream and downstream of the 
shock crossing, to calculate 𝐴𝐴 𝐧̂𝐧 in three different methods before averaging together the components. Thus we have 
ultimately averaged over some upstream and downstream segments of the instability. Resulting θBN which are 
measured to be quasi-parallel may therefore correspond to shocks with features which conspire to result in overall 
quasi-perpendicular-like structures, and in general are non-planar and thus non RH-compliant. Similarly, shocks 
which are genuinely quasi-parallel at the MHD scale may have segments of their non-planar instabilities averaged 
over in such a way that they conspire to produce a calculated 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 which is much more quasi-perpendicular than 
is indicated by the overall magnetic structure.

These latter two explanations both unfortunately suggest significant breakdowns within our “Quasi-parallel” 
data for those parameters dependent on 𝐴𝐴 𝐧̂𝐧𝐴𝐴𝐴𝐴 𝐴𝐴 (Mfms, Mcrit, MA, θBN, and 𝐴𝐴  𝑅𝑅𝑅𝑅 ) and potentially also within our 
quasi-perpendicular data set. While we will continue to report our results as measured, it will be important to 
keep these caveats in mind.

Looking at more than just our median lines, another inconsistency becomes apparent at high 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 . In our calcula-
tion of 𝐴𝐴  𝑅𝑅𝑅𝑅 and other Rankine-Hugoniot predicted parameters, we make the simplifying assumption of a single 
fluid with specific heat in d = 3 spatial dimensions γ = (d + 2)/d = 5/3. The jump conditions predict that in this 
case that when θBN → 90°, 𝐴𝐴 lim𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓→∞

𝑅𝑅𝑅𝑅 = lim𝑀𝑀𝐴𝐴→∞
𝑅𝑅𝑅𝑅 = 4 . Our individual median lines for Mfms, θBN, and β 

do asymptote to 4. The median line for MA fails to asymptotically increase to 4, but just barely. Points in a median 
line merely represent the value of the 50% quantile in a given bin, however. Our individual shocks, let alone the 
MA median line, quite clearly do not possess this asymptotic maximum of 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 ≤ 4 .

The failure of the asymptotic limit to the single fluid γ = 5/3 prediction for our overall and MA median data, despite the 
agreement for the median lines of our input parameters (Mfms, β, and θBN), hints at a more significant systematic disa-
greement with RH. We calculated 𝐴𝐴 𝐴𝐴 = 𝛽𝛽𝑖𝑖 + 𝛽𝛽𝑒𝑒 =

𝑛𝑛𝑖𝑖𝑇𝑇𝑝𝑝

𝐵𝐵2∕2𝜇𝜇0
+

𝑛𝑛𝑒𝑒𝑇𝑇𝑒𝑒

𝐵𝐵2∕2𝜇𝜇0
 and 𝐴𝐴 𝐴𝐴

2
𝑆𝑆
= (𝛾𝛾𝑖𝑖𝑇𝑇𝑝𝑝 + 𝛾𝛾𝑒𝑒𝑇𝑇𝑒𝑒)∕𝑚𝑚𝑝𝑝 = (5∕3𝑇𝑇𝑝𝑝 + 𝑇𝑇𝑒𝑒)∕𝑚𝑚𝑝𝑝 . 

The Rankine-Hugoniot Equations and resulting derivations however assume a single fluid that does not distin-
guish between ions and electrons. Thus, there are only a single temperature T, number density n, and specific heat 
γ such that 𝐴𝐴 𝐴𝐴 =

𝑛𝑛𝑛𝑛

𝐵𝐵2∕2𝜇𝜇0
 and 𝐴𝐴 𝐴𝐴

2
𝑆𝑆
= 𝛾𝛾𝛾𝛾 ∕𝑚𝑚𝑝𝑝 = 𝛾𝛾𝛾𝛾𝛾𝛾

2
𝐴𝐴
∕2 . Such a system can be modeled as a limiting case of two-fluid 

MHD where γe → γi. Empirically, we utilize separate species temperatures Tproton and Te and species specific 
polytropic indices γi = 5/3 and γe = 1. Thus, quantities such as 𝐴𝐴  𝑅𝑅𝑅𝑅 derived from the RH equations may not be 
correctly calculated.

In particular, 𝐴𝐴 lim𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓→∞

(
lim𝜃𝜃𝑁𝑁𝑁𝑁→∞

𝑅𝑅𝑅𝑅
)
= 4 is only true for a single fluid system where γ = 5/3 or a multiple 

fluid system where ions and electrons have equal densities n = ni = ne, temperatures T = Tp + Te and identical 
specific polytropic indices γ = 5/3. In either of these cases, 𝐴𝐴 𝐴𝐴

2
𝑆𝑆
= 𝛾𝛾𝛾𝛾 ∕𝑚𝑚𝑝𝑝 = 𝛾𝛾𝛾𝛾𝛾𝛾

2
𝐴𝐴
∕2 holds. For a 2-fluid system 

where γi ≠ γe, this simplified relationship between 𝐴𝐴 𝐴𝐴
2

𝑆𝑆
 , 𝐴𝐴 𝐴𝐴

2

𝐴𝐴
 and β used in the derivation of the RH predictions is no 

longer valid, and thus the predictions, including the asymptotic limit, may no longer be entirely accurate.

3.3.  Seasonal Variation of the Magnetic Shock Jump

Having covered the discrepancies from the RH predictions, we can now return to discuss how the asymptotic 
fit magnetic jump 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 varies with season. Figure 4's right hand side splits the LS dependence of the jump into 
seasonal bins of our upstream parameters. Through each are drawn separate seasonal median lines through bins 
of width ΔMfms = 1, Δ(log10β) = 0.2, ΔθBN = 5°, and ΔMA = 1. Close inspection reveals a very slight seasonal 
variation throughout: In any given bin other than the large MA outlying points, the largest median jump is in 
either winter or autumn. Just as consistently, the lowest median jump is in either summer or spring. The overall 
symmetry in median jumps within each of the Autumn/Winter or Spring/Summer pairs suggests that correlation 
exists with distance from the summer solstice.

Quantitatively, we find that the correlation of 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 with angular distance from LS = 270° is r = 0.13. This suggests 
that there is minimal direct correlation between 𝐴𝐴  𝑓𝑓𝑓𝑓𝑓𝑓 and ΔLS from the southern summer solstice. For sake of 

 21699402, 2023, 8, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JA

031759 by C
ochrane France, W

iley O
nline L

ibrary on [11/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Journal of Geophysical Research: Space Physics

FRUCHTMAN ET AL.

10.1029/2023JA031759

15 of 21

image clarity, we do not draw quartile bars for the individual seasons except where the seasonal deviation diverge 
enough for error bars to be necessary. Where not drawn, the widths of the envelopes allow the reader to imagine 
them easily. Given that all error bars for each season contain the median lines of each other season, it is therefore 
likely that this seasonal variation is little more than a statistical artifact. We further note that the same statistically 
negligible results are obtained when Lyman alpha EUV flux quartiles are used instead of seasons. We conducted 
further statistical analysis using Mann-Whitney and Kolmogorov-Smirnov tests and found that each season's 
distribution of 𝐴𝐴  𝐹𝐹 𝐹𝐹𝐹𝐹 was statistically distinct. However, tests on variation of any given season's distribution from 
year to year shows significant difference from 1 year to another and in orderings which are not consistent between 
seasons. This variance can therefore not be attributed to season.

3.4.  Earth Versus Mars Overshoot

Mellott and Livesey  (1987) previously found that for quasi-perpendicular shock overshoots at Earth, A 
is significantly correlated with critical ratio, electron β 𝐴𝐴

(
𝑟𝑟
𝑄𝑄⟂

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
(𝐴𝐴𝐴 𝐴𝐴𝑒𝑒) = .79

)
 , and Alfven mach number 

𝐴𝐴

(
𝑟𝑟
𝑄𝑄⟂

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
(𝐴𝐴𝐴𝐴𝐴𝐴𝐴) = .91

)
 . For purposes of comparing Earth's overshoot amplitude A with Mars', we overlaid their 

(4 Hz resolution Bmax) plots over our (1 Hz resolution Bmax) counterpart results in the left hand side of Figure 5. 
Their plots match our own almost exactly. Furthermore, they explain the pairs of high Mfms/Mcrit and high A outli-
ers in Mellott's A versus Mfms/Mcrit plot. When compared with Mars data, they appear entirely in-line with a now 
readily apparent dependence of A on f(log(βe)). This demonstrates that the overshoot dependence on solar wind 
parameters is very comparable between Earth and Mars.

As their data consisted entirely of shocks measured to be quasi-perpendicular, we have colored those of our 
shocks measured to be quasi-parallel separately to differentiate between them. We see no distinction between our 
quasi-parallel and quasi-perpendicular overshoots, however. Like Mellott and Livesey (1987), we found that the 
jump is uncorrelated with θBN for quasi-perpendicular shocks, and this lack of correlation reoccurs for our data 
in the quasi-parallel range. This indicates either that overshoots in more highly structured quasi-parallel shocks 
behave as if they were quasi-perpendicular, and in general the θBN independence in the quasi-perpendicular 
regime can be extended to the entire range, or that our θBN are poorly measured in the quasi-parallel regime.

3.5.  Seasonal and Mach Number Variation in the Overshoot

It would be logical to presume that A should spatially vary in the same sense as (or at least the superpositions of) 
their most strongly correlated parameters. However, we saw in Section 3.1 that while A and the Mellott param-
eters are all clearly anticorrelated with shock extent (note r(log(βe), Δ) = −0.376), the latter are more strongly 
anticorrelated with altitude and/or SZA than A is (note r(log(βe), SZA) = 0.119, r(log(βe), alt) = −0.0745), and 
less anticorrelated with Δ than A. A naive hypothesis for the source of this unexpected anticorrelation between A 
and Δ is that there may be a transitive anticorrelation with the seasonal shock expansion.

Figure 5 (right) and 6a show that the hypothesis that A will increase with distance from the sun is not supported. 
While it is true that a minimum exists at approximately the LS = 250° perihelion, broader trends do not appear to 
agree. In particular, when considering our individual upstream parameter dependence A plots, we see the oppo-
site trend entirely. In any given bin, summer or spring has the largest median A, while autumn or winter has the 
lowest. We easily see that the differences between season in each bin are small. Even at large critical ratio (where 
it is worthwhile to draw quantile bars), we see that our median lines are close enough to differ only by statistical 
artifacts.

We see from Figure 5 that A is significantly correlated with Mms (r = 0.634). A is in fact much more highly 
correlated with Mms than Mfms/Mcrit (r = 0.437), MA (r = 0.521), or βe (r = 0.465). That the overshoot amplitude 
correlates more with Mms than Mfms or critical ratio (or any other expected parameter) is peculiar. Mms is a global 
parameter, the fast Mach number of bulk flow in the direction of the bulk flow. Mfms is a local parameter differing 
from Mms in that it decreases as the inbound plasma arrives at the shock at a oblique angle θNV, and increases as 
the angle between the upstream magnetic field and the shock normal decreases.

Returning to the plot of A versus Mms, we note that due to the narrowness of the envelope, we can try to normalize 
the overshoot amplitude to a function of Mms in order to verify if it continues to exhibit any significant variation 
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due specifically to LS. We accomplish this by boxcar averaging our A data over an interval of ΔMms = 0.5, which 
we fit to the function 𝐴𝐴 𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑚𝑚0𝑒𝑒

𝑚𝑚1(𝑀𝑀𝑚𝑚𝑚𝑚−𝑚𝑚2) + 𝑚𝑚3 using a χ 2 gradient descent algorithm, and then dividing A by 
the result 𝐴𝐴 𝐴𝐴𝑓𝑓𝑓𝑓𝑓𝑓 = 0.13(𝑀𝑀𝑚𝑚𝑚𝑚 − 0.50)1.30 − 0.28 . The Mms normalized overshoot amplitude is shown in Figure 6b, 
for a subset that excludes large A/Afit > 10 outliers arising from very small Afit. We see that any dependence on 
LS has been flattened, such that one can draw a straight line through our error bars. It therefore follows that any 
variation with LS is entirely insignificant. The apparent LS dependence is therefore likely due to some covariance 
between Mms and LS and may actually represent a hidden Mach number dependence. Interestingly, we find -as 
shown in panel (c)—that A decreases with Lyman EUV flux, but this relationship entirely vanishes once A has 
been normalized (panel (d)).

Figure 5.  A versus Mfms/Mcrit (top), βe (row 2), MA (row 3) and Mms (bottom). On the left, we superimpose the 4 Hz resolution 
data from Mellott and Livesey (1987) (black) over our own Q⊥ (blue) and Q‖ (red) 1 Hz overshoot amplitude measurements. 
On the right we separately plot by southern season: spring (green), summer (red), autumn (gold), and winter (blue). All lines 
shown are median lines (for binsizes 𝐴𝐴 𝐴𝐴𝑀𝑀𝑓𝑓𝑓𝑓𝑓𝑓∕𝑀𝑀𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

= 1 , 𝐴𝐴 𝐴𝐴𝛽𝛽𝑒𝑒 = .25 , 𝐴𝐴 𝐴𝐴log10𝛽𝛽𝑒𝑒 = .25 , 𝐴𝐴 𝐴𝐴𝑀𝑀𝐴𝐴
= 1 , 𝐴𝐴 𝐴𝐴𝑀𝑀𝑚𝑚𝑚𝑚

= 1 ), with error bars showing 
the 0.25 and 0.75 quartile values in each. The electronic scanned figures in Mellott are distorted, and thus we attempted to 
un-distort and properly size to line up with our own axes as accurately as possible.
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3.6.  Solar Cycle Variation

The orbit of Mars around the Sun—and the seasons thus produced—is not the only periodic phenomenon in the 
Mars-Sun system. In the above discussion, we neglected to consider the possibility of temporal variation across 
the 11-year-period solar cycle (Hathaway, 2015). Solar Cycle 24 reached solar maximum in April 2014 and ended 
at solar minimum in December 2019. The temporal range of our study is just within this interval. Plotting various 
parameters as functions of time should allow us to investigate possible solar cycle dependencies: a parameter 
that depends on the solar cycle should have an envelope that monotonically increases or decreases with time, and 
approach a slope of zero toward either edge. In fact, we found the unexpected result that A appears to hold such a 
solar cycle dependence. We show a plot of such in Figure 7(top).

We can see that A versus time appears to take the form of the second half of a cosine-like function, with period 
of approximately 11 years. Solar cycle temporal variation is primarily measured in terms of sunspot number by 
empirically derived periodic functions which are not (Hathaway,  2015), but can be loosely approximated as, 
cosine functions. This is almost exactly what one would expect from a solar cycle dependent parameter. Drawing 
median lines with 180 days bins makes this clearer. A number of empirical functions have been derived to model 
the asymmetrical variation across a solar period. For sake of simplicity—and opposing maximum and mini-
mum, a (half period) cosine function can be sufficient to lowest order. To confirm our hypothesis of solar cycle 

Figure 6.  (a) A as a function of LS (b) A normalized to an empirical function of Mms within reduced range [0,4]. (c)A 
versus Lyman α Irradiance (d) normalized A versus Lyman α Irradiance. Error bars here are 25th and 75th quartile marks. 
Horizontal purple bands show the range of values which are within all error bars.
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Figure 7.  Overshoot time-series data. Top: A versus time with median lines and quartile bars over 180 days bins, and colored by season. Note the increase in slope 
toward the middle before leveling off toward 2019. Highly resembles half of a 10–11 year periodic function. middle: A versus time with best fit to a cosine function. 
Previous maximum and minimum within a few months of Solar Cycle 24's minimum and maximum respectively. bottom: Time-series data for A normalized by a 
function of Mms previously shown in Figure 6. Here, the overall temporal trend vanishes entirely.
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dependence, we fit our A data to the function 𝐴𝐴 𝐴𝐴 = −𝑎𝑎0 cos
(

2𝜋𝜋

𝑎𝑎1
(𝑡𝑡 − 𝑎𝑎2)

)
+ 𝑎𝑎3 using a χ 2 gradient descent algorithm. 

The resulting function is overlaid on top of our data in the middle panel of Figure 7. As can be seen, our hypoth-
esis of sinusiodal (or at least periodic) solar-cycle dependence seems validated.

The large envelope of A at any given time in comparison to the solar cycle variation suggests that this variation is 
controlled by another parameter entirely. Given the strong correlation of A with the global solar wind parameter 
Mms, this would be a reasonable first choice to verify. In the bottom panel of Figure 7, we plot the time series data 
of A normalized by the previously discussed function of Mms, with median line and quartile error bars. As can be 
clearly seen, the 11 years sinusoidal variation mostly vanishes. Thus, the empirical solar cycle variation of the 
overshoot too is due to a hidden Mms dependence.

4.  Conclusions
It has been well understood that the Martian bow shock expands and contracts with season, reaching its largest distance 
during the southern summer. One might expect that other features of the bow shock may also vary with season. In 
order to investigate this we collected data for thousands of MAVEN shock crossings in order to conduct statistical anal-
ysis. The structure of a supercritical shock includes two magnetic substructures of interest which arise from different 
physical scales and processes: The primary substructure is the magnetic jump 𝐴𝐴  = 𝐵𝐵𝐷𝐷∕𝐵𝐵𝑈𝑈 itself which arises from 
macroscopic fluid scale physics. The second substructure is the ion gyroradius thick overshoot on the downstream side 
of the shock discontinuity, which arises from kinetic scale reflective processes. Both of these structures were measured.

We found that 𝐴𝐴   generally agrees with the Rankine-Hugoniot jump conditions in quasi-perpendicular shocks to 
lowest order for a γ = 5/3 plasma, but breaks down in the quasi-parallel regime. We also found a large number of 
high Mach number shocks where the magnetic jump exceeds the theoretical asymptotic limit 𝐴𝐴  𝑅𝑅𝑅𝑅

𝛾𝛾=5∕3
≤ 4 . This is a 

potential sign that the single fluid approximation from which the Rankine-Hugoniot jump conditions are derived 
is insufficient to model the shock at Mars and that a 2-fluid equivalent may be necessary.

In terms of the overshoot substructure, we found that the dependence of the overshoot amplitude at Mars on 
upstream parameters Mfms/Mcrit, MA and βe, when Bmax is measured at 1 s resolution, is in very good agreement with 
corresponding trends at Earth found in prior literature in which Bmax is measured at 1/4 s resolution. These results 
are in sufficiently high agreement that the outlying points in Mellott and Livesey (1987), for which many less 
shocks were measured, are firmly within the envelope of our own results. The most highly correlating upstream 
parameters, as determined by Mellott and Livesey (1987), were not the most highly correlating parameters in our 
own data set. We found that the overshoot amplitude is most significantly correlated with the solar wind flow Mach 
number Mms, which is the primary controller of the shock extent. We hypothesized that the increased number of 
slower upstream pickup ions during summer dust storm season may have some effect on the  size of the overshoot, 
which would be reflected in a variation of the overshoot amplitude with season. We found that no such significant 
trend with season exists. We did however find a very small and on average almost monotonic temporal variation 
arising from Mms which may be due to the solar cycle. Together, these results suggest that the Martian overshoot 
is much more significantly controlled by properties of the solar wind than any variable feature of the planet itself.

The coverage of our study was of insufficient duration to include solar maximum or minimum. A larger study may 
identify additional solar cycle trends. We also neglected to properly measure the size of the foot except insofar as 
attempting to locate times sufficiently upstream of the shock to also be upstream of the foot. Shock feet are generated 
by the same process that generates the overshoot. A counterpart study focused on the foot may be capable of better 
identifying variations induced by increased numbers of pickup ions undergoing shock drift acceleration. Given the 
similarity between our Mars overshoot results and prior Earth literature, it may be informative to determine whether 
a single empirical trend exists at all bow shocks regardless of how the bow shock originated, or whether this paper's 
result is simply a coincidence. This may be achieved in a follow up study focused on other planets, such as Venus.

Data Availability Statement
The aggregated data used for our results in the study, as well as the codebase developed for this study, are avail-
able at Zenodo via https://doi.org/10.5281/zenodo.8161685 with the MIT License (Fruchtman, 2023a). Due to 
the file size of the code base, https://doi.org/10.5281/zenodo.8161688 contains just the aggregated data, with the 
Creative Commons Attribution 4.0 International license (Fruchtman, 2023b).
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Erratum
The originally published version of this article contained an incorrect version of Figure 3. The figure has since 
been replaced, and this may be considered the authoritative version of record.
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