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Coverbal Speech Gestures Do Not Impact Preschoolers' Ability 

to Use Prosodic Information to Constrain Parsing 
 

Leticia Schiavon Kolberg, Elodie Charpentier, and Alex de Carvalho1 
 

 
1. Introduction 
 

Prosodic information (e.g., syllable lengthening and intonation variations 
naturally produced in speech) has been shown to be an important source of 
information that children can use to parse the syntactic structure of sentences they 
hear, because prosodic boundaries in speech often coincide with syntactic 
boundaries (Nespor & Vogel, 1986; Morgan & Demuth, 1996). Recent studies 
show that young children can indeed rely on their perception of prosodic 
boundaries in speech to constrain parsing (e.g., de Carvalho, Dautriche & 
Christophe, 2016; de Carvalho, Kolberg, Trueswell & Christophe, 2022; Kolberg 
et al., 2021; Massicotte-Laforge & Shi, 2015; Snedeker & Yuan, 2008). For 
instance, de Carvalho, Dautriche & Christophe (2016) have shown that French 
preschoolers can rely on their perception of prosodic boundaries to constrain their 
interpretation of a noun-verb homophone such as souri, which can mean either the 
verb “to smile”, in a sentence such as [Tu vois?][le bébé sourit!] ([Do you 
see?][The baby smiles!]) or the noun “mouse”, in a sentence such as [Tu vois le 
bébé souris?] ([Do you see the baby mouse?]; the brackets indicate the different 
prosodic phrasings of the sentences). Participants listened to one of these two 
types of sentence while seeing two images side-by-side: one representing the noun 
interpretation of the homophone (e.g., a mouse) and another representing the verb 
interpretation (e.g., a baby smiling). Children who listened to the homophones 
inside sentences with noun prosody looked significantly longer towards the image 
representing the noun than the ones who listened to the sentences with verb 
prosody, suggesting that they were able to use prosodic boundary information to 
constrain their interpretation of the sentences. 

Studies such as the one above suggest that young children understand the 
correlation between prosodic and syntactic phrases in speech, and can use 
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prosodic boundary information as a cue to syntactic structure during sentence 
processing. Other studies extended these findings to other languages (e.g., English 
and Brazilian Portuguese: de Carvalho & Kolberg et al., 2022; English: Snedeker 
& Yuan, 2008) and to more complex and less frequent structures (e.g., stripping 
(TP ellipsis) sentences: de Carvalho & Kolberg et al., 2022; Kolberg et al., 2021), 
suggesting that this ability is not restricted to French and/or to specific types of 
structures/ambiguities. Prosodic information is therefore assumed to be an 
important cue for syntactic acquisition and parsing in young children and perhaps 
universally. 

However, acoustic information per se may not be the only cue to 
prosodic/syntactic structure that children and adults use when parsing sentences. 
Recent studies suggest that coverbal facial speech gestures, such as head nods and 
eyebrow movements naturally produced by speakers when uttering sentences, 
tend to align with prosodic boundaries in speech (e.g., de la Cruz-Pavía et al., 
2020a; Esteve-Gibert & Prieto, 2013). For instance, in a sentence production task 
conducted in both English and Japanese (de la Cruz-Pavía et al., 2020a), naive 
adults were shown to coordinate eyebrow movements with their prosodic phrasing 
of elicited sentences. Participants were instructed to silently read sentences such 
as “In English, [behind mountains] is a phrase”, where the phrase between 
brackets (the target phrase) varied across test trials, and then repeat them while 
looking at a camera, as if they were uttering the sentence to another person (i.e., 
either a child or an adult). Participants were shown to raise their eyebrows at the 
onset of the target phrase (e.g., at the beginning of “behind”), and lower them 
upon completing the last word of the phrase (e.g., “mountains”). These results 
show that adults used eyebrow movements to signal the boundaries between the 
most important prosodic unit in the sentence, namely, the target phrase that varied 
across test sentences. 

If adults' facial coverbal speech gestures tend to align with prosodic phrasing 
in natural speech, children could potentially use this information as an additional 
cue for identifying prosodic and, consequently, syntactic boundaries. This 
possibility is supported by previous research demonstrating that oral speech 
perception is indeed multimodal, incorporating not only auditory cues but 
sometimes also additional visual information (e.g., Burnham & Dodd, 2004; 
McGurk & MacDonald, 1976; Rosenblum, Schmuckler, & Johnson, 1997). For 
instance, McGurk & MacDonald (1976) have shown that visual information can 
influence auditory perception of phonemes: when listening to a syllable such as 
/ba/, while seeing a speaker uttering a different syllable, such as /ga/, adults report 
perceiving /da/, a third syllable resulting from the fusion of the auditory and visual 
information. This phenomenon, known in the literature as the McGurk effect, has 
been demonstrated even in 5-month-old infants (Rosenblum, Schmuckler, & 
Johnson, 1997), showing that infants can integrate visual and auditory information 
in speech perception from an early age. 

It remains to be shown however whether young children can benefit from 
facial coverbal speech gestures aligning with prosodic phrasing in natural speech 
to constrain their parsing. To investigate the potential use of these gestures as cues 



to prosodic boundaries in speech, de la Cruz-Pavía et al. (2020b) conducted a task 
in which adult participants were asked to segment phrases in an artificial language. 
The results revealed that participants performed better in parsing unknown 
languages into phrase-like units when prosodic cues were accompanied by co-
speech (facial) gestures aligning with prosodic phrasing, compared to when they 
listened to the same strings of syllables containing only prosodic cues without the 
gestures. This suggests that adult listeners can benefit from additional visual 
information to prosodic boundaries in speech, and can use it as a cue for finding 
phrase boundaries.  

Despite evidence of infants and adults integrating auditory and visual 
information during language processing, and adults using coverbal speech 
gestures to guide parsing of an artificial language, it remains unclear whether 
coverbal speech gestures could impact listeners' ability to use prosody to constrain 
syntactic analysis of natural languages. To investigate this question, we tested 
whether children and adults' ability to use prosody to constrain parsing of 
sentences can be affected by the presence of both auditory and visual cues to 
prosodic boundaries, compared to solely auditory information.  

We adapted a sentence completion task from de Carvalho, Dautriche & 
Christophe (2016). In their original task, children listened to the beginnings of 
sentences containing noun/verb homophones in French, such as ferme, which can 
mean either the verb “to close”, in a sentence such as [La petite][ferme le coffre à 
jouets] ([The little (girl)][closes the toy box]), or the noun “farm”, in a sentence 
such as [La petite ferme][lui plaît beaucoup] ([The little farm][pleases him a lot]). 
Children watched videos of a woman uttering one of these two types of sentence, 
but the audio/video was cut right after the target word and replaced with babble 
noise, such that the only information they had available to disambiguate the 
meaning of the homophone were the different prosodic phrasings at the beginning 
of the sentences until the offset of the ambiguous word. Sentences with noun 
prosody presented all three audible words within the same prosodic phrase (e.g., 
[La petite ferme]...), whereas in the sentences with verb prosody the same three 
words appeared in two different prosodic units (e.g., [La petite][ferme…) and the 
homophone was preceded by a prosodic boundary, coinciding with the boundary 
between the noun phrase (e.g., [La petite]) and the verb phrase (e.g., [ferme…]). 
Participants heard the beginnings of these sentences either in the noun prosody 
condition or in the verb prosody condition, and were then asked to complete the 
sentences with their own words. In their completions, children were shown to 
interpret the homophone more often as a noun (e.g., by completing “la petite 
ferme…” with a verb phrase, such as “sera pour les enfants” - “the little 
farm…will be for children”) in the noun prosody condition than in the verb 
prosody condition, where they more often used the ambiguous word as a verb 
(e.g., saying something like “La petite ferme… la fenêtre” - “The little girl 
closes… the window”).  

As participants in de Carvalho et al. (2016) were exposed to a video of the 
speaker uttering the test sentences, they might have benefited from both visual 
and auditory cues to prosodic boundaries to constrain their syntactic analysis. 



Indeed, although the speaker was simply instructed to utter the sentences while 
looking at the camera as if she was speaking to a child, she naturally produced 
facial coverbal speech gestures (eyebrow movements and head nods) around 
prosodic boundaries. However, this possibility was not explored in their study, as 
they did not assess participants' performance across different modalities (e.g., 
comparing the ability to use prosody for parsing with both visual and auditory 
cues versus solely with auditory cues).  

To assess whether the presence of visual cues enhanced children's ability to 
use prosodic information to constrain parsing in de Carvalho et al.'s study, we 
conducted this task with two groups of participants: one group was presented with 
the original task, with both visual and auditory information to prosodic 
boundaries, while the other group engaged in a modified version of this task with 
the same auditory stimulus but without the visual information presented through 
the speaker's videos (i.e., we replaced the video of the speaker by a picture of a 
radio). If children exposed to sentences in both visual and auditory modalities 
perform better than the ones exposed to the new audio-only condition, this would 
suggest that they benefit from simultaneous visual and auditory cues to prosodic 
boundaries to guide their parsing. 
 
2. Experiment 1 
2.1. Participants  

 
Forty-eight 4-to-6-year-old native French-speaking children (Mage = 5.7 years 

old, range 4.4 to 6.3 years, 24 girls) and forty-eight native French-speaking adults 
(Mage = 21.5 years old, range 17 to 56 years, 44 women) were included in the final 
sample. Half of the participants were assigned to the audio-visual condition, and 
the other half was assigned to the new audio-only condition. An additional six 
children were tested but not included in the analysis, either due to failure to 
complete at least two practice trials (2 children), technical error (2) or 
distraction/refusal to participate during the test block (2).  

 
2.2. Materials2 

 
The experimental materials were obtained from the original de Carvalho, 

Dautriche & Christophe (2016) study. The authors created eight pairs of test 
sentences, with eight different pairs of noun-verb homophones. All possible 
meanings for each of the homophones were reported to be understood by children 
in the age range tested, according to the McArthur database for French (Kern, 
Langue, Zesiger & Bovet, 2010) and to a questionnaire addressed to parents (see 
e.g., de Carvalho et al., 2017). For each homophone, a pair of test sentences was 
created. One sentence used the homophone as a noun (noun prosody condition, 
e.g. [LaDET petiteADJ fermeNOUN][lui plaît beaucoup]), whereas the other used it as 
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a verb (verb prosody condition, e.g. [LaDET petiteNOUN][fermeVERB le coffre à 
jouets]). Verb prosody sentences consistently presented a prosodic boundary 
before the homophone, whereas noun prosody sentences presented a boundary 
after this word. This was signaled by a significant lengthening of rhymes 
preceding each prosodic boundary (e.g., in /fɛʁm/, for the noun prosody, and in 
/pətit/, for the verb prosody) as well as a rising pitch contour towards the end of 
the prosodic units (see de Carvalho et al., 2016 for more details on the stimuli and 
acoustic analysis). 

In addition to the experimental sentences, 11 filler sentences featuring target 
words that were unambiguously either a noun (e.g. [LeDET bébé ADJ 
oiseauNOUN][mange beaucoup] “the baby bird eats a lot”) or a verb (e.g. [LaDET 
maîtresseNOUN][parleVERB aux enfants] “the teacher talks to the children”) were 
also created. Each sentence was cut after the target word and 1000 ms of babble 
noise, created by superimposing the end of all filler sentences, was added. This 
babble noise was identical across all sentences. To create an analogous effect in 
the visual domain, in the audio-visual condition, at the offset of the target word, 
the video of the speaker lost contrast, became blurred, and trembled (making lip-
reading fully impossible; see Figure 1, adapted from de Carvalho et al., 2016). 
The speaker's videos were presented inside a drawing of a television (because we 
told children that the television was broken, to explain why the videos became 
inaudible and distorted at the end). In the new audio-only condition, we used the 
same audio from the videos, but the visual information was replaced by a static 
image of a radio. 

Figure 1. Example of a test sentence used in the experiment together with its 
waveform and the duration of each of the components, and what participants saw 
on the screen in each modality (audio-only vs. audio-visual). Figure adapted from 
de Carvalho, Dautriche & Christophe, 2016, p. 239. 



Stimuli presentation was divided into two lists, so that each member of a 
given sentence pair would appear on a different list. Each list contained four 
sentences with noun prosody and four sentences with verb prosody, plus four filler 
sentences (two using familiar nouns and two with familiar verbs). Half of the 
participants were assigned to each list. The order of sentences within each list was 
pseudo-randomized, so that participants would see no more than two consecutive 
test sentences in a row and no more than two target words of the same category 
(noun or verb) in a row.  
 
2.3. Procedure 

 
Children were tested individually in a quiet room in their preschool. They sat 

in front of a computer and wore headphones to listen to the stimuli. At the 
beginning of the experiment, the experimenter would tell the child that they would 
listen to a woman on a television screen (audio-visual modality) or on a radio 
(audio-only modality), who would tell them stories. However, because the 
television/radio was broken, the child would not hear the end of the stories and 
would have to guess what the woman might have said. To elicit children's sentence 
completions, they were told that they were competing with other children on the 
screen, who were participating virtually, and that the child who completed more 
stories would win the game.  

In each trial, an arrow appeared at the bottom right corner of the screen, 
surrounded by pictures of three children, which were presented as the participant's 
virtual competitors (see Figure 2).  

 
 
 
 
 
 
 
 

 
 
Figure 2. Example of the scenario used in Experiment 1. Children listened to the 
beginning of the ambiguous sentences either while watching the video of the lady 
speaking (audio-visual condition, scenario on the left) or while seeing a still 
picture of a radio (audio-only condition, scenario on the right). Finally, they 
repeated what they heard and completed the sentence. 
 

At the beginning of each trial, the arrow would rotate to select one child to 
complete the sentence. If the arrow pointed down, it was the participant's turn to 
answer. The virtual competitors were chosen only to answer filler sentences, while 
the participant answered all test sentences. When the arrow pointed towards a 
virtual child on the screen, suggesting s/he was selected to respond, the 



experimenter interacted with the virtual participant in the same way she interacted 
with the real participants (asking them to pay attention to the story “the lady will 
tell next” and then complete it). A pre-recorded sentence was played with the 
response given by the virtual participant. These sentences were previously 
recorded from children of the same age as the child participants. When the 
participant was selected, the experimenter asked them to pay attention to the 
video/audio that was coming up. Afterwards, they were asked to repeat what they 
heard and attempt to complete the sentence.  

The experiment started with a practice block, in which children were 
presented exclusively with filler sentences. A maximum of eight filler sentences 
were randomly selected for this block. The virtual children were selected to 
complete the first two sentences, in order to introduce the participant to the task. 
The third and fourth trial chose the participant, and the subsequent trials alternated 
between the participant and the virtual children. The experimenter started the test 
phase as soon as the participant correctly completed two of the filler sentences in 
this practice block. If after eight practice trials the participant did not provide at 
least two correct answers, the experimenter ended the experiment and did not start 
the test trials.  

The test phase was composed of eight test sentences and four filler sentences, 
half in the noun condition and half in the verb condition.  

 
2.4. Data analysis 

 
Participants' responses were recorded through the computer's microphone 

using Audacity (audacityteam.org), and were subsequently coded by the 
experimenter. The answers were coded as noun answers when the participant 
completed the sentence using the target homophone as a noun (e.g. “...is very 
nice”), or as verb answers when they used the target homophone as a verb in their 
completions (e.g. “... the window”). Since participants heard the sentences 
through headphones, the experimenter was blind to the condition of each test trial. 
For the child data, 79 out of the 384 responses were excluded from our analysis 
(48 for the audio-only condition), either because the child did not answer (n = 57 
), or because the answer was too ambiguous and consistent with both 
interpretations of the target word (n = 22). For instance, if a child completed the 
sentence “la grande marche” with “face à ses yeux” (“in front of their eyes”), this 
response was considered to be ambiguous because it could either mean “the big 
girl walks in front of their eyes” or “the big step in front of their eyes”3. For the 
adult data, two responses were excluded from analysis (both from participants in 
the audio-only condition) because the answer was ambiguous. 

Since noun and verb responses were complementary, we chose the proportion 
of noun answers (1 = noun answer; 0 = verb answer) in each condition as our 
dependent measure. A generalized linear mixed-effects model with the proportion 
of noun answers as the dependent variable was performed. The presentation 
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modality (audio-visual vs. audio-only) and the prosody conditions (noun prosody 
vs. verb prosody) were modeled as fixed effects, and participants and items as 
random intercepts4. Following the results from de Carvalho et al. (2016), we 
expected to find a significant effect of prosody, indicating that children and adults 
give more noun answers to sentences in the noun prosody condition than to 
sentences in the verb prosody condition. However, if the presence of facial 
coverbal speech gestures enhance children’s perception of prosodic boundaries in 
the task, we would expect a significant interaction between prosodic condition and 
modality, showing that the effect of prosody is stronger for participants in the 
audio-visual modality than for participants in the audio-only modality.  
 
2.5. Results  

 
Figure 3 presents the average proportion of noun and verb answers for each 

prosody condition in each modality.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Proportion of noun answers (light gray bars) and verb answers (dark 
gray bars) for each prosody condition (noun prosody and verb prosody), and for 
each modality (audio-only vs. audio-visual). Left: child results. Right: adult 
results. 
 

Children and adults gave overall more noun answers to sentences in the noun 
prosody condition than to sentences in the verb prosody condition (children: β = -
2.88; SE = 0.47; z = -6.15; p < 0.001; adults: β = -4.23; SE = 0.49; z = -8.67; p < 
0.001). However, no significant interaction between prosody condition and 
modality was found (p > 0.8 for both age groups). 

 

 
4 The maximal random effect structure that allowed the model to converge (Barr, 

Levy, Scheepers, & Tily, 2013). 



2.6. Discussion 
 
In the present study, we investigated whether facial coverbal speech gestures 

could impact children's ability to use prosody to constrain syntactic analysis. We 
replicated an oral completion task from de Carvalho, Dautriche & Christophe 
(2016) in two modalities: their original audio-visual modality, in which children 
had access to both auditory and visual cues to prosodic boundaries (through 
coverbal facial speech gestures of the speaker + prosodic cues), and a new audio-
only modality, in which children listened to the recordings of the test sentences, 
but without simultaneous visual cues to prosodic boundaries. We believed that if 
children benefit from the presence of coverbal facial speech gestures to retrieve 
prosodic/syntactic boundaries in this task, participants in the audio-visual 
modality would perform better in interpreting the test sentences than the ones in 
the audio-only modality.  

The overall results show that 4-to-6-year-old French-speaking children can 
successfully use prosodic boundary information to constrain their parsing in both 
audio-visual and audio-only modalities. Children gave significantly more noun 
completions to sentences in the noun prosody condition than to sentences in the 
verb prosody condition. This replicates de Carvalho et al.'s study, providing 
additional support for the hypothesis that young children can use prosodic 
boundary information to constrain syntactic analysis.  

Regarding the comparison between modalities, the analysis did not return a 
significant interaction, showing that participants performed equally well 
regardless of whether they listened to the test sentences accompanied by the 
videos of the speaker or not. This suggests that the presence of coverbal facial 
speech gestures did not improve children's ability to use prosody to constrain 
parsing.  

One possible objection to the observed similarity in performance between the 
audio-visual and audio-only modalities might stem from the lack of salience of 
the visual cues in the task. The speaker's videos occupied a limited portion of the 
screen, sharing space with unrelated visual elements, i.e., the pictures of the three 
virtual competitors surrounding the blue arrow (see Figure 2 above). 
Consequently, it is possible that the visual cues were not prominent enough for 
participants to effectively rely on them while processing the sentences. To explore 
this hypothesis, we designed a follow-up experiment (Experiment 2) where we 
expanded the size of the speaker's videos to cover the entire screen and eliminated 
the pictures of the virtual participants to avoid any competitor effect on 
participants' visual attention. If the absence of a distinction between modalities in 
Experiment 1 was indeed due to the size of the video and the presence of 
concurrent visual information, we anticipate observing a difference between the 
audio-visual and audio-only modalities in this revised version of the task. 
3. Experiment 2 
3.1. Participants 
 



Child and adult data collection for Experiment 2 is still ongoing. So far, thirty-
two adult participants, undergraduate students in psychology (Mage = 19.11 years 
old, range 17.2 to 24.10 years, 31 women) were included in the preliminary 
analysis of this task. Half of the participants were assigned to the audio-visual 
condition, and the other half was assigned to the audio-only condition. Preliminary 
results for child data are not included here, given the limited number of children 
tested up to the date of paper submission. 

 
3.2. Materials 
 

We used the same stimuli from Experiment 1. However, we removed the 
images of the virtual participants from the screen, and increased the size of the 
videos in the audio-visual condition so that they would occupy the whole screen. 
For the audio-only condition, we replaced the video with a picture of a radio also 
occupying the whole screen. The radio featured a visual display that illuminated 
and showed a loudspeaker icon during the playback of the sentence. 

 
 
 
 
 
 
 
 
 
 
 
Figure 4. Example of the scenario used in Experiment 2. Left: Audio-only 
modality. Right: Audio-visual modality.  
 
 
3.3. Procedure 
 

The procedure closely mirrored that of Experiment 1, with the sole 
modification being the exclusion of the competition prompt from the task. 
Participants listened and completed all sentences across the experiment (a 
maximum of eight sentences from practice trials, eight test sentences and four 
filler sentences). As for Experiment 1, participants were directed to the test phase 
after successfully completing two sentences from the practice block. 
 
 
 
3.4. Preliminary Results 
 



Figure 5 presents the average proportion of noun and verb answers for each 
prosody condition and each modality. Adults gave overall more noun answers to 
sentences in the noun prosody condition than to sentences in the verb prosody 
condition (β = -5.27; SE = 1.13; z = -4.65; p < 0.001). However, again no 
significant interaction between prosody condition and modality was found (p > 
0.9). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
Figure 5. Preliminary results from Experiment 2. Proportion of noun answers 
(light gray bars) and verb answers (dark gray bars) for each prosody condition 
(noun prosody and verb prosody), and for each modality (audio-only vs. audio-
visual). 
 
4. General discussion 
 

In the present study, we investigated the influence of natural coverbal facial 
speech gestures, such as head nods and eyebrow movements, on the perception of 
prosodic boundary information for sentence parsing. In an oral completion task, 
participants heard the beginnings of ambiguous sentences featuring noun-verb 
homophones, either with auditory prosodic cues accompanied by coverbal facial 
speech gestures (audio-visual condition) or auditory cues only (audio-only 
condition), and were then instructed to complete the sentences freely, offering 
insights into their interpretation of the homophones. The overall results showed 
that children and adults in both conditions were able to use prosodic boundary 



information to constrain their syntactic analysis, as they assigned different 
syntactic categories to the ambiguous homophone depending on its position 
within the prosodic structure of the sentences heard. This aligns seamlessly with 
earlier research, reinforcing the notion that young children can employ prosodic 
boundary information to fine-tune syntactic analysis. Notably, our study replicates 
de Carvalho, Dautriche & Christophe's (2016) results across both audio-visual and 
audio-only modalities. 

Regarding the comparison between modalities, the analysis of Experiment 1 
yielded no significant difference in performance between participants in the 
audio-only and audio-visual conditions. This indicates that the presence of 
coverbal facial speech gestures did not enhance participants' ability to use prosody 
to constrain parsing in this particular task. Experiment 2 sought to determine 
whether amplifying the size of the videos on the screen and eliminating concurrent 
visual information would yield different results. Preliminary findings from adult 
participants indicated again no difference in performance between the two 
modalities, suggesting that the results observed in Experiment 1 might not be due 
to a lack of prominence in the speaker's videos in the audio-visual modality. 
However, the behavior of children in this version of the task remains unknown, as 
we did not yet complete data collection with this age group. Given the results of 
Exp 1, it is highly possible that children will again demonstrate adult-like 
performance in Experiment 2. Nevertheless, it remains to be seen whether the 
enlarged size of the speaker's videos may enhance children's attention to coverbal 
facial speech gestures in this task.  

In summary, the obtained results suggest that coverbal speech gestures do not 
impact children and adults' ability to use prosodic information to constrain parsing 
of natural language. The removal of visual cues to prosodic boundaries did not 
decrease participants' ability to use prosodic information for sentence analysis in 
our task.  

Future studies need to address a few lingering questions. Firstly, could 
coverbal speech gestures be more useful in contexts where acoustic cues to 
prosodic boundaries are less reliable or salient (e.g., in a noisy environment)? Can 
listeners benefit more from these additional cues to constrain parsing of more 
complex sentences? Secondly, given our focus on the natural production of 
coverbal speech gestures, we used videos in which the speaker was not directly 
instructed to produce such gestures, but only to talk as if she was naturally 
addressing a child. Therefore, it remains possible that if we created videos where 
the speaker is instructed to consistently integrate coverbal speech gestures with 
prosodic boundaries in a prominent manner, these gestures could be more useful 
as an additional cue to syntactic structure. Yet, considering the artificial nature of 
this condition, it would be hard to determine whether improved performance 
among participants exposed to coverbal speech gestures in this situation could be 
attributed to the inherent usefulness of these gestures in enhancing the perception 
of prosodic boundaries, or merely a result of participants attending to an unusual 
and thus attention-grabbing aspect correlating with phrase boundaries. 



The present study adds to the growing body of evidence on the role of prosody 
in constraining parsing in young children, strengthening the notion that phrasal 
prosody is an important cue to syntactic structure during language acquisition. 
Beyond that, we contribute to studies on the role of coverbal speech gestures for 
sentence processing. Surprisingly, our study challenges previous results, by 
suggesting that the presence of natural coverbal facial speech gestures does not 
impact children and adults' ability to use prosody during parsing. Future studies 
will need to investigate more carefully the conditions under which coverbal facial 
speech gestures signaling prosodic boundaries might be useful for listeners during 
natural sentence processing.  
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