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Optimal supports for rational invariants separating orbits of a
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Abstract

I compute a minimal rational separating set of invariants for a representation of a torus (G×)d. That
is, these rational invariants separate as many orbits as the invariant field. In particular, they separate
more orbits than the invariant algebra.

To that purpose, I predefine a set of optimal supports for the invariants. The size of these optimal
separating supports is bounded by d + 1. I thus obtain a separating set of cardinality bounded by(
n
d+1

)
∼ nd+1, where n is the dimension of the representation. This is highly competitive when compared

to other separating or generating sets, as exhibited in the final explicit examples.
The proofs rely on technical considerations of arithmetic and linear algebra, addressing the intersec-

tions of families of affine hyperplanes over Q that I call foliages.
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1 Introduction

It can be relevant to study algebraic objects up to a group action. Indeed, several properties are invariant under
this group action and concern more an orbit than a specific point. Thus arises the need for invariant functions that
determine, as much as possible, the orbit of the points of a representation. We can cite the study through invariants
of the isotropy classes [PS85] or the piezoelectricity and elasticity of given materials [Azz+22].

For a compact group, invariant polynomials separate all the orbits. This is no longer the case for non compact
groups, whose non closed orbits cannot be separated by smooth invariants. This led [Kem07] to generalise the notion
of separation in the following way: a set of invariant polynomials is said separating when it separates as many orbits as
the invariant algebra. Inspired by this, we formulate the same for rational invariants. We say that a set of invariants
is a rational separating set if it separates as many orbits as the invariant field.

In this article we compute a rational separating set for representations of the d-dimensional C-torus (G×)d. This set
is minimal for the inclusion. As an abelian group, irreducible representations of (G×)d are of dimension 1. They are
determined by a column vector m ∈ Zd. We notice that in an irreducible representation, the set of elements mapping
a point to another is homeomorphic to a sequence of periodically spaced affine hyperplanes, orthogonal to m. I call
these set of hyperplanes a foliage. For a summand of irreducible representations M = (m1, ...,mn), we thus address
the intersection of the corresponding family of foliages (F1, ...,Fn). Two points are in the same orbit when these
foliages globally intersect.

Through a blend of linear algebra and arithmetic, I isolate an optimal set γ (M) of supports in J1, nK testing the
emptiness of that intersection:

n⋂
s=1

Fs 6= ∅ ⇔ ∀S ∈ γ (M) ,
⋂
s∈S

Fs 6= ∅.

These supports are the minimal S ⊂ J1, nK such that the columns {ms, s ∈ S} are linearly dependent. One notices
that the size of these supports is bounded by d + 1. We prove that our set of testing supports is of cardinality
#γ (M) ≤

(
n
d+1

)
∼ nd+1.

Next, for each S ∈ γ (M), we compute a unique rational monomial PS separating orbits of support exactly S.
That is, testing whether the foliages {Fs, s ∈ S} intersect. This computation is allowed by a classical technique in
invariant theory, based on Smith Normal Forms [Bür+21]. In general, to calculate a Smith Normal form of a matrix
inMd,n(Z) has a polynomial cost in n, d. But since we reduced to families {ms, s ∈ S} of corank 1, this complexity
is reduced to solve a linear system of size d+ 1. Finally, we get a rational separating set of cardinality γ (M) ∼ nd+1:

Esep = {PS , S ∈ γ (M)} .

2



The most classical approach in invariant theory is to compute a set of invariant polynomials generating the
invariant algebra. General algorithms allow to compute them, for which the book [Kem07] is a good entry point. For
toric actions, such a set is provided by an algorithm based on Groebner bases [Stu08, p. 1.4.5]. Polynomial separating
sets have the advantage of being significantly smaller [Kem07, Section 2.4], whereas they are sufficient for many
applications (see for instance [BV23]). This motivated various research for different specific circumstances [DG24;
Che+19; Duf09]. Nevertheless, it seems more challenging to find general results to compute them. As far as I know,
there is no polynomial separating sets for tori representations in the literature to compare with my rational one.

Because of the inclusion C[V ]G ⊂ C(V)G, rational invariants separate at least as many orbits than the polynomials
one. But in fact, they separate far more orbits, including non closed ones. For toric actions, the invariant field
separates any point v ∈ V such that {ms, s ∈ supp (v)} is linearly dependent. This is far more accurate than the
invariant algebra as illustrated in Remark 3.9. To summarize, one could dress the following empirical comparison,
confirmed by explicit computations on random cases exhibited in the final examples 5.4 and 5.5:

# ( rational separating set )︸ ︷︷ ︸
separates far more orbits

<< # ( polynomial generating set )︸ ︷︷ ︸
separates closed orbits

Another approach is to compute a set generating the invariant field C(V)(G×)d , as [HL13] does through Hermite
Normal Forms. Its cardinality, lower than n, is highly competitive. Although, from a separation point of view, these
are less accurate. Rosenlicht Theorem ensures only that they separate orbits almost everywhere. The set in [HL13]
only separates orbits of full support in J1, nK.

[Bür+21] develops a more complete separation algorithm based on this first step. After testing the equality of
the supports of two given points, they apply the process to the representation restricted to that support. This is
highly competitive in the sense that it separates these two specific points with at most n monomials. But the huge
number (2n) of different supports in J1, nK discourages to announce a total separating set. Combining the separating
sets regarding all the supports, the final separating set would have a cardinality in n× 2n. It highlights the point of
this paper: to select optimal and small supports. Bigger supports indeed induce too many invariants.

2 Intersection of foliages

Let us start by defining foliages and studying their intersections, this part being (apparently) an independent problem.
A foliage is a subset of Cd composed of regularly spaced, parallel hyperplanes. This section is entirely devoted to
establishing a minimal criterion ensuring that a family of foliages globally intersects (Theorem 2.8). This problem
carries the larger part of the difficulties of the article, the other sections resulting naturally from this point.

Definition 2.1. Let V be a C-affine space of finite dimension n.
Choose an initial point f ∈ V and a non-zero direction m ∈ Qn. The
associated foliage is the set

F (f,m) = f +m⊥ +mZ

where m⊥ is the hyperplane orthogonal to m, and mZ is the one di-
mensional Z-module generated by m.

m⊥
m

f

Figure 1: A foliage for d = 3

The intersection of a family of foliages {Fs = F (fs,ms) , 1 ≤ s ≤ n} can vanish from the moment that
n⋂
s=1

m⊥s

has dimension greater than d−n, that is the family of directions {ms, 1 ≤ s ≤ n} is linearly dependent. Choosing m
over Q forces the eventual intersection to respect a periodicity property in any direction, and thus to be not included
in any hyperplane:

Lemma 2.2. Let {Fs, 1 ≤ s ≤ n} be a family of foliages in Cd which globally intersects:
n⋂
s=1

Fs 6= ∅. Then,
n⋂
s=1

Fs
is not contained in an affine hyperplane.
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Proof. Take f ∈
n⋂
s=1

Fs and H an affine hyperplane containing f . Choose v ∈ Qn a direction out of H. For any

1 ≤ s ≤ n, there exists rs ∈ Q such that f+v (rsZ) ⊂ Fs. Since for any 1 ≤ s ≤ n, rs ∈ Q, we know that
n⋂
s=1

rsZ = rZ

for some r ∈ Q. That is
n⋂
s=1

Fs contains infinitely many points in the line f + Qv, and
n⋂
s=1

Fs 6⊂ H.

In that case,
n⋂
s=1

Fs = f + L +
n⋂
s=1

m⊥s , where L is a module satisfing dim(L) + dim

(
n⋂
s=1

m⊥s

)
= d. There are

immediate counter examples when the directions ms are not rational, like the following one in dimension 1:

F1 = Z, F2 = Zπ ⇒ F1 ∩ F2 = {0}.

2.1 Intersection of foliages for d = 1

In this section, we recall a result in dimension d = 1 already provided by [Jal24]. Up to a similarity, we can embed
a foliage F ⊂ C into Z. This enables us to apply arithmetical techniques and get a criterion for the intersection of
several foliages in Lemma 2.4. Let us note ∧ and ∨ the classical gcd and lcm over Z. We start by the intersection of
two foliages:

Lemma 2.3. Take two foliages F = f +mZ and F ′ = f ′ +m′Z included in Z. There is the equivalence:

F ∩ F ′ 6= ∅ ⇔ (m ∧m′) divides (f − f ′)

Proof. One has F ∩ F ′ 6= ∅ ⇔ ∃
(
k
k′

)
∈ Z2,

(
m m′

)(k
k′

)
= f − f ′. However, one computes the Smith Normal

Form (
m m′

)
= (1)︸︷︷︸

U

(
m ∧m′ 0

)( m
m∧m′

m′

m∧m′
b b′

)
︸ ︷︷ ︸

W

.

where b, b′ are the Bezout integers such that bm + bm′ = m ∧m′. Since W is unimodular, the multiplication map
W : Z2 → Z2 is bijective. Hence the system

(
m ∧m′ 0

)
W

(
k
k′

)
= f − f ′

has solutions iff m ∧m′ divides f − f ′.

[Jal24] uses this lemma to get a criterion of a larger family of foliages for d = 1, checking only pairwise intersections:

Lemma 2.4. [Jal24, Lemma3.4] Let Fs = fs +msZ, 1 ≤ s ≤ n a family of foliages in an affine line D. Suppose that

for any 1 ≤ s < j ≤ n, Fs ∩ Fj 6= ∅. Then,
n⋂
s=1

Fs 6= ∅.

Proof. Up to a similarity D → C, we can suppose that for all 1 ≤ s ≤ n, Fs is contained in Z. We then proceed by
induction on the number n. The lemma holds for n ≤ 2. Take n > 2 such that the lemma holds for n − 1. Then
n−1⋂
s=1

Fs 6= ∅, and up to translation, we can suppose that fs = 0 for s ≤ n− 1. Then,
n−1⋂
s=1

Fs =

{
k

(
n−1∨
s=1

ms

)
, k ∈ Z

}
where

(
n−1∨
s=1

ms

)
= lcm(m1, ...,mn−1).

By Lemma 2.3 we have Fs ∩ Fn 6= ∅ ⇔ (ms ∧mn) divides (fn − fs) = fn. For all prime number p and integer f
we note νp(f) = max{k ∈ N | pk divides f} the p-adic valuation of f . We have

νp(fn) ≥ max
s≤n−1

[νp(ms ∧mn)] = max
s≤n−1

[min(νp(ms), νp(mn)]

If there is some 1 ≤ s ≤ n− 1 such that νp(ms) > νp(mn), then

max
s≤n−1

[min(νp(ms), νp(mn)] = νp(mn) = min[ max
s≤n−1

(νp(ms)) , νp(mn)].
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Otherwise νp(mn) ≥ νp(ms) for any 1 ≤ s ≤ n− 1 and

max
s≤n−1

[min(νp(ms), νp(mn)] = max
s≤n−1

[νp(ms)] ≥ min[ max
s≤n−1

(νp(ms)) , νp(mn)].

It provides

νp(fn) ≥ min[ max
s≤n−1

(νp(ms)) , νp(mn)] = νp

((
n−1∨
s=1

ms

)
∧mn

)

This is,
(
n−1∨
s=1

ms

)
∧mn divides fn. Hence, apply Lemma 2.3 again to have Fn ∩

n−1⋂
s=1

Fs 6= ∅.

Lemma 2.4 does not hold anymore when the directions ms are not rational. For instance, we can complete the
counter example evoked in Section 2:

Example 2.5. Let


F1 = Z
F2 = πZ
F3 = 1 + (π − 1)Z

be three foliages in C with non necessarily rational directions.

Then,


F1 ∩ F2 = {0} 6= ∅
F1 ∩ F3 = {1} 6= ∅
F2 ∩ F3 = {π} 6= ∅

while F1 ∩ F2 ∩ F3 = ∅.

2.2 A generalisation for d ≥ 1

In this section, we give a first generalisation of Lemma 2.4 in larger dimension d ≥ 1. It work by induction, using
Lemma 2.4 as a key to increase the dimension one by one.

Theorem 2.6. Let V be a affine space of dimension d endowed with a family {Fs, 1 ≤ s ≤ n} of foliages. Suppose

that for any support S ⊂ J1, nK of cardinality d+ 1,
⋂
s∈S
Fs 6= ∅. Then,

n⋂
s=1

Fs 6= ∅.

Proof. Lemma 2.4 ensures that Theorem 2.6 holds for (1, n), n ∈ N. For any d ∈ N and 1 ≤ n ≤ d + 1, it also
holds for (d, n). We thus proceed by induction, taking some (d, n) such that Theorem 2.6 holds for (d, n − 1) and
(d− 1, n− 1). Consider {Fs = fs +s +msZ, 1 ≤ s ≤ n} a family of foliages in Cd satisfying the theorem hypothesis::

∀S ⊂ J1, nK of cardinality d+ 1,
⋂
s∈S

Fs 6= ∅.

We shall isolate Fn and consider the intersections of the n − 1 first
foliages. We define π : V → D the projection along m⊥n onto the affine
line D = mnC+ fn. We take a support S ⊂ J1, n− 1K of cardinality d.
There is the two following possibilities:

1. The projection π
( ⋂
s∈S
Fs
)

is equal to the whole D.

2. The inclusion π

( ⋂
s∈S
Fs
)
6⊆ D is strict. Lemma 2.2 ensures

that
⋂
s∈S
Fs is not contained in a single hyperplane. Hence

π

( ⋂
s∈S
Fs
)

is not reduced to a point. It is a foliage in D.

⋂
s∈S
Fs

m⊥nD = fn +mnC

• •

•

π

• •

•

π

Figure 2: The projection on D
Whereas, π(Fn) = fn +mnZ is also a foliage in D. We thus obtain a family{

π

(⋂
s∈S

Fs

)
, S ⊂ J1, n− 1K of cardinality d

}
∪ {π(Fn)}

of foliages in the line D which intersect pairwise:
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• Take some S ⊂ J1, n − 1K of cardinality d and π(Fn). Then S ∪ {n} ⊂ J1, nK has cardinality d + 1 and by
assumption, Fn ∩

⋂
s∈S
Fs 6= ∅. Thus

π

(⋂
s∈S

Fs

)
∩ π(Fn) 6= ∅.

• Take S, T supports in J1, n− 1K of cardinality d. By assumption, Theorem 2.6 holds for (d, n− 1). It gives that
n−1⋂
s=1

Fs 6= ∅. So does
( ⋂
s∈S
Fs ∩

⋂
t∈T
Ft
)
⊃
n−1⋂
s=1

Fs 6= ∅. We deduce that

π

(⋂
s∈S

Fs

)
∩ π

(⋂
t∈T

Ft

)
6= ∅.

We apply Lemma 2.4 to this family of one dimensional foliages. It ensures the non-emptiness of the intersection

π(Fn) ∩
⋂

S⊂J1,n−1K
#S=d

π

(⋂
s∈S

Fs

)
6= ∅.

Select a point f in this intersection, and the affine hyperplane V ′ = f +m⊥n . For any 1 ≤ s ≤ n− 1, the intersection
F ′s = Fs ∩ V ′ is non empty. It is either

• The whole V ′,
• or a foliage in V ′.

Those in the second category form a family of foliages satisfying

∀SJ1, n− 1K of cardinality d,
⋂
s∈S

F ′s = V ′ ∩
⋂
s∈S

Fs 6= ∅.

Whereas, we assumed that Theorem 2.6 is true in dimension d − 1 = dim (V ′). It gives
n−1⋂
s=1

F ′s 6= ∅. However

n−1⋂
s=1

F ′s = V ′︸︷︷︸
⊂Fn

∩
n−1⋂
s=1

Fs. It proves that
n⋂
s=1

Fs 6= ∅.

This result is my favourite one, because of its elegant formulation. It can be shared around a table, as an amusing
enigma. Its hypotheses are nevertheless not optimal, and must be refined to be successfully applied to the separation
problem in Section 3.3.

2.3 The refined criterion
In this section we refine Theorem 2.6. We obtain optimal supports to check the non emptyness of the intersection of
foliages (Theorem 2.8). This refinement makes the criterion applicable to our separation purpose.

Definition 2.7. Let M be a matrix in Md,n(Z). We note γ (M) the set of minimal supports S ⊂ J1, nK such that
the family of columns {ms, s ∈ S} is linearly dependent.

The maximal cardinality of supports in γ (M) is d + 1. Furthermore, each support in J1, nK of cardinality d + 1
contains at least a support in γ (M).

Theorem 2.8. Let (d, n) be positive integers. Let V be an affine space of dimension d endowed with a family
{F (fs,ms) , 1 ≤ s ≤ n} of foliages. Consider the matrix M whose columns are the directions {m1, ...,mn}. Suppose

that for any S ∈ γ (M),
⋂
s∈S
Fs 6= ∅. Then,

n⋂
s=1

Fs 6= ∅.

Proof. For d = 1, γ (M) is exactly the set of support of cardinality 2. Thus, Lemma 2.4 provides the theorem for
(1, n), n ∈ N. We proceed again by induction, choosing d such that the theorem is true for (d′, n) for any lower
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dimension d′ < d and n ∈ N. Consider F = {Fs, 1 ≤ s ≤ n} a family of foliages in an affine space V of dimension d
satisfying

∀S ∈ γ (M) ,
⋂
s∈S

Fs 6= ∅.

Let S ⊂ J1, nK be a support of cardinality d+ 1. There is two possibilities:

• The family {ms, s ∈ S} is of rank r ≤ d− 1. Up to a change of basis
we note

M =

(
MS

0
M ′

)
where MS ∈ Mr,d+1(Z). We introduce πS the pojection onto
Vect(ms, s ∈ S) along

⋂
s∈S

m⊥s . The images {π (Fs) , s ∈ S}

are foliages in Vect(ms, s ∈ S) ∼= Cr whose directions are the
columns of MS . Note that γ (MS) ⊂ γ (M). Then, by assumption,
for all T ∈ γ (MS),

⋂
t∈T

πS(Ft) 6= ∅. Since we assumed the the-

orem true in dimension r ≤ d − 1, it gives
⋂
s∈S

π(Fs) 6= ∅. Since⋂
s∈S

π(Fs) = Vect(ms, s ∈ S) ∩
⋂
s∈S
Fs, we proved that

⋂
s∈S
Fs 6= ∅.

Vect(ms, s ∈ S)

F1

F2

⋂
s∈S

m⊥s

π

• Otherwise, the family {ms, s ∈ S} is of rank d. γ (M) admits a support T which is included in S. By assumption
then,

⋂
t∈T
Ft 6= ∅. This intersection is of the form

⋂
t∈T

Ft = fT +
⋂
s∈T

m⊥s + LT ,

where
⋂
s∈T

m⊥s is of dimension d −#T + 1 and LT a Z-module of dimension #T − 1. Whereas, the complementary

support K = S \ T brings a linearly independent family of directions {mk, k ∈ K} of cardinality d+ 1−#T . Then,⋂
k∈K
Fk 6= ∅ is of the form ⋂

k∈K

Fk = fK +
⋂
s∈K

m⊥s + LK ,

where
⋂
s∈K

m⊥s is of dimension d − #K = #T − 1. Since {ms, s ∈ S} is of total rank d = dim

( ⋂
t∈T
Ft
)

+

dim

( ⋂
k∈K
Fk
)

= dim(V), we have
( ⋂
t∈T
Ft
)
∩
( ⋂
k∈K
Fk
)

=
⋂
s∈S
Fs 6= ∅.

We proved that for any S ⊂ J1, nK of cardinality d+ 1,
⋂
s∈S
Fs 6= ∅. Theorem 2.6 gives then

n⋂
s=1

Fs 6= ∅.

3 Separation of representations of tori

In this section, we apply the results regarding foliages intersections to invariant theory. We first describe represen-
tations of tori and the classical way to compute their rational invariants. Next, we define clearly what we mean
by rational separating set. We finally get the announced result of the paper: a minimal rational separating set of
invariants for a representation of a torus (Theorem 3.13).

3.1 K-tori, their representations, their rational invariants
In this section, we recall the link between representations of C tori and matrices of integers. We quickly derive the
existing methods based on linear algebra, including Smith Normal forms, to compute rational invariants.
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Definition 3.1. A d-dimensional C-torus is a group of the form G ∼= (G×)d where G× = C∗ is the multiplicative
group in C.

Since tori are abelian and C is algebraically closed, the linear representations of (G×)d are of dimension one.
They are all of the form (ρm,C) determined by a column vector m in Zd:

∀g = (g1, ..., gd) ∈ (G×)d , ρm(g) =

d∏
i=1

gmi
i .

Thus, a representation (ρM ,V) of dimension n is determined by a matrix M ∈Md,n(Z):

∀v = (v1, ..., vn) ∈ V, g = (g1, ..., gd) ∈ (G×)d , ρ(g)(v) =

(
vs

d∏
i=1

gMis
i

)
s=1..n

.

We note {m1, ...,mn} the columns of M , corresponding to each irreducible representations. The matricial view
upon representations is helpful computing invariant monomials. There is a natural correspondence between monomials

on V and vectors in Zn: to a vector e ∈ Zn is associated the monomial
n∏
i=1

veii ∈ C(V).

Lemma 3.2. [Stu08] Let (ρM ,V) be the representation of (G×)d associated to the matrix M ∈ Md,n(Z). Invariant
rational monomials correspond to the vectors of the module

M = {e ∈ Zn, Me = 0}

These monomials generate the invariant field C(V)(G×)d . SinceM is of dimension dim (M) = n− rank(M), the
invariant field is generated by a basis of n− rank(M) monomials. This basis can be computed through Smith Normal
Form:

Proposition 3.3. [Smi61] Let M ∈ Md,n(Z) be a matrix of rank r. Then, there exists a sequence α1, ..αr ∈ Z with
αi dividing αi+1, U ∈ GLd(Z) and W ∈ GLn(Z) such that

UMW =


α1 0 0 0

0
. . . 0 0

0 0 αr 0
0 0 0 0

 ∈Md,n(Z)

This form is computed in polynomial time up to d and n. It is classically used to get a basis of rational invariants
[Bür+21]:

Theorem 3.4. [Bür+21] Let ρM be the representation of (G×)d associated to a matrix M ∈ Md,n(Z). Compute
UMW the Smith normal form of M . Then, the n − rank(M) last columns of W generate the module M. The

corresponding monomials generate the invariant field C(V)(G×)d .

3.2 Orbit separation
Let us define precisely what we mean by a rational separating set. For a compact group, all the orbits are closed, and
the invariant algebra separates all of them. This is not the case for general algebraic groups. A generalisation of the
definition of separation is thus proposed in [Kem07]:

Definition 3.5. [Kem07, Definition 2.4.1] Let G be an algebraic group and V a G-variety. We say that Esep ⊂ C[V]G

is a polynomial separating set iff for any v, v′ ∈ V admitting some P ∈ C[V]G, P (v) 6= P (v′), there exists some
S ∈ Esep with S(v) 6= S(v′).

Inspired by this definition, we imagine the same for rational functions:

Definition 3.6. Let G be an algebraic group and V a G-variety. We say that Esep ⊂ C(V)G is a rational separating
set iff for any v, v′ ∈ V admitting some P ∈ C(V)Gseparating v and v′, there exists some S ∈ Esep separating v and
v′.
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Because of the inclusion C[V ]G ⊂ C(V)G, rational invariants separate at least as many orbits than polynomial
invariants. But it can occur that rational invariants separate far more orbits. Since they are not continuous, they
might separate non closed orbits, even when their closures intersect. This happens broadly in our tori actions. We
shall describe where orbits of a torus are separated by rational invariants. We define the support of a point v ∈ V
as the set of non vanishing indices supp (v) = {1 ≤ s ≤ n, vs 6= 0}. For a support S ⊂ J1, nK, we note VS the set of
points v ∈ V such that supp (v) = S.

Definition 3.7. Let M be a matrix in Md,n(Z). We note Γ(M) the set of supports S ⊂ J1, nK such that the family
of columns {ms, s ∈ S} is linearly dependent.

One could also see Γ(M) as the set above γ (M), that is the set of supports containing an element in γ (M).

Lemma 3.8. Let (ρM ,V) be the representation of (G×)d associated to the matrix M ∈Md,n(Z). Then, the invariant
field separates any orbits in

⊔
S∈Γ(M)

VS.

Proof. Take v and v′ in
⊔

S∈Γ(M)

VS .

• Suppose that supp (v) 6= supp (v′). Then, up to permuting v and v′, there exists some S ∈ Γ(M) such that{
S ⊂ supp (v) .
S 6⊂ supp (v′) .

In that case, Smith Normal forms provides monomials P ∈ C(V)(G×)d of support in S with a pole

or a root at v′. However, these monomials are defined at v and satisfy P (v) 6= 0. They separate v and v′.
• Assume that supp (v) = supp (v′) = S. By localisations, we can realise VS as an algebraic (G×)d-variety whose

orbits are all closed [Bür+21]. Since (G×)d is reductive, the invariant algebra R[VS ](G×)d separates closed orbits.

The inclusion C[VS ](G×)d ⊂ C(V)(G×)d ensures that C(V)(G×)d separates v and v′.

Remark 3.9. The greater accuracy of rational invariants appears already in dimension d = 1. Consider the torus
C∗ and the representation (ρM ,V) associated to a matrix n× 1 matrix M = (m1, ..,mn). Since the torus is reductive,
the invariant algebra separates the closed orbits. That is, orbits whose support is not included in {1 ≤ s ≤ n, ms < 0}
or {1 ≤ s ≤ n, ms > 0} [Jal24, Lemma 4.3]. Whereas, Lemma 3.8 claims that rational invariants separate any orbits
of supports of cardinality at least two.

3.3 The separating set
In this section we exhibit the link between foliages and representations of tori. It results in a natural criterion for two
points to belong to the same orbit. We next use Smith Normal Form to build a set of rational invariants checking
that criterion. It provides a minimal rational separating set in Theorem 3.13, main result of the paper.

Lemma 3.10. Let (ρm,C) be the irreducible representation of (G×)d associated to a vector m ∈ Zd. Take v and v′

be two points in C∗. Then, the set of elements {g ∈ (G×)d , ρm(v) = v′} mapping v to v′ is homeomorphic to the
foliage F ∈ Cd of initial point f = v′m

2iπv||m||22
and direction m

||m||22
.

Proof. We consider the complex logarithm log : C∗ → C
2iπ

defined as the inverse of exp : C
2iπ
→ C∗. We compute that

ρm(v) = v′ ⇔
d∏
i=1

gmi
i = v′

v

⇔
d∑
i=1

mi log(gi) = v′

v
[2iπ]

⇔ (log(gi))i ∈
v′m

v||m||22
+m⊥ + 2iπ m

||m||22
Z ⊂ Cd

Thus, the homeomorphism φ = exp
2iπ

: Cd → (G×)d maps F
(
f, m
||m||22

)
to {g ∈ (G×)d , ρm(v) = v′}.

Let us now consider the representation (ρM ,V) of (G×)d associated to a matrix M ∈ Md,n(Z). For two points
v, v′ ∈ V and s ∈ supp (v) ∩ supp (v′), we note Fs the foliage associated to the elements of the torus mapping vs to
v′s. As in Definition 2.7, we note γ (M) the set of minimal supports S such that the columns {ms, s ∈ S} are linearly
dependent. The work about intersection of foliages achieved in Section 2 provides the following criterion for orbit
equivalence:

9



Proposition 3.11. Let v and v′ be two points in V.

∃g ∈ (G×)d , ρM (g)(v) = v′ ⇔

{
supp (v) = supp (v′)
∀S ∈ γ (M) with S ⊂ supp (v) ,

⋂
s∈S
Fs 6= ∅

Proof. Firstly, the existence of such a g ∈ (G×)d implies that supp (v) = supp (v′). Suppose furthermore that for
any support S ∈ γ (M) such that S ⊂ supp (v),

⋂
s∈S
Fs 6= ∅. Since the columns {ms, s ∈ S} wear the directions

of the foliages {Fs, s ∈ S}, Theorem 2.8 ensures that
⋂

s∈supp(v)

Fs 6= ∅. Take then some f in that intersection,

and the element g = φ−1(f) ∈ (G×)d. Lemma 3.10 claims that ∀s ∈ supp (v) , ρms(g)(vs) = v′s. We proved that
ρM (g)(v) = v′.

The thing is taht the intersection with respect to the optimal supports in γ (M) are easily checked by rational
monomials. These monomials are provided by Smith Normal Forms:

Definition 3.12. Let S be a support in γ (M). Note MS the matrix consisting of columns ms, s ∈ S, and US, WS

giving the Smith Normal Form (Theorem 3.3). Take wS the last column of WS. We note PS the rational invariant
monomial corresponding to wS.

Since rank (MS) = #S − 1, wS is uniquely determined up to ±1, and so is PS up to the inverse. We guess also
that its support supp (PS) is exactly S. Indeed, for any T 6⊆ S, the family {mt, t ∈ T} is linearly independent. By

Lemma 3.2, the invariant field C(VT )(G×)d is reduced to constant functions. We get finally the main theorem:

Theorem 3.13. Let (ρM ,V) the representation of (G×)d associated to the matrix M ∈ Md,n(Z). The following set
of invariant monomials is a rational separating set:

Esep = {PS , S ∈ γ (M)} .

Proof. Take v, v′ ∈ V two points in the area separated by the invariant field. That is, the families {Ms, s ∈ supp (v)}
and {Ms, s ∈ supp (v′)} are linearly dependent (Lemma 3.8).
• Suppose that supp (v) 6= supp (v′). Up by permuting v and v′, one chooses an indice s ∈ supp (v) \ supp (v′).

There exists a support S ∈ γ (M) containing s and included in supp (v). Consider then the monomial PS ∈ EM of
supports S. It is defined at v and satisfies PS(v) 6= 0. Whereas, it admits a pole or a singularity at v′.
• Otherwise, supp (v) = supp (v′). Suppose then that for all P ∈ Esep defined at v, P (v) = P (v′). Consider a

support S ∈ γ (M) included in supp (v). Orbits of support S are closed in VS and are separated by the invariant

algebra C[VS ](G×)d . The latter, of dimension 1, is generated by PS . That is, there exists g ∈ (G×)d such that for all
s ∈ S, ρM (g)(vs) = v′s. We have φ−1(g) ∈

⋂
s∈S
Fs. We obtain that for any S ∈ γ (M) included in supp (v),

⋂
s∈S
Fs 6= ∅.

Proposition 3.11 claims then that v and v′ belong to the same orbit.

Proposition 3.14. The separating set Esep defined in Theorem 3.13 is minimal for the inclusion.

Proof. Suppose that we remove a monomial PS from Esep for some S ∈ γ (M). Take then v and v′ in distinct orbits
of VS (the variety of points of support exactly S). Then for any monomial P ∈ Esep, supp (P ) 6⊂ S. Thus P admits
a pole at v and v′, or a root at v and v′. The points v and v′ are not separated.

Remark 3.15. In general, the computation of the Smith Normal Form has a polynomial cost in d, n [KB79]. But
another advantage of our method is that this difficulty is largely avoided. Indeed, we managed to reduce to matrices
of corank 1. In these conditions, the computation of the Smith Normal Form is the computation of a one dimensional
null space, that is solving a linear system of size #S ≤ d+ 1.

4 The cardinality of our separating set

In this section, we discuss the cardinality of γ (M), which is the cardinality of the minimal rational separating set
given by Theorem 3.13. In particular, we give a polynomial upper bound when the matrix M is of full rank in
Theorem 4.1.
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Suppose that for any supports S such that #S ≤ d, the family of columns {ms, s ∈ S} is linearly independent.
Then, γ (M) is exactly the set of supports S ⊂ J1, nK of cardinality d + 1, and #(Esep) =

(
n
d+1

)
∼ nd+1. From

a computational point of view, this case is pleasant, the set γ (M) being easily visualisable and computable. But
concerning the cardinality, it is in fact proven to be the worst, as soon as M is of full rank:

Theorem 4.1. Suppose that M ∈Md,n(Z) is of full rank d. Then, #(Esep) ≤
(
n
d+1

)
∼n→∞ nd+1.

Proof. For d = 1, #γ (M) =
(
n
2

)
and Theorem 4.1 holds. Furthermore, for any d ∈ N and M ∈ Md,d(Z) of full rank

d, #γ (M) = 0 and Theorem 4.1 holds. We then proceed by induction. Consider some integers d and n ≥ d+ 1 such
that the theorem holds at (d, n− 1) and (d− 1, n− 1).

Consider a matrix M ∈Md,n(Z) of full rank d. Up to a permutation, we assume that the n− 1 last columns are
of full rank d. A basis change allows then to write

M =


m1 L

0
...
0

M ′


where M ′ is a matrix inMd−1,n−1(Z) of full rank d− 1 and

(
L

M ′

)
is a matrix inMd,n−1(Z) of full rank d. Take

S a support in γ (M). There is the following two possibilities:

• 1 ∈ S. Then, the family of columns {M ′s, s ∈ S \ {1}} is linearly dependent, and minimal for that property.
That is, S \ {1} ∈ γ (M ′).

• Otherwise, 1 /∈ S. Then, S ∈ γ
((

L

M ′

))
.

We thus have γ (M) ⊂ γ (M ′) ∪ γ
((

L

M ′

))
. We apply Theorem 4.1 (assumed true for (d − 1, n − 1) and

(d, n− 1)) to M ′ and
(

L

M ′

)
. It gives

#γ (M) ≤ #γ
(
M ′
)

+ #γ

((
L

M ′

))
≤

(
n− 1

d

)
+

(
n− 1

d+ 1

)
.

Pascal’s rule completes in γ (M) ≤
(
n
d+1

)
.

When the matrix M is not of full rank, the situation is less clear. For instance, if one considers the representation
associated to the matrix

Md,n(Z) =

1 . . . 1
0 0 0
0 0 0

 ∈Md,d+1(Z),

one has
(
d+1
d+1

)
= 1 whereas #(γ (M)) =

(
d+1

2

)
. In fact, we could give the following formulation:

Theorem 4.2. Suppose that M ∈Md,n(Z) is of rank k ≤ d. Then, #(γ (M)) = #(Esep) ≤
(
n
k+1

)
∼ nk+1.

But a basis change reduces in fact these representations to representations of the torus of dimension k. We thus
prefer to assume that any representations has full rank.

5 Comparison to generating sets

In this section we compare the obtained separating sets with sets generating the invariant algebra or the invariant field.
Beyond the considerations regarding the cardinality, we discuss the accuracy of their separation and the complexity
of their computation.
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Definition 5.1. Let G be a complex reductive algebraic group and V a G-variety.
• A subset Egen ⊂ C(V)G is a rational generating set if it generates the invariant field: C(Egen) = C(V)G.
• A subset Egen ⊂ C[V]G is a polynomial generating set if it generates the invariant algebra: C[Egen] = C[V]G.

Let (ρM ,V) be the representation of (G×)d associated to the matrix M ∈Md,n(Z). Recall that invariant rational
monomial correspond to the Z-module M = {e ∈ Zn, Me = 0}. Theorem 3.4 provides then a minimal generating
set of highly competitive cardinality n− rank(M). An analogous description is derived for the invariant algebra:

Proposition 5.2. Monomials in the invariant algebra C[V ](G×)d correspond to the cone

M+ := {e ∈M, ∀1 ≤ s ≤ n, es ≥ 0}.

Algebra generators correspond then to the extremal vectors of this cone. [Stu08] provides an algorithm to compute
them, based on Groebner bases:

Algorithm 5.3. [Stu08, p. 1.45]
Input: A matrix M ∈Md,n(Z).

Output: a set of generators for C[V](G×)d .

• Compute generators of the kernel IM of the C-algebra homomorphism
C[v1, ..., vn, y1, ..., yn] → C[g1, ..., gd, v1, ..., vn, y1, ..., yn]

∀1 ≤ s ≤ n, vs 7→ ys
d∏
i=1

gMis
i

∀1 ≤ s ≤ n, ys 7→ ys

• Choose the monomial order g1 > ... > gd > v1 > ... > vn > y1... > yn.
• Compute a reduced Groebner Basis G for IM with respect to >.
• Select the monomials ve, e ∈ Zn such that ve − ye appears in G.

The cardinality of such algebra generators is hard to control. It can be reduced to 0, when the representation
admits no closed orbits. But in general, this cardinality is quite bigger, most of the 2n supports in J1, nK admitting
irreducible monomials. We thus dress the following empirical hierarchy:

#

(
generating C(V)(G×)d

)
︸ ︷︷ ︸

∼n

<< # ( rational separating set )︸ ︷︷ ︸
∼nd+1

<< #
(
generating C[V](G×)d

)

These differences are confirmed by Examples 5.4 and 5.5. I take random integer matrices with d = 2 or 3 and
n = 8. I compute the rational generating set provided by Theorem 3.4, the rational separating set of that paper and
the polynomial generating set provided by Algorithm 5.3. All the computations have been implemented in Maple.

Example 5.4. Consider the representation of (G×)2 associated to

M2 =

(
2 −2 5 −2 −5 −3 2 6
3 5 6 4 −4 0 −6 −3

)
• Thanks to Smith Normal Forms, Theorem 3.4 provides a rational generating set of cardinality 6:

E(2)
gen =

{
v32v

16
3

v371

v2v
10
3 v4
v231

v22v
13
3 v5
v281

v33v6
v61

v32v
10
3 v7
v231

v32v
8
3v8

v201

}
• Any 2 × 2 submatrix in M2 is invertible. Theorem 3.13 provides thus a rational separating set consisting of(

8
3

)
= 56 monomials:

E(2)
sep =



v32v
16
3

v371

v1v
8
4

v72

v331 v165
v72

v151 v166
v92

v1v
9
2v

8
7

v32v
2
8

v31

v143 v34
v321

v73v
3
5

v101

v33v6
v61

v141 v7
v63

v171 v8
v83

v41v
2
5

v4

v121 v146
v94

v2
1v

9
4v

7
7

v124 v78
v91

v76
v121 v95

v38
1 v18

5 v7
7 v39

1 v24
5 v7

8 v2
1v

2
6v7 v3

1v
8
6v

3
8

v38
v51v

4
7

v23v
37
4

v322

v333 v375
v102

v153 v376
v182

v42
2 v2

3v
37
7

v512 v378
v243

v282 v25
v334

v122 v26
v154

v22v7
v4

v124 v8
v92

v116
v42v

5
5

v382 v337
v25

v13
2 v8

5v
11
8

v182 v157
v26

v3
2v

8
6v

5
8 v15

2 v12
7 v8

v143 v165
v54

v63v
16
6

v94
v2

3v
21
4 v16

7
v514 v328
v183

v56
v63v

9
5

v19
3 v21

5 v5
7 v39

3 v51
5 v10

8 v3
3v

7
6v

3
7 v3

3v
17
6 v6

8
v148

v103 v177

v76
v34v

3
5

v194 v147
v25

v39
4 v18

5 v28
8

v94v
6
7

v26

v3
4v

6
6v

4
8 v15

4 v9
7v

2
8

v196 v67
v95

v136 v48
v35

v305 v388
v397

v106 v68
v37


Whereas, Algorithm 5.3 provides a polynomial generating set of cardinality 329. They consists of
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• 18 monomials of support of cardinality 3:

v2
1v

2
6v7 v3

4v
6
6v

4
8 v3

3v
7
6v

3
7 v3

1v
8
6v

3
8 v3

2v
8
6v

5
8 v1v

9
2v

8
7 v2

1v
9
4v

7
7 v3

3v
17
6 v6

8 v15
4 v9

7v
2
8

v15
2 v12

7 v8 v13
2 v8

5v
11
8 v2

3v
21
4 v16

7 v19
3 v21

5 v5
7 v38

1 v18
5 v7

7 v39
1 v24

5 v7
8 v42

2 v2
3v

37
7 v39

4 v18
5 v28

8 v39
3 v51

5 v10
8

• 112 monomials of support of cardinality 4:

v3v4v5v7 v2
2v5v6v

2
8 v2

2v3v5v
2
7 v2v

3
4v

2
5v

3
8 v4

1v3v
3
5v7 v1v2v

4
4v

4
7 v3

3v
3
5v

4
6v

2
8 v1v

3
2v

3
4v

5
7

v4
3v

3
5v

3
6v

2
7 v6

4v
2
6v

3
7v

2
8 v2

3v
8
6v7v

2
8 v3v

6
4v6v

5
7 v2

3v
3
4v

4
6v

4
7 v6

1v
3
5v

3
6v

2
8 v2v

7
4v

5
7v8 v1v

5
2v

2
4v

6
7

v7
2v

2
5v

3
7v

3
8 v5

3v4v
7
5v

2
8 v3

2v
6
4v

6
7v8 v1v

7
2v4v

7
7 v2

1v3v
11
6 v4

8 v5
2v

5
4v

7
7v8 v6

2v
6
6v

3
7v

4
8 v11

1 v6
5v7v8

v6
2v

2
3v

4
6v

7
7 v3v

8
4v

5
5v

6
8 v5

2v
3
3v

7
5v

5
8 v4

1v
5
3v

9
5v

2
8 v7

2v
4
4v

8
7v8 v11

4 v2
5v

4
7v

4
8 v5

1v
7
2v

2
5v

7
7 v1v

2
3v

14
6 v5

8

v9
2v

4
6v

6
7v

3
8 v9

2v
3
4v

9
7v8 v1v

12
4 v8

7v8 v6
1v

8
4v

2
5v

7
7 v9

3v
9
5v

2
6v

3
7 v12

1 v2v
8
5v

3
8 v11

2 v2
4v

10
7 v8 v9

1v
5
2v

4
5v

6
7

v9
4v

3
5v

5
6v

8
8 v3

1v
9
4v

6
5v

7
8 v12

2 v2
6v

9
7v

2
8 v12

2 v3v6v
11
7 v9

1v
4
2v

8
5v

5
8 v13

2 v4v
11
7 v8 v13

1 v3
2v

6
5v

5
7 v2

1v
10
3 v12

5 v3
7

v6
1v

7
2v

8
5v

7
8 v2

2v
9
3v

13
5 v4

8 v15
1 v9

5v6v
3
8 v10

1 v7
4v

4
5v

7
7 v3

1v
10
2 v8

5v
9
8 v7

1v
8
4v

8
5v

7
8 v1v

11
3 v15

5 v3
8 v11

1 v4
3v

12
5 v3

8

v17
1 v2v

8
5v

4
7 v14

1 v6
4v

6
5v

7
7 v12

3 v15
5 v3

6v
4
8 v14

3 v15
5 v6v

4
7 v20

1 v9
5v6v

4
7 v11

1 v7
4v

10
5 v7

8 v15
4 v6

5v
4
6v

12
8 v18

4 v6
5v

3
7v

10
8

v18
1 v5

4v
8
5v

7
7 v15

1 v6
4v

12
5 v7

8 v18
1 v3

3v
15
5 v4

8 v2
2v

2
3v

20
4 v17

7 v4
2v

2
3v

19
4 v18

7 v22
1 v4

4v
10
5 v7

7 v2
1v

19
4 v10

5 v14
8 v19

1 v5
4v

14
5 v7

8

v6
2v

2
3v

18
4 v19

7 v8
2v

2
3v

17
4 v20

7 v26
1 v3

4v
12
5 v7

7 v21
4 v9

5v
3
6v

16
8 v10

2 v2
3v

16
4 v21

7 v23
1 v4

4v
16
5 v7

8 v25
1 v2

3v
18
5 v5

8 v12
2 v2

3v
15
4 v22

7

v25
4 v10

5 v2
7v

16
8 v14

2 v2
3v

14
4 v23

7 v30
1 v2

4v
14
5 v7

7 v27
1 v3

4v
18
5 v7

8 v16
2 v2

3v
13
4 v24

7 v21
3 v27

5 v2
6v

6
8 v23

3 v27
5 v4

7v
2
8 v18

2 v2
3v

12
4 v25

7

v34
1 v4v

16
5 v7

7 v20
2 v2

3v
11
4 v26

7 v31
1 v2

4v
20
5 v7

8 v32
1 v3v

21
5 v6

8 v27
4 v12

5 v2
6v

20
8 v22

2 v2
3v

10
4 v27

7 v24
2 v2

3v
9
4v

28
7 v2v

24
3 v32

5 v7
8

v1v
29
4 v14

5 v21
8 v35

1 v4v
22
5 v7

8 v26
2 v2

3v
8
4v

29
7 v27

3 v33
5 v3

7v
4
8 v28

2 v2
3v

7
4v

30
7 v32

4 v14
5 v7v

22
8 v30

2 v2
3v

6
4v

31
7 v32

2 v2
3v

5
4v

32
7

v33
4 v15

5 v6v
24
8 v34

2 v2
3v

4
4v

33
7 v36

2 v2
3v

3
4v

34
7 v38

2 v2
3v

2
4v

35
7 v30

3 v39
5 v6v

8
8 v31

3 v39
5 v2

7v
6
8 v40

2 v2
3v4v

36
7 v35

3 v45
5 v7v

8
8

• 139 monomials of support of cardinality 5:

v3v
2
4v

2
5v6v

2
8 v1v

2
3v

3
5v6v8 v2

1v4v5v
3
6v

2
8 v1v

3
4v

2
6v

2
7v8 v1v3v

5
6v7v8 v3

1v
2
4v

2
5v7v8 v3

1v2v
2
5v

2
6v

2
8

v3
2v

2
4v

2
5v7v

3
8 v1v

3
2v

4
6v

2
7v

2
8 v1v

3
2v3v

3
6v

4
7 v5

2v4v
2
5v

2
7v

3
8 v3

1v
3
4v

3
5v6v

3
8 v3v

3
4v

5
6v

2
7v

2
8 v2

1v
5
4v

2
5v

2
7v

2
8

v3
1v

4
2v

2
5v

3
7v8 v2v

4
4v

4
6v

2
7v

3
8 v4

1v2v
2
4v

4
5v

3
8 v5

1v2v3v
5
5v

2
8 v7

1v4v
4
5v7v8 v4

1v
4
4v5v6v

4
7 v2

2v
2
4v

6
6v7v

4
8

v2
2v

5
4v

2
6v

4
7v

2
8 v1v

6
2v

2
6v

5
7v8 v2

2v3v
5
4v6v

6
7 v2

2v
2
3v

2
4v

4
6v

5
7 v5

1v2v
3
4v

2
5v

4
7 v1v

4
2v

2
4v

4
5v

5
8 v2

1v
4
2v3v

5
5v

4
8

v3
2v

3
4v

4
6v

3
7v

3
8 v3

2v3v
7
6v

2
7v

3
8 v3

2v
2
3v

6
6v

4
7v8 v7

1v
2
2v

4
5v

2
7v8 v2

1v
5
3v

6
5v6v

2
7 v1v

5
4v

2
5v

4
6v

5
8 v4

2v4v
6
6v

2
7v

4
8

v7
4v5v

3
6v

2
7v

4
8 v2

3v4v5v
9
6v

4
8 v1v

8
4v

2
5v

3
7v

3
8 v4

2v
4
4v

2
6v

5
7v

2
8 v2

2v
5
3v

7
5v7v

2
8 v4

2v3v
4
4v6v

7
7 v4

2v
2
3v4v

4
6v

6
7

v5
1v

3
2v

2
4v

2
5v

5
7 v5

2v
2
4v

4
6v

4
7v

3
8 v4

1v
5
2v

4
5v

2
7v

3
8 v5

1v3v
3
5v

6
6v

3
8 v7

1v
2
4v

5
5v6v

3
8 v3

1v
2
2v

3
3v

7
5v

3
8 v8

1v3v
6
5v6v

2
8

v2
1v2v4v

10
6 v5

8 v8
1v2v4v

6
5v

3
8 v6

2v
3
4v

2
6v

6
7v

2
8 v6

2v3v
5
6v

5
7v

2
8 v1v

7
3v

9
5v7v8 v6

2v3v
3
4v6v

8
7 v5

1v
5
2v4v

2
5v

6
7

v8
1v

3
4v

3
5v6v

4
7 v1v

8
2v

4
5v

2
7v

5
8 v1v

2
3v

6
4v

6
5v

5
8 v2

1v
3
3v

4
4v

7
5v

4
8 v7

2v4v
4
6v

5
7v

3
8 v2v

6
3v

8
5v

2
6v

3
8 v3

1v
4
3v

2
4v

8
5v

3
8

v9
1v2v

2
4v

4
5v

4
7 v8

4v
2
5v

4
6v7v

6
8 v2

1v
7
4v

4
5v

2
6v

6
8 v5

1v
4
2v4v

6
5v

5
8 v8

1v
3
2v

6
5v7v

3
8 v8

2v
2
4v

2
6v

7
7v

2
8 v8

2v3v
2
4v6v

9
7

v3
1v2v

6
3v

8
5v

3
7 v2v

3
3v

2
5v

11
6 v5

8 v3
2v

4
3v

2
4v

8
5v

5
8 v1v

3
2v

5
3v

9
5v

4
8 v9

2v3v
3
6v

8
7v8 v4

1v
8
2v5v6v

8
7 v9

1v
3
2v4v

4
5v

5
7

v2
1v

7
2v4v

6
5v

7
8 v5

1v
6
2v

6
5v7v

5
8 v11

1 v4v
7
5v6v

3
8 v10

2 v4v
2
6v

8
7v

2
8 v2

1v
10
2 v2

5v
7
7v

2
8 v8

3v
9
5v

3
6v7v

2
8 v10

2 v3v4v6v
10
7

v1v
2
2v

2
4v

12
6 v7

8 v2
1v2v

7
3v

11
5 v3

8 v12
1 v2

4v
5
5v6v

4
7 v2

1v
9
2v

6
5v7v

7
8 v12

4 v3
5v6v

3
7v

6
8 v4

1v3v
7
4v

7
5v

6
8 v5

1v
2
3v

5
4v

8
5v

5
8

v6
1v

3
3v

3
4v

9
5v

4
8 v7

1v
4
3v4v

10
5 v3

8 v8
1v

6
2v

3
5v6v

7
7 v13

1 v2v4v
6
5v

4
7 v8

2v
2
3v4v

8
5v

8
8 v2v

2
3v4v

16
6 v7

8 v2
2v3v

2
4v

15
6 v8

8

v12
1 v4

2v
5
5v6v

6
7 v1v

11
4 v5

5v
3
6v

9
8 v13

4 v4
5v

2
6v

2
7v

8
8 v10

2 v2
3v

8
5v7v

8
8 v2

1v
12
4 v6

5v7v
8
8 v16

1 v4v
7
5v6v

4
7 v8

1v3v
6
4v

9
5v

6
8

v9
1v

2
3v

4
4v

10
5 v5

8 v16
4 v5v6v

8
7v

4
8 v10

1 v3
3v

2
4v

11
5 v4

8 v2v
12
3 v14

5 v3
7v8 v16

1 v2
2v

7
5v6v

5
7 v14

4 v5
5v

3
6v7v

10
8 v2

1v
13
4 v7

5v6v
10
8

v1v
15
4 v6

5v
2
7v

9
8 v11

2 v3v
2
4v

9
5v

11
8 v1v

11
2 v2

3v
10
5 v10

8 v13
3 v15

5 v2
6v

2
7v

2
8 v12

1 v3v
5
4v

11
5 v6

8 v13
1 v2

3v
3
4v

12
5 v5

8 v14
1 v3

3v4v
13
5 v4

8

v1v2v
15
3 v17

5 v5
7 v16

1 v3v
4
4v

13
5 v6

8 v17
1 v2

3v
2
4v

14
5 v5

8 v1v
17
4 v8

5v
2
6v

13
8 v19

4 v7
5v6v

2
7v

12
8 v2v

15
3 v20

5 v6v
5
8 v2v

16
3 v20

5 v2
7v

3
8

v20
4 v8

5v
2
6v7v

14
8 v20

1 v3v
3
4v

15
5 v6

8 v21
1 v2

3v4v
16
5 v5

8 v17
3 v21

5 v2
6v7v

4
8 v18

3 v21
5 v6v

3
7v

2
8 v1v

22
4 v10

5 v7v
15
8 v24

1 v3v
2
4v

17
5 v6

8

v1v
23
4 v11

5 v6v
17
8 v2v

20
3 v26

5 v7v
5
8 v28

1 v3v4v
19
5 v6

8 v22
3 v27

5 v6v
2
7v

4
8 v26

4 v11
5 v6v7v

18
8 v26

3 v33
5 v6v7v

6
8

• 56 monomials of support of cardinality 6:

v1v2v3v4v
3
5v

2
8 v2v

2
3v

2
5v

2
6v7v8 v1v2v4v

4
6v7v

2
8 v1v2v3v4v

3
6v

3
7 v3

1v2v3v
2
5v6v

2
7 v1v

3
2v3v

3
5v7v

2
8

v1v
2
2v

2
4v

2
6v

3
7v8 v3

1v
2
2v4v

2
5v

2
7v8 v1v

4
4v5v

3
6v7v

3
8 v1v3v4v5v

6
6v

3
8 v2v

2
3v4v

3
5v

3
6v

3
8 v4

1v3v4v
4
5v6v

2
8

v1v
4
2v4v

2
6v

4
7v8 v2

1v2v
3
3v

5
5v7v8 v1v2v

2
4v5v

5
6v

4
8 v2v3v4v

7
6v7v

3
8 v2

1v2v3v
2
5v

5
6v

3
8 v2v3v

4
4v

3
6v

4
7v8

v2
1v

5
2v5v6v

4
7v8 v2v

2
3v4v

6
6v

3
7v8 v2

2v3v
2
4v

5
6v

3
7v

2
8 v2

1v
2
2v

4
4v

2
5v

3
7v

2
8 v4

1v
3
2v4v

4
5v7v

3
8 v3

2v3v
3
4v

3
6v

5
7v8

v4
1v

2
2v

3
4v5v6v

5
7 v2

1v
6
4v

3
5v6v7v

4
8 v4

2v3v4v
5
6v

4
7v

2
8 v2

1v
4
2v

3
4v

2
5v

4
7v

2
8 v6

1v
3
2v

3
5v6v

3
7v8 v1v2v

5
3v

5
5v

2
6v

3
7

v2v
5
4v5v

5
6v7v

5
8 v1v

6
2v4v

4
5v7v

5
8 v2v3v

2
4v5v

8
6v

5
8 v1v2v

2
3v

2
5v

8
6v

4
8 v2v

8
4v5v6v

4
7v

3
8 v5

2v3v
2
4v

3
6v

6
7v8

v3
1v

7
4v5v6v

5
7v8 v4

1v
4
2v

2
4v5v6v

6
7 v1v2v

4
3v

2
5v

6
6v

4
7 v2

1v
6
2v

2
4v

2
5v

5
7v

2
8 v7

2v3v4v
3
6v

7
7v8 v2v

7
3v

8
5v6v

2
7v8

v10
1 v2v

5
5v6v

2
7v8 v4

1v
6
2v4v5v6v

7
7 v1v

9
4v

3
5v6v

2
7v

5
8 v2

1v
8
2v4v

2
5v

6
7v

2
8 v8

1v
2
2v

2
4v

3
5v6v

5
7 v2

1v
10
4 v5v6v

6
7v

2
8

v1v2v3v4v
13
6 v6

8 v8
1v

4
2v4v

3
5v6v

6
7 v1v

10
4 v4

5v
2
6v7v

7
8 v1v

13
4 v5v6v

7
7v

3
8 v12

1 v2
2v4v

5
5v6v

5
7 v1v2v

10
3 v11

5 v6v
4
7

v2v
11
3 v14

5 v6v7v
3
8 v1v

16
4 v7

5v6v7v
11
8

13



• And 4 monomials of support of cardinality 7:

v2
1v2v

2
4v5v6v

2
7v8 v2

1v
3
2v4v5v6v

3
7v8 v1v2v

5
4v5v6v

3
7v

2
8 v6

1v2v4v
3
5v6v

2
7v8

Example 5.5. Consider the representation of (G×)3 associated to

M3 =

 4 −3 −1 4 4 5 2 −3
−5 3 6 −5 −4 6 −4 −3
−3 −1 0 −2 −5 3 −2 6


• Thanks to Smith Normal Forms, Theorem 3.4 provides a rational generating set of cardinality 5:

E(3)
gen =

{
v192 v33v

64
4

v491

v142 v23v
49
4 v5

v391

v102 v254 v6
v191 v3

v172 v33v
58
4 v7

v451

v102 v33v
31
4 v8

v221

}
• According to Theorem 4.1, #γ (M3) is bounded by

(
8
4

)
= 70. But since the columns 3, 5 and 7 are linearly

dependent, Theorem 3.13 provides a rational separating set consisting of only 66 monomials. These are of support of
cardinality 4, except from P{3,5,7} whose support is of size 3:

E(3)
sep =



v23v
5
7

v25

v192 v33v
64
4

v491

v645
v951 v352 v193

v91v
165
2 v646
v1393

v93v
32
7

v191 v72
v111

1 v51
2 v99

3 v64
8

v42v
19
4 v35
v191

v492 v1394 v36
v1061

v41v7
v22v

6
4

v271 v8
v92v

33
4

v2091 v1252 v196
v1395

v185 v197
v381 v142

v995 v198
v1141 v392

v162 v186 v1397

v801
v255

1 v366
2 v99

6 v139
8

v101 v42v
2
8

v117

v354 v195
v551 v43

v1291 v196
v493 v1654

v63v
14
4 v197
v221

v721 v273 v198
v514

v335 v76
v481 v253

v393 v515 v358
v151

v163 v146 v1657

v961

v931 v1223 v558
v176

v363 v517 v148
v61

v1691 v46
v1254 v495

v74v
3
5v

2
7

v111

v394 v275 v48
v631

v66v
49
7

v161 v164

v3691 v276 v498
v3664

v181 v28
v124 v97

v165 v146 v1257

v961

v3665 v396 v1258

v3211

v365 v148
v61v

39
7

v1201 v88
v186 v1837

v495
v552 v193 v954

v1292 v94v
49
6

v1063

v123 v497
v222 v384

v72
2 v81

3 v111
4 v49

8
v2402 v95v

95
6

v2093
v15

2 v114
3 v111

5 v95
8

v962 v386 v97
v803

v853 v38
v932 v376

v6
2v

90
3 v111

7 v38
8

v1692 v2094 v196
v1065

v125 v197
v222 v384

v815 v198
v632 v1144

v66v
53
7

v82v
40
4

v369
2 v255

4 v81
6 v106

8
v182 v304 v48
v277

v962 v386 v2097

v805
v321

2 v255
5 v114

6 v209
8

v32v
45
5 v198
v577

v48
2 v18

6 v51
7 v16

8

v1295 v556
v1693 v2404

v633 v725 v558
v154

v226 v1297

v163 v964

v1233 v934 v438
v246

v273 v367 v118
v34

v1073 v935 v808
v56

v803 v937 v328
v26

v226 v1697

v964 v165

v3695 v636 v1698

v3214

v545 v228
v64v

63
7

v546 v3697 v168
v2404

v805 v328
v26v

107
7


Whereas, Algorithm 5.3 provides a polynomial generating set of cardinality 541, that I do not exhibit here. Let

me just detail the cardinality of their supports. They are

• 8 of support of cardinality 4,

• 118 of support of cardinality 5,

• 299 of support of cardinality 6,

• 109 of support of cardinality 7,

• and 7 of support of cardinality 8.

In this example, the advantage to restrict to low support appears particularly clearly. Indeed, the explosion of the
generating set cardinality is due to monomials of bigger supports of size 5, 6 and 7.

Beyond the cardinality, the complexity of the computation of these three sets is very different. To compute
the rational generating set, we need the Smith Normal form of M , whose computation has a polynomial cost in
d, n [KB79]. We have already noticed in Remark 3.15 that this cost is largely avoided in our method. The true
difficulty that we meet to compute our separating set is finally to compute the set of optimal supports γ (M), also
in polyn(d, n) time. Algorithm 5.3 to compute polynomial generating set is clearly the heaviest. My computer being
apparently too weak for it as soon as d ≥ 4.

Let us finish the comparisons from a separation point of view. Rosenlicht Theorem [PV94] claims that a rational
generating set separates orbits almost everywhere. In particular, the set provided by the Smith Normal form separates
any orbits of full support supp (v) = J1, nK [Bür+21]. As (G×)d is a reductive group, the invariant algebra separate
any closed orbits. We have the following equivalence:

Closed orbits exist ⇔ Orbits of full support are closed.

14



Thus a polynomial generating set is interestingly more accurate as soon as closed orbits exists, which is quite frequent
when n grows. But the most accurate set is clearly our rational separating set, as previously highlighted in Remark 3.9.
In a synthetic way we have the following qualitative hierarchy:

( rational separating set )︸ ︷︷ ︸
Orbits of support in Γ(M)

>>

(
generating C[V](G×)d

)
︸ ︷︷ ︸

closed orbits

>>

(
generating C(V)(G×)d

)
︸ ︷︷ ︸

orbits of full support

.
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