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Preface

In recent years, the increasing availability of data and computational power
has driven a remarkable proliferation of Artificial Intelligence (AI) systems in
everyday users’ lives. However, as data-driven AI systems have become com-
monplace, it has become increasingly clear that fields from symbolic AI have
important roles to play in the future development of these systems, with one
such candidate being Computational Argumentation. Formal models of ar-
gumentation have received a significant amount of attention in recent years,
both within the Knowledge Representation and Reasoning community and
from AI researchers in general. Given that argumentation is a mature dis-
cipline, it provides not only a wealth of theoretical formalisms suitable for
a wide range of tasks, but a whole host of software instantiating these for-
malisms for real world settings. These strengths mean that argumentation is
particularly adaptable to various application domains, e.g. cyber-democracy,
explainable AI, law, medicine, multi-agent systems, public policy making,
sustainable development, etc. The goal of this workshop was to emphasise
the efforts of the community in this spirit and strengthen the links between
formal works on argumentation, their implementations and these domains of
application.

The workshop received 11 submissions, and we accepted 8 papers on di-
verse applications of argumentation. They cover a range of topics from the
formal foundations of argumentation when deployed in a particular context,
to demonstrations of application-driven, argumentative systems. The pro-
ceedings also include an invited paper describing the ICCMA 2023 competi-
tion. We hope that the works presented in the proceedings appeal not only
to the growing argumentation community, but also to researchers in general
who intend to use computational argumentation in their own applications.

We thank all the authors, the invited speakers Antonis Kakas, Tuomo
Lehtonen and Andreas Niskanen, as well as the program committee mem-
bers (listed below), for their valued contributions to the workshop.

September 2023 Oana Cocarascu
Sylvie Doutre

Jean-Guy Mailly
Antonio Rago
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Design of ICCMA 2023, 5th International Competition
on Computational Models of Argumentation: A
Preliminary Report
Matti Järvisalo, Tuomo Lehtonen and Andreas Niskanen

HIIT, Department of Computer Science, University of Helsinki, Finland

Abstract
ICCMA 2023 constitutes the 5th instantiation of International Competitions on Computational Models
of Argumentation, the main series of international competitions for evaluating the state of the art in
practical system implementations for argumentative reasoning. In this short preliminary report, we
provide an overview of the design of ICCMA 2023.

1. Introduction

The series of International Competitions on Computational Models of Argumentation (ICCMA,
http://argumentationcompetition.org) aims at nurturing research and development of implemen-
tations for computational models of argumentation. The year 2023 marks the 5th instantiation
of the biennial ICCMA competitions. ICCMA 2023 (https://iccma2023.github.io) welcomed con-
tributions from the community at large in the forms of new argumentation reasoning problem
benchmarks, and implementations of argumentation reasoners (for abstract and assumption-
based argumentation) to be evaluated within ICCMA 2023 on a heterogeneous collection of
benchmarks. The community at large was invited to submit argumentation reasoning system
implementations (solvers) for participation in the competition as well as interesting and/or
challenging benchmark instances for evaluating solvers competing in any of the ICCMA 2023
competition tracks. We provide a short preliminary overview of the design of ICCMA 2023. The
results of the competition will be presented in conjunction with the KR 2023 conference after
the writing of this overview and made available through the competition webpages.

2. Competition Tracks

ICCMA 2023 consists of four tracks: the main track and the special approximate, dynamic,
and ABA tracks. Each track is composed of multiple subtracks, defined by a combination
of a reasoning problem and an argumentation semantics. We use the following shorthands
for semantics and reasoning tasks: CO, ST, PR, SST, STG, ID for complete, stable, preferred,

Arg&App 2023: International Workshop on Argumentation and Applications, September 2023, Rhodes, Greece
" matti.jarvisalo@helsinki.fi (M. Järvisalo); tuomo.lehtonen@helsinki.fi (T. Lehtonen);
andreas.niskanen@helsinki.fi (A. Niskanen)
� 0000-0003-2572-063X (M. Järvisalo); 0000-0003-3197-2075 (A. Niskanen)
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semi-stable, stage and ideal semantics, respectively, and DC, DS and SE for credulous and
skeptical acceptance, and finding a single extension, respectively. Argumentation systems could
be submitted for evaluation into any choice of subtracks, i.e., no requirement to support e.g. all
semantics for a specific reasoning problem, or all reasoning problems for a specific semantics
were enforced.

Main Track concerns solvers for reasoning in abstract argumentation [1]. The focus of the
Main track is to evaluate sequential core argumentation reasoning engines available in open
source. Systems combining different core reasoning engines e.g. via portfolio-style techniques,
systems employing parallel computations via the use of multiple processor cores, as well as
systems which will not be made available in open source were invited to the special No-Limits
track which consists of the same subtracks as the Main track. The ranking is otherwise the
same as for the Main track, but wall-clock time is used instead of CPU time. The following
combinations of the semantics and reasoning modes constitute the Main and No-Limits subtracks:
DC-{CO|ST|SST|STG}, DS-{PR|ST|SST|STG}, SE-{PR|ST|SST|STG|ID}.

Approximate Track concerns in-exact solvers developed for abstract argumentation, i.e.,
solvers which may not in all cases provide correct YES/NO answers to credulous/skeptical
queries. Correctness requirements and ranking are different than other tracks: incorrect
solutions are simply discarded and only the number of correct solutions is taken into account.
The subtracks in the Approximate track are DC-{CO|ST|SST|STG|ID}, DS-{PR|ST|SST|STG}.

Dynamic Track invites solvers built especially for answering credulous/skeptical queries
over sequences of related AFs. Dynamic changes to an initial AF and acceptance queries are
issued by different applications via IPAFAIR, an API for incremental reasoning in abstract
argumentation specified for the first time for ICCMA 2023. Similarly to the Main track, an
instance of the Dynamic track is an AF and a query argument. An instance is given as input
to a program which modifies the initial AF by iteratively adding and deleting arguments and
attacks, and checks whether the query argument is accepted in the resulting modified AFs.
Resource limits are applied to this program as a whole, and an instance is solved exactly when
this program terminates correctly. The subtracks in the Dynamic track are DC-CO, DS-PR,
DC-ST, and DS-ST.

ABA Track concerns solvers developed for reasoning in the structured argumentation formal-
ism of Assumption-based Argumentation (ABA) [2], specifically focusing on so-called flat ABA
frameworks in the commonly studied logic programming fragment of ABA. In this fragment,
atoms are derived from assumptions using rules with a list of atoms in the body and a non-
assumption atom as the head. Assumptions have contraries, the derivation of which produces
an attack on this assumption. The subtracks for the ABA track are DC-{CO|ST}, DS-{PR|ST},
SE-{PR|ST}.

Ranking Scheme. For the Main, Dynamic, Approximate and ABA tracks, the score of a
solver on a subtrack is the sum of PAR-2 scores (CPU time if instance solved within resource
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limits, 2× the per-instance time limit otherwise) of the solver over all instances of a subtrack.
The No-limits ranking is otherwise the same but wall-clock time is used instead of CPU time.
The winner of a subtrack is the solver with the lowest score. For the Approximate track, the
solver with the largest number of correctly solved instances wins. If needed, cumulative CPU
running time over solved instances is used as a tie-breaker.

Input-Output Interface. In short (see the website for details), a specific compact numerical
input format for AFs was enforced for the Main, Dynamic and Approximate tracks. The format
was also extended for use in the ABA track by beginning-of-line identifiers for distinguishing
between assumptions, rules and contraries. In the Dynamic track, I/O is implemented using
IPAFAIR, an incremental API for reasoning in AFs, with functionality for initializing a solver
with an input AF and semantics, adding and deleting arguments and attacks, and performing
credulous and skeptical acceptance queries. For details on IPAFAIR, see https://bitbucket.org/
coreo-group/ipafair.

3. Rules and Execution

The rules are available in full on the ICCMA 2023 webpages. As a new development for 2023, the
requirement of witnessing certificates was enforced in the main track as follows. For DS-𝜎, if
the query argument is credulously accepted, solvers should output “YES” along with a certificate,
i.e., a 𝜎-extension containing the query. Analogously, for DS-𝜎, if the query argument is not
skeptically accepted, solvers should output “NO” along with a certificate, i.e., a 𝜎-extension not
containing the query. The certificates were checked as follows (with the subtrack specification,
an AF, a query argument, and an output produced by a solver participating in the Main track as
input). First, we verified that a certificate is contained in the output in the required cases (SE
apart from “NO” answers on SE-ST, “YES” answers for DC, and “NO” answers for DS), and for
DC and DS, that it contains (DC) or does not contain (DS) the query. For subtracks involving CO
and ST semantics, we constructed a standard SAT encoding [3] and verified that the certificate
extends to a satisfiable assignment. For subtracks involving PR, SST, and STG semantics, we
built the standard SAT encoding of CO (for PR and SST) or conflict-free (for STG) semantics, and
in addition to verifying that the certificate yields a satisfiable assignment, verified the absence
of a counterexample (a superset or a range-superset) via a SAT solver call. All solver calls were
performed using the SAT solver Glucose [4] (v4.1) invoked via PySAT [5]. The UNSAT proofs
produced by Glucose were recorded. For the SE-ID track, we instead verified that all solvers
reported the same ideal extension.

The organizers used fuzz testing to check for potential buggy behavior exhibited by submitted
solvers before the execution of the competition. When bugs were detected, the authors of the
solvers concerned were contacted and bug fixes were allowed to the extent feasible in order to
execute the competition on time. As for further solver requirements, solver descriptions were
mandatory. Furthermore, for all tracks apart from No-Limits, solver source code originating
from the authors (including modifications to third-party source code such as SAT solvers as
part of a solver) must be submitted together with a corresponding solver binary. In practice,
ICCMA 2023 was executed on a computing cluster of University of Helsinki, Finland, with
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2.60-GHz Intel Xeon E5-2670 CPUs and 57GB RAM under AlmaLinux 8.4, including GCC 12.2.0,
Clang 12.0.1, Boost 1.76.0, GLib 2.68.2, Rust 1.70.0, Java 17.0.4, and Python 3.9.5. A per-instance
memory limit of 16 GB was enforced on all subtracks. A 1200-second per-instance time limit
was enforced on the Main, Dynamic, and ABA tracks; for the Approximate track we set a 60-s
per-instance time limit.

4. Benchmarks

Abstract Argumentation: Main, Approximate, and Dynamic Tracks. To sample bench-
marks for the Main, Approximate, and Dynamic tracks, we collected all benchmark AFs sub-
mitted to ICCMA 2017 [6] (11 domains) and ICCMA 2019 [7] (2 domains). For the so-called
GroundedGenerator, SccGenerator, and StableGenerator domains, new AFs (100 per domain)
with similar parameters were generated by Matthias Thimm. In addition to these, a benchmark
generator crusti_g2io (by Jean-Marie Lagniez, Emmanuel Lonca, Jean-Guy Mailly, Julien Rossit)
submitted to ICCMA 2023 was used with suggested parameters to generate a new set of 450
AFs. This procedure resulted in 14 benchmark domains. From each of these, we sampled 25
AFs for the final benchmark set, with the exception of the crusti_g2io domain, from which 32
AFs were sampled. Finally, query arguments were sampled from the set of arguments with a
non-zero number of attackers which are not self-attackers, to avoid trivial acceptance queries.

ABA Track. The benchmarks for the ABA track were generated with a simple random
instance generator. The varying parameters are the number of atoms (25, 100, 500, 2000 or
5000), the proportion of atoms that are assumptions (10% or 30%), the maximum number of
rules deriving each sentence (5 or 10), and the maximum size of each rule body (5 or 10). Ten
instances with each combination of these parameters were generated for a total of 400 instances.
For acceptance problems, the query for each instance was selected at random from the atoms
for which there is at least one derivation in the given instance.

5. Participants

Number of solvers submitted for each track: three for the Main track, one for the No-Limits
track, five for the Approximate track, and five for the ABA track.

Crustabri (by Jean-Marie Lagniez, Emmanuel Lonca and Jean-Guy Mailly) is a SAT-based
solver—a rewritten version of CoQuiAAS [8]—supporting all subtracks in the Main track and
ABA track, as well as DC-CO, DC-ST, and DS-ST in the Dynamic track.

Fudge [9] (by Matthias Thimm, Federico Cerutti and Mauro Vallati) is a SAT-based solver with
support for all subtracks in the Main track.

𝜇-toksia [10, 11] (by Andreas Niskanen and Matti Järvisalo) is a SAT-based solver with support
for all subtracks of the Main and Dynamic tracks.

PORTSAT (by Sylvain Declercq, Quentin Januel Capellini, Christophe Yang, Jérôme Delobelle
and Jean-Guy Mailly) is a solver based on a portfolio of SAT solvers with support for DC-CO,
DC-ST, DS-PR, DS-ST, SE-PR, and SE-ST subtracks of the No-Limits track.
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𝜅-solutions (by Christian Pasero and Johannes P. Wallner) is a SAT-based solver with support
for DC-CO, DC-ST, and DS-ST in the Dynamic track.

AFGCN v2 [12] (by Lars Malmqvist) is based on employing graph convolutional neural networks,
and supports all subtracks of the Approximate track.

ARIPOTER-Degrees (by Jérôme Delobelle, Jean-Guy Mailly and Julien Rossit) is based on
computing the grounded extension and comparing the in-degree and out-degree of the query
argument, and supports all subtracks of the Approximate track.

ARIPOTER-HCAT (by Jérôme Delobelle, Jean-Guy Mailly and Julien Rossit) is based on the
grounded and h-Categorizer gradual semantics, and supports all subtracks of the Approximate
track.

fargo-limited (by Matthias Thimm) is based on an exact DPLL-style search algorithm for
admissible sets, and supports all subtracks of the Approximate track.

harper++ (by Matthias Thimm) is based on approximating all acceptance tasks by using
grounded semantics, and supports all subtracks of the Approximate track.

AcbAr [13] (by Tuomo Lehtonen, Anna Rapberger, Markus Ulbricht and Johannes P. Wallner)
is based on translating ABA frameworks to AFs with support for all reasoning tasks in the ABA
track.

ASPforABA [14, 15] (by Tuomo Lehtonen, Matti Järvisalo and Johannes P. Wallner) is an
answer set programming approach for ABA with support for all reasoning tasks in the ABA
track.

ASTRA (Andrei Popescu and Johannes P. Wallner) employs dynamic programming and supports
DC-CO, DC-ST, DS-ST and SE-ST in the ABA track.

flexABle [16, 17] (Martin Diller, Sarah Alice Gaggl, Piotr Gorczynca) implements specialized
ABA algorithms, flexible dispute derivations and supports DC-CO and DC-ST in the ABA track.

As agreed with the ICCMA steering committee, for transparency all solver submissions involving
any of the organizers of ICCMA 2023 were made known to the ICCMA steering committee
before the submission deadline. In addition, benchmark selection was done using a random
seed—811543731122527—concatenated from numbers sent separately to the organizers by each
ICCMA steering committee member. The seed and benchmark selection scripts are available on
the ICCMA 2023 website.
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Stable Semantics for Epistemic Abstract
Argumentation Framework
Gianvincenzo Alfano, Sergio Greco, Francesco Parisi and Irina Trubitsyna

Department of Informatics, Modeling, Electronics and System Engineering (DIMES),
University of Calabria, Rende, Italy

Abstract
Dung’s Abstract Argumentation Framework (AAF) has emerged as a central formalism in AI for modeling
disputes among agents. A recent extension of the Dung’s framework is the so-called Epistemic Abstract
Argumentation Framework (EAAF), which enhances AAF by allowing the representation of some pieces
of epistemic knowledge [1]. EAAF generalizes the concept of attack in AAF, introducing strong and weak
epistemic attacks, whose intuitive meaning is that an attacked argument is epistemically accepted only if
the attacking argument is possibly or certainly rejected, respectively. The semantics of EAAF has been
defined and studied for several argumentation semantics but not for the stable one, which is arguably
one of the most investigated semantics in argumentation. Motivated by this, in this paper, we propose an
intuitive stable semantics for EAAF that naturally extends that for AAF and coincides with the preferred
semantics in the case of odd-cycle free EAAFs (analogously to what happens in the case of AAF). We
analyze the complexity of two argumentation problems: existence, i.e. checking whether there is at least
one epistemic extension; and acceptance, i.e. checking whether an argument is epistemically accepted.

1. Introduction

In the last decades, Argumentation [2, 3, 4] has become an important research field in the area
of autonomous agents and multi-agent systems [5]. Argumentation has applications in several
contexts, including modeling dialogues, negotiation [6, 7], and persuasion [8]. It has been widely
used to model agents’ interactions [9, 10, 11, 12], especially in the context of debates [13, 14, 15].

Dung’s Abstract Argumentation Framework (AAF) is a simple yet powerful formalism for
modeling disputes between two or more agents [16]. An AAF consists of a set of arguments
and a binary attack relation over the set of arguments that specifies the interactions between
arguments: intuitively, if argument 𝑎 attacks argument 𝑏, then 𝑏 is acceptable only if 𝑎 is not.
Hence, arguments are abstract entities whose status is entirely determined by the attack relation.
An AAF can be seen as a directed graph, whose nodes represent arguments and edges represent
attacks. Several argumentation semantics—e.g. grounded (gr), complete (co), preferred (pr), and
stable (st) [16]—have been defined for AAF, leading to the characterization of 𝜎-extensions, that
intuitively consist of the sets of arguments that can be collectively accepted under semantics
𝜎 ∈ {gr, co, pr, st}.
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ca b a b d
Figure 1: AAF Λ of Example 1 (left) and EAAF Δ of Example 2 (right).

Example 1. Consider an AAF Λ=⟨{a, b}, {(a, b), (b, a)}⟩ whose corresponding graph is shown
in Figure 1(left). Λ describes the following scenario. A party planner invites Alice (a) and Bob
(b) to join a party. Due to their old rivalry (i) Alice replies that she will not join the party if
Bob does, and (ii) Bob replies that he will not join the party if Alice does. This situation can be
modeled by AAF Λ, where an argument x states that “(the person whose initial is) x joins the
party”. Under the stable semantics, there are two extensions 𝐸1 = {a} and 𝐸2 = {b} stating
that only Alice or only Bob will attend the party, respectively. □

Thus, as prescribed by 𝐸1 and 𝐸2, in the previous example we have that the participation
of Alice and Bob to the party is uncertain. To deal with uncertain information represented by
the presence of multiple extensions, credulous and skeptical reasoning has been introduced.
Specifically, an argument is credulously true (or accepted) if there exists an extension containing
the argument, whereas an argument is skeptically true if it occurs in all extensions. However,
uncertain information in AAF under multiple-status semantics proposed so far cannot be
exploited to determine the status of arguments (which in turn influences the status of other
arguments) by taking into account the information given by the whole set of extensions, as
in the case of credulous and skeptical acceptance. To overcome such a situation, and thus
provide a natural and compact way for expressing such kind of conditions, the use of epistemic
arguments and attacks has been recently proposed in [1], leading to the definition of the so-
called Epistemic Abstract Argumentation Framework (EAAF) which enhances AAF by allowing
the representation of some pieces of epistemic knowledge. Informally, epistemic attacks allow
considering all extensions and not only the current one. Thus, an epistemic attack from 𝑎 to 𝑏
is such that 𝑎 defeats 𝑏 if 𝑎 occurs in at least one extension (strong epistemic attack) or in all
extensions and at least one (weak epistemic attack), as illustrated in the following example.

Example 2. Consider the AAF Λ of Example 1 and assume that there are two more people:
Carol (c) and David (d). Carol’s answer is that she will not attend the party if it is sure (i.e. it
is skeptically true) that Alice will, whereas David answers that he will not attend the party if
the participation of Bob is possible (i.e. it is credulously true). Intuitively, the party planner
should conclude that, as the participation of both Alice and Bob is uncertain, Carol will attend
the party, whereas David will not.

This situation can be modeled by means of the Epistemic AAF (EAAF) shown in Figure 1(right)
where a defeats c with a weak epistemic attack, whereas b defeats d with a strong epistemic
attack (we use the two kinds of edges represented in the figure to denote weak and strong
epistemic attacks). Under the stable semantics, there are two extensions: 𝐸1 = {a, c} modeling
the fact that Alice and Carol will attend the party, whereas Bob and David will not; and
𝐸2 = {b, c} modeling the fact that Bob and Carol will attend the party, whereas Alice and
David will not. Observe that the epistemic arguments c and d (i.e. the arguments defeated by
an epistemic attack) are deterministic [17], that is, they have the same acceptance status in all
extensions (true for c and false for d). □
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Contributions. We introduce the stable semantics for Epistemic Abstract Argumentation
Frameworks (EAAFs) and investigate the complexity of two fundamental problems (see below).
The proposed EAAF semantics aims to let epistemic arguments be deterministic [17], that is,
they have the same acceptance status in all extensions; the status of an argument depends on
the credulous or skeptical acceptance of its attackers. Considering the dependence of the status
of an argument on its attackers only is inspired by the well-known directionality property
proposed for AAF [18, 19], which, if satisfied, then guarantees that the status of each argument
depends only on that of its attackers. Specifically, our main contributions are as follows.

• We formally present EAAF stable semantics; it extends that of AAF and coincides with EAAF
preferred semantics in case of odd-cycle free EAAFs (as it happens for the case of AAF).

• We investigate the complexity of the acceptance and existence problems under stable semantics
Our complexity results are summarized in Table 2 (in Section 4).

2. Preliminaries

We first review the Dung’s framework and then discuss and an extension of AAF with epistemic
constraints.

2.1. Abstract Argumentation Framework

An Abstract Argumentation Framework (AAF) is a pair ⟨A,Ω⟩, where A is a (finite) set of
arguments and Ω ⊆ A × A is a set of attacks (also called defeats). Different argumentation
semantics have been proposed for AAF, leading to the characterization of collectively acceptable
sets of arguments called extensions [16].

Given an AAF Λ = ⟨A,Ω⟩ and a set 𝑆 ⊆ A of arguments, an argument 𝑎 ∈ A is said to be i)
defeated w.r.t. 𝑆 iff ∃𝑏 ∈ 𝑆 such that (𝑏, 𝑎) ∈ Ω; ii) acceptable w.r.t. 𝑆 iff ∀𝑏 ∈ A with (𝑏, 𝑎) ∈ Ω,
∃𝑐 ∈ 𝑆 such that (𝑐, 𝑏) ∈ Ω. The sets of defeated and acceptable arguments w.r.t. 𝑆 are defined
as follows (where Λ is understood):
∙ Def(𝑆) = {𝑎 ∈ A | ∃𝑏 ∈ 𝑆 . (𝑏, 𝑎) ∈ Ω};
∙ Acc(𝑆)={𝑎 ∈ A | ∀𝑏∈A . (𝑏, 𝑎) ∈ Ω implies 𝑏 ∈ Def(𝑆)}.

To simplify the notation, we will often use 𝑆+ to denote Def(𝑆).
Given an AAF ⟨A,Ω⟩, a set 𝑆 ⊆ A of arguments is said to be:
∙ conflict-free iff 𝑆 ∩ 𝑆+ = ∅;
∙ admissible iff it is conflict-free and 𝑆 ⊆ 𝐴𝑐𝑐(𝑆).

Given an AAF ⟨A,Ω⟩, a set 𝑆 ⊆ A is an extension called:

• complete (co) iff it is conflict-free and 𝑆 = 𝐴𝑐𝑐(𝑆);

• preferred (pr) iff it is a ⊆-maximal complete extension;

• stable (st) iff it is a total complete extension, i.e. a complete extension such that 𝑆 ∪ 𝑆+ = A;

• grounded (gr) iff it is the ⊆-smallest complete extension.
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Figure 2: AAF Λ of Example 3 (left) and AAF Λ′ of Example 4 (right).

The set of complete (resp. preferred, stable, grounded) extensions of an AAF Λ will be denoted
by co(Λ) (resp. pr(Λ), st(Λ), gr(Λ)). It is well-known that the set of complete extensions
forms a complete semilattice w.r.t. ⊆, where gr(Λ) is the meet element, whereas the greatest
elements are the preferred extensions. All the above-mentioned semantics except the stable
admit at least one extension. The grounded semantics, that admits exactly one extension, is said
to be a unique-status semantics, while the others are said to be multiple-status semantics. With
a little abuse of notation, in the following we also use gr(Λ) to denote the grounded extension.
For any AAF Λ, st(Λ) ⊆ pr(Λ) ⊆ co(Λ) and gr(Λ) ∈ co(Λ).

Example 3. Let Λ = ⟨A,Ω⟩ be an AAF where A = {a, b, c} and Ω = {(a, b), (b, a), (b, c)},
whose graph is show in Figure 2 (left). The set of complete extensions of Λ is co(Λ) = {𝐸0 =
∅, 𝐸1 = {a, c}, 𝐸2 = {b}}. 𝐸0 is the grounded extension, while 𝐸1 and 𝐸2 are preferred and
stable extensions. □

Given an AAF Λ = ⟨A,Ω⟩ and a semantics 𝜎 ∈ {gr, co, pr, st}, for 𝑔 ∈ A, the credulous
(resp. skeptical) acceptance problem, denoted as 𝐶𝐴𝜎 (resp. 𝑆𝐴𝜎) is deciding whether 𝑔 is
credulously (resp. skeptically) accepted, that is deciding whether 𝑔 belongs to any (resp. every)
𝜎-extension of Λ. Clearly, 𝐶𝐴gr and 𝑆𝐴gr coincide.

Recently, a satisfaction problem for AAF called determinism (𝐷𝑆𝜎) has been introduced [17].
Given a 𝜎-extension 𝐸, an argument 𝑔 ∈ A is said to be: accepted if 𝑔 ∈ 𝐸; rejected if 𝑔 ∈ 𝐸;
undecided otherwise (𝑔 ̸∈ 𝐸 ∪𝐸+). For a semantic 𝜎, an argument is said to be deterministic if
all 𝜎-extensions assign the same status (either accepted, rejected, or undecided) to it.

Finally, the existence (resp. non-empty existence) problem denoted as 𝐸𝑥𝜎 (resp. 𝐸𝑥¬∅𝜎 ) is
deciding whether there exists at least one (resp. at least one non-empty) 𝜎-extension for AAF Λ.

For AAFs, the complexity of the existence and acceptance problems has been investigated
(see [20] for an overview). The complexity of the determinism problem is investigated in [17].
The complexity results of these problems are summarized in the left-hand side part of Table 2.

Example 4. Consider the AAF Λ of Example 3. Under preferred and stable semantics, both
arguments a and b are credulously accepted. None of them is skeptically accepted, nor deter-
ministic.

Considering the AAF Λ′ obtained from Λ by adding the self-attack (c, c) (see Figure 2 (right)),
there are three complete extensions 𝐸′

0 = ∅, 𝐸′
1 = {a} and 𝐸′

2 = {b}. Both 𝐸′
1 and 𝐸′

2 are
preferred extensions, but only 𝐸′

2 is stable. □

2.2. AAF with Epistemic Constraints

An Epistemic Argumentation Framework (EAF) has been proposed in [21]. An EAF is a triple
⟨𝐴,Ω, 𝐶⟩, where ⟨𝐴,Ω⟩ is an AAF and 𝐶 is an epistemic constraint, that is, a propositional
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formula extended with the modal operators K and M. Here, the constraint is the belief of an
agent which must be satisfied. Intuitively, K𝜑 (resp. M𝜑) states that the considered agent
believes that 𝜑 is always (resp. possibly) true. EAF semantics is given by sets of feasible
extensions of the underlying AAF, called 𝜔-extension sets (𝜔-labeling sets in [21, 1]), consisting
of maximal sets of arguments that satisfies the constraint. There could be different 𝜔-extension
sets (𝜔-sets) for the same epistemic formula, as shown in the following example.

Example 5. Consider the AAF Λ = ⟨𝐴 = {a, b, c, d},Ω = {(a, b), (b, a), (c, d), (d, c), (b, c)⟩
having 5 complete extensions 𝐸0 = ∅, 𝐸1 = {a}, 𝐸2 = {a, c}, 𝐸3 = {a, d} and 𝐸4 = {b, d}.
𝐸0 is the grounded extension, while 𝐸2, 𝐸3 and 𝐸4 are preferred and stable extensions. Under
the preferred semantics, considering the epistemic constraint 𝐶1 = Kc, there exists a unique 𝜔-
set {𝐸2} for EAF ⟨𝐴,Ω, 𝐶1⟩, whereas considering 𝐶2 = Kc∨Kd there are the two alternative
𝜔-sets {𝐸2} and {𝐸3, 𝐸4} for EAF ⟨𝐴,Ω, 𝐶2⟩. □

We point out that despite the name Epistemic Argumentation Framework is used, the role of
epistemic formulae is only that of introducing constraints over the set of feasible extensions,
that is it is similar to that of constraints or preferences in AAF [22, 23, 24, 25, 26].

3. Epistemic Abstract Argumentation Framework

We augment AAF with epistemic attacks, leading to the concept of Epistemic Abstract Argu-
mentation Framework (EAAF).

3.1. Syntax

We start by recalling the syntax of EAAF [1].

Definition 1 (Epistemic AAF). An Epistemic AAF is a quadruple Δ = ⟨𝐴,Ω,Ψ,Φ⟩ where 𝐴 is a
set of arguments, Ω ⊆ 𝐴×𝐴 is a set of (standard) attacks, Ψ ⊆ 𝐴×𝐴 is a set of weak (epistemic)
attacks, and Φ ⊆ 𝐴×𝐴 is a set of strong (epistemic) attacks such that Ω∩Ψ = Ω∩Φ = Ψ∩Φ = ∅.

In the following, we represent attacks (𝑎, 𝑏) ∈ Ω by 𝑎 → 𝑏, (𝑎, 𝑏) ∈ Ψ by 𝑎 ⇒ 𝑏, (𝑎, 𝑏) ∈ Φ
by 𝑎 →⇒ 𝑏. An EAAF ⟨𝐴,Ω,Ψ,Φ⟩ can be seen as a directed graph, where 𝐴 denotes the set of
nodes and Ω,Ψ, and Φ denotes three different kinds of edges. Arguments defeated through
epistemic attacks are called epistemic arguments.

We say that there is a path from an argument 𝑎 ∈ 𝐴 to argument 𝑏 ∈ 𝐴 if either (i) there
exists an attack (𝑎, 𝑏) in Δ or (ii) there exists an argument 𝑐 ∈ 𝐴 and two paths, from 𝑎 to 𝑐
and from 𝑐 to 𝑏. We say that an argument 𝑏 ∈ 𝐴 depends on an argument 𝑎 ∈ 𝐴 if 𝑏 is reachable
from 𝑎 in Δ, that is, if there exists a path from 𝑎 to 𝑏 in Δ. Moreover, an argument 𝑎 depends
on attack 𝛾 ∈ (Ω ∪Ψ ∪ Φ) if there exists a path in Δ that contains 𝛾 and reaches 𝑎.

We now introduce well-formed and plain EAAFs.

Definition 2. An EAAF Δ is said to be:

• well-formed if there are no cycles in Δ with epistemic edges.

• in plain form if every epistemic argument is attacked by a single (epistemic) attack.
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Figure 3: (From left to right) EAAFs Δ, Δ′, Δ′′ and Δ′′′ of Example 9.

In the following we assume that our EAAFs are well-formed. The reason for such a restriction is
to guarantee that there exists at most one world view (c.f. Theorem 1). In the following we also
assume that our EAAFs are in plain form. As it will be clear after introducing EAAF semantics,
for well-formed EAAFs in plain form, epistemic arguments are deterministic (c.f. Proposition 2).

Example 6. The EAAF Δ = ⟨𝐴 = {a, b, c, d},Ω = {(a, b), (b, a)}, Ψ = {(a, c)},Φ =
{(b, d}⟩ of Example 2, whose graph is shown in Figure 1 (right), is well-formed and in plain
form. □

The semantics of EAAF is given by relying on the concept of sub-framework (sub-EAAF),
which is defined as follows.

Definition 3. Given two EAAFs Δ and Δ′, we say that Δ′ is a sub-EAAF of Δ (denoted as
Δ′ ⊑ Δ) if Δ′ is obtained from Δ by deleting a subset 𝑆 of the set of epistemic arguments of Δ
and all the arguments depending on an argument in 𝑆 w.r.t. Δ. Moreover, we write Δ′ ⊏ Δ if
Δ′ ⊑ Δ and Δ′ ̸= Δ.

Clearly, in Definition 3 by deleting arguments we also delete attacks having as a source or
target element a deleted argument.

Example 7. Consider the EAAF Δ = ⟨{a, b, c, d, e, f}, {(a, b), (b, a), (a, e), (d, f), (e, f),
(f, e)}, {(a, c)}, {(b, d)}⟩ shown in Figure 3 (left). We have four sub-EAAFs Δ* ⊑ Δ, as shown
in the figure: the first one (from left to right) coincides with Δ, the others are obtained by
deleting all arguments depending on: (𝑖) both arguments c and d, (𝑖𝑖) only d, and (𝑖𝑖𝑖) only c,
respectively. □

3.2. Semantics

We first introduce the stable semantics of EAAF and then present some results concerning
properties of the proposed framework.

For any EAAF Δ = ⟨𝐴,Ω,Ψ,Φ⟩, a set 𝑊 of sets of arguments in 𝐴 is called world view of
Δ. Informally, a world view can be seen as a set of extensions that are to be used to compute
the status of epistemic arguments. Given EAAF Δ′ = ⟨𝐴′,Ω′,Ψ′,Φ′⟩ ⊑ Δ, we denote by
𝑊↓Δ′ = {𝑆 ∩𝐴′ | 𝑆 ∈ 𝑊} the projection of 𝑊 over 𝐴′.

With the aim of providing EAAF semantics by extending AF semantics, we first extend
the definitions of defeated and acceptable arguments for EAAF by taking into account the
additional concept of world view, that is a candidate set of extensions, which is used to decide if
an argument is epistemically defeated/acceptable. Given an EAAF Δ, a world view 𝑊 of Δ,
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and a set 𝑆 ∈ 𝑊 , the sets of arguments defeated (resp. accepted) w.r.t. 𝑆 and 𝑊 are defined as
follows:
∙ 𝐷𝑒𝑓(𝑊,𝑆) = {𝑏 ∈ 𝐴 | (∃𝑎 ∈ 𝑆 . 𝑎 → 𝑏) ∨

(∃𝑇 ∈ 𝑊 . ∃𝑎 ∈ 𝑇 . 𝑎 →⇒ 𝑏) ∨
(∀𝑇 ∈ 𝑊 . ∃𝑎 ∈ 𝑇 . 𝑎 ⇒ 𝑏)}.

∙ 𝐴𝑐𝑐(𝑊,𝑆) = {𝑏 ∈ 𝐴 | ∀𝑎 ∈ 𝐴 .
((𝑎 → 𝑏) implies 𝑎 ∈ 𝐷𝑒𝑓(𝑊,𝑆))∧
((𝑎 →⇒ 𝑏) implies ∀𝑇 ∈ 𝑊 . 𝑎 ∈ 𝐷𝑒𝑓(𝑊,𝑇 ))∧
((𝑎 ⇒ 𝑏) implies ∃𝑇 ∈ 𝑊 . 𝑎 ∈ 𝐷𝑒𝑓(𝑊,𝑇 )).

Example 8. Considering the EAAF Δ of Example 7 and the world view 𝑊 = {𝑆1 = {c},
𝑆2 = {a, c}, 𝑆3 = {b, c}}, we have that:

• 𝐷𝑒𝑓(𝑊,𝑆1) = {d} and 𝐴𝑐𝑐(𝑊,𝑆1) = {c};

• 𝐷𝑒𝑓(𝑊,𝑆2) = {b, d} and 𝐴𝑐𝑐(𝑊,𝑆2) = {a, c}; and

• 𝐷𝑒𝑓(𝑊,𝑆3) = {a, d} and 𝐴𝑐𝑐(𝑊,𝑆3) = {b, c}. □

Given an EAAF Δ = ⟨𝐴,Ω,Ψ,Φ⟩ and a world view 𝑊 of Δ, a set 𝑆 ∈ 𝑊 is:

• 𝑊-conflict-free if 𝑆 ∩𝐷𝑒𝑓(𝑊,𝑆) = ∅;

• 𝑊-admissible if it is 𝑊-conflict-free and 𝑆 ⊆ 𝐴𝑐𝑐(𝑊,𝑆);

• 𝑊-complete (𝑊 -co) if it is 𝑊-conflict-free and 𝑆 = 𝐴𝑐𝑐(𝑊,𝑆).

Moreover, a 𝑊-complete set 𝑆 is said to be :

• W-preferred (𝑊 -pr) if 𝑆 is ⊆-maximal;

• W-stable (𝑊 -st) if 𝑆 ∪𝐷𝑒𝑓(𝑊,𝑆) = 𝐴;

• W-grounded (𝑊 -gr) if 𝑆 is ⊆-minimal.

We are now ready to define EAAF semantics. The meaning of EAAF under the grounded,
complete and preferred semantics has been introduced in [1]. For the sake of completeness and
to easy readability we include those semantics in the next definition, where the meaning of
EAAF under stable semantics is defined by generalizing the definition in [1].

Definition 4 (EAAF Semantics). Let 𝜎 ∈ {gr, co, pr, st} be a semantics and 𝑊 a world view
of EAAF Δ. Then, 𝑊 is a 𝜎-world view for Δ if ∀Δ′ ⊑ Δ the following conditions hold:

(𝑖) every 𝑆 ∈ 𝑊↓Δ′ is a 𝑊↓Δ′-𝜎 set, and

(𝑖𝑖) there is no world view 𝑊 * for Δ′ such that 𝑊↓Δ′ ⊂ 𝑊 * and every 𝑆* ∈ 𝑊 * is 𝑊 *-𝜎 for
Δ′.
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Table 1
𝜎-world view for each EAAF Δ* ⊑ Δ in Figure 3.

Δ* gr(Δ*) co(Δ*) pr(Δ*)= st(Δ*)

Δ′ {∅} {∅, {a}, {b}} {{a}, {b}}
Δ′′ {∅} {{c}, {a, c}, {b, c}} {{a, c}, {b, c}}
Δ′′′ {∅} {∅, {f}, {a, f}, {b}, {b, e}, {b, f}} {{a, f}, {b, e}, {b, f}}
Δ {∅} {{c}, {c, f}, {a, c, f}, {b, c}, {b, c, e}, {b, c, f}} {{a, c, f}, {b, c, e}, {b, c, f}}

We now explain Definition 4. Given a semantics 𝜎, a𝑊 -𝜎 set intuitively represents a candidate
set of 𝜎-extensions for an EAAF. Then, such a set turns out to actually be a set of extensions
if the conditions in Definition 4 hold, whose rationale is as follows. Given a world view 𝑊
of an EAAF Δ, we check that for all sub-frameworks Δ′, every element 𝑆 ∈ 𝑊 ′ = 𝑊↓Δ′ is a
𝑊 ′-𝜎 set (condition 𝑖) and 𝑊 ′ is maximal (condition 𝑖𝑖). Intuitively, the first condition ensures
that the status of an argument is confirmed in all sub-frameworks considered. The second
condition of Definition 4 ensures that, if there is a larger 𝜎-world view for which condition 𝑖)
holds, then we prefer to take it. That is, intuitively, we aim at having the whole set of extensions.
In [1], it is shown that this set is unique under grounded, complete and preferred semantics.
Finally, as shown below in Example 9, checking that the above-mentioned conditions hold for
all sub-frameworks is important to avoid returning wrong conclusions (i.e., world views that
contradict our intuition).

It is worth noting that whenever Ψ = Φ = ∅, we have that the definitions of defeated and
acceptable arguments coincide with the ones defined for AAF, that is 𝐷𝑒𝑓({𝑆}, 𝑆) = 𝐷𝑒𝑓(𝑆)
and 𝐴𝑐𝑐({𝑆}, 𝑆) = 𝐴𝑐𝑐(𝑆). This lead to the following result that states that EAAF semantics
extends that of AAF.

Proposition 1. Let Δ = ⟨𝐴,Ω,Ψ,Φ⟩ be a well-formed EAAF with Ψ = Φ = ∅, and Λ = ⟨𝐴,Ω⟩
the AAF corresponding to Δ. Then, if st(Λ) ̸= ∅ then st(Λ) is the only stable-world view of Δ.

Clearly, as stable semantics is not guaranteed to exist in AAF, the same holds in EAAF. Indeed,
as stated next, any well-formed EAAF has at most one stable world view.

Theorem 1. Any well-formed EAAF admits at most one st-world view.

For any (well-formed) EAAF Δ and semantics 𝜎 ∈ {gr, co, pr, st} we use 𝜎(Δ) to denote
the 𝜎-world view of Δ, and will often call its elements 𝜎-extensions.

Example 9. Continuing with Example 7, Table 1 reports the 𝜎-world view for each EAAF
Δ* ⊑ Δ in Figure 3 and 𝜎 ∈ {gr, co, pr, st}.

Now, consider the EAAF Δ′′ (shown in Figure 3), the world view 𝑊 = {𝑆 = {a}}, and the
stable semantics. If in Definition 4 we had only focused on the given EAAF Δ′′ without looking
at its sub-frameworks, as 𝑆 is a 𝑊 -stable set and 𝑊 is maximal (i.e., both conditions (𝑖) and (𝑖𝑖)
of Definition 4 are satisfied if focusing on Δ′′ only), we would have concluded that c is defeated.
However, we had expected that c would have been accepted. Indeed, according to Definition 4,
the only stable-world view of Δ′′ is 𝑊 ′′ = {{a, c}, {b, c}} (cf. Table 1). In fact, considering
the sub-framework Δ′ (cf. Figure 3) obtained from Δ′′ by deleting the epistemic argument c,
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Figure 4: EAAF Δ of Example 10.

the only stable-world view of Δ′ is 𝑊 ′ = 𝑊 ′′
↓Δ′ = {{a}, {b}}, which using Definition 4 allows

us to discard 𝑊 = {{a}} from being a stable-world view of Δ′′. □

According to the proposed EAAF semantics, epistemic arguments are deterministic, that
is, they have the same “truth assignment” in a world view, that in turn depends on either the
credulous or skeptical acceptance of its attackers.

Proposition 2. Let Δ = ⟨𝐴,Ω,Ψ,Φ⟩ be an EAAF, and 𝑊 the st-world view of Δ. Then, any
epistemic argument 𝑥 ∈ 𝐴 is deterministic, that is, one of the following three conditions hold:
𝑖) ∀ 𝑆 ∈ 𝑊 . 𝑥 ∈ 𝐴𝑐𝑐(𝑊,𝑆);
𝑖𝑖) ∀ 𝑆 ∈ 𝑊 . 𝑥 ∈ 𝐷𝑒𝑓(𝑊,𝑆);
𝑖𝑖𝑖) ∀ 𝑆 ∈ 𝑊 . 𝑥 ̸∈ (𝐴𝑐𝑐(𝑊,𝑆) ∪𝐷𝑒𝑓(𝑊,𝑆)).

An alternative way to define stable extensions for EAAF could be that of choosing among
complete extensions those that are total, as it is done for AAF. More in detail, given an EAAF Δ
and its complete-world view 𝑊 = co(Δ), we could have defined the stable-world view for Δ as
st(Δ) = {𝑆 ∈ 𝑊 | 𝑆∪𝐷𝑒𝑓(𝑊,𝑆) = 𝐴} ). This is different from what is done in Definition 4
where to define a st-world view we start with a world view 𝑊 that is not necessarily co(Δ).
However, the above-mentioned alternative way to define stable extensions for EAAF may lead
to counter-intuitive solutions, as shown in the following example.

Example 10. Consider the EAAF Δ = ⟨{a, b, c, d}, {(a, b), (b, a), (a, c), (b, c)}, {(c, d)}, ∅⟩,
shown in Figure 4, and the stable semantics. Intuitively, the strong epistemic attack states that
d is accepted if c is skeptically rejected. The stable extensions of Δ, that is, the elements in
its st-world view are {a, d} and {b, d}. Thus, we obtain that c is skeptically defeated and,
consequently, d is accepted.

However, if we start with the complete-world view co(Δ), we have that there are three
complete extensions 𝑆1 = ∅, 𝑆2 = {a} (with b and c defeated and d undecided) and 𝑆3 = {b}
(with a and c defeated and d undecided). As there are no total sets in co(Δ) , we conclude that
under the above-mentioned “alternative” stable semantics there is no stable status for d and c ,
contradicting our intuition. □

As stated next, differently from AAF, stable extensions are not guaranteed to be complete
extensions of EAAF. Related to this, even in AAF credulous and skeptical acceptance may give
different results under different semantics.

Proposition 3. There exists an EAAF Δ such that 𝑆 ∈ st(Δ) and 𝑆 ̸∈ co(Δ).

Particularly, consider the EAAF Δ = ⟨{a, b, c, d, e, f}, {(a, b), (b, a), (a, c), (b, c), (c, d)},
{(d, e) (e, f)}, ∅⟩. With a little effort, it ca be checked that st(Δ) = {𝑆1 = {a, d, f}, 𝑆2 =
{b, d, f}} and co(Δ) = {∅, {a, d}, {b, d}}, and thus neither 𝑆1 ∈ co(Δ) nor 𝑆2 ∈ co(Δ).

Finally, stable semantics coincides with preferred semantics in case of odd-cycle free EAAFs.
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Proposition 4. Let Δ be a well-formed, odd-cycle free EAAF. Then, it holds that st(Δ) = pr(Δ).

4. Complexity

We investigate the complexity of two fundamental reasoning problems for EAAF under stable
semantics. In particular, we study the existence and credulous/skeptical acceptance problems,
that are often considered for analyzing the complexity of argumentation frameworks.

We recall the main complexity classes used in this section and, in particular, the definition
of the classes 𝑃,Σ𝑝

ℎ,Π
𝑝
ℎ and Δ𝑝

ℎ, with ℎ ≥ 0 (see e.g. [27]). For ℎ > 0: Σ𝑝
0 = Π𝑝

0 = Δ𝑝
0 = 𝑃 ;

Σ𝑝
1 = 𝑁𝑃 and Π𝑝

1 = 𝑐𝑜𝑁𝑃 ; Δ𝑝
ℎ = 𝑃Σ𝑝

ℎ−1 ; Σ𝑝
ℎ =𝑁𝑃Σ𝑝

ℎ−1 , and Π𝑝
ℎ = 𝑐𝑜Σ𝑝

ℎ. Herein, 𝑃𝐶 (resp.
𝑁𝑃𝐶 ) denotes the class of problems that can be solved in polynomial time using an oracle in the
class 𝐶 by a deterministic (resp. non-deterministic) Turing machine. The class Θ𝑝

ℎ = Δ𝑝
ℎ[𝑙𝑜𝑔 𝑛]

denotes the subclass of Δ𝑝
ℎ consisting of the problems that can be solved in polynomial time

by a deterministic Turing machine performing 𝑂(𝑙𝑜𝑔 𝑛) calls to an oracle in the class Σ𝑝
ℎ−1.

Under the standard complexity-theoretic assumptions, we have that Σ𝑝
ℎ ⊂ Θ𝑝

ℎ+1 ⊂ Δ𝑝
ℎ+1 ⊂

Σ𝑝
ℎ+1 ⊆ 𝑃𝑆𝑃𝐴𝐶𝐸 and Π𝑝

ℎ ⊂ Θ𝑝
ℎ+1 ⊂ Δ𝑝

ℎ+1 ⊂ Π𝑝
ℎ+1 ⊆ 𝑃𝑆𝑃𝐴𝐶𝐸. A decision problem is in

𝐷𝑝
ℎ iff it is the conjunction of a decision problem in Σ𝑝

ℎ and a decision problem in Π𝑝
ℎ. Hence,

𝐷𝑝
1 (or simply DP) denotes the class of the problems that are a conjunction of a problem in 𝑁𝑃

and one in 𝑐𝑜𝑁𝑃 . Under the standard complexity-theoretic assumptions, we have that 𝑁𝑃 ⊂
DP, 𝑐𝑜𝑁𝑃 ⊂ DP, and DP⊂ Θ𝑝

2.
Given an EAAF Δ = ⟨𝐴,Ω, Ψ, Φ⟩ and a semantics 𝜎 ∈ {gr, co, pr, st}:

• the existence (resp. non-empty existence) problem for EAAF, denoted as 𝐸𝑥𝜎 (resp. 𝐸𝑥¬∅𝜎 )
consists in deciding whether there exists at least one (resp. at least one non-empty) 𝜎-extension
𝑆 for Δ;

• the credulous (resp. skeptical) acceptance problem, denoted as 𝐶𝐴𝜎 (resp. 𝑆𝐴𝜎), consists in
deciding whether a given goal argument 𝑔 ∈ 𝐴 belongs to any (resp. every) 𝜎-extension of Δ.

Observe that if argument 𝑔 is epistemic, credulous and skeptical acceptance problems coincide
(cf. Proposition 2). Therefore, we call this problem epistemic acceptance and denote it as 𝐸𝐴𝜎 .

The following fact states that the epistemic acceptance problem captures the credulous and
skeptical acceptance problems also for non-epistemic arguments under stable semantics.

Fact 1. Let Δ = ⟨𝐴,Ω,Ψ,Φ⟩ be an EAAF, 𝑔 ∈ 𝐴 any of its non-epistemic arguments. Then:

• 𝐶𝐴st(Δ, 𝑔) = 𝐸𝐴st(Δ
′, 𝑔′′) with Δ′ = ⟨𝐴 ∪ {𝑔′, 𝑔′′},Ω ∪ {(𝑔, 𝑔′)},Ψ ∪ {(𝑔′, 𝑔′′)},Φ⟩

• 𝑆𝐴st(Δ, 𝑔) = 𝐸𝐴st(Δ
′, 𝑔′′) with Δ′ = ⟨𝐴 ∪ {𝑔′, 𝑔′′},Ω ∪ {(𝑔, 𝑔′)},Ψ,Φ ∪ {(𝑔′, 𝑔′′)}⟩.

Thus, asking for the credulous and skeptical acceptance of an argument 𝑔 w.r.t. an EAAF Δ
is equivalent to asking for the epistemic acceptance of a fresh epistemic argument 𝑔′′ w.r.t. an
EAAF Δ′, that is obtained from Δ by adding only a pair of attacks.

For this reason and for the fact that epistemic arguments are deterministic (Proposition 2),
w.l.o.g. we study the complexity of existence and epistemic acceptance problems in EAAFs (with-
out considering credulous and skeptical acceptance that, as shown above, can be immediately
reduced to epistemic acceptance).
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Table 2
Complexity of the credulous acceptance (𝐶𝐴𝜎), skeptical acceptance (𝑆𝐴𝜎), existence (𝐸𝑥𝜎), non-empty
existence (𝐸𝑥¬∅

𝜎 ), and determinism problems for AAF, and of the epistemic acceptance (𝐸𝐴𝜎), existence
(𝐸𝑥𝜎), and non-empty existence (𝐸𝑥¬∅

𝜎 ) problems for EAAF. For any complexity class 𝐶 , 𝐶-c (resp.
𝐶-h) means 𝐶-complete (resp. 𝐶-hard); an interval 𝐶-h, 𝐶 ′ means 𝐶-hard and in 𝐶 ′. The results for
𝜎 ∈ {gr, co, pr} have been presented in [1], while those for st are new.

AAF EAAF

𝜎 𝐶𝐴𝜎 𝑆𝐴𝜎 𝐸𝑥𝜎 𝐸𝑥¬∅
𝜎 𝐷𝑆𝜎 𝐸𝐴𝜎 𝐸𝑥𝜎 𝐸𝑥¬∅

𝜎

gr P P trivial P trivial P trivial P

co NP-c P trivial NP-c coNP-c Θ𝑝
2-h, Δ𝑃

2 trivial NP-c

st NP-c coNP-c NP-c NP-c DP-c DP-h NP-h NP-h

pr NP-c Π𝑃
2 -c trivial NP-c Π𝑃

2 -c Π𝑃
2 -h, Δ𝑃

3 trivial NP-c

The next theorem states the complexity of epistemic acceptance under stable semantics.

Theorem 2. 𝐸𝐴st is DP-hard.

The following corollary states that for EAAF the existence of at least one extension is not
always guaranteed, as for the case of AAF.

Corollary 1. 𝐸𝑥st coincides with 𝐸𝑥¬∅st and it is NP-hard.

The results of this section, along with some related complexity results for AAF, are summa-
rized in Table 2. We have also reported the results for 𝜎 ∈ {gr, co, pr} which are from [1];
those for st are new. We found that the complexity generally increases w.r.t. that of AAF for
the acceptance problems under stable semantics. This particularly holds if we compare the
complexity of 𝐸𝐴st for EAAF with that of 𝐶𝐴st and 𝑆𝐴st for AAF . Finally, deciding accep-
tance (resp. existence) in EAAF under stable semantics is at least hard as checking determinism
(resp. existence) in AAF. For future work we plan to close the complexity gap related to the
complexity of acceptance problems in EAAF under the different semantics.

5. Conclusion and Future Work

Several proposals have been made to extend Dung’s framework with the aim of better modeling
the knowledge to be represented. The extensions include Bipolar AAF [28, 29], AAF with
recursive attacks and supports [30, 31, 32], Dialectical framework [33], Abstract Reasoning
Framework [34], AAF with preferences [35, 36] and constraints [22, 23], as well extensions for
representing uncertain information, e.g. incomplete AAF [37] and probabilistic AAF [38, 39, 40,
41, 42, 43, 44].

We have presented the stable semantics for Epistemic Abstract Argumentation Framework, a
generalization of Dung’s framework where epistemic attacks and arguments can be expressed.
We also provided complexity bounds for the existence and acceptance problems in EAAF under
the well-known stable argumentation semantics. Our complexity analysis shows that the
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epistemic elements (i.e., epistemic attacks/arguments) impact on the complexity of some of the
problems considered. In general, it turns out that EAAF is more expressive than AAF.

The idea of extending logic with epistemic constructs has been investigated also in the field
of Answer Set Programming (ASP) [45, 46, 47]. Epistemic logic programs, firstly proposed in
[45], extend disjunctive logic programs under the stable model semantics with modal constructs
called subjective literals [46, 48, 49, 47]. The introduction of this extension was originally
motivated to correctly represent incomplete information in programs that have several stable
models. Using subjective literals, it is possible to check whether a literal is true in every or
some stable model of the program. These models in this context are also called belief sets, being
collected in a set called world view. The main idea was to expand the syntax and semantics of
Answer Set Programming by modal operators K and M where K𝜙 holds if 𝜙 is true in all answer
sets of a program and M𝜙 holds if 𝜙 is true in at least one answer set. Using this notation,
𝑛𝑜𝑡 K𝑝∧𝑛𝑜𝑡 K−𝑝 would correspond to “the truth value of p is unknown” even in the presence
of multiple answer sets. In such a context, several problems are still open and they regard the
support required by stable models, as well as splitting properties that are satisfied by classical
ASP semantics, but not satisfied by epistemic ASP-based semantics [50, 49, 51].

Although our focus is on argumentation, we believe that our results could be of interest
to the logic community. In fact, by exploiting the correspondence between AF and Logic
Programming [52], the proposed EAAF semantics could be seen as an alternative semantics
for a special class of epistemic logic programs whose complexity and computation can be
characterized by using our results.

Future work will be devoted to considering other argumentation semantics such as the semi-
stable semantics. Another interesting direction for future work is exploring EAF in a dynamic
setting [53, 54, 55, 56, 57, 58, 59], where objective evidence (underlying AF) and subjective
beliefs (epistemic formulae) may change over time.
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Abstract
Fighting hate speech through automatic counter-narrative generation is gaining interest because of the
increasing capabilities of Large Language Models. However, counter-narrative generation is a challenging
task that can benefit from insightful analyses of text. In this work, we present an approach to improve
the generation of counter-narratives by providing Large Language Models with high-quality examples.
In addition, we show that enhancing the original hate speech with an argumentative analysis, identifying
justifications and conclusions, together with collectives and the properties associated to them, seems
to produce some improvements, specially with with smaller training datasets, helping to orient the
generation towards a particular response strategy. The dataset of counter-narratives with argumentative
information is made publicly available.
Warning: This work contains offensive and hateful text that may be distressing. It does not
represent the views of the authors.

Keywords
Counter-narrative generation, Hate speech, Argument mining, Large Language Models

1. Introduction

In social media platforms, hate speech is amplified beyond human scale, spreading faster and
increasing their reach, with negative impacts in societies, like polarization or an increase in
violent episodes against targeted communities or individuals. It is because of these known
consequences that many legal systems typify it as a crime, at least in some of its forms.

The predominant strategy adopted so far to counter hate speech in social media is to recognize,
block and delete these messages and/or the users that generated it. This strategy has two main
disadvantages. The first one is that blocking and deleting may prevent a hate message from
spreading, but does not counter its consequences on those who were already reached by it.
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The second one is that there is no place for subtleties or shades while defining hate speech: it
must be done as a binary classification because the consequence of that classification is binary.
This can generate accusations of overblocking or censorship, and not just because of errors
in automated systems, which have been shown to be highly biased [1], but because blocking
seems to be an overly simplistic approach to deal with the inherent complexity of hate speech.

An alternative to blocking that has been gaining attention in the last years, is to "oppose
hate content with counter-narratives (i.e. informed textual responses)" [2, 3]1. This way, the
consequences of errors in the hate classification are minimized, overblocking is avoided, and it
helps to spread a message against hate that can reach people that are not necessarily convinced,
or even not involved in the conversation.

However, the huge volume of online hate messages makes the manual generation of counter-
narratives an impossible task. In this scenario, automating the generation of counter-narratives
is an appealing avenue, but the task poses a great challenge due to the complex linguistic and
communicative patterns involved in argumentation.

Traditional machine learning approaches have typically produced less than satisfactory
results for argumentation mining and generation. However, the recent availability of Large
Language Models (LLMs) provides a promising approach to address the task of counter-narrative
generation. Indeed, LLMs seem capable of generating satisfactory text for many tasks. Thorburn
and Kruger [4] showed that a version of ChatGPT can tackle 6 argumentative reasoning tasks
with some degree of success. They also find that finetuning the LLM parameters outperforms
prompt-only based approaches.

However, as Hinton and Wagemans [5] show in their in-depth analysis of the argumentative
capabilities of GPT-3, the argumentative text generated by LLMs tends to show some weaknesses.
Although the language they use is clearly argumentative, as is the structure of arguments they
create, most of them are not considered acceptable by humans, falling in fallacies like ’begging
the question’ and providing mostly irrelevant information.

In this paper we present an initial exploration of the impact of argumentative information
in improving the quality of arguments generated by LLMs, more concretely, in improving the
quality of automatically generated counter-narratives against hate speech. We compare different
scenarios: LLMs without any specific adaptation to the task or domain, with fine-tuning using
a dataset of counter-narratives, in a few-shot approach, and providing additional information
about some of the argumentative aspects of the hate speech.

To assess the quality of the counter-narratives generated in the different scenarios, we carry
out a preliminary evaluation with human judges, who achieved moderate agreement between
each other. Based on those judgements, we can say that argumentative information by itself
does not produce an improvement in the counter-narratives, but high-quality, specifically
targeted fine-tuning seems to have a positive impact. Argumentative information does produce
improvements in scenarios with very small training data and very specific fine-tuning, which
seems promising to produce highly tailored counter-narratives, as in Gupta et al. [6].

The rest of the paper is organized as follows. In the next section, we review relevant work
related to automated counter-narrative generation and argumentative analysis of hate speech.
Then in Section 3 we describe our dataset of counter-narratives, with which we carry out the

1No Hate Speech Movement Campaign: http://www. nohatespeechmovement.org/
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comparison of scenarios described in Section 4, where we also describe extensively our approach
to the evaluation of generated counter-narratives, based on human judgements, and the prompts
used to obtain the counter-narratives. Results analyzed in Section 5 show how fine-tuned LLMs
and argumentative information provide better results, which we illustrate with some examples.

2. Related work

Automated counter-narrative generation has been recently tackled by leveraging the rapid
advances in neural natural language generation. As with most natural language generation
tasks in recent years, the basic machine learning approach has been to train or fine-tune a
generative neural network with examples specific to the target task.

The CONAN dataset [3] is, to our knowledge, the first dataset with counter-narratives. It
has 4078 Hate Speech – Counter Narrative original pairs manually written by NGO operators,
translated to three languages: English, French and Italian. Data was augmented using automatic
paraphrasing and translations between languages to obtain 15024 final pairs of hate speech –
counter-narrative. Unfortunately, this dataset is not representative of the language in social
media.

Similar approaches were carried out by Qian et al. [7] and Ziems et al. [8]. Qian et al. [7]’s
dataset consists of reddit and Gab conversations where Mechanical Turkers identified hate
speech and wrote responses.Ziems et al. [8] did not produce new text, but labeled COVID-19
related tweets as hate, counter-speech or neutral based on their hatefulness towards Asians.

In follow-up work to the seminal CONAN work, Tekiroğlu et al. [9] applied LLMs to assist
experts in creating the corpus, with GPT-2 generating a set of counter-narratives for a given
hate speech and experts editing and filtering them. Fanton et al. [10] iteratively refined a LLM
where the automatically generated counter-narratives were filtered and post-edited by experts
and then fed them to the LLM as further training examples to fine-tune it, in a number of
iterations. Bonaldi et al. [11] apply this same approach to obtain a machine-generated dataset of
dialogues between people producing hate speech and experts in hate countering. As a further
enhancement in the LLM-based methodology, Chung et al. [12] enhanced the LLM assistance
with a knowledge-based retrieval architecture to enrich counter-narrative generation.

Ashida and Komachi [13] use LLMs for generation with a prompting approach, instead of
fine-tuning them with manually created or curated examples. They also propose a methodology
to evaluate the generated output, based on human evaluation of some samples. This same
approach is applied by Vallecillo-Rodríguez et al. [14] to create a dataset of counter-narratives
for Spanish. Both these approaches are targeted to user-generated text, closely related to social
media.

However, none of the aforementioned datasets or approaches to counter-narrative generation
includes or integrates any additional annotated information apart from the hate message,
possibly its context, and its response. That is why we consider an alternative approach that
aims to reach generalization not by the sheer number of examples, but by providing a richer
analysis of such examples that guides the model in finding adequate generalizations. We believe
that information about the argumentative structure of hate speech, may be used as constraints
for automatic counter-narrative generation.
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Chung et al. [15] address an argumentative aspect of hate speech countering. They classify
counter-narratives by type, using a LLM, and showing that knowledge about the type of counter-
narratives can be successfully transferred across languages, but they do not use this information
to generate counter-narratives.

To our knowledge, ours is the only corpus where tweets of hate speech have been annotated
with argumentative information: ASOHMO [16], based on the Hateval corpus [17]. This dataset
enriches the argumentative tweets of Hateval [17] with a manual analysis of their argumentative
aspects, following an adaptation of the proposal of Wagemans [18], an analytic approach to
represent the semantics of the core schemes proposed by Walton et al. [19], with fewer categories
based on a limited set of general argument features. The following argumentative aspects are
manually identified in tweets:

• Justifications and Conclusions.
• Type of Justification and Conclusion: Fact, Policy or Value.
• A Pivot signalling the argumentative relation between Justification and Premise.
• Two domain-specific components: the Collective which is the target of hate, and the

Property that is assigned to such Collective.

In this work, we present counter-narratives manually associated to the hate tweets in
ASOHMO and present an initial exploration of the impact of different kinds of information
(counter-narratives, counter-narratives by subtype and information about argumentative com-
ponents) in improving automatic generation of counter-narratives.

3. Creating counter-narratives associated to argumentative
aspects of hate speech

Here we present CONEAS (Counter-Narratives Exploiting Argumentative Structure), a dataset
of counter-narratives defined according to the argumentative information labeled on tweets
from ASOHMO [16]. Each argumentative tweet is paired with counter-narratives of three
different types defined by applying systematic transformations over argumentative components
of the tweet, and a fourth type consisting of any counter-narrative that does not fall under any
of the other three.

All counter-narratives, regardless of their type, also follow the guidelines of the Get The
Trolls Out project2: don’t be aggressive or abusive, don’t spread hate yourself, try to de-escalate the
conversation, respond thinking on a wider audience than the person posting the original tweet and
try to build a narrative. Annotators were suggested to try to write at least one counter-narrative
of each type but only if they came naturally, otherwise they could leave it blank.

The instructions to generate each type of counter-narrative are as follows:

Negate Relation Between Justification And Conclusion (Type A) Negate the implied re-
lation between the justification and the conclusion.

2https://getthetrollsout.org/stoppinghate
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HATE TWEET:
user must deport all illegal migrants india already reeling under constant
threat of muslim radicals curb population

Justification: india already reeling under constant threat of muslim radicals curb
population (fact)
Conclusion: must deport all illegal migrants (policy)
Collective: illegal migrants
Property: muslim radicals

COUNTER NARRATIVE A (Negate relation between justification and conclusion)
Deporting illegal migrants will not mitigate the problems with muslim radicals.

COUNTER NARRATIVE B (Negate relation between collective and property)
Illegal migrants are not necessarily muslim radicals.

COUNTER NARRATIVE C (Negate justification based on type)
It is not true that India is reeling under threat of muslim radicals.

FREE COUNTER NARRATIVE (Free)
Deporting illegal migrants without consideration to their circumstances is an inhumane move.

Figure 1: Examples of each type of counter narratives.

Negate association between Collective and Property (type B) Attack the relation between
the property, action or consequence that is being assigned to the targeted group and the
targeted group itself.

Attack Justification based on it is type (Type C) If the justification is a fact, then the fact
must be put into question or sources must be asked to prove that fact. If it is of type
“value”, it must be highlighted that the premise is actually an opinion, possibly relativizing
it as a xenophobous opinion. If it is a “policy”, a counter policy must be provided.

Free Counter-Narrative (type D) All counter-narratives that the annotator comes up with
and do not fall within any of the other three types.

An example of each type of counter-narrative can be seen in Figure 1. Our dataset3 consists
of a total of 1722 counter-narratives for 725 argumentative tweets in English and 355 counter-
narratives for 144 tweets in Spanish (an average of 2.38 and 2.47 per tweet respectively). Table 1
shows the percentage of tweets that has a counter-narrative of each type.

4. Experiments

We designed a series of experiments to assess the impact of high-quality examples and argu-
mentative information in the automatic generation of counter-narratives via prompting LLMs.
We want to explore the following approaches:

Fine-tuned vs Few-shot Use a LLM that has been trained for general purposes to generate
counter-narratives by prompting the LLM with some examples of the desired input-output,

3https://github.com/ConeasDataset/CONEAS/
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as shown in the left column of Figure 3, or take a general LLM and fine-tune it with the
examples of hate tweets associated to manually generated counter-narratives.

With or without argumentative information We want to assess the impact of different
combinations of argumentative information provided within the input of the model:
Collective and Property; Justification, Conclusion and Pivot; and all types.

With specific kinds of counter-narratives We pretrained two models for each type of counter-
narrative using only that type: one without extra information and another adding argu-
mentative information relevant for the correspondent type (Justification and Conclusion
for type A, Collective and Property for type B and Justification for type C).

Small or Big size of the same kind of LLM We want to compare performance of a larger
model with higher hardware requirements against a smaller one, fine-tuned, cheaper to
run but requiring a specific annotated dataset. After testing behavior of similar alterna-
tives (Bloom, GPT-J and GPT2), we chose Flan-T5 [12], an open model with base (250M
parameters) and XL (3B parameters) versions that is instrution-fine-tuned.

Few-shot experiments were conducted for Flan-T5 Base (small) and XL (larger) models.
fine-tuning was only conducted on Flan-T5 Base due to computational resource constraints.

We conducted some manual evaluation of prospective to find optimal parameters for genera-
tion, and we found that using Beam Search with 5 beams yielded the best results, so this is the
configuration we used throughout the paper.

4.1. Fine-tuning of the LLM with counter-narratives

To fine-tune FLAN-T5 with our dataset of counter-narratives, we randomly split our dataset in
training, development and test partitions, assuring that all counter-narratives for the same hate
tweet are contained into the same partition. Details can be seen on Table 1.

English Spanish
#Tweets #CNs % corpus A B C #Tweets #CNs % corpus A B C

Train 509 1201 69.8% 496 238 467 105 257 72.4% 101 59 97
Dev 71 173 10.0% 67 38 68 12 27 7.6% 12 8 7
Test 145 348 20.2% 138 74 136 27 71 20% 27 21 23

Proportion of tweets with counter-narrative
96% 47% 90% 97% 61% 89%

Table 1
Size of dataset partitions of English and Spanish datasets. Columns A, B and C show the amount of
counter-narratives used for each partition when training only with counter-narratives of a given type.

All models were trained starting from Flan-T5-Base, in a multilingual setting using mixed
English and Spanish examples, with a learning rate of 2e-05 for 8 epochs.

4.2. Experiments based on few-shot

For the few-shot experiments, the prompt has an instruction followed by two random exam-
ples taken from the test partition of the dataset. For each example, the hate tweet and its
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corresponding counter-narrative are enclosed in special tokens defining the start and end.

4.3. Evaluation method for generated counter-narratives

Evaluation of counter-narratives is not straightforward. So far, no automatic technique has been
found satisfactory for this specific purpose. Automatic metrics proposed for other NLP tasks,
like BLEU [20] for automatic translation or ROUGE [21] for summarization, are not adequate
for this task because they rely strongly on word or n-gram overlap with manually generated
examples. These measures are disputed in the NLP community because, among other factors,
they can’t be adapted to cases where there can be many possible good outputs of the model,
with significant differences between themselves, such as our case. We discarded these measures
after comparing different counter-narratives of a same tweet from our dataset and noting that
many of them scored 0 on both.

Faced with the lack of appropriate automatic metrics adequate for the task, many authors
have conducted manual evaluations for automatically generated counter-narratives. Manual
evaluations typically distinguish different aspects of the adequacy of a given text as a counter-
narrative for another. Chung et al. [12] evaluate three aspect of the adequacy of counter-
narratives: Suitableness (if the counter-narrative was suited as a response to the original hate
message), Informativeness (how specific or generic the response is) and Intra-coherence (internal
coherence of the counter-narrative regardless of the message it is responding to). Ashida and
Komachi [13], on the other hand, assess these three other aspects: Offensiveness, Stance (towards
the original tweet) and Informativeness (same as Chung et al. [12]).

Based on these previous works, we have put together a first version of criteria to manually
evaluate4 the adequacy of counter-narratives, considering four different aspects:

• Offensiveness: if the tweet is offensive to either the target group, the author of the tweet
or any other group or person. Possible values are: Offensive; Possibly Offensive/Not clear;
Not offensive.

• Stance: if the tweet supports or counters the specific message of the hate tweet. Possible
values are: Supports the original message; Not clear/Changes subject wrt original tweet;
Counters the original message. Stance incorporates a certain notion of suitableness,
since it assigns value "Changes the subject" if the counter-narrative is not responding
specifically to the standpoint of the original tweet.

• Informativeness: Evaluates the complexity and specificity of the generated text. Only
counter-narratives with a "Counters" Stance are evaluated. Possible values are:

1. Generic statement: replies that don’t incorporate any information mentioned on
the tweet and could counter many different hate messages (e.g "I don’t think so" or
"That is not true").

2. Specific but not argumentative: the reply is a simple statement, possibly com-
posed of a single sentence without providing justification for the stance but referring
to some specific aspect of the original tweet. Usually they comply with a formula
composed of a prefix (like "I don’t think that" or "Do you have proof that") and a
verbatim copy of some part of the hate tweet.

4Results of the evaluation can be found on https://shorturl.at/aetFZ
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3. Specific and Argumentative: counter-narratives with some degree of elaboration
of the information contained on the hate message. We identified three common
patterns that we associate with this value:

A - replies that take more than one element from the original message and stablish
some relation between them (e.g. "I don’t see the relation between {element
from the original message} and {other element from the original message}").

B - A simple statement declaring stance over a single element from the original
tweet but adding a second coordinated statement with personal appreciations
about it (e.g. "I don’t think we should {some policy mentioned on the tweet}. It is
a bad idea").

C - An argumentative reply based on information not mentioned explicitly on
the original tweet, but necessarily inferred, showing a comprehensive under-
standing of the meaning of the hate message (e.g. a reply to a tweet concluding
with #BuildTheWall saying "Building a wall would cost the taxpayers more" or
"Building a wall won’t give you more control over illegal trafficking").

• Felicity: This category is related to Chung et al. [12]’s Intra-Coherence, but also con-
sidering additional dimensions like syntactical and semantic correctness. It evaluates
independently of the original tweet, if the generated text sounds, by itself, fluent and
correct. There are three possible values: The text is incoherent or semantic or syntactically
incorrect; The text is coherent with small errors like incoordination of genre/tense/etc.
or repeating parts of the original text without adapting them to the text being generated;
The text is fluent and sounds correct.

Aggregating the results for these four categories, we define two extra concepts: Good and
Excellent counter-narratives. Good counter-narratives will be those with optimal values on
Offensiveness, Stance and Felicity. Excellent counter-narratives will be those that also have the
optimal value for Informativeness. We believe Informativeness is the most valuable of the four
categories, that is why it is determinant in characterizing Excellent counter-narratives. The
Good indicator shows that productions are not harmful or totally random.

We are planning to improve the kind of information that is currently captured in the Infor-
mativeness category in a second version of the evaluation criteria.

4.4. Annotation environment and agreement

To properly evaluate the quality of the generated counter-narratives with the presented method,
we conducted a preliminary manual evaluation. We evaluated three random subsets of 20
hate tweets in English and 10 in Spanish. One contains only tweets associated with counter-
narratives of both types A and C on our dataset, and was used to evaluate models fine-tuned
only with these kinds of counter-narratives. Another contains only tweets associated with
counter-narratives of type B and was also used to evaluate models fine-tuned only with this
type of counter-narratives. The last subset contains tweets with counter-narrative pairs of all
types, and was used for all the rest of the experiments.

We generated one counter-narrative for each tweet in the corresponding evaluation subset
for each combination of features to be assessed: few-shot, fine-tuned, with different kinds of
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1 vs 2 2 vs 3 1 vs 3
Offensiveness 0.47 0.40 0.41
Stance 0.63 0.58 0.63
Informativeness 0.49 0.42 0.54
Felicity 0.67 0.37 0.36

Table 2
Agreement scores between annotators 1, 2 and 3 using Cohen’s Kappa.

argumentative information, with different sizes of LLM. For the larger version of FLAN-T5 we
only applied the few-shot approach, and, after assessing no improvement on the smaller version,
we aborted the rest of experiments with this version of the LLM to reduce the carbon footprint
of our experiments. The results for the 18 experiments can be seen in Table 3.

Then, three annotators labeled each tweet according to the four categories described above.
The final value for each category was obtained by calculating the value with more votes (at least
two annotators agreed on the value). In total, each annotator labeled 540 hate tweet/counter-
narrative pairs. Of all these, there were 10 cases where each of the three annotators labeled a
different value. In these cases, we adopted a conservative criterion and assigned the worst of
the three possible values.

Table 2 shows the agreement scores between the three annotators, calculated using Cohen’s
Kappa [22]. In most cases, agreement ranges from Moderate (0.41 < 𝜅 < 0.60) to Substantial
(0.61 < 𝜅 < 0.80), except for the agreement achieved by annotator 3 against the other two
on the category of Felicity which is just Fair (0.21 < 𝜅 < 0.40)5. As can be expected for such
an interpretative task, agreement between annotators can be improved. However, this initial
assessment served as a starting approach to assess the impact of different factors in the quality
of generated counter-arguments.

We are currently working on a second version of the evaluation criteria, with more insightful
categories, expanding on Informativeness and trying to capture argument acceptability, rele-
vance and persuasiveness. We will check whether this improved criteria improve inter-annotator
agreement. If so, we will engage a higher number of judges and aim to obtain a more reliable
assessment of the quality of automatically generated counter-narratives.

5. Analysis of results

Results of the manual evaluation of different strategies for counter-narrative generation for
English can be seen in Table 3. A summary of this table can be seen in Figure 2, which displays
the aggregated proportion of Good and Excellent counter-narratives for each strategy.

We can clearly see that the larger versions of the model (XL) produce counter-narratives that
are less satisfactory in general, and that argumentative information only decreases the quality
of the generated text. Fine-tuned models produce better counter-narratives in general, even
if smaller. A very valuable conclusion that can be obtained from these results is that a small
number of high quality examples produce a much bigger improvement in performance than

5The interpretation of the ranges of values of the kappa coefficient is according to Landis and Koch [23].
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Offensiveness Stance Informative Felicity
Approaches

Off NotOff Supp Count Gen Arg Infel Felic
Few-shot Approaches

Base 10% 60% 15% 40% 40% 0% 15% 70%
Base All 40% 35% 45% 25% 10% 5% 10% 45%
Base Collective 5% 50% 15% 20% 15% 5% 5% 90%
Base Premises 30% 35% 30% 35% 20% 5% 5% 70%
XL 60% 25% 60% 25% 10% 0% 10% 45%
XL All 80% 10% 80% 10% 0% 10% 5% 15%
XL Collective 55% 25% 55% 15% 10% 5% 20% 0%
XL Premises 55% 10% 60% 0% 0% 0% 30% 25%

Fine-tuned Approaches
Base 10% 65% 10% 65% 25% 35% 15% 80%
Base All 15% 45% 15% 30% 0% 10% 15% 80%
Base Collective 0% 55% 0% 60% 0% 35% 5% 85%
Base Premises 10% 40% 10% 45% 0% 30% 10% 80%
Base CNs A 10% 45% 10% 35% 5% 25% 35% 60%
Base CNs A Premises 10% 60% 10% 45% 0% 40% 25% 65%
Base CNs B 30% 20% 25% 5% 5% 0% 80% 10%
Base CNs B Collective 0% 15% 0% 15% 5% 10% 85% 15%
Base CNs C 0% 50% 5% 25% 20% 5% 65% 25%
Base CNs C Justification 10% 30% 10% 35% 5% 20% 25% 55%

Table 3
Manual evaluation of automatically generated counter-narratives for English hate tweets, using different
sizes of the model (Base and XL), two learning techniques (few-shot and fine-tuning), two different
training settings (all counter-narratives or only one kind: A, B or C) and different combinations of
argumentative information (no information, Collective and Property, Premises and pivot and all the
information available). We report the percentage of counter-narratives for the two extreme values of
our four analysis categories: Offensiveness, Stance, Informativeness and Felicity.

using larger models, which are also more taxing.
If we focus on Informativeness (third dimension of evaluation in Table 3, we can see that the

approaches that produce most informative counter-narratives are fine-tuned (lower half of the
Table), without a detriment in any of the other dimensions of evaluation. Interestingly, when
fine-tuned only with counter-narratives of a single type, providing argumentative information
consistently improves the informativeness of the counter-narratives, even if only slightly. We
have to take into account that such approaches use a much smaller number of counter-narratives,
as can be seen in Table 1. Even in the case of type B counter-narratives, with extremely few
examples to fine-tune, argumentative information produces an improvement in informativeness.

When we make a qualitative analysis of the generated counter-narratives, we can see that
providing argumentative information about the hate tweet does yield counter-narratives that
are more specific and informative, as can be seen in Figure 3. Models counting with this
information frequently use it by negating the relation between Collective and Property or
between Justification and Conclusion.

Results obtained for counter-narratives for Spanish hate tweets were much worse, as could
be expected given the much smaller number of examples for fine-tuning and that base LLMs
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Figure 2: Proportion of Excellent (light gray) and Good (light + dark gray) counter-narratives produced
by each approach.

Tweet with argumentative information: Tweet without argumentative information:

street interview whit italians "send all migrants
back to where they came from they block
streets to pray " - free speech time - https://t
co/d5dqr8pg3r @user | Justification: street in-
terview whit italians "send all migrants back
to where they came from they block streets
to pray " (fact) | Conclusion: "send all mi-
grants back to where they came from they
block streets to pray " (policy) | Pivot: migrants
- they - they

street interview whit italians "send all migrants
back to where they came from they block
streets to pray " - free speech time - https://t
co/d5dqr8pg3r @user

Counter-narrative: Counter-narrative:

I don’t think it’s a good idea to send all mi-
grants back to where they came from. I don’t think it’s the right thing to do.

Figure 3: Counter-narratives obtained for the same tweet with different strategies: including argumen-
tative information (above) and without argumentative information (below).

perform worse for tasks in Spanish in general. Indeed, values for Informativeness and Felicity
almost never reach more than 10% positive, and Stance and Offensiveness are almost never
beyond 30% positiveness. However, the same tendency as for English could be observed: fine-
tuned models perform better than non-fine-tuned models, even if the latter are bigger. Moreover,
argumentative information seems to make a bigger impact in improving the generated counter-
narratives than in the case of English, with increases in the range of 30%-50% in the reduction
of negative scores for Offensiveness and Stance, although a decrease in Felicity. Given these
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encouraging results with such few examples, we will be increasing the number of examples
with argumentative information in future work.

6. Conclusions and future work

We have presented an approach to generate counter-narratives against hate speech in social
media by prompting large language models with information about some argumentative aspects
of the original hate speech. We have carried out a small manual evaluation of the quality of
generated counter-narratives. This evaluation is preliminary, with a small number of judgements
and moderate to substantial inter-annotator agreement, but we have found promising tendencies.

We have shown that argumentative information by itself does not improve the quality of
counter-narratives generated by LLMs, on the contrary, it may even be detrimental, specially
in the case of bigger models. However, fine-tuning a smaller model with a small corpus of
high-quality examples of pairs hate speech – counter-narrative yields some improvement in
performance. This finding has a significant impact both because smaller language models are
more accessible to low-budget scenarios, and because of their smaller carbon footprint.

We have also shown that some kinds of argumentative information do have some positive
impact in generating more specific, more informative counter-narratives. In particular, we have
found that the types of counter-narrative that negate the relation between the Justification
and the Conclusion and that negate the Justification have an improvement in performance if
argumentative information about the Justification and the Conclusion is provided.

Moreover, we have also found that argumentative information makes a positive impact
in scenarios with very few tweets, as shown by our experiments for Spanish. Although the
quality of the counter-narratives generated for Spanish is much lower than for English, the fact
that argumentative information has a positive impact is encouraging, and we will continue to
annotate examples for Spanish to improve the generation of counter-narratives.

We will also explore other aspects of the quality of counter-narratives, with a more insightful,
more extensive human evaluation. We will also explore the interaction between argumentative
information and other aspects, like vocabulary, level of formality, and culture.

Finally, the evaluation of counter-narratives is still far from being solved. We are currently
considering different avenues to improve it, as it is a crucial step to advance the field. We are
working on obtaining a higher number of judgements, but also on more insightful guidelines
that reflect more valuable aspects of counter-narratives, more related to argument acceptability.
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Abstract
Judgmental forecasting is a form of forecasting which employs (human) users to make predictions about
specified future events. Judgmental forecasting has been shown to perform better than quantitative
methods for forecasting, e.g. when historical data is unavailable or causal reasoning is needed. However, it
has a number of limitations, arising from users’ irrationality and cognitive biases. To mitigate against these
phenomena, we leverage on computational argumentation, a field which excels in the representation and
resolution of conflicting knowledge and human-like reasoning, and propose novel ArguCast frameworks
(ACFs) and the novel online system ArguCast, integrating ACFs. ACFs and ArguCast accommodate
multi-forecasting, by allowing multiple users to debate on multiple forecasting predictions simultaneously,
each potentially admitting multiple outcomes. Finally, we propose a novel notion of user rationality
in ACFs based on votes on arguments in ACFs, allowing the filtering out of irrational opinions before
obtaining group forecasting predictions by means commonly used in judgmental forecasting.

Keywords
Bipolar Argumentation, Gradual Semantics, Judgmental Forecasting,

1. Introduction

Judgmental forecasting is a form of forecasting which employs (human) users to make predictions
about specified future events [1]. It is advocated as a valuable alternative to conventional
quantitative methods for forecasting when historical data is unavailable or causal reasoning
is required [1]. However, judgmental forecasting has a number of limitations, arising from
(human) users’ irrationality and cognitive biases [2] arising from over-/under-confidence [3] in
their judgment. To overcome these issues many solutions have been proposed. Researchers
have investigated the best ways of eliciting probabilities from humans [4], how incentives
and training change users’ forecasting abilities [5], and the effect of scoring rules on users [1].
Another research direction has focused on employing many experts or humans and aggregating
their predictions since it has been found that group judgment usually performs better as the
impact of bias is reduced by cancelling random error [1]. However, when there are many humans
involved in forecasting, a new problem arises: how to effectively combine all the predictions
that are made. A further, orthogonal issue with existing systems, e.g. [6], is that any information
provided by users, e.g. their forecasts or reasoning therefor, concern a single event, and thus
must be provided separately for different events. It is easy to see that being able to consider
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different events in one forecasting framework would utilise the information provided by users
much more effectively.

Meanwhile, argumentation constitutes a major component of human intelligence since the
ability to engage in arguments is essential for humans to understand new problems, perform
scientific reasoning, and express, clarify, and defend their opinions in their daily lives [7]. Com-
putational argumentation (see [8, 9] for overviews) has become an important topic in artificial
intelligence due to its ability to conjugate representational needs with user-related cognitive
models and computational models for automated reasoning [10]. These computational models
are formalised as argumentation frameworks. Argumentation involves reasoning with uncer-
tainty, and resolving conflicting information so we posit that it is natural to apply techniques
from argumentation to the area of judgmental forecasting. However, there has been very little
research in the use of argumentation in forecasting technology in the past. We are aware of
only one such approach [6], which restricts users’ provided information to single events and
single outcomes.

In order to address the aforementioned issues, and thus make contributions to the field of
judgmental forecasting, we leverage on computational argumentation. Specifically, we propose
the novel ArguCast frameworks (ACFs) and a novel online system ArguCast, integrating ACFs.
Like [6], ACFs (and thus ArguCast) allows for groups of users to make forecasts on events
while engaging in argumentative debates supported by votes on arguments exchanged in these
debates, encouraging users to consider and share their reasoning for their forecasts. However,
differently from the existing approach, ACFs accommodate multiple forecasting predictions
with multiple outcomes from multiple users, allowing for information to be shared across events.
We also propose a novel notion of user rationality, comprising vote rationality and prediction
rationality in ACFs, allowing the filtering out of irrational opinions before obtaining group
forecasting predictions. In doing so, we provide a novel, argumentative method for combining
forecasts, which introduces multi-forecasting on multiple events simultaneously and accounts
for human biases and rationality.

The structure of the paper is as follows. In Section 2, we describe the most relevant existing
approaches to forecasting. In Section 3, we give the necessary background on computational
argumentation, which is used for defining rationality. In Section 4, we define ACFs. In Section
5, we provide an overview of the implementation of ACFs as the ArguCast system. In Section
6, we define our notions of user rationality in ACFs and demonstrate how they can be used
to filter out irrational predictions before we aggregate users’ predictions. Finally, Section 7
concludes and considers possible future directions of work.

2. Related Work

In this section, we will discuss the most relevant of the existing approaches to forecasting from
the literature.

There are two approaches to combining forecasts: the qualitative approach (e.g. a group
discussion to reach consensus) and the mechanical approach (e.g. a simple or weighted average
of the forecasts). It has been shown that those which are mechanical are more likely to lead to
greater accuracy than those which are qualitative [2]. Many ways of mechanical combinations
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methods have been proposed before such as linear, log-linear, and democratic opinion pools.
The aggregation method that we use in Section 6 is a variation of the log-linear pooling method.

Some of the systems that attempt to improve the forecasting capability of users by incentives,
e.g. via monetising the users’ predictions based on their accuracy, are Hypermind1, Smarkets2,
PredictIt3, and Polymarket4. The idea behind all of these systems is based on prediction markets,
where people bet on the predictions. Smarkets and PredictIt do not have any functionality for
the agents to debate amongst each other, whereas Polymarket and Hypermind only have a
general chat/forum.

Good Judgment Open (GJOpen)5 [11], Metaculus6, and Infer7 are examples of group judgment
systems. They can all support binary and multiple-answer questions. In addition to these
Metaculus supports numeric interval and date interval questions. They both have a comment
section for users to put forward their reasoning for their forecast. GJOpen and Infer elicit both
reasoning for why the forecast could be correct, and why the forecast could be wrong from
users, as it has been shown that forcing users to think about why they might be wrong makes
them better forecasters (see Appendix A of [12]). GJOpen also investigates what would happen
if the top forecasters of their tournaments were put on teams called ‘Superforecasters’ [13], and
they were found to outperform the simple average of the crowd.

However, all of the systems we have discussed lack any mechanisms for eliciting, representing
and evaluating the argumentative reasoning which takes place in the debates amongst users. We
are aware of only Irwin et al.[6] who have formalised an argumentation framework that supports
forecasting. However, for all its strengths, this approach hosts a number of shortcomings, such
as the fact that it can only handle questions with binary answers and does not allow the same
argument to be used for multiple questions, or even in the same question. This could introduce
repetition and sparsity, which could cause confusion in users. In our novel ArguCast frameworks,
we address all of these issues.

3. Background

Our approach uses Quantitative Bipolar Argumentation Frameworks (QBAFs) [14]. A QBAF is a
tuple ⟨𝒳 ,𝒜,𝒮, 𝜏⟩ where ⟨𝒳 ,𝒜,𝒮⟩ is a Bipolar Argumentation Framework (BAF) [15] and 𝜏 is a
base score function, such that:

• 𝒳 is a set of arguments;
• 𝒜 is a binary relation of attack on 𝒳 , 𝒜 ⊆ 𝒳 × 𝒳 ;
• 𝒮 is a binary relation of support on 𝒳 , 𝒮 ⊆ 𝒳 × 𝒳 ; and
• 𝜏 : 𝒳 → [0, 1] is a total function; 𝜏(𝑎) is the base score of 𝑎 ∈ 𝒳 .

1https://predict.hypermind.com
2https://smarkets.com/
3https://www.predictit.org/
4https://polymarket.com/
5https://www.gjopen.com
6https://www.metaculus.com
7https://www.infer-pub.com

42



In this paper we focus on the Discontinuity-Free QuAD gradual semantics (DF-QuAD) [16] for
QBAFs. DF-QuAD determines the strength of arguments based on combining their base scores
and the aggregated strength of their attackers and supporters, where, for 𝑎 ∈ 𝒳 , the attackers of
𝑎 are 𝒜(𝑎) = {𝑏|(𝑏, 𝑎) ∈ 𝒜} and the supporters of 𝑎 are 𝒮(𝑎) = {𝑏|(𝑏, 𝑎) ∈ 𝒮}. Let the strength
aggregation function be 𝛿 : [0, 1]* → [0, 1] such that, for 𝑇 = (𝑣1, . . . , 𝑣𝑛) ∈ [0, 1]*:

if 𝑛 = 0 : 𝛿(𝑇 ) = 0;

if 𝑛 = 1 : 𝛿(𝑇 ) = 𝑣1;

if 𝑛 = 2 : 𝛿(𝑇 ) = 𝑓(𝑣1, 𝑣2);

if 𝑛 > 2 : 𝛿(𝑇 ) = 𝑓(𝛿(𝑣1, . . . , 𝑣𝑛−1), 𝑣𝑛)

where, for 𝑥, 𝑦 ∈ [0, 1], 𝑓(𝑥, 𝑦) = 𝑥+ (1− 𝑥) · 𝑦 = 𝑥+ 𝑦 − 𝑥 · 𝑦. Let the combination function
be defined as 𝑐 : [0, 1]× [0, 1]× [0, 1] → [0, 1], where for 𝑣0, 𝑣𝑎, 𝑣𝑠 ∈ [0, 1]:

𝑐(𝑣0, 𝑣𝑎, 𝑣𝑠) = 𝑣0 − 𝑣0 · |𝑣𝑠 − 𝑣𝑎| if 𝑣𝑎 ≥ 𝑣𝑠;

𝑐(𝑣0, 𝑣𝑎, 𝑣𝑠) = 𝑣0 + (1− 𝑣0) · |𝑣𝑠 − 𝑣𝑎| if 𝑣𝑎 < 𝑣𝑠.

Then, DF-QuAD computes the strength of arguments by the score function 𝜎 : 𝒳 → [0, 1] where,
for any 𝑎 ∈ 𝒳 , 𝜎(𝑎) = 𝑐(𝜏(𝑎), 𝛿(𝜎(𝒜(𝑎))), 𝛿(𝜎(𝒮(𝑎)))) such that𝜎(𝒜(𝑎)) = (𝜎(𝑎1), . . . , 𝜎(𝑎𝑛)),
where (𝑎1, . . . , 𝑎𝑛) is an arbitrary permutation of the (𝑛 ≥ 0) attackers in 𝒜(𝑎), and 𝜎(𝒮(𝑎)) =
(𝜎(𝑠1), . . . , 𝜎(𝑠𝑚)), where (𝑠1, . . . , 𝑠𝑚) is an arbitrary permutation of the (𝑚 ≥ 0) supporters
in 𝒮(𝑎).

4. ArguCast Frameworks

We introduce novel ArguCast frameworks, accommodating multi-forecasting, i.e. multiple
forecasting predictions with multiple outcomes from multiple users, supported by argumentative
debates and votes on arguments exchanged in these debates.

Definition 1. An ArguCast framework (ACF) is a tuple ⟨𝒳 ,ℛ,𝒰 ,𝒱,𝒫⟩ such that:

• 𝒳 = ℱ ∪ 𝒟 is a finite set of arguments where ℱ and 𝒟 are disjoint; elements of ℱ and 𝒟
are referred to, respectively, as forecasting and non-forecasting arguments;

• ℛ = 𝒜 ∪ 𝒮 ⊆ 𝒟 × 𝒳 , where 𝒜 and 𝒮 are disjoint relations (i.e. sets of pairs from 𝒟 ×𝒳 )
of attack and support, respectively;

• 𝒰 is a finite set of users;
• 𝒱 : 𝒰 × 𝒟 → {−,+} is a (partial) function; 𝒱(𝑢, 𝑎) is the vote of user 𝑢 ∈ 𝒰 on (non-

forecasting) argument 𝑎 ∈ 𝒟;
• 𝒫 : 𝒰 × ℱ →[0, 1] is a (partial) function; 𝒫(𝑢, 𝑏) is the forecasting prediction by user
𝑢 ∈ 𝒰 on (forecasting) argument 𝑏 ∈ ℱ .

Forecasting arguments represent answers to forecasting questions. There may be any number of
forecasting arguments, as the answers may be Yes/No or take any value in a discrete set (thus the
forecasting predictions may have multiple outcomes). If there is a single forecasting question of
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Figure 1: A visual representation of Example 1, where attacks and supports are represented by red and
green, respectively, edges.

interest admitting a binary answer (e.g. ‘Will Miami Heat win the 2022-23 NBA Championship?’)
then we assume that ℱ is a singleton set consisting of an argument for the positive answer to the
question. If there are multiple forecasting questions or a single forecasting question admitting
several alternative answers (e.g. ‘Which team will win the 2022-23 NBA Championship?’) then
ℱ will consist of several forecasting arguments. Non-forecasting arguments can be seen as
the users’ rationales/opinions around the forecasting arguments. Note that, by definition of 𝒜
and 𝒮 , forecasting arguments can be attacked/supported but they cannot attack/support other
arguments, whereas non-forecasting arguments can attack/support (or be attacked/supported
by) any arguments, including potentially attacking/supporting more than one argument. The
users are forecasters, who can vote (positively or negatively) on non-forecasting arguments
and/or express a numerical prediction (in [0,1]) for forecasting arguments. The votes indicate
agreement or disagreement with the non-forecasting argument, whereas prediction forecasts
indicate the users’ degree of belief in the forecasting arguments. Note that, as 𝒱 and 𝒫 may be
partial, users may refrain from voting and forecasting.

Example 1. A possible ACF for the question ‘Will large language models (LLMs) reach AGI before
2030?’ is ℱ = {𝑓1 =‘LLMs will reach AGI before 2030’}, 𝒟 = {𝑑1 =‘As the number of parameters
in LLMs have increased, emergent abilities have been observed’, 𝑑2 =‘Mere increase of scale of
machine learning models may not be sufficient to reach AGI’, 𝑑3 =‘See paper: "Are Emergent
Abilities of Large Language Models a Mirage?"’}, 𝒜 = {(𝑑2, 𝑓1), (𝑑3, 𝑑1)}, 𝒮 = {(𝑑1, 𝑓1)}, 𝒰 =
{𝑢1, 𝑢2}, 𝒱(𝑢1, 𝑑1) = +, 𝒱(𝑢1, 𝑑2) = −, 𝒱(𝑢2, 𝑑1) = −, 𝒱(𝑢2, 𝑑3) = +, 𝒫(𝑢1, 𝑓1) = 0.87,
𝒫(𝑢2, 𝑓1) = 0.20, as shown in Figure 1.

Finally, note that our ACFs share some features of existing argumentation frameworks, but
are different therefrom as follows. Like BAFs [15], ACFs use two relations of attack/support
but in addition ACFs distinguish two types of arguments (forecasting and non-forecasting
arguments) and include users, users’ votes on non-forecasting arguments and users’ predictions
on forecasting arguments. Like QuAD frameworks [17], ACFs single out a specific type of
argument under debate (forecasting arguments in ACFs but answer arguments in [17]) but
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QuAD frameworks also distinguish con/pro arguments and admit a single relation whereas
we distinguish attack/support relations, allowing for arguments to potentially attack some
arguments and support some others. Also, QuAD frameworks lack users, votes and predictions,
but include base scores for arguments, absent in ACFs (where, however, they can be obtained
using votes, see below). QuaD-V [18] is an extension of QuAD frameworks like ACFs including
users and votes and excluding base scores. While the votes in QuAD-V are given by a total
function into {−, ?,+}, we use a partial function into {−,+}. QuAD-V frameworks also lack
support for forecasting predictions. Like the forecasting argumentation frameworks (FAFs) of [6],
ACFs are designed to support forecasting but FAFs can only handle questions with binary
answers (as they can only have one proposal argument at a time). Like FAFs, ACFs single
out a specific type of argument under debate (forecasting arguments in ACFs but proposal
arguments in [6]), and they also support users with votes and forecasts. The votes in FAFs are
assigned by a total function that forces users to provide their opinion on every argument. FAFs
also use amendment arguments (arguments proposing the forecasted probability is increased
or decreased) as well as pro/con arguments as in QuAD and V-QuAD frameworks, and a
single relation between arguments, where amendment arguments can only relate to proposal
arguments and con/pro arguments can only relate to amendment and other con/pro arguments.
A further difference between ACFs and FAFs lies in the fact that, like in QuAD and QuAD-V, FAFs
distinguish con/pro arguments and admit a single relation, which could introduce repetition and
sparsity, which will lead to confusion in users. ACFs avoid this issue by adopting attack/support
relations rather than a single relation type.

5. ArguCast

ArguCast is an online system, available at https://argucast.herokuapp.com, accommodating
ACFs in practice as the basis for judgemental forecasting.8 We focus here on the system’s
functionalities. Note that, even though the formalisation of ACFs handles binary and multi-
answer forecasting questions, ArguCast supports only binary questions currently. Also, whereas
ACFs allow for the same non-forecasting arguments to contribute to debating several forecasting
arguments, ArguCast assumes for the time being that each non-forecasting argument contributes
to debating only one forecasting argument. Thus, each ACF in ArguCast can be seen as the
composition of disjoint ACFs, one for each forecasting question.

ArguCast is login-protected so all users need to register before engaging in forecasting. Users
can add their own forecasting questions (with accompanying forecasting arguments, amounting
to a positive answer to each question, as illustrated in Figure 2), or select from currently active
questions (as illustrated in Figure 3, also showing that users can search for specific questions
and add new questions by clicking on the plus button).

Figure 4 shows ArguCast’s representation of the ACF for one of the forecasting questions in
Figure 3 from the viewpoint of a single user (i.e. 𝑢 ∈ 𝒰 ). Note that users do not have access
to other users’ votes and predictions but they can see everything else. Note that ArguCast

8ArguCast’s user interface is implemented with React.js (https://react.dev). Storage of arguments, users, and
predictions were on a PostgreSQL database. The Web API that connects to the database and executes queries
requested from the user interface was implemented with Python’s Flask library.
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Figure 2: Dialogue to add new questions. Figure 3: Overview of the active questions.

Figure 4: A fragment of Example 1 represented in ArguCast, from the viewpoint of user 𝑢1. Here we
show arguments 𝑓1/𝑑1/𝑑2, 𝑢1’s votes on 𝑑1/𝑑2, and 𝑢1’s forecasting predictions on 𝑓1 over time.

supports two tree-based visualisations of each debate/ACF: a global, abstract visualisation (as
shown at the top of Figure 4) , focusing on the relations between the arguments in the ACF;
and a localised visualisation around specific arguments (as shown in the centre of Figure 4),
showing their attackers and supporters and allowing the user to vote (cf. 𝒱). The localised
visualisation supports the addition of supporting and attacking arguments. In both visualisations,
forecasting arguments are outlined in blue and non-forecasting arguments are outlined in grey.
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The attack/support relations (i.e. 𝒜/𝒮) between arguments are represented as red/green edges,
respectively, with a minus/plus (-/+) sign, respectively.

Below the question in Figure 4, the current group forecast is shown. The group forecast
does not change in our system as of yet as the aggregation of users’ predictions (which will be
defined in Section 6) is not implemented in ArguCast.

Below the debate, the user has the ability to put forward their forecasting prediction (i.e. 𝒫)
for the forecasting argument using the slider. The slider ranges from [0, 100]%, which maps to
[0, 1]. The user can change their vote as they please, iteratively.

Any user can see the debates already present in the system. However, in order to add new
arguments, cast opinions by voting, and put forward predictions, the user needs to be signed in
to their account. If a user does not have an account they can sign up with their email or Google
account.

6. Extensions of ArguCast Frameworks

The ArguCast frameworks are the base for improving forecasting systems using argumentation.
One way of doing so is to define notions of rationality so we can filter out irrational users when
aggregating forecasting predictions, which we will now demonstrate. Note that filtering for
rationality and the aggregation of users’ forecasts has not, as of yet, been implemented into
ArguCast system.

In the remainder, unless specified otherwise, we will assume as given an ACF ⟨𝒳 ,ℛ,𝒰 ,𝒱,𝒫⟩.
We will also assume that ℛ in this ACF is acyclic.

An ACF captures the opinions of all users (in 𝒰 ) involved in forecasting. We can filter out
the opinions of individual users as user QBAFs, i.e. a QBAF representing a single user’s votes
in the ACF, and then apply gradual semantics thereto for determining rationality of users by
comparing the strengths of arguments and votes/forecasting predictions.

Definition 2. A user QBAF for 𝑢 ∈ 𝒰 is a QBAF ⟨𝒳 ,𝒜,𝒮, 𝜏𝑢⟩ such that, for 𝑎 ∈ 𝒳 :

𝜏𝑢(𝑎) =

⎧
⎪⎨
⎪⎩

1 if 𝒱(𝑢, 𝑎) = +,

0 if 𝒱(𝑢, 𝑎) = −,

0.5 if 𝒱(𝑢, 𝑎) is undefined.

The attacking and supporting strengths of an argument 𝑎 ∈ 𝒳 in the user QBAF are defined
as 𝛿(𝜎(𝒜(𝑎))) and 𝛿(𝜎(𝒮(𝑎))), denoted 𝜎𝑢

𝒜(𝑎) and 𝜎𝑢
𝒮(𝑎).

Example 2. A user QBAF for 𝑢1 for the ACF given in Example 1 would be 𝒳 = {𝑓1, 𝑑1, 𝑑2, 𝑑3},
𝒜 = {(𝑑2, 𝑓1), (𝑑3, 𝑑1)}, 𝒮 = {(𝑑1, 𝑓1)}, 𝜏𝑢1(𝑓1) = 0.5, 𝜏𝑢1(𝑑1) = 1, 𝜏𝑢1(𝑑2) = 0, and
𝜏𝑢1(𝑑3) = 0.5. Using DF-QuAD the strength of arguments is 𝜎(𝑑3) = 0.5, 𝜎(𝑑2) = 0, 𝜎(𝑑1) =
𝑐(1, 0.5, 0) = 1−1·|0−0.5| = 0.5, and 𝜎(𝑓1) = 𝑐(0.5, 0, 0.5) = 0.5+(1−0.5)·|0.5−0| = 0.75.
Then attacking and supporting strengths of the non-forecasting argument 𝑑1 is 𝜎𝑢

𝒜(𝑑1) = 0.5 and
𝜎𝑢
𝒮(𝑑1) = 0, respectively.

47



We define two notions of user rationality for ACFs: vote rationality, which compares the vote
of a user on any non-forecasting argument with its strength; and prediction rationality, which
compares the user’s forecasting prediction on any forecasting argument with its strength. In
the remainder, we will assume as given a user QBAF ⟨𝒳 ,𝒜,𝒮, 𝜏𝑢⟩ for a user 𝑢 ∈ 𝒰 in the ACF.

Definition 3. User 𝑢 is vote rational iff ∀𝑎 ∈ 𝒳 :

𝑖𝑓 𝒱(𝑢, 𝑎) = − 𝑡ℎ𝑒𝑛 𝜎𝑢
𝒜(𝑎) ≥ 𝜎𝑢

𝒮(𝑎);

𝑖𝑓 𝒱(𝑢, 𝑎) = + 𝑡ℎ𝑒𝑛 𝜎𝑢
𝒜(𝑎) ≤ 𝜎𝑢

𝒮(𝑎).

Example 3. Continuing Example 2, user 𝑢1 is not vote rational. The user agreed with 𝑑1 and the
strength of the attacking arguments is bigger than the strength of the supporting arguments (i.e.
𝜎𝒜𝑢(𝑑1) > 𝜎𝒮𝑢(𝑑1)). In this instance, the vote rationality forces the user to add reasoning for the
argument 𝑑1 or put forward their opinion on 𝑑3.

Definition 4. User 𝑢 is prediction rational iff ∀𝑎 ∈ 𝒜:

if 𝜎(𝑎) < 0.5 then 𝒫(𝑢, 𝑎) < 0.5;

if 𝜎(𝑎) > 0.5 then 𝒫(𝑢, 𝑎) > 0.5;

if 𝜎(𝑎) = 0.5 then 𝒫(𝑢, 𝑎) = [0.5− 𝜖, 0.5 + 𝜖] 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑠𝑚𝑎𝑙𝑙 𝜖.

Example 4. Continuing Example 2, user 𝑢1 is not prediction rational. User 𝑢1’s forecasting
prediction is 𝑃 (𝑢1, 𝑓1) = 0.2 and the strength of the forecasting argument is 𝜎(𝑓1) = 0.75. In
this instance, 𝑢1 needs to change its forecasting prediction to be below 0.5 or update its vote(s) to
decrease the strength of 𝑓1. This demonstrates how prediction rationality requires that a user’s
forecasting predictions be in line with their votes.

Definition 5. The ACFs are collectively rational iff (∀𝑢 ∈ 𝒰 ) are vote rational and prediction
rational.

Aggregation of forecasts requires all the agents to be collectively rational. The process of
aggregation thus uses only the forecasting predictions.

We use a weighted aggregation function where the weights are Brier scores [19] which
represent the accuracy of each user in the previous questions that have an outcome. So, the
users with better Brier scores will have a greater influence on the aggregated prediction. The
outcome of each question is represented by 𝑂𝑖 ∈ {0, 1}, where 𝑂𝑖 = 1 if the outcome was true
and 𝑂𝑖 = 0 if the outcome was false.

Definition 6. Given all 𝑁 outcomes as a set ({𝑂1, ...𝑂𝑁}) and the corresponding forecasting
predictions for user 𝑢 ∈ 𝒰 ({𝑃 (𝑢)1, ..., 𝑃 (𝑢)𝑁}), the Brier score of 𝑢 is:

𝑏𝑢 =
1

𝑁

𝑁∑︁

𝑡=1

(𝑃𝑡 −𝑂𝑡)
2
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Brier scores are the mean squared error of the user’s forecasting accuracy. A low 𝑏𝑢 represents
higher accuracy and a high 𝑏𝑢 represents lower accuracy.

Then, our aggregation function is an adaptation of [20] where we also use (the negation of
the) Brier scores to obtain a weighted aggregation.

Definition 7. The geometric mean of odds with systematic bias 𝛼 ≥ 1, Ω : ACF → [0, 1] is:

Ω(ACF) =

[︃
|𝒰|

√︃∏︁

𝑢∈𝒰

(︂
𝑒(1−𝑏𝑢)

𝒫(𝑢)

1− 𝒫(𝑢)

)︂ ]︃𝛼

The aggregation function 𝜆 : ACF → [0, 1] is:

if |𝒰| ̸= 0 : 𝜆(ACF) =
Ω(ACF)

Ω(ACF) + 1

otherwise 𝜆(ACF) = 0

The geometric mean of odds has been shown (empirically) to outperform [20] the arithmetic
mean of odds as uncertain predictions will have less influence. Note also that if the systematic
bias is 1 then the geometric mean of odds is similar to the arithmetic mean of odds. We will use
𝛼 = 2.5 for simplicity, however in practice, the value of 𝛼 could be estimated [20].

7. Conclusions and Future Work

We have introduced our novel ACFs, accommodating forecasting predictions from users, argu-
mentative debates (as Bipolar AFs) amongst users, and votes on arguments exchanged in these
debates. We also described ArguCast, our online platform which instantiates ACFs. Then, we
defined our notions of rational users for ACFs and showed how we can filter out irrational users
when we combine users’ predictions. We have also shown a way to combine users’ predictions
using the geometric mean of odds weighted by users’ Brier scores.

ACFs open up numerous avenues for future work. First, we plan to implement rationality
constraints and prediction aggregation (in the forms discussed in Section 6 as well as others)
in our online system and then empirically evaluate how much the accuracy of the forecasts
improves, comparing with those defined in [6]. Second, we will build on the fact that ACFs
provide the formal basis for further theoretical developments combining forecasting and ar-
gumentation. For example, at the moment, ACFs only allow users to vote on non-forecasting
arguments so that we can apply rationality constraints to users. However, we would like to see
how we can accommodate votes on attack/support relations to capture the users’ beliefs on
the relations between arguments, which would allow us to extend the rationality constraints
we have introduced. Another possible theoretical development would be to include a mapping
from users to their contributed arguments to assess how this ownership affects voting, possibly
allowing us to model users’ cognitive biases, such as confirmation bias [21], with argumentation,
as in [22]. Finally, it would be interesting to generate explanations for the combined prediction,
leveraging on argumentation’s amenability for explanation (see [23, 24] for recent surveys on
its application to explainable AI).
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Abstract
Graph generators are a powerful tool to provide benchmarks for various subfields of KR (e.g. abstract
argumentation, description logics, etc.) as well as other domains of AI (e.g. resources allocation, gossip
problem, etc.). In this paper, we describe a new approach for generating graphs based on the idea of
communities, i.e. parts of the graph which are densely connected, but with fewer connections between
different communities. We discuss the design of an application named crusti_g2io implementing this idea,
and then focus on a use case related to abstract argumentation. We show how crusti_g2io can be used to
generate structured hard argumentation instances which are challenging for the fourth International
Competition on Computational Models of Argumentation (ICCMA’21) solvers.

Keywords
Benchmark generation, Graph generation, Abstract argumentation

1. Introduction

Graph-based models are widespread in many fields of Knowledge Representation and Reasoning,
including abstract argumentation [1]. This appeals automated graphs generation approaches to
provide challenging benchmarks that can put to the test practical tools developed within these
various frameworks. The literature offers different methods to generate graphs, which exhibit
different properties and various applicabilities to concrete problems and scenarios. In particular,
one challenge consists in generating structured instances, i.e. random graphs which present
interesting patterns that are relevant for some specific application. A well-known example of
such a structured generation model is the Watts-Strogatz model [2], where the generated graphs
have a small world property. Among the variety of graphs that have been studied, some recent
works are interested in the generation of graphs with communities of nodes, i.e. parts of the
graphs which are densely connected, but with fewer connections between different communities
[3]. Such models include BTER [4] and Darwini [5], that propose to link nodes inside so-called
affinity blocks, and then to add links between the nodes from different blocks. Being a model
of choice to represent people communities [3], graphs with communities seem to be a good
candidate to encode large debates, which could be the source of argumentative reasoning.
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However, until recently, there was an important lack of practical approach for computing
the solutions of argumentation problems. Although there were some algorithmic approaches
proposed in the literature, few pieces of software were actually available for the community.
This has changed (mainly) thanks to the organization of the First International Competition on
Computational Models of Argumentation (ICCMA), in 2015. Since then, some solvers have been
proposed, based either on original techniques dedicated to argumentation frameworks [6, 7, 8],
or on translation into other frameworks which have already proven efficient computational
benefits (e.g. Boolean satisfaction problem (SAT) [9, 10, 11]). The efforts of the community
at the occasion of the various editions of ICCMA have seen a general increase of the quality
of the computational approaches for argumentation, both with respect to the correctness of
the approaches and their runtime efficiency. However, the lack of challenging and realistic
benchmarks for argumentation is still an issue for the community. Using (community-based)
graph generators was naturally quickly considered to fill this hole.

In this paper, we propose a new generation method for obtaining community-based graphs
and we apply it to abstract argumentation. Our approach is based on three components: we
first generate an outer graph which gives a global skeleton for the structure of the generated
instance; then in each node of the outer graph, we generate an inner graph i.e. a community
of nodes; and finally when two nodes of the outer graph are connected, we use a linker to add
some relations between the corresponding inner graphs. We then show how our method can be
applied to generate structured, challenging graphs for argumentation purpose. The added value
of our approach compared to the previous ones lies in its ability to be generic and modular,
since any of the three components can be easily replaced by other versions. In particular, the
outer and inner graphs can be generated through classical generation models like Erdös-Rényi
[12], Watts-Strogatz [2] or Barabási-Albert [13], but any other model could be plugged instead
(including BTER and Darwini graphs themselves). Our contribution includes a documented,
open-source graph generator following this inner/outer template. This application has been
made to be easily used by any user, but also to be convenient for developers who want to add
new features like graph generators, linkers or output formats.

The paper is organized as follows. We first give some background on abstract argumentation
in Section 2, and we introduce the inner/outer model in Section 3. Section 4 presents some
related works. Necessary and relevant features of our framework are presented in Section 5,
followed by some experiments in Section 6. Finally, Section 7 draws some conclusions and
highlights avenues for future work.

2. Background on Abstract Argumentation

An abstract argumentation framework (AF) [1] is a directed graph ℱ = ⟨𝐴,𝑅⟩ where 𝐴 is a
set of arguments and 𝑅 ⊆ 𝐴 × 𝐴 is the attack relation between arguments. We say that an
argument 𝑎 attacks an argument 𝑏 if (𝑎, 𝑏) ∈ 𝑅. This is generalized to sets of arguments: 𝑆
attacks 𝑏 (resp. 𝑆′) if there is some 𝑎 ∈ 𝑆 which attacks 𝑏 (resp. some 𝑏 ∈ 𝑆′). A set 𝑆 defends
an argument 𝑎 if for any 𝑏 attacking 𝑎, there is a 𝑐 ∈ 𝑆 attacking 𝑏.

Acceptability of arguments is usually evaluated thanks to the notion of extensions, i.e. sets of
collectively acceptable arguments. Various semantics exist for defining extension [1]. Formally,
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a semantics is a function 𝜎 : ℱ = ⟨𝐴,𝑅⟩ ↦→ ℰ ⊆ 2𝐴. We focus on the semantics cf, ad, co, pr,
stb and gr, standing respectively for conflict-free, admissible, complete, preferred, stable and
grounded. Given an AF ℱ = ⟨𝐴,𝑅⟩, and a set of argument 𝑆 ⊆ 𝐴, 𝑆 ∈ cf(ℱ) iff ∀𝑎, 𝑏 ∈ 𝑆,
(𝑎, 𝑏) ̸∈ 𝑅; 𝑆 ∈ ad(ℱ) iff 𝑆 ∈ cf(ℱ) and 𝑆 defends all its elements; 𝑆 ∈ co(ℱ) iff 𝑆 ∈ ad(ℱ)
and 𝑆 does not defend any argument in 𝐴 ∖ 𝑆; 𝑆 ∈ pr(ℱ) if 𝑆 is a ⊆-maximal element of
ad(ℱ); 𝑆 ∈ stb(ℱ) iff 𝑆 ∈ cf(ℱ) and 𝑆 attacks all the arguments in 𝐴 ∖ 𝑆; 𝑆 ∈ gr(ℱ) iff 𝑆
is the ⊆-minimal element of co(ℱ). See e.g. [1] for more details about these semantics as well
as other semantics defined in the literature. Let us illustrate the complete, preferred, stable and
grounded semantics with the following example:

Example 1. The extensions for co, pr, stb and gr of ℱ = ⟨𝐴,𝑅⟩ from Figure 1 are co(ℱ) =
{∅, {𝑎1}, {𝑎2, 𝑎4}}, pr(ℱ) = {{𝑎1}, {𝑎2, 𝑎4}}, stb(ℱ) = {{𝑎2, 𝑎4}} and gr(ℱ) = {∅}.

𝑎1 𝑎2 𝑎3

𝑎4

𝑎5

Figure 1: The AF ℱ

Recall that reasoning with AFs is generally hard, with many classical problems at the first or
second level of the polynomial hierarchy [14].

3. The Inner/outer Model

We propose a new approach for generating graphs that considers underlying graph structures.
More precisely, an outer graph 𝐺𝒢𝒪 that will be used as a skeleton for the instance is first
constructed from a graph generator 𝒢𝒪 . Then, each node of this graph is associated with a fresh
inner graph (fresh in the sense where nodes of each inner graph are disjoint) built by another
generator 𝒢ℐ . In order to link inner graphs together, we successively consider each inner graph
𝐺𝑛 rooted to a node 𝑛 of 𝐺𝒢𝒪 and add edges between it and the inner graphs 𝐺𝑛′ rooted to a
node 𝑛′ when an edge exists in the outer graph between 𝑛 and 𝑛′. The final graph is then the
set of inner graphs together with the added edges. Interestingly, such generation process can
handle both directed and undirected graphs (with the constraint that the inner graphs generator
and the added edges involve edges of the same kind1). However, here we focus on the direcred
case, since the goal is to generate argumentation frameworks. Formally, the function in charge
of linking inner graphs together in the directed case is defined as follows:

Definition 1 (Directed linker). A linker over directed graphs is a mapping ℒ𝑑 such that, for
any 𝐺1 = ⟨𝑁1, 𝐸1⟩ and 𝐺2 = ⟨𝑁2, 𝐸2⟩: ℒ𝑑(𝐺1, 𝐺2) ⊆ (𝑁1 ×𝑁2) ∪ (𝑁2 ×𝑁1).

1Note that the outer graph may be non-directed even when the final graph is directed: the presence of directed
edges may represent a “hierarchical” relation between the communities, while non-directed edges at this level mean
that the communities are, in a way, equivalent.
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Algorithm 1 Inner/outer graph generation

Input: an outer graph generator 𝒢𝒪 , an inner graph generator 𝒢ℐ and a linker ℒ
Output: an inner/outer graph

1: 𝐺𝒢𝒪 ← ⟨𝑁,𝐸⟩ a 𝒢𝒪-generated graph
2: for 𝑛 ∈ 𝑁 do
3: 𝐺𝑛 ← ⟨𝑁𝑛, 𝐸𝑛⟩ a 𝒢ℐ-generated graph
4: end for
5: 𝐿 = ∅
6: for (𝑛, 𝑛′) ∈ 𝐸 do
7: 𝐿← 𝐿 ∪ ℒ(𝐺𝑛, 𝐺𝑛′)
8: end for
9: return ⟨(⋃︀𝑛∈𝑁 𝑁𝑛), (

⋃︀
𝑛∈𝑁 𝐸𝑛) ∪ 𝐿⟩

Algorithm 1 formalizes our approach. The generation process starts with the generation
of the outer graph, i.e. the graph which is used as the skeleton of the instance (line 1). Then,
each node of this outer graph is associated with an inner graph which is built by the dedicated
graph generator 𝒢ℐ (line 3). The rest of the algorithm consists in building some links between
the different inner graphs, with respect to the structure of the outer graph. To do so, for each
edge in the outer graph, the inner graphs associated with the two outer graph nodes under
consideration are passed to the linker (line 7); the resulting set of edges is stored. At the end, the
algorithm returns the union of the inner graphs plus the edges returned by the linker, producing
the final inner/outer graph.

Our approach offers the advantage of being flexible and allows, for instance, to generate a
community graph such that the outer graph is a tree (𝒯 ) and inner graphs are Erdös-Rényi graphs
(ℰℛ). It is also possible to generate paths of Barabási-Albert (ℬ𝒜) graphs, or Watts-Strogatz
(𝒲𝒮) graphs made of𝒲𝒮 communities, etc.

Example 2. Let us illustrate the generation algorithm with 𝒢𝒪 = 𝒯 , 𝒢ℐ = ℰℛ, and ℒ a function
which returns a random set of edges between two graphs. An example of generation process is
given at Figure 2. Figure 2a shows the outer graph, which is thus a (non-directed) balanced binary
tree. Then, in each node of the tree, an inner graph is generated thanks to the Erdös-Rényi model
(Figure 2b). Figure 2c shows the addition of edges between the inner graphs thanks to the linker.
And finally, the resulting graph is shown at Figure 2d.

4. Related Works

The next sections presents the application we developed to generate inner/outer graphs and
its application to generate AF benchmarks. There already exists tools for generating AFs from
random graph generators. But, from the best of our knowledge, these tools do not modify the
underlying graph generated by these models. In [15], the authors propose the C++ framework
AFBenchGen. It is an AF generator based on the Erdös-Rényi model (ℰℛ). In [16], the same
authors proposed an extension of AFBenchGen, called AFBenchGen2 which is written in Java,
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Figure 2: Generation process.

that also consider two additional random graph generator models, which are the Watts-Strogatz
(𝒲𝒮) and Barabási-Albert (ℬ𝒜) models. For these two generators the random graphs are used
as such. Our tool is much more general than the AFBenchGen family of AFs generators. Indeed,
by considering the simple graph consisting in one node as outer graph, it is possible to have the
exactly same behaviour.

In [17], we introduced a new method for generating challenging benchmarks for the ICCMA’21
competition. This generator is the fundamental basis of our tool. More precisely, we have
proposed three variants of our generator ⟨𝒢𝒪,𝒢ℐ𝑖 ,ℒ⟩, with 𝑖 ∈ {1, 2, 3}, defined as follows. In
our case 𝒢𝒪 = 𝒯 , meaning that the underlying graph is actually a perfectly balanced 𝑑-tree of
height ℎ, where 𝑑 and ℎ are fixed and provided as parameters. The only difference between
the three variants is the inner graphs generator: 𝒢ℐ1 = ℰℛ, 𝒢ℐ2 = ℬ𝒜, while 𝒢ℐ3 is a random
pick of either ℰℛ or ℬ𝒜, which means that in the first case all the local graphs are Erdös-Rényi
graphs, in the second case they are all Barabási-Albert graphs, and in the last case they can be
either of them with a probability 0.5.

Once the outer graph has been generated, the inner graphs are linked as follows. For this
generation model, the iteration over the set of edges (line 6 in Algorithm 1) is a breadth-first
graph traversal from the root to the leaves of the tree. For each inner graph associated with
an outer node 𝑜, k nodes are randomly selected (k varies from 5 up to 12 for the benchmarks
generated for the ICCMA’21 competition). The descendants {𝑜1, . . . , 𝑜𝑚} of 𝑜 are iteratively
considered. For each 𝑜𝑖, between 20% and 70% of the inner nodes contained in 𝑜𝑖 are randomly
selected. Then, for each node 𝑛1 picked in 𝑜 and with each node 𝑛2 picked in 𝑜𝑖 one of the
attacks (𝑛1,𝑛2) or (𝑛2,𝑛1) is added randomly.

In this paper a slightly modified version of the tool proposed for generating the ICCMA’21
benchmarks has been considered. Inner graphs are only linked with their children (and not with
any of their descendants). Moreover, a ratio of 20% has been considered for selecting the edges
that are added between communities (instead of a ratio between 20% and 70% of the nodes).

5. The crusti_g2io graph generator

We built a command line application called crusti_g2io, dedicated to the generation of inner/outer
graphs. It is made available under the terms of the GNU GPLv3 on Github account of the Centre
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de Recherche en Informatique de Lens.2 We took advantage of the Rust programming language
to provide an efficient, memory-safe application, even in parallel context. In addition, Rust
allows crusti_g2io to be both an application and a library (the project in mainly a Rust library
with additional code to create the application). Interestingly, Rust libraries can be turned into
C libraries (static or dynamic) or be linked with them. This makes crusti_g2io able to use any
library that can be turned into a C library or to be used itself with any program that can load C
libraries, allowing for example Go and Python bindings.

The application can be used to generate both directed and undirected graphs. In the following,
we describe how to use the application for directed graphs only; however, going from directed
to undirected is as simple as replacing directed by undirected in the commands.

me@PC:~/crusti_g2io generate-directed -o tree/10 -i er/100,0.5 -l min_incoming -x out.apx -f apx
![INFO ] [2023-03-03 10:54:39] crusti_g2io 0.1.0
[...]
![INFO ] [2023-03-03 10:54:39] generated a graph with 1000 nodes and 24882 edges
![INFO ] [2023-03-03 10:54:39] exiting successfully after 45.6625ms

Figure 3: Example on invocation of crusti_g2io.

The first goal of crusti_g2io is to be easy to install and to use. The only requirement to use it is
to have a Rust compiler installed (except of course if you were given an already compiled version);
then, executing a standard release build command (cargo build –release) produces the
executable (in the target/release directory on UNIX systems). The user can also use the
cargo install command to compile and install the program on its computer.

From a user perspective, crusti_g2io is made to be used without looking at its documentation.
Calling crusti_g2io -h, (or –help) shows the list of commands and what they do. Calling
crusti_g2io with a command and a help flag displays the help message for this command. For ex-
ample, calling crusti_g2io generate-directed -h explains what generate-directed
does, gives its mandatory and optional options (along with their descriptions).

The goal of crusti_g2io is to generate a graph from an outer graph generator, an inner
graph generator and a linker, and to output it using a graph output format. Thus, these exact
four options form the exact set of mandatory options for the generate-directed command.
Again, they can be recalled by typing crusti_g2io generate-directed -h in a termi-
nal. Concerning the lists of the available graph generators, linkers and graph output formats,
they can all be retrieved by a crusti_g2io command (respectively generators-directed,
linkers-directed and display-engines-directed); calling these commands also indi-
cates how to parameterize the generators, linkers or formats which need it. Figure 3 shows how
to build a tree-like outer graph (-o) of 10 inner (-i) Erdös-Rényi graphs of 100 nodes with a
probability of 0.5 where links (-l) are created between lowest degree nodes, and export (-x) it in
the file out.apx using the apx format (-f). The required parameters for generators and linkers
(when needed) are given after a slash and split by commas (see tree/10 and er/100,0.5
in the figure). Embedded graph generators include the famous Erdös-Rényi, Watts-Strogatz
and Barabási-Albert models, trees and chains. Concerning the linkers, one is a random one,

2https://github.com/crillab/crusti_g2io
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one links nodes with the least incoming edges, and the last one links the nodes with index 0 —
which can have some meaning, in particular if a graph is initialized with a special value like in
the Barabási-Albert model. Finally, The Graphviz DOT and GraphML formats are available, just
like the abstract argumentation related format APX and DIMACS (from ICCMA 2023).

These generators, linkers and formats are a very small subset of what is offered by the
literature. This is the reason why we tried to make the addition of new content as easy as
possible for developers. For example, to add a new generator, it is only required to create a
structure that implements the four functions of the dedicated trait and to register it in the
set of generators. Concerning the trait, the implementation of three functions out of four is
straightforward as they respectively return the name of the generator to be used on the command
line interface, the description of the generator, and the types of the expected parameters. The
last function is the one dedicated to the generation of graphs: it takes as input the (checked)
parameter values as given on the command line interface (i.e. the content following the slash)
and returns a closure which takes a pseudo-random number generator (PRNG) and produces
a graph. The registration of the new generator consist of adding an import statement and a
single line of code. Adding a new linker requires a similar process, except that the closure takes
a PRNG and two graphs, and returns a vector of edges. When invoking crusti_g2io, the graph
can be printed out on the standard output (this is the default behaviour) or exported to a file.
The default behavior mixes log messages and the graph; this can be prevented by hiding the log
messages (e.g. by setting the corresponding option) or by exporting the graph to a file. Adding
a new output format is similar to adding a new generator or linker.

Finally, crusti_g2io is made to produce reproductible results. By default, it uses an unpre-
dictable random seed; in order to get reproductible results, the user can set the random seed with
the -s option on the command line. Regardless of the fact the seed was specified or randomly
specified, it is logged so the results can be reproduced. An effort was made in order to mix
reproducibility and the use of the full power of the computers, as the application computes the
inner graphs and the links between these graphs in a parallel fashion. In order to get repro-
ductible results, the program first computes the outer graph using the global PRNG initialized
with the provided seed. Then, each outer node is sequentially associated a random seed using
the global PRNG. This way, each inner graph generation process can receive a PRNG which
directly depends on the CLI-provided seed, enforcing the reproducibility of the generation for a
given seed. The same approach is used for the linking process.

6. Using crusti_g2io to generate challenging abstract
argumentation problems

Now, we use crusti_g2io to generate structured AF instances. The goal is to generate overall
instances composed of multiple communities. In addition, we want to generate instances with
a large amount of small communities, but also instances with less communities of a greater
size. To achieve this, we aim at drawing the frontier between hard and too-hard instances for a
set of community sizes, densities and counts. In order to evaluate the difficulty induced by the
generated argumentation graphs, we chose to compute extensions (putting acceptance queries
aside) to consider the whole graphs instead of problems that could be related to a reduced area
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of the graph. We arbitrary selected a problem of the first level of the polynomial hierarchy
(SE-ST: compute an extension for the stable semantics) and one of the second level (SE-PR:
compute an extension for the preferred semantics). For both tracks, we used the solvers that
got the best results at the ICCMA’21 competition, namely A-Folio-DPDB3 for the SE-ST track
and µ-Toksia [11] for the SE-PR track. As A-Folio-DPDB delegates the SE-ST problems to the
µ-Toksia solver submitted at ICCMA’19, we finally used µ-Toksia (2019) for SE-ST problems.
We chose to build communities of Erdös-Rényi graphs, since those graphs were already used
to generate AFs and can be naturally generated as directed graphs. Communities were linked
following a tree template (like ICCMA’21 instances). The linker processes in a way inspired by
the ℰℛ generator: each possible edge from the source graph to the target graph is added with
probability 0.2.

In the first part of our experiments, we sought which sizes of communities are small enough
to be part of our graphs. We used crusti_g2io to generate single Erdös-Rényi graphs (by asking
for an outer graph composed of a single node) with different number of nodes (from 100 to
1000) and probability for each edge to appear (0.1, 0.2 and 0.5). For each setting, we generated
10 different graphs by feeding the app with random seeds from 0 to 9; the computation times
are averages of these 10 values, and a timeout of at least one makes the average be also timeout.
We run experiments on machines equipped with Intel Xeon E5-2637 v4 processors and 128GB
of RAM, and the timeout was fixed to 600s, as in ICCMA’21. Table 1 shows some experimental
results.

First, we can note that for a given number of nodes, instances are more difficult for lower
Erdös-Rényi probability values. This may be explained by the lower number of constraints,
making preferred extensions admit more arguments, and stable extensions less common. This
hypothesis would require further investigation, but is off-topic here since we are only interested
in the difficulty of the instances.

Communities of 100 arguments seem easy for both SE-ST and SE-PR, whatever the probability
setting. With a setting of 0.1, the problems begin to require multiple seconds to be solved for
200 nodes; this value should not be exceeded for instances involving several communities. A
single community of 300 nodes cannot be solved in this context. With a setting of 0.2, the limit
in terms of number of nodes to consider for multiple communities seems to be between 200 and
300; for this value, a single community requires more than 10 seconds for SE-ST, and more than
20s for SE-PR. A setting of 0.5 allows to generate instances with a single community of at least
1000 nodes. Interestingly we remarked that in this case, all instances admit stable extensions,
which is not the case for the other probability settings. This indicates that these instances have
a special structure that might make solvers work differently on them. Finally, as expected, the
SE-PR problem takes more time to be solved than SE-ST.

Now that we have bounds on the size of the communities to consider, we can experiment
the difficulty induced by the number of communities. We generated complete binary trees of
Erdös-Rényi communities, where each community is linked to the ones associated with its
children.

For this second experiment session, we considered Erdös-Rényi with nodes between 100 and
500 with the same three probability settings. We assumed the multiplicity of the communities

3https://github.com/gorczyca/dp_on_dbs/tree/competition
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ER proba. ER nodes SE-ST (s) SE-PR (s)

0,1 100 0,01 0,03
200 3,13 9,14
300 — —
400 — —

0,2 100 0,02 0,02
200 1,85 4,13
300 13,87 22,91
400 — —

0,5 100 0,01 0,02
200 0,10 0,07
300 0,14 0,37
400 0,23 4,11
500 1,81 13,97
600 4,28 16,56
700 3,34 41,23
800 6,72 74,41
900 11,27 141,24
1000 14,32 67,37

Table 1
CPU time required by µ-Toksia 2019 (resp. 2021) to compute a single stable (resp. preferred) extension
for different sizes of Erdös-Rényi graphs. CPU times are average of 10 values. If a timeout was reached
for at least one graph, — is reported.

would make the instances very hard for the 0.5 probability for more than 500 nodes per commu-
nity. We considered (directed) outer tree heights from 3 to 9, making the outer graphs contain
from 7 to 511 nodes. For each setting, 10 instances were generated with random seeds going
from 0 to 9. We used to same machines and timeout than before. Figures 4 and 5 report the
interesting parts of these new results. The plots on Figure 4 correspond to the results for the
SE-ST track, while Figure 5 reports the results for SE-PR. For each figure, the three subfigures
are each associated with a density setting (0.1, 0.2 and 0.5). For each subfigure, the average
computation time is given on the y-axis, while the x-axis gives the number of communities; the
lines gives the different community sizes.

We first focus on the SE-ST results, given by the plots at Figures 4a, 4b and 4c. Concerning
the results of µ-Toksia 2021 for the 0.1 probability setting (Figure 4a), we can observe that the
problems are too easy when the number of nodes per community is lower than 200 (all solved in
few seconds even for 511 communities) and too hard when it is above this value (such problems
cannot be solved when there are more than 31 communities). Thus, this setting does not allow
us to draw a clear frontier between the hard and the too-hard instances. This is also the case for
the 0.5 probability setting (Figure 4c) for which the instances are surprisingly very difficult even
for low values of community sizes and community counts. This is not an unexpected result
since as noted below, these instances have a special structure that might prevent µ-Toksia to
solve them. By the way, we discovered that µ-Toksia was not able to prove the absence of stable
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extension in any community-based instance with this density. If such instances are included in
our benchmarks, then µ-Toksia may suffer from this special kind of instances. Fortunately, the
0.2 case (Figure 4b) perfectly fits our needs of frontier as it shows multiple settings of community
sizes and counts are solvable but difficult (hundreds of seconds required to solve) namely the
sets of 511 communities of size 225, the sets of 255 communities of size 250 and the sets of 63
communities of size 275.

Now, we discuss the SE-PR results, given by the plots at Figures 5a, 5b and 5c. Just like for
SE-ST, the 0.1 probability setting (Figure 5a) does not seem to be an interesting value for us
since little changes in community sizes makes the difficulty a lot higher: see e.g. the difference
between communities of 175 nodes — almost difficult instances when there are 511 of them —
and 200 nodes — where instances are too difficult for 255 communities. Things are a little better
for the 0.2 probability (Figure 5b) when considering communities of size between 225 and 300,
but the real interesting setting in this case if the 0.5 probability (Figure 5c). In this case, we can
find at least three cases of different community sizes for which hard instances exist: the sets of
511 communities of 175 nodes, the sets of 255 communities of 300 nodes and the sets of 127
communities of 500 nodes.

To conclude this section, it is worth noting that crusti_g2io generated the instances very fast.
For the graph generation, we took advantage of machines with a higher number of processor
cores. We dedicated to each process an Intel Xeon Gold 6248 (a 20-cores processor) and 192GB
of RAM. The biggest instances we considered are the ones with 511 communities of 500 nodes
with a probability setting of 0.5, for which the graph admits 255500 nodes and more than 89
millions edges. For these instances, the graph generation itself took less than 4s each. A little
longer was necessary to translate the graphs into argumentation frameworks and store them
using the (verbose) APX format on the hard disk. With these additional translation and writing
times, the average wall-clock time was 19.62s.

7. Conclusion

In this paper, we have defined a new approach for generating (directed or non-directed) graphs
based on the concept of communities, which are graphs where some subparts of the graph
are highly connected, but are loosely related to other subparts. Our approach uses a so-called
inner/outer template, i.e. we first generate an outer graph representing the global structure
of the graph, then in each node of the outer graph we generate an inner graph, and finally
we use a linker to add edges between nodes of inner graphs which are connected in the
outer graph structure. The proposed model is particularly generic and modular, since all the
components (outer graph generator, inner graph generator and linker) can be replaced by other
generators or linkers. Our model is particularly well suited for abstract argumentation, since
large debates (i.e. large argumentation frameworks) can naturally be split into sub-debates
which are only connected by a few arguments and attacks. We have described our open-
source tool for the generation of graphs, and especially we have shown that this tool allows to
generate meaningful argumentation framework instances with a level of difficulty for standard
computational problems which can be adapted thanks to the choice of some parameters.

Several avenues for future work can be highlighted. Regarding the tool, a natural development
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(a) SE-ST, ℰℛ probability of 0.1 (b) SE-ST, ℰℛ probability of 0.2

(c) SE-ST, ℰℛ probability of 0.5

Figure 4: CPU time (in seconds) required by µ-Toksia 2019 to compute a single stable extension for
community graphs of different community sizes and different community count. CPU times are an
average of 10 values.

direction is to design an even more generic framework, allowing several levels of nested graphs
(i.e. the inner graph generator could generate graphs which also follow the inner/outer template).
We also plan to improve the usability of the tool by describing the generation task in files (using
e.g. the YAML or JSON format) instead of the command-line interface.

Regarding the issue of AF generation, we can improve the relevance of the tool by incor-
porating linkers which make sense in the context of abstract argumentation frameworks (for
instance, we could add edges concerning in priority arguments which are skeptically accepted
w.r.t. some given semantics). Another interesting future work consists in proposing generation
models for more complex argumentation frameworks, which would require e.g. graphs with
different kinds of edges or arguments (to incorporate supports [18] or incompleteness [19]) or
graphs with weights associated with edges [20] or arguments [21].
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(a) SE-PR, ℰℛ probability of 0.1

(b) SE-PR, ℰℛ probability of 0.2 (c) SE-PR, ℰℛ probability of 0.5

Figure 5: CPU time (in seconds) required by µ-Toksia 2021 to compute a single preferred extension for
community graphs of different community sizes and different community count. CPU times are an
average of 10 values.

Acknowledgements

This work has been partly supported by the CPER DATA Commode project from the “Hauts-de-
France” Region, the ANR projects PING/ACK (ANR-18-CE40-0011) and AGGREEY (ANR-22-
CE23-0005).

References

[1] P. M. Dung, On the acceptability of arguments and its fundamental role in nonmonotonic
reasoning, logic programming and n-person games, Artif. Intell. 77 (1995) 321–358.

[2] D. Watts, S. Strogatz, Collective dynamics of "small-world" networks, Nature 393 (1998)
440–442.

[3] M. Girvan, M. Newman, Community structure in social and biological networks, Proc. of
the NAS of the USA 99 (2002) 7821–7826.

63



[4] T. Kolda, A. Pinar, T. Plantenga, C. Seshadhri, A scalable generative graph model with
community structure, SIAM J. Sci. Comput. 36 (2014).

[5] S. Edunov, D. Logothetis, C. Wang, A. Ching, M. Kabiljo, Generating synthetic social
graphs with darwini, in: Proc. of ICDCS, 2018, pp. 567–577.

[6] N. Geilen, M. Thimm, Heureka: A general heuristic backtracking solver for abstract
argumentation, in: Proc. of TAFA 2017, 2017, pp. 143–149.

[7] M. Heinrich, The matrixx solver for argumentation frameworks, CoRR abs/2109.14732
(2021).

[8] L. Kinder, M. Thimm, B. Verheij, A labeling based backtracking solver for abstract argu-
mentation, in: Proc. of SAFA 2022, 2022, pp. 111–123.

[9] W. Dvorák, M. Järvisalo, J. P. Wallner, S. Woltran, Complexity-sensitive decision procedures
for abstract argumentation, Artif. Intell. 206 (2014) 53–78.

[10] J.-M. Lagniez, E. Lonca, J.-G. Mailly, Coquiaas: A constraint-based quick abstract argu-
mentation solver, in: Proc. of ICTAI 2015, 2015, pp. 928–935.

[11] A. Niskanen, M. Järvisalo, 𝜇-toksia: An efficient abstract argumentation reasoner, in: Proc.
of KR 2020, 2020, pp. 800–804.

[12] P. Erdös, A. Rényi, On random graphs. I., Publicationes Mathematicae 6 (1959) 290–297.
[13] A. Barabási, R. Albert, Emergence of scaling in random networks, Science 286 (1999)

509–512.
[14] W. Dvorák, P. E. Dunne, Computational problems in formal argumentation and their

complexity, in: Handbook of Formal Argumentation, College Publications, 2018, pp.
631–688.

[15] F. Cerutti, M. Giacomin, M. Vallati, Generating challenging benchmark afs, in: Proc. of
COMMA 2014, 2014.

[16] F. Cerutti, M. Giacomin, M. Vallati, Generating structured argumentation frameworks:
AFBenchGen2, in: Proc. of COMMA 2016, 2016.

[17] J.-M. Lagniez, E. Lonca, J.-G. Mailly, J. Rossit, Design and results of ICCMA 2021, CoRR
abs/2109.08884 (2021).

[18] C. Cayrol, M.-C. Lagasquie-Schiex, Bipolarity in argumentation graphs: Towards a better
understanding, Int. J. Approx. Reason. 54 (2013) 876–899.

[19] J.-G. Mailly, Yes, no, maybe, I don’t know: Complexity and application of abstract argu-
mentation with incomplete knowledge, Argument Comput. 13 (2022) 291–324.

[20] P. E. Dunne, A. Hunter, P. McBurney, S. Parsons, M. Wooldridge, Weighted argument
systems: Basic definitions, algorithms, and complexity results, Artif. Intell. 175 (2011)
457–486.

[21] J. Rossit, J.-G. Mailly, Y. Dimopoulos, P. Moraitis, United we stand: Accruals in strength-
based argumentation, Argument Comput. 12 (2021) 87–113.

64



ADP : An Argumentation-based Decision Process
Framework Applied to the Modal Shift Problem
Christopher Leturc1, Flavien Balbo2

1Inria, Université Côte d’Azur, CNRS, I3S, 06902 Valbonne, France
2Mines Saint-Étienne, Univ Clermont Auvergne, CNRS, UMR 6158 LIMOS, Institut Henri Fayol, F-42023 Saint-Étienne,
France

Abstract
This article introduces an argumentation-based decision process framework specifically designed to
model context-based decisions and its application to the challenge of promoting responsible modal
choices in transportation. Despite the growing demand for sustainable transportation options, many
urban travelers continue to rely heavily on private cars. We show that our argumentation model can be
used to understand how the traveler context influences the transportation modal choice decisions of
the travelers. To validate the efficacy of our framework, we deploy it within a simulator of multimodal
transportation networks, utilizing formal argumentation to represent various behaviors. By examining
the underlying reasons behind individuals’ car usage and investigating potential avenues for influencing
their modal choices, we aim to contribute to the advancement of sustainable transportation solutions.

Keywords
Argumentation, decision model, multi-agent simulation, transportation modal shift

1. Introduction

The growth of cities is accompanied by an increasing transportation demand, resulting in
heightened pollution and congestion. This is primarily attributed to travelers’ preference for
using private vehicles over other modes of transportation. The shift from private vehicle
mode to alternative modes such as collective or non-motorized modes has become a significant
concern for transportation authorities. To discourage private vehicle usage, authorities have
implemented low-emission zones (LEZ) as a new measure. LEZ restricts access to certain parts
of the city exclusively to vehicles with low emissions.

However, defining the boundaries of these zones is a challenge as it requires striking a
balance between travelers’ mobility needs and the traffic implications. Unfortunately, when the
definition is solely based on traffic flow analysis, only the traffic consequences are taken into
account. This approach is unfair as it places the burden solely on excluded travelers or those
who can afford low-emission vehicles.

Neglecting the impact on travelers’ needs presents two risks. Firstly, there is a high likelihood
of non-compliance, resulting in additional costs to enforce the rule. Secondly, there is a limited
effect on modal shift, as most travelers simply adjust their car routes to avoid the LEZ. Finally,
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to align with the users’ needs, cities may introduce exceptions that make the rule unclear12.
The LEZ definition problem emphasizes the necessity of conducting a more comprehensive
analysis of travelers’ decision-making processes to grasp the rule’s impact on travelers and,
consequently, assess its effectiveness.

Agent-based simulations focus on individual decision-making processes, making them valu-
able tools for analyzing the modal shift problem [1, 2]. However, these works often limit the
traveler’s context to their activities and locations, while the decision process of the agents
is primarily guided by a single criterion, such as price impact [1] or the utilization of shared
autonomous vehicles [2]. As a result, the diverse contexts of travelers are not adequately
considered.

Modal shifting is determined by a whole range of factors that are interrelated to a larger or
smaller extent. For instance, [3] conducted a study involving 205 Australian university students
to examine the relative importance and correlation between psychological and situational factors
in predicting commuter transport mode choices. The study’s findings include: (1) individuals’
values influence their commuting behavior through their corresponding beliefs regarding the
environmental impact of cars, (2) factors such as cost, time, and accessibility contribute to
individuals’ choices of commuting mode, and (3) both situational and psychological factors
jointly influence pro-environmental behavior. For a comprehensive review of the modal choice
concept, interested readers can refer to [4].

To address this complexity, this article aims to propose a framework that captures the various
contexts within which travelers make their travel decisions.

In this article, we argue that formal argumentation, such as the Dung framework [5], can be
used to represent the decision-making context of travelers. Arguments and attacks pertain to
specific situations for the traveler and elucidate the support or refutation of a modal choice.
In this sense, argumentation seems particularly relevant to represent complex multi-criteria
decisions structures, in opposition to numerical functions or simple logical rules. An additional
benefit of argumentation is its similarity to how we, humans, reason, as it has been suggested by
Mercier and Sperber [6], which makes it easier to understand and use for humans. Furthermore,
argumentation gives us an explicit justification about the decision while it is not necessarily the
case for other AI techniques, especially the numeric-based reward functions.

The contributions of this article are:

• An argumentation framework to represent context-based decisions,

• An application of argumentation to the problematic of the modal shift.

This paper is organized as followed: Firstly, Section 2 proposes a state of the art on argumentation-
based decisions frameworks. Secondly, Section 3 introduces the case study dedicated to represent
urban travelers behaviors within a simulator of multimodal transportation networks. Thirdly,
Section 4 presents the formal framework and recalls basics notions. Finally, Section 5 presents
the first results of the proof-of-concepts and Section 6 proposes conclusion and perspective of
future work.

1https://ec.europa.eu/transport/themes/urban/studies_cs
2https://ec.europa.eu/transport/sites/default/files/uvar_final_report_august_28.pdf
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2. Agumentation-based decisions systems

Argumentation has been identified as an effective tool for decision-making and decision-support
systems, particularly in situations where the recommended decisions need to be explained [7, 8].
Multiple studies [9, 10, 11, 12] have investigated the introduction of argumentation capabilities
in decision-making and emphasized the importance of presenting arguments in favor or against
possible choices to the user of a decision-support system. For instance, argumentation has been
applied to justify a multiple criteria decision or represent decisions taken by a group of agents
as in vote systems [13]. In a context of computer simulations, argumentation has been applied
into agent-based simulations to model the opinion of agents [14], or [15] considers a case study
in which argumentation is used to assess and compare cultural options available to farmers.
However these approaches in agent-based models do not consider argumentation to make agent
taking decisions. In [16], they use argumentation to represent knowledge of agents and their
reasoning about alternatives in an automata framework, nammed as Action-based Alternating
Transition Systems (AATS) framework. Some approaches in the literature in decision-support
systems used argumentation to justify an option w.r.t. a goal. In [15], they consider a case study
in which argumentation is used to assess and compare cultural options available to farmers. In
their approach a system is a set of variables X and a set of states which is an instantiation of each
variable of X, as e.g. 𝑋 = 𝑋𝑜𝑢𝑡 ∪𝑋𝑖𝑛, where 𝑋𝑜𝑢𝑡 is the observation, and 𝑋𝑖𝑛 is human control
values. An argument is a triplet 𝐴𝑟𝑔 = (𝑜𝑝𝑡𝑖𝑜𝑛, 𝑔𝑜𝑎𝑙, 𝑗𝑢𝑠𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) which is associated with
an option, a goal and a justification.

In this article, we are interested in the model proposed in [17]. They proposed an ab-
stract argumentation model that defines an argumentation-based decision framework as tuple
(𝐴,𝐷,𝑅, 𝐹𝑓 , 𝐹𝑐) where 𝐴 is a set of arguments, 𝐷 is a set of decisions, 𝑅 is an attack relation,
𝐹𝑓 is a mapping (resp. 𝐹𝑐) between pros (resp. cons) arguments and their associated decisions.
Their model has several advantages:

• The simplicity of the model for linking arguments and decisions without having to change
the abstract structure of arguments

• It provides the possibility of extending it easily to other argumentation models like e.g.
Value-based Argumentation Frameworks (VAF) [18]

3. The simulated environment

The proposal presented in this paper is evaluated using a multiagent simulator available in the
Plateforme Territoire3. This simulator enables agent travelers to access multimodal shortest
itineraries between their origin and destination and simulates their movement along the chosen
itinerary at a speed corresponding to the selected transportation mode. Itineraries can be
evaluated using pre-trip indicators that influence the itinerary choice of the traveler agents.
These indicators can be based on factors such as distance or traffic-related aspects like noise,
which depends on the number of vehicles along different parts of the itinerary. Additionally, the

3https://territoire.emse.fr
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simulator calculates global traffic indicators for each transportation mode to assess the system,
such as the number of late travelers.

Application. Each agent has to decide about one alternative which corresponds to choose a
particular transportation network. In this simulator, we consider the following set of alternatives
𝒜𝑙𝑡𝑠 and 𝒩 be a set of agents :

D1 𝑝.𝑡. :="go by public transport"
D2 𝑏𝑖𝑘𝑒 :="go by bike"
D3 𝑤𝑎𝑙𝑘 :="go by foot"
D4 𝑐𝑎𝑟 :="go by car"

Each agent decides based on indicators. For each agent 𝑖 ∈ 𝒩 , we consider the following
indicators ℐ𝑛𝑑𝑠. We first define the indicators based on alternatives 𝒜𝑙𝑡𝑠:

• 𝑡 : 𝒜𝑙𝑡𝑠 → D+ for a given alternative, it returns the duration for this alternative

• 𝑑 : 𝒜𝑙𝑡𝑠 → D+ for a given alternative, it returns the distance for this alternative

• 𝑝𝑜𝑙 : 𝒜𝑙𝑡𝑠 → D+ for a given alternative, it returns the pollution rate associated with this
alternative

• 𝑛𝑜𝑖 : 𝒜𝑙𝑡𝑠 → D+ for a given alternative, it returns the noise generated by this alternative

• 𝑐𝑜𝑠 : 𝒜𝑙𝑡𝑠 → D+ for a given alternative, it returns the cost of this alternative

Indicators based on the agent state:

• 𝑒𝑚 : 𝒩 → {⊤,⊥} is a function that represents if one agent has a medical emergency

• 𝑖𝑠𝑂𝑙𝑑, 𝑖𝑠𝐹𝑒𝑚𝑎𝑙𝑒, 𝑖𝑠𝑅𝑒𝑎𝑑𝑦𝑇𝑜𝑀𝑜𝑑𝑎𝑙𝑆ℎ𝑖𝑓𝑡 : 𝒩 → {⊤,⊥} are functions that represent
if one agent is old, is female, or is ready to modal shift4

• ℎ𝑎𝑠𝐶𝑎𝑟, ℎ𝑎𝑠𝐸𝐶𝑎𝑟, ℎ𝑎𝑠𝐵𝑖𝑘𝑒 : 𝒩 → {⊤,⊥} are functions that represent if one agent has
a car, or has an electric car, or has a bike and are s.t. for each agent 𝑖 ∈ 𝒩 , if ℎ𝑎𝑠𝐶𝑎𝑟(𝑖) =
⊥ then ℎ𝑎𝑠𝐸𝐶𝑎𝑟(𝑖) = ⊥

Indicators based on the state of the environment:

• 𝑖𝑠𝐻𝑒𝑎𝑙𝑡ℎ𝐶𝑟𝑖𝑠𝑖𝑠, 𝑖𝑠𝑅𝑢𝑠ℎ𝐻𝑜𝑢𝑟, 𝑖𝑠𝑇ℎ𝑒𝑁𝑖𝑔ℎ𝑡 ∈ {⊤,⊥} translate if there is a health crisis,
if this is the rush hour, or if it is the night

We formally define the state space (based on previously defined indicators) such as :

𝒮𝑝𝐼𝑛𝑑𝑠 = ((D+)𝒜𝑙𝑡𝑠×𝒩 )4 × ({⊤,⊥})𝒜𝑙𝑡𝑠×𝒩 × ({⊤,⊥}𝒩 )7 × {⊤,⊥}3

In the sequel we consider the following notation :

∀𝑠 ∈ 𝒮𝑝𝐼𝑛𝑑𝑠,∀𝑖𝑛𝑑 ∈ ℐ𝑛𝑑𝑠, 𝑠[𝑖𝑛𝑑] = 𝑖𝑛𝑑

This last notation translates for all 𝑠 ∈ 𝒮𝑝𝐼𝑛𝑑𝑠, 𝑠[𝑡] = 𝑡 i.e. we return the part of the value
of the component of vector that assigns the function which evaluates the duration of each
alternative.

4For a sake of simplicity, we reduce to a small set of characteristics of the agent.
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4. Argumentation-based framework for Decision Making

In this section we give the model of Amgoud and Prade [19] and their definitions of extensions
w.r.t. their model. Secondly, we present our framework called ADP (Argumentation-based
Decision Process) which extends their model. The main advantages of our framework are:

• The decision of an agent is contextualized w.r.t. the state thanks to its argumentation
graph.

• The notion of arguments is abstract so that it can be easily extended to approaches
that consider and explicit goals, or other argumentation approaches as e.g. logic-based
argumentation [20].

4.1. Argumentation Framework for Decision Making

In order to map arguments to decisions, [17] extends the standard argumentation framework [5]
to decisions. Arguments are mapped to supported decisions (i.e. pro arguments) and unsup-
ported decisions (i.e. con arguments).

Definition 1. An Argumentation Framework for Decision Making (AFDM) is a tuplet 𝐴𝐹𝐷𝑀 =
(𝒜,ℛ,𝒟,ℱ𝑓 ,ℱ𝑐) such that:

• 𝒜 is a set of arguments
• ℛ is a binary relation called attack relation
• 𝒟 is a set of decisions (or actions)
• ℱ𝑓 : 𝒟 → 2𝒜 is a function that assigns from 𝒟 the set of pro arguments
• ℱ𝑐 : 𝒟 → 2𝒜 is a function that assigns from 𝒟 the set of con arguments

We note 𝐴𝐷𝐹 (𝒜,𝒟) = 2𝒜 × 2𝒜×𝒜 × 2𝒟 × (2𝒜)𝒟 × (2𝒜)𝒟 the set of Argumentation-based
Decision Framework based on a set of arguments 𝒜 and a set of decisions 𝒟 and consider:

∀𝑎 ∈ 𝒜,ℱ−1
𝑓 (𝑎) := {𝑑 ∈ 𝒟 : 𝑎 ∈ ℱ𝑓 (𝑑)},ℱ−1

𝑐 (𝑎) := {𝑑 ∈ 𝒟 : 𝑎 ∈ ℱ𝑐(𝑑)}

A semantics of argumentation frameworks is given by the notion of extensions [5]. Extensions
characterize which arguments are considered as admissible in regard to the argumentation
graph.

Definition 2 (Extensions). Let (𝒜,ℛ,𝒟,ℱ𝑓 ,ℱ𝑐) be an AFDM, 𝑆 ⊆ 𝒜 be a set of arguments.

• 𝑆 is an admissible extension iff 𝑆 is conflict-free and all arguments 𝐴 ∈ 𝑆 are acceptable
w.r.t. 𝑆.

• 𝑆 is a complete extension iff 𝑆 is admissible and contains all acceptable arguments wrt 𝑆.
• 𝑆 is a grounded extension iff 𝑆 is a minimal complete extension wrt ⊊ i.e. ̸ ∃𝑆′ ⊆ 𝒜 s. t.
𝑆′ ⊊ 𝑆, 𝑆′ is a complete extension.

• 𝑆 is a preferred extension iff 𝑆 is a maximal admissible extension wrt ⊊.
• 𝑆 is a stable extension iff 𝑆 is conflict-free, and ∀𝐴 ∈ 𝒜 ∖ 𝑆, 𝑆ℛ𝐴.
• 𝑆 is an ideal extension iff 𝑆 is a maximal admissible extension wrt ⊊ that is included in all

preferred extensions.
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Let us notice that in the general case there is no consensus about which extension semantics
to use. However as suggested in [21] some extensions can be considered as more preferable
due to their uniqueness, e. g. the grounded or the ideal extension.

4.2. Argumentation-based Decision Process

The Argumentation-based Decision Process (ADP) framework incorporates argumentation
theory to model the decision-making process, enabling the selection of decisions based on
argument extensions derived from the argumentation graph.

Thus, the system is fully described by a set of agents 𝒩 , a set of states 𝒮 , a set of arguments 𝒜
and a set of decisions 𝒟 or actions that agents can do. In the sequel, we define an argumentation-
based decision process for one agent 𝑖 ∈ 𝒩 . A function 𝜎 defines for each state 𝑠 ∈ 𝒮 , an
instance of Amgoud and Prade’s model i.e. a subset of possible decisions 𝒟′ ⊆ 𝒟 that in 𝑠 the
agent can do, a subset of arguments 𝒜′ ⊆ 𝒜 which are verified in 𝑠, a set of (un)supported
decisions ℱ ′

𝑓 (ℱ ′
𝑐), and a set of attacks ℛ′ that are generated by the semantics of each argument

in 𝒜′. Then, a function 𝜖 defines the extension semantics which is used by the agent to compute
her stationary politics 𝜋. Since there is no concensus about how to compute the "winning" set
of arguments based on a particular extension semantics (and so the decision), we let abstract
and consider rather an heuristic function ℎ which defines the computation method to choose a
decision based on an extension semantics. Thus, we assume that the politic of the agent (which
is stationary) is fully defined by this heuristic function i.e. 𝜋 = ℎ. The stationary policy function
ensures that a decision is chosen from the available options for each state in a consistent manner
w.r.t. the set of admissible arguments.

Definition 3. An Argumentation-based Decision Process (ADP) is a tuplet𝐴𝐷𝑃 = (𝒮,𝒜,𝒟, 𝜎, 𝜖, 𝜋)
such that :

• 𝒮 is a no-empty set of states
• 𝒜 is a no-empty set of arguments
• 𝒟 is a no-empty set of decisions (or actions)
• 𝜎 : 𝒮 → 𝐴𝐷𝐹 (𝒜,𝒟) is a function s.t.
∀𝑠 ∈ 𝒮, 𝜎(𝑠) = (𝒜′,ℛ′,𝒟′,ℱ ′

𝑓 ,ℱ ′
𝑐) where :

– 𝒜′ ⊆ 𝒜 is a subset of arguments associated with state 𝑠 and we note 𝜎[𝒜](𝑠) = 𝒜′

– ℛ′ ⊆ 𝒜′ × 𝒜′ represents the set of attacks between arguments in 𝒜′ and we note
𝜎[ℛ](𝑠) = ℛ′

– 𝒟′ ⊆ 𝒟 is a subset of decisions associated in a state 𝑠 and we note 𝜎[𝒟](𝑠) = 𝒟′

– ℱ ′
𝑓 : 𝒟′ → 2𝒜

′
and we note 𝜎[ℱ𝑓 ](𝑠) = ℱ ′

𝑓 and 𝜎[ℱ−1
𝑓 ](𝑠) = ℱ ′−1

𝑓 is a function that

assigns a set of pro arguments for each decision in 𝒟′ in a state 𝑠

– ℱ ′
𝑐 : 𝒟′ → 2𝒜

′
and we note 𝜎[ℱ𝑐](𝑠) = ℱ ′

𝑐 and 𝜎[ℱ−1
𝑐 ](𝑠) = ℱ ′−1

𝑐 is a function that
assigns a set of con arguments for each decision in 𝒟′

• 𝜖 : 2𝒜×𝒜 → 22
𝒜

is a function that, from an argumentation graph, returns the set of
extensions
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• 𝜋 : 𝒮 → 𝒟 is a stationary politic s.t. ∀𝑠 ∈ 𝒮, 𝜋(𝑠) = ℎ𝑠(𝜖(𝜎[ℛ](𝑠))) where ℎ𝑠 : 22
𝒜 → 𝒟

is a function s.t. each chosen decision belongs to the set of extensions given by the AFDM:

∀ℰ ⊆ 2𝒜, ℎ𝑠(ℰ) ∈ {𝑑 ∈ 𝒟 : 𝑑 ∈ 𝜎[𝒟](𝑠)}

We now present how this model is applied in our proof-of-concept. The implemented model
has 22 arguments, and for a sake of readability, we do not present all of these arguments in this
article but only 4 of them.

Application. Let consider the following 𝐴𝐷𝑃 = (𝒮,𝒜,𝒟, 𝜎, 𝜖, 𝜋) where 𝒮 = 𝒮𝑝𝐼𝑛𝑑𝑠 and
𝒟 = 𝒜𝑙𝑡𝑠. We consider a set of arguments 𝒜 and we assume in our study case that 𝜎 is such that
for all 𝑠 ∈ 𝒮 and for each agent 𝑖 ∈ 𝒩 :

• A. hC := "agent 𝑖 has no car" ; C. hB := "agent 𝑖 has no bike",
Activation : ℎ𝐶 ∈ 𝜎[𝒜](𝑠) iff 𝑠[ℎ𝑎𝑠𝐶𝑎𝑟](𝑖) = ⊥ and ℎ𝐵 ∈ 𝜎[𝒜](𝑠) iff 𝑠[ℎ𝑎𝑠𝐵𝑖𝑘𝑒](𝑖) = ⊥
Pros : 𝜎[ℱ−1

𝑓 ](𝑠)(ℎ𝐶) = 𝜎[ℱ−1
𝑓 ](𝑠)(ℎ𝐵) = ∅

Cons : 𝜎[ℱ−1
𝑐 ](𝑠)(ℎ𝐶) = 𝜎[ℱ−1

𝑐 ](𝑠)(ℎ𝐵) = ∅
Attacks : ∀(𝑎, 𝑑) ∈ {(ℎ𝐵, 𝑏𝑖𝑘𝑒), (ℎ𝐶, 𝑐𝑎𝑟)}, {(𝑎, 𝑥) : 𝑥 ∈ 𝜎[ℱ𝑓 ](𝑠)(𝑑)} ⊆ 𝜎[ℛ](𝑠)

Meaning : If she has no car (resp. no bike), then hC (resp. hB) is verified. It is not in favor, or against
any alternative and attacks all verified arguments that supports one of these alternatives.

• iAE := "it is a medical emergency"
Activation : 𝑖𝐴𝐸 ∈ 𝜎[𝒜](𝑠) iff 𝑠[𝑒𝑚](𝑖) = ⊤
Pros : 𝜎[ℱ−1

𝑓 ](𝑠)(𝑖𝐴𝐸) = {𝑑 ∈ 𝜎[𝒟](𝑠) : ¬∃𝑥 ∈ 𝜎[𝒟](𝑠), 𝑠[𝑡](𝑖)(𝑥) > 𝑠[𝑡](𝑖)(𝑑)}
Cons : 𝜎[ℱ−1

𝑐 ](𝑠)(𝑖𝐴𝐸) = 𝜎[𝒟](𝑠) ∖ 𝜎[ℱ−1
𝑓 ](𝑠)(𝑖𝐴𝐸)

Attacks : {(𝑖𝐴𝐸, 𝑥) : 𝑥 ∈ 𝜎[𝒜](𝑠), 𝜎[ℱ−1
𝑓 ](𝑠)(𝑥) ∩ 𝜎[ℱ−1

𝑐 ](𝑠)(𝑖𝐴𝐸) ̸= ∅} ⊆ 𝜎[ℛ](𝑠)

Meaning : If there is a medical emergency, then 𝑖𝐴𝐸 is verified. It is in favor of all alternatives
that are the quickest, against the others and attacks all verified arguments that are in favor of
at least one alternative that is not the quickest.

• cRA := "the car alternative crosses the regulated area"
Activation : 𝑐𝑅𝐴 ∈ 𝜎[𝒜](𝑠) iff 𝑠[𝑟𝑒𝑔](𝑖)(𝑐𝑎𝑟) = ⊤, 𝑠[ℎ𝑎𝑠𝐶𝑎𝑟](𝑖) = ⊤ and 𝑐𝑎𝑟 ∈ 𝜎[𝒟](𝑠)

Pros : 𝜎[ℱ−1
𝑓 ](𝑠)(𝑐𝑅𝐴) = ∅

Cons : 𝜎[ℱ−1
𝑐 ](𝑠)(𝑐𝑅𝐴) = {𝑐𝑎𝑟}

Attacks : {(𝑐𝑅𝐴, 𝑥) : 𝑥 ∈ 𝜎[ℱ𝑓 ](𝑠)(𝑐𝑎𝑟)} ⊆ 𝜎[ℛ](𝑠)

Meaning : 𝑐𝑅𝐴 is verified when the alternative car crosses a regulated area while it should be
forbidden. It attacks all arguments in favor of car.

• iEx := "it is too much expensive for agent 𝑖 when 𝑠[𝑐𝑜𝑠](𝑖)(𝑑) > 𝜃𝑐𝑖 (𝑠)(𝑑)" with 𝑑 ∈ 𝒟 and 𝜃𝑐𝑖 (𝑠) :
𝒟 → D+ a function to set a threshold for what the agent considers as too much expensive
Activation : 𝑖𝐸𝑥 ∈ 𝜎[𝒜](𝑠) iff ∃𝑑 ∈ 𝜎[𝒟](𝑠) s.t. 𝑐𝑜𝑠(𝑖)(𝑠)(𝑑) > 𝜃𝑐𝑖 (𝑠)(𝑑)

Pros : 𝜎[ℱ−1
𝑓 ](𝑠)(𝑖𝐸𝑥) = {𝑑 ∈ 𝜎[𝒟](𝑠) : 𝜃

𝑐
𝑖 (𝑠)(𝑑) > 𝑠[𝑐𝑜𝑠](𝑖)(𝑑))}

Cons : 𝜎[ℱ−1
𝑐 ](𝑠)(𝑖𝐸𝑥) = {𝑑 ∈ 𝜎[𝒟](𝑠) : 𝑠[𝑐𝑜𝑠](𝑖)(𝑑) > 𝜃𝑐𝑖 (𝑠)(𝑑)}

Attacks : {(𝑖𝐸𝑥, 𝑥) : ∃𝑑 ∈ 𝜎[ℱ−1
𝑐 ](𝑠)(𝑖𝐸𝑥), 𝑥 ∈ 𝜎[ℱ𝑓 ](𝑠)(𝑑)} ⊆ 𝜎[ℛ](𝑠)
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Meaning : 𝑖𝐸𝑥 is verified when at least one alternative is above the threshold of acceptability of
agent 𝑖 in regard to her budget. It attacks all arguments that supports one alternative which is
not in the threshold of acceptability.

It is worth noting that attacks hold more weight in the decision-making process compared to
simply considering a list of pros and cons. This is because a single attack can invalidate an argument
and subsequently remove it from the extensions, thus impacting the agent’s deliberation process for
making choices.

Furthermore, this model could be easily extended to get a more realistic models by considering
other arguments as e.g. "I’m relocating", "I’m the police", "I prefer biking", "There is no bicycle
network", "There is no bus at this hour", etc.

5. Experimental results

In this section, we provide an application of the framework to simulate the modal shifting. We
present the results obtained from our experiments, starting with an explanation of the various
scenarios tested. Then, we provide an example of an argumentation graph generated for one
agent. Finally, we demonstrate how decision-making based on argumentation can be utilized to
evaluate the evolution of the overall transportation network.

5.1. Implemented scenarios

We aim to enhance the simulation of regulating a multimodal transportation networks, consisting
of a car, bus, walk, and bicycle network, each with distinct characteristics such as average speed,
environmental impact, financial cost, and noise level. Specifically, we focus on regulating the car
network, which involves determining certain areas where cars are either allowed or prohibited
from accessing. We present the parameters considered in two network configurations: namely,
a configuration without regulated areas and another with regulated areas (LEZ). In both, we
assume there are 5000 traveler agents, no health crisis, and it is rush hour. The objective of a
traveler agent is to choose the most appropriate transportation mode. We also establish some
thresholds based on these assumptions e.g. 90% have a bike and 100% a car, 30% of them
have an electric car, 40% are ready to modal shift, 20% are senior, 10% are emergencies. The
threshold for the acceptability w.r.t. time i.e. 𝜃𝑡𝑖(𝑠)(𝑑) is set arbitrary as the following : if the
travel time is greater than 1.2 × 𝑡𝑚𝑖𝑛 then it is unacceptable. The noise threshold 𝜃𝑛𝑖 (𝑠)(𝑑)
should not exceed 1.0. The quantity of pollution, 𝜃𝑝𝑖 should not exceed 9.0, the cost becomes
unacceptable when the cost is greater than 𝜃𝑐𝑖 (𝑠)(𝑑) = 0.2 and the distance is unacceptable
when it is greater than 𝜃𝑙𝑖 = 200.0. We consider 6 scenarios:

• Without LEZ: the objective is to evaluate the impact of taking into account the context in
the distribution of the travelers per networks considering a classical multimodal network.

– 𝑠1: the traveler agents decide by considering the quickest alternative, i.e. a monocri-
teria decision process.

– 𝑠2: the traveler agents decide with the proposed ADP.
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• With LEZ: the objective is to evaluate if our model is efficient to understand the traveler
decision process for the transportation modal shift.

– 𝑠3: the traveler agents choose the quickest alternative. The comparison with 𝑠1
will give information about the quality of the decision criteria to understand the
consequences of the LEZ definition.

– 𝑠4: the agents decide with an ADP. The comparison with 𝑠2 will give information
about the quality of the decision criteria to understand the consequences of the LEZ
definition.

– 𝑠5: the traveler agents decide with the ADP defined in 𝑠4 but the distance acceptance
has been reduced. The comparison with 𝑠4 should show an increase of the modes
with the shortest distance.

– 𝑠6: the traveler agents decide with the ADP defined in 𝑠5 but the pollution acceptance
has been reduced. The comparison with 𝑠5 should show an increase of the least
polluting modes.

5.2. From the point of view of one agent

After running the scenario 𝑠4 (ADP+LEZ), we illustrate an argumentation graph of one agent. Its
characteristics are given by : 𝑠[𝑒𝑚](𝑖) = ⊥, 𝑠[𝑖𝑠𝑂𝑙𝑑](𝑖) = ⊥, 𝑠[𝑖𝑠𝑅𝑇𝑀𝑆](𝑖) = ⊥, 𝑠[ℎ𝑎𝑠𝐶𝑎𝑟](𝑖) = ⊤,
𝑠[ℎ𝑎𝑠𝐸𝐶𝑎𝑟](𝑖) = ⊥, 𝑠[ℎ𝑎𝑠𝐵𝑖𝑘𝑒](𝑖) = ⊤.

Application. If 𝒢𝑟𝑑(𝜎[ℛ](𝑠)) is the computed grounded extension from the argumentation graph
𝜎[ℛ](𝑠)where 𝑠 represents the current state, then, we define the scoring function 𝑠𝑐𝑟1 : 𝜎[𝒟](𝑠) → R
such that for all decisions 𝑑 ∈ 𝜎[𝒟](𝑠) :

𝑝𝑟𝑜𝑠(𝑑) = |𝒢𝑟𝑑(𝜎[ℛ](𝑠)) ∩ 𝜎[ℱ𝑓 ](𝑠)(𝑑)|
𝑐𝑜𝑛𝑠(𝑑) = |𝒢𝑟𝑑(𝜎[ℛ](𝑠)) ∩ 𝜎[ℱ𝑐](𝑠)(𝑑)|

𝑠𝑐𝑟 (𝑑) =

{︃
𝑝𝑟𝑜𝑠(𝑑)

𝑝𝑟𝑜𝑠(𝑑)+𝑐𝑜𝑛𝑠(𝑑) if 𝑝𝑟𝑜𝑠(𝑑) + 𝑐𝑜𝑛𝑠(𝑑) ̸= 0

0 otherwise

We compute the scores by considering the argumentation model given in Application 4.2. The
result of the computed argumentation graph is depicted in Table 2. Then, by computing the grounded
extension, we get: 𝒢𝑟𝑑(𝜎[ℛ](𝑠)) = {{5, 17}}. To deal with equalities, we assume the following
order for agent 𝑖: 𝐵𝑢𝑠 > 𝐵𝑖𝑘𝑒 > 𝑊𝑎𝑙𝑘 > 𝐶𝑎𝑟. For a sake of simplicity we decided to set this
order arbitrary. In this setting, the agent chooses the car alternative by avoiding the regulated area
since 𝑠𝑐𝑟(𝐶𝑎𝑟) = 1 while for other alternatives 𝑋 , we have 𝑠𝑐𝑟(𝑋) = 0.

5.3. From a global perspective: how individual explicit decision processes
may be manipulated to influence the system

We analyze the impact of a LEZ on agents considering scenarios 𝑠1, 𝑠2 (ADP), 𝑠3 (LEZ), 𝑠4
(ADP+LEZ), 𝑠5 (ADP+LEZ), 𝑠6 (ADP+LEZ). The Table 1 presents the distribution of the travelers
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between the transportation modes according to several scenarios. Here we compare the scenarios
to illustrate three advantages of our approach. In each of them, travelers have to choice the
transportation modes corresponding to their preferences with or without considering LEZ.

Scenario Car Bike Walk Bus

𝑠1 1 0 0 0
𝑠2 0,4944 0,304 0,163 0,0386
𝑠3 0,9502 0,005 0 0,0448
𝑠4 0,4408 0,297 0,163 0,0992
𝑠5 0,48 0,2678 0,1632 0,089
𝑠6 0,4454 0,2348 0,1742 0,1456

Table 1
Distribution of the travelers per transportation mode

Is our approach adapted to reproduce the diversity of travelers’ modal choices? The
scenario 𝑠1 considers that travelers choose the quickest trip without other parameters while the
travelers in 𝑠2 decide according to the argumentation model presented in section 5.1. Here, the
result show that with the only decision criteria based on time it is not possible in this example
to have a real multimodal system, the car alternative is always the fastest transportation mode.
The argumentation model is closer to the reality.

Is our approach efficient to understand the consequences of the network regulation
on multimodal travelers’ modal choices? The scenarios 𝑠3 and 𝑠4 are respectively similar
to 𝑠1 and 𝑠2 expected that a LEZ is deployed. We can observe for both the same evolution with
the transfer of around 5% of travelers from the car mode to the bus mode. The advantage of our
proposal is that this transfer being based on a more realistic initial distribution we observe a
multimodal traffic that is more balanced between modes.

Is our approach adapted to understand the consequences of traveler behaviors on
the transportation system? The scenario 𝑠5 is based on 𝑠4 (LEZ deployed and ADP) with
the modification of the distance constraint argument (𝜃𝑙𝑖) which is reduced to 0. It means that
travelers prefer the shortest trips. We observe that there is a shift of travelers towards the car
mode to reach a value close to that of 𝑠2. This illustrates that the decision is the result of a
compromise, as the majority of travelers do not shift.

The scenario 𝑠6 is based on 𝑠5 with the reduction of the tolerance of the pollution (𝜃𝑝𝑖 ). This
argument counter balances partially the one of the distance. The result is a percentage of
travelers choosing the car mode that is similar to 𝑠4 and an increase of the traveler choosing the
bus mode. This last mode is a good compromise between the distance and pollution arguments.
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6. Conclusion

In this article, we have presented an argumentation-based decision process framework for
modeling the decision-making process of urban travelers. To demonstrate the feasibility of our
framework, we have provided a proof-of-concept by instantiating the model with arguments
that could be considered in a modal shifting.

It is important to highlight that our current model lacks of realistic data on real behavior of
urban travelers, and we acknowledge that it represents a preliminary effort in this direction. In
future research, we plan to enhance our framework by incorporating e.g. web-based data and
considering more statistical data. We believe that it will provide more accurate insights into the
decision-making process of agents and will provide more realistic results.

By combining our framework with comprehensive and up-to-date web data, we anticipate that
our model will offer a deeper understanding of urban travelers’ decision processes, ultimately
leading to more effective strategies for promoting responsible modal choices in transportation.
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A Discussion of Challenges in Benchmark Generation
for Abstract Argumentation
Isabelle Kuhlmann, Matthias Thimm

University of Hagen, Germany

Abstract
Abstract argumentation provides a formal framework for modeling and analyzing argumentative rea-
soning processes. As the field progresses, the need for benchmarks to evaluate and compare different
algorithmic approaches becomes increasingly important. However, the process of generating suitable
benchmarks for abstract argumentation is not without its challenges. This paper aims to explore the key
challenges encountered in benchmark generation for abstract argumentation. In particular, we address
the task of skeptical acceptability w.r.t. preferred semantics and describe a benchmark generator designed
for this specific problem.

Keywords
Abstract argumentation, benchmarking, graph generator

1. Introduction

As a central aspect of human communication, the concept of argumentation has been adopted in
the area of Artificial Intelligence in various forms. The principle of abstract argumentation [1],
which focuses on the interplay between arguments in order to gain insights and reach con-
clusions, has become an established mechanism of non-monotonic reasoning. Naturally, an
important issue in advancing the research in this field—in particular with regard to algorithmic
solutions and applications—is the availability of benchmark data. However, generating suit-
able benchmarks for abstract argumentation presents several challenges that require careful
consideration.

One notable initiative in advancing the evaluation of argumentation systems is the Inter-
national Competition on Computational Models of Argumentation (ICCMA)1. ICCMA serves
as a platform for researchers and practitioners to showcase their systems and compare their
performance on a common set of benchmarks. While ICCMA has significantly contributed to
the evaluation of argumentation systems, the process of generating benchmarks for abstract
argumentation remains a perpetual task. For instance, w.r.t. a set of ICCMA’17 benchmarks, it
was recently pointed out that a majority of arguments that are skeptically accepted under pre-
ferred semantics (a task which is Π𝑃

2 -complete [2]) is also accepted under grounded semantics
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(which can be decided in polynomial time) [3]. Thus, in the majority of cases, it is sufficient to
solve a less complex problem, which may distort the interpretation of experimental results. In
this paper, we revisit this issue to highlight the impact of such properties on practical results.
Additionally, we introduce in more detail the KWT Benchmark Generator [3], which is designed
to circumvent the aforementioned problem. Further challenges arise in numerous respects,
including the need for diversity in benchmark scenarios, scalability concerns, or appropriate
evaluation metrics. Addressing these challenges is crucial to developing comprehensive bench-
marking methodologies that accurately reflect the performance and capabilities of different
argumentation systems.

2. Preliminaries

An (abstract) argumentation framework (AF) [1] is a pair 𝐹 = (Arg, 𝑅), with Arg being a set
of arguments and 𝑅 ⊆ Arg × Arg a relation between those arguments. An argument 𝑎 ∈ Arg
attacks an argument 𝑏 ∈ Arg if (𝑎, 𝑏) ∈ 𝑅. Moreover, we define the set of arguments attacking
a given argument 𝑎 as 𝑎−𝐹 = {𝑏 | (𝑏, 𝑎) ∈ 𝑅}, and the set of arguments being attacked by 𝑎 as
𝑎+𝐹 = {𝑏 | (𝑎, 𝑏) ∈ 𝑅}. In the same fashion we define 𝐸−

𝐹 and 𝐸+
𝐹 for a set 𝐸 ⊆ Arg. We call

an argument 𝑎 ∈ Arg defended by a set of arguments 𝐸 ⊆ Arg if every argument 𝑏 ∈ Arg that
attacks 𝑎 is itself attacked by some argument 𝑐 ∈ 𝐸, i.e., if 𝑎−𝐹 ⊆ 𝐸+

𝐹 .
Further, a set 𝐸 ⊆ Arg is conflict-free if 𝐸 ∩ 𝐸+

𝐹 = ∅. If a set 𝐸 ⊆ Arg is conflict-free and
each 𝑎 ∈ 𝐸 is defended by 𝐸, we call 𝐸 admissible (ad). We call sets of jointly acceptable
arguments extensions, which can be defined under various semantics. The classical semantics,
following the seminal work by Dung [1], are defined as follows:

• A set 𝐸 ⊆ Arg is complete (co) iff it is admissible, and if 𝐸 defends 𝑎 ∈ Arg then 𝑎 ∈ 𝐸.
• A set 𝐸 ⊆ Arg is grounded (gr) iff 𝐸 is complete and ⊆-minimal.
• A set 𝐸 ⊆ Arg is preferred (pr) iff 𝐸 is complete and ⊆-maximal.
• A set 𝐸 ⊆ Arg is stable (st) iff it is complete and 𝐸 ∪ 𝐸+

𝐹 = Arg.

In addition, we define a set 𝐸 ∈ Arg to be an ideal (id) extension [4] if 𝐸 is admissible, for every
preferred extension 𝐸′, it holds that 𝐸 ⊆ 𝐸′, and 𝐸 is ⊆-maximal with these two properties.
Note that the grounded and the ideal extension of an AF are each a uniquely defined, and that
the former is always a subset of the latter.

Typical problems in the field of abstract argumentation involve the enumeration of one
extension (or all extensions), or deciding whether a given argument is included in one extension
(or all extensions) w.r.t. a given semantics. LetΣ = {co, gr, pr, st, id}. An argument is credulously
accepted w.r.t. 𝜎 ∈ Σ if it is included in at least one 𝜎 extension, and it is skeptically accepted if it
is included in all 𝜎 extensions. We denote the computational problem of credulous acceptability
regarding a semantics 𝜎 as DC𝜎 , and the problem of skeptical acceptability regarding 𝜎 as DS𝜎 .

3. Challenges in Benchmark Generation

In the following, we provide a brief overview of existing benchmarks (which were used in past
editions of ICCMA) and subsequently discuss challenges that arise in the development of new
benchmark generation techniques.
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3.1. Existing Benchmarks

Existing benchmarks for abstract argumentation can be roughly categorized into the following
groups:

• Random graphs. Some benchmark instances, e.g., those provided by AFBenchGen [5],
comprise AFs generated using random graph generation algorithms. A related approach
consists of connecting multiple random graphs to model communities of arguments [6].

• Graphs tailored for argumentation. Some benchmarks are aimed at specific abstract
argumentation problems. Examples are AdmBuster [7], which is targeted to the prob-
lems DCpr and DCgr, and SemBuster [8], which is designed for problems regarding the
semi-stable semantics [9]. Further, the GroundedGenerator produces AFs with a large
grounded extension, the StableGenerator produces AFs with many stable extensions,
and the SccGenerator produces graphs with many strongly-connected components [10].
Although these generators are not necessarily aimed at a specific argumentation problem,
they were designed with abstract argumentation as the target application in mind, and
allow for investigating certain solver properties (e.g., whether a solver exploits the fact
that an argument accepted under grounded semantics—which is computationally easy to
obtain—is also accepted under other semantics).

• Translations from other domains. AFs can be created by transforming existing prob-
lems or data sets from other domains. Examples include benchmarks from planning [11],
assumption-based argumentation [12], mass transit data [13], and (inconsistent) knowl-
edge bases expressed in the Datalog± language [14].

3.2. Challenges in the Generation of Novel Benchmarks

When creating a benchmark data set, the overall goal should be to obtain a diverse set of
argumentation frameworks. Since the term “diversity” allows for multiple perspectives, we
discuss some key aspects in the following.

Graph-Theoretical Features In order to ensure diversity in a graph-theoretical sense, bench-
marks for abstract argumentation should encompass a wide range of graph properties and
characteristics. This includes various properties, for example the node degree, the occurrence
and number of (odd) cycles, variations in connectivity patterns, such as different levels of
connectedness, etc. When creating new benchmarks, an analysis regarding such graph proper-
ties is valuable in order to check how newly generated AFs differ from existing benchmarks
from a graph-theoretical perspective. New graph generators may also offer the possibility of
parameterizing a number of graph features (which is already possible, to a degree, with most
random graph generators). On the other hand, this may not be applicable in some scenarios
(e.g., when dealing with real-world data).

Relation to Real-World Scenarios Creating benchmarks that reflect real-world argumenta-
tion scenarios can be challenging. Abstract argumentation frameworks might abstract from
the complexity of real-world arguments and their relationships. Moreover, different domains,
such as law, politics, healthcare, or ethics, have unique argumentation characteristics and
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requirements. Incorporating domain-specific considerations in benchmark generation allows
for more targeted evaluations and comparisons of argumentation systems within their intended
domains.

Semantic Aspects Benchmarks should also be geared towards evaluating solution approaches
to the different problems related to abstract argumentation. Some benchmarks are already
designed for such purposes (such as SemBuster, which is aimed at problems related to the semi-
stable semantics), however, there are still numerous problems that have not been specifically
addressed yet. As an example, it was recently demonstrated that in most ICCMA’17 instances, a
majority of skeptically accepted arguments w.r.t. pr were also included in the grounded and the
ideal extension. Since the computational complexity of deciding DSpr is Π𝑃

2 -complete [2], but
problems related to id are “only” Θ𝑃

2 -complete, and the grounded extension can be computed in
polynomial time. Hence, even though the task of deciding DSpr is computationally complex, it
can still be computed relatively efficiently, due to the occurrence of many “easy” cases.

4. KWT Benchmark Generator

In the previous section, we identified a number of challenges that occur in the generation of
benchmarks for abstract argumentation. Since it is not reasonable to address all concerns within
one graph generator, we focus on a specific semantic aspect as an example, namely the issue
that solving the Π𝑃

2 -complete problem DSpr can often be bypassed by checking if the given
argument is accepted w.r.t. gr or id. Note that another “easy case” regarding DSpr occurs when
arguments are attacked by some admissible set—such arguments are never skeptically accepted
w.r.t. pr—and deciding this is a problem in NP. In [3], we briefly introduced a possible solution
for this problem. In the following, we provide a more thorough description of our approach.

We developed the KWT generator, which takes as parameters

• numargs: the total number of arguments,
• numpa: the number of arguments to be skeptically accepted under preferred semantics,
• numcred: the number of arguments to be contained in at least one preferred extension,
• numpref: the number of preferred extensions,
• numideal: the number of arguments in the ideal extension,

and further parameters that control the probability of attacks between different sets of arguments.
More precisely, these parameters set the probabilities of arguments in the ideal extension to be
attacked and to attack back, respectively, the probabilities of credulously accepted arguments
to be attacked and to attack back, the probabilities of skeptically accepted arguments that are
not contained in the ideal extension to be attacked and to attack back, and the probability of
further random attacks between unaccepted arguments. Given these parameters, a random AF
𝐹 is generated as follows:

1. The set Arg of numargs arguments is created and arguments are associated to sets 𝑆pa
(skeptically accepted arguments w.r.t. preferred semantics), 𝑆ideal (arguments in the ideal
extension), 𝑆cred (arguments that are credulously accepted w.r.t. preferred semantics),
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𝑆unacc (arguments that are not credulously accepted w.r.t. preferred semantics), such
that 𝑆ideal ⊆ 𝑆pa ⊆ 𝑆cred, 𝑆cred ∪ 𝑆unacc = Arg, and the corresponding cardinalities are
respected. Finally, sets 𝐸1, . . . , 𝐸numpref (the preferred extensions) are created by adding
all arguments from 𝑆pa and randomly drawn arguments from 𝑆cred ∖ 𝑆pa.

2. For every argument 𝑎 ∈ 𝑆ideal, random attackers from 𝑆unacc are sampled. For each of
these attackers 𝑏, another argument from 𝑆ideal is sampled that attacks 𝑏. This ensures
that the grounded extension will be empty and that the ideal extension is capable of
defending itself (thus forming an admissible set).

3. For every argument 𝑎 ∈ 𝑆pa ∖ 𝑆ideal, attacks from unaccepted arguments are sampled in a
similar way (to ensure an empty grounded extension). Furthermore, every such argument
𝑎 must be defended by each preferred extension. Thus, for each preferred extension 𝐸,
some arguments are sampled to defend 𝑎.

4. For every preferred extension 𝐸 and 𝑎 ∈ 𝐸 ∖𝑆pa, attackers for 𝑎 are sampled from Arg∖𝐸
and corresponding defenders are defined within 𝐸.

5. Additional random attacks are added between arguments in 𝑆unacc.
6. In order to avoid having stable extensions (which may also ease computation of arguments

that are skeptically accepted under preferred semantics, since every stable extension is
also preferred), we add another self-attacking argument and some attacks between this
argument and arguments from 𝑆unacc.

Note that due to the random approach of generating an argumentation graph, it may not
necessarily be the case that the number of skeptically/credulously accepted arguments (w.r.t.
preferred semantics) as well as the number of arguments in the ideal extension exactly match
the given parameters. However, our experiments in [3] showed that it is indeed relatively hard
to decide skeptical acceptance (w.r.t. preferred semantics) for most arguments in the resulting
graph.

The graph generator2 and an example demonstrating its usage3 we used can be found online.

5. Conclusion

Throughout this paper we discussed how the generation of new benchmarks for abstract
argumentation problems can be challenging from multiple perspectives. Although existing
benchmarks for abstract argumentation already provide valuable resources for evaluating and
comparing different frameworks and algorithms, they may not adequately capture the challenges
and requirements posed by recent developments in the field. Moreover, existing benchmarks
may have limitations in terms of the problem space they cover (e.g. concerning characteristics
of different graph properties).

Overall, we would like to highlight that new benchmarking techniques should yield AFs that
are indeed novel in some regard, i.e., which differ from existing data—for instance, in terms
of graph-theoretical properties, by addressing previously little considered semantic aspects,
or by incorporating new real-world problems. Combining all of these different facets in one

2http://tweetyproject.org/r/?r=kwt_gen
3http://tweetyproject.org/r/?r=kwt_gen_ex
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single generator is presumably rather difficult, however, considering them individually might
already lead to new insights. As an example, we presented the KWT generator, which generates
particularly challenging AFs for the task of deciding skeptical acceptability w.r.t. preferred
semantics.
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Abstract
In this paper, we discuss the application of abstract argumentation mechanisms to resources allocation.
We show how such problems can be modeled as abstract argumentation frameworks, such that specific
sets of arguments corresponds to interesting solutions of the problem. By interesting solutions, here we
mean Local Envy-Free (LEF) allocations. Envy-freeness is an important notion of fairness in resources
allocation, assuming than no agent should prefer the resource allocated to another agent. We focus on
LEF, a generalized form of envy-freeness, and we show that LEF allocations corresponds to some specific
sets of arguments in our argument-based modeling of the problem. This work in progress paves the way
to richer connections between the various models of argumentation and resources allocation problems.

Keywords
Abstract argumentation, Resources allocation, Fairness

1. Introduction

Fairness issues are important in multi-agent scenarios, including resources allocation. Among
the various fairness criteria, one of them is envy-freeness, i.e. the fact that no agent is envious of
another agent. A generalized version of envy-freeness is local envy-freeness (LEF) [1], where
agents are part of a social network, and the goal is to assign each agent one object such that none
of them is envious of one of her neighbours in the network. In this work, we study a transforma-
tion from LEF problems to abstract argumentation [2]. We show that there is a correspondence
between LEF allocations and some specific extensions of an argumentation framework built from
the LEF problem at hand. The representation of LEF problems as argumentation problems offers
several advantages. First of all, there are plenty of efficient tools for computing extensions of
argumentation frameworks, which is not the case with LEF problems. Then, the argumentation
process can offer intuitive (and visual) explanations of why an allocation is LEF, or why there is
no such allocation. Finally, the vast literature on argumentation provides tools for other fairness
problems, or for identifying specific allocations, e.g. weighted argumentation frameworks can
provide means to obtain optimal allocations (w.r.t. agents utility functions or w.r.t. the Pareto
criterion).

Section 2 provides some background notions on LEF allocations and abstract argumentation.
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Section 3 discusses our transformation from resources allocation problems to abstract argu-
mentation, and shows the relation between LEF allocations and specific extensions. Finally
Section 4 concludes the paper by discussing some interesting questions for future work.

2. Background

2.1. Local Envy-Freeness

We focus on a resource allocation scenario (previously studied in [1]) where agents may know
some other agents, and have preferences over the set of resources that must be allocated. The
other hypotheses in our scenario are the fact that the number of agents is equal to the number
of resources, and the fact that resources are indivisible goods. Formally,

Definition 1. A preference-based allocation problem (PRAP) is a tuple 𝒫ℛ𝒜𝒫 = ⟨𝒪,𝒩 ,≻,𝒢⟩:

• 𝒪 = {𝑜1, . . . , 𝑜𝑛} is the set of objects,
• 𝒩 = {1, . . . , 𝑛} is the set of agents,
• ≻ is a set of binary relations {≻𝑖| 𝑖 ∈ 𝑁} where ≻𝑖 is a linear order expressing the

preferences of agent 𝑖 over 𝒪,
• 𝒢 = ⟨𝒩 , ℰ⟩is an undirected graph representing the social network of agents.

We are interested in the problem of local envy-freeness, i.e. whether we can assign each
agent 𝑖 an object 𝑜𝑘 s.t. 𝑖 does not prefer the object assigned to one of her neighbors, formally
∀𝑗 ∈ 𝒩 s.t. {𝑖, 𝑗} ∈ ℰ , 𝑜𝑙 ̸≻𝑖 𝑜𝑘 , where 𝑜𝑘 and 𝑜𝑙 are (respectively) the object assigned to 𝑖 and
the object assigned to 𝑗.

To characterize formally this concept, we represent an allocation as a set of pairs (𝑖, 𝑜𝑘) ∈
𝒩 × 𝒪. Given such a pair 𝑥 = (𝑖, 𝑜𝑘), we use Ag(𝑥) and Obj(𝑥) to denote respectively the
agent 𝑖 and the object 𝑜𝑘 of this pair. An allocation 𝛾 is valid if for each 𝑥, 𝑦 ∈ 𝛾, if 𝑥 ̸= 𝑦
then Ag(𝑥) ̸= Ag(𝑦) and Obj(𝑥) ̸= Obj(𝑦), i.e. no agent receives several objects, and no
object is assigned to several agents. A valid allocation can be partial if |𝛾| < |𝒪|, and total if
|𝛾| = |𝒪| = |𝒩 |.

Definition 2. Given 𝒫ℛ𝒜𝒫 = ⟨𝒪,𝒩 ,≻,𝒢⟩, an allocation is local envy-free (LEF) iff it is a
total valid allocation such that ∀𝑖, 𝑗 ∈ 𝒩 s.t. {𝑖, 𝑗} ∈ ℰ , if (𝑖, 𝑜𝑘), (𝑗, 𝑜𝑙) ∈ 𝛾 then 𝑜𝑙 ̸≻𝑖 𝑜𝑘.

Example 1. Figure 1a describes 𝒫ℛ𝒜𝒫 = ⟨𝒪,𝒩 ,≻,𝒢⟩ where the agents are 𝒩 = {𝐴,𝐵,𝐶},
the objects are 𝒪 = {1, 2, 3} with 1 representing some money, 2 a motorbike, and 3 a car. The social
network 𝒢 is shown at the top of the Figure, and the agents preferences ≻ are given underneath.
We can easily find a LEF allocation by giving each agent her preferred object.

Now consider 𝒫ℛ𝒜𝒫2 given at Figure 1b, where this time all the agents know each other, and
agent C’s preferences are slightly modified as well. Assume there is a LEF allocation 𝛾. Neither A
nor C can receive the object 1 (because otherwise the one receiving another object would be envious
of the one receving the object 1). Thus we must have (𝐵, 1) ∈ 𝛾. But in this case, both agents A
and C are envious of agent 𝐵. So there is no LEF allocation for 𝒫ℛ𝒜𝒫2.
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Figure 1: Social Networks and Preferences

2.2. Abstract Argumentation

Now let us recall basic notions of Dung’s abstract argumentation [2].

Definition 3. An abstract argumentation framework (AF) is a directed graph ℱ = ⟨𝒜,ℛ⟩ where
𝒜 is the set of arguments and ℛ ⊆ 𝒜×𝒜 is the attack relation.

Classical reasoning with AF uses the notion of extensions, i.e. sets of arguments that can be
jointly accepted. Various semantics have been proposed to obtain the set of extensions of an
AF. Formally, an extension-based semantics is a function 𝜎 such that for any AF ℱ = ⟨𝒜,ℛ⟩,
𝜎(ℱ) ⊆ 2𝒜. In this paper, we only need the notions of conflict-free sets and stable extensions:

Definition 4. Given ℱ = ⟨𝒜,ℛ⟩, 𝑆 ⊆ 𝒜 is conflict-free (𝑆 ∈ cf(ℱ)) if ∀𝑎, 𝑏 ∈ 𝑆, (𝑎, 𝑏) ̸∈ ℛ.
Then, 𝑆 is a stable extension (𝑆 ∈ stb(ℱ)) if 𝑆 ∈ cf(ℱ) and ∀𝑏 ∈ 𝒜 ∖ 𝑆, ∃𝑎 ∈ 𝑆 s.t. (𝑎, 𝑏) ∈ ℛ.

Among the various generalizations of Dung’s argumentation framework, we are interested
in preference-based AFs (PAFs) [3].

Definition 5. A preference-based argumentation framework is a tuple 𝒫 = ⟨𝒜,ℛ, ◁⟩ where
⟨𝒜,ℛ⟩ is an AF, and ◁ ⊆ 𝒜×𝒜 is a preference relation over the set of arguments.

The preference relation is only assumed to be a pre-order, i.e. a reflexive and transitive binary
relation. The main approach for reasoning with a PAF consists in reducing it into a standard AF
by combining the attacks and the preferences into a defeat relation. Then, the extensions of the
PAF for a semantics 𝜎 are the extensions of the defeat graph under the same semantics.

Definition 6. Given a PAF 𝒫 = ⟨𝒜,ℛ, ◁⟩, we define the defeat relation 𝒟 = {(𝑥, 𝑦) ∈ ℛ | 𝑦 ⋫
𝑥}. Then, 𝜎(𝒫) = 𝜎(⟨𝒜,𝒟⟩).

3. Translation into Abstract Argumentation

In this section we show how to transform a PRAP into a PAF, such that there is a correspondence
between LEF allocations and some sets of arguments, namely conflict-free sets of size |𝒩 |, which
are guaranteed to be stable extensions as well in our case.
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Definition 7. Given 𝒫ℛ𝒜𝒫 = ⟨𝒪,𝒩 ,≻,𝒢⟩, we define the PAF 𝒫LEF = ⟨𝒜,ℛ, ◁⟩ with

• 𝒜 = {(𝑖, 𝑜𝑗) | 𝑖 ∈ 𝒩 , 𝑜𝑗 ∈ 𝒪} (one argument ≃ allocation of an object to an agent),
• ℛ = ℛ1 ∪ℛ2 ∪ℛ3, with

– ℛ1 = {((𝑖, 𝑜𝑗), (𝑖, 𝑜𝑘)) | 𝑖 ∈ 𝒩 , 𝑜𝑗 , 𝑜𝑘 ∈ 𝒪} (only one object per agent),
– ℛ2 = {((𝑖, 𝑜𝑘), (𝑗, 𝑜𝑘)) | 𝑖, 𝑗 ∈ 𝒩 , 𝑜𝑘 ∈ 𝒪} (only one agent per object),
– ℛ3 = {((𝑖, 𝑜𝑘), (𝑗, 𝑜𝑙)) | 𝑖, 𝑗 ∈ 𝒩 , 𝑜𝑘, 𝑜𝑙 ∈ 𝒪, {𝑖, 𝑗} ∈ ℰ and 𝑜𝑙 ≻𝑖 𝑜𝑘} (envy),

• ◁ = {((𝑖, 𝑜𝑘), (𝑖, 𝑜𝑗)) | 𝑖 ∈ 𝒩 , 𝑜𝑘 ≻𝑖 𝑜𝑗} (preferences).

Obviously, any allocation 𝛾 corresponds to a set of arguments in 𝒜. Observe also that the
defeat relation will only remove some of the attacks in ℛ1, namely, for each pair of arguments
𝑥 = (𝑖, 𝑜𝑗) and 𝑦 = (𝑖, 𝑜𝑘), the defeat relation will contain the defeat (𝑥, 𝑦) if 𝑜𝑗 ≻𝑖 𝑜𝑘, and
the defeat (𝑦, 𝑥) if 𝑜𝑘 ≻𝑖 𝑜𝑗 . The other attack relations ℛ2 and ℛ3 are not impacted by the
preferences, so they are included in the defeat relation of this PAF.

Example 2. Let us consider again 𝒫ℛ𝒜𝒫1 from Example 1. Figure 2 gives the defeat relation
of the corresponding PAF 𝒫LEF. More precisely, Figure 2a gives the combination of ℛ1 with the
preferences, Figure 2b (resp. 2c) shows ℛ2 (resp. ℛ3). In Figure 2c, the red arrows correspond to the
situations where agent 𝐴 is envious (for instance, because she has received the object 2 while 𝐵 has
received the object 1), blue arrows are for agent 𝐵, and green arrows correspond to agent 𝐶 .

(𝐴, 1) (𝐵, 1) (𝐶, 1)

(𝐴, 2) (𝐵, 2) (𝐶, 2)

(𝐴, 3) (𝐵, 3) (𝐶, 3)

(a) ℛ1 + ◁

(𝐴, 1) (𝐵, 1) (𝐶, 1)

(𝐴, 2) (𝐵, 2) (𝐶, 2)

(𝐴, 3) (𝐵, 3) (𝐶, 3)

(b) ℛ2

(𝐴, 1) (𝐵, 1) (𝐶, 1)

(𝐴, 2) (𝐵, 2) (𝐶, 2)

(𝐴, 3) (𝐵, 3) (𝐶, 3)

(c) ℛ3

Figure 2: PAF Corresponding to a PRAP

The following lemmas will help us to prove the correspondance between LEF allocations and
conflict-free sets (and stable extensions) of size |𝒩 |.

Lemma 1. Given an allocation 𝛾, if 𝛾 ∈ cf(𝒫LEF) then 𝛾 is valid.

Proof. Assume 𝛾 is not valid. If ∃𝑥, 𝑦 ∈ 𝛾 s.t. Ag(𝑥) = Ag(𝑦), then (𝑥, 𝑦), (𝑦, 𝑥) ∈ ℛ1, which
implies that either (𝑥, 𝑦) or (𝑦, 𝑥) is in the defeat relation of 𝒫LEF, so 𝛾 ̸∈ cf(ℱLEF). Similarly,
if ∃𝑥, 𝑦 ∈ 𝛾 s.t. Obj(𝑥) = Obj(𝑦), then (𝑥, 𝑦) ∈ ℛ2, which implies 𝛾 ̸∈ cf(𝒫LEF).

Lemma 2. Given a valid allocation 𝛾, if 𝛾 ̸∈ cf(𝒫LEF) then 𝛾 is not LEF.
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Proof. Assume a valid allocation 𝛾 which is not conflict-free in 𝒫LEF. By construction, since 𝛾
is valid, there are no 𝑥, 𝑦 ∈ 𝛾 such that (𝑥, 𝑦) ∈ ℛ1 or (𝑥, 𝑦) ∈ ℛ2, so we deduce that ∃𝑥, 𝑦 ∈ 𝛾
such that (𝑥, 𝑦) ∈ ℛ3 which implies that 𝛾 is not LEF.

Proposition 1. Let 𝛾 be an allocation. 𝛾 is LEF iff 𝛾 ∈ cf(𝒫LEF) and |𝛾| = |𝒩 |.

Proof. First assume that 𝛾 is a LEF allocation. From Lemma 2 we deduce that 𝛾 is conflict-free.
By definition, since 𝛾 is LEF then 𝛾 is total. Hence the first part of the result.

Now assume that 𝛾 ∈ cf(𝒫LEF) and |𝛾| = |𝒩 |. From Lemma 1, we know that 𝛾 is valid.
Then, since 𝛾 ∈ cf(𝒫LEF), we can guarantee that there are no 𝑥, 𝑦 ∈ 𝛾 such that (𝑥, 𝑦) ∈ ℛ3.
This means that, for any 𝑖 ∈ 𝒩 such that (𝑖, 𝑜𝑘) ∈ 𝛾, there is no 𝑗 ∈ 𝒩 such that (𝑗, 𝑜𝑙) ∈ 𝛾,
{𝑖, 𝑗} ∈ ℰ and 𝑜𝑙 ≻𝑖 𝑜𝑘. By definition, this means that 𝛾 is LEF.

Proposition 1 implies that LEF allocations can be easily computed thanks to a minor modifi-
cation of a very classical approach for solving argumentation problems. Most of the efficient
approaches for reasoning with abstract argumentation frameworks use SAT solvers. For the
basic notion of conflict-freeness, it is enough to consider clauses which forbid to accept together
arguments which are connected by an attack. We will use a MaxSAT version of this encoding [4],
where the clauses usually corresponding to conflict-freeness will be hard clauses, and additional
(unit) soft clauses will be added to ensure that the solver will return a maximal solution (in
terms of cardinality). Formally,

Definition 8. Given 𝒫ℛ𝒜𝒫 = ⟨𝒪,𝒩 ,≻,𝒢⟩, and 𝒫LEF = ⟨𝒜,ℛ, ◁⟩ the corresponding PAF. 𝒟
denotes the defeat relation obtained from ℛ and ◁. We define the following sets of hard clauses ℎ𝑐
and soft clauses 𝑠𝑐:

ℎ𝑐 = {¬𝑥 ∨ ¬𝑦 | (𝑥, 𝑦) ∈ 𝒟} 𝑠𝑐 = {(𝑥, 1) | 𝑥 ∈ 𝒜}

Given the sets of clauses ℎ𝑐 and 𝑠𝑐, a MaxSAT solver returns a conflict-free set of 𝒫LEF of
maximal cardinality. If this solution has a cardinality equal to |𝒩 |, then it is a LEF allocation.
Otherwise, there is no LEF allocation. Another possible approach consists in adding one
cardinality constraint [5]

∑︀
𝑥∈𝒜 𝑥 = |𝒩 | to the set of hard clauses. In this case, if a LEF

allocation exists then it will be provided by a SAT solver, otherwise the solver will answer
UNSAT.

Notice that such an allocation also corresponds to a stable extension of cardinality |𝒩 |.

Corollary 1. Let 𝛾 be an allocation. 𝛾 is LEF iff 𝛾 ∈ stb(𝒫LEF) and |𝛾| = |𝒩 |.

Proof. One side of the equivalence is obvious: if 𝛾 ∈ stb(𝒫LEF), then 𝛾 ∈ cf(𝒫LEF), so under
the assumption that |𝛾| = |𝒩 |, the result follows Proposition 1.

Now, assume that 𝛾 is a LEF allocation. From Proposition 1, we know that 𝛾 ∈ cf(𝒫LEF) and
|𝛾| = |𝒩 |. For a given object 𝑜𝑘, there is an argument 𝑎 = (𝑖, 𝑜𝑘) ∈ 𝛾, i.e. the object 𝑜𝑘 has
been assigned to agent 𝑖. By definition of ℛ2, 𝑎 defeats all the arguments of the form (𝑗, 𝑜𝑘) for
𝑗 ̸= 𝑖. Since this is true for all the objects, any argument not in 𝛾 is defeated by some argument
in 𝛾, so 𝛾 ∈ stb(𝒫LEF).
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4. Discussion

Argumentation has already shown its interest for providing explanations to other problems, like
e.g. scheduling [6] or case-based reasoning [7], so drawing connections between argumentation
and resources allocation is a natural question.

The preliminary study of this connection allows us to envision deeper relations between
both frameworks. For instance, it seems possible to assign numerical values to assignments
(e.g. the preferred object 𝑜𝑘 of agent 𝑖 receives the value 𝑛, her second preferred object receives
𝑛− 1, etc.) in order to define a Strength-based Argumentation Framework (StrAF) [8] where the
strength of an argument can intuitively correspond to the utility of allocating the object 𝑜𝑘 to
the agent 𝑖. Then using the semantics of StrAFs could induce interesting allocations. We plan to
investigate this connection.

We are also interested in the methods allowing the explanation of arguments status in abstract
argumentation (e.g. [9, 10]). They could allow to simply explain why the allocation of a specific
object to an agent is necessary (or impossible). Also, the approach proposed by [11, 12] could
provide interesting means to reduce the size of the argumentation graph, hence providing a
better visual explanation of the (non-)existence of desirable allocation.

Another interesting way to go further in the study of argumentation applied to resources
allocation consists in using the conflict-tolerant semantics of Weighted Argumentation Frame-
works (WAFs) [13] in order to obtain optimal (non-LEF) allocations for instances which do not
admit any LEF allocation.

These few ideas are only a small part of the possible connections between resources allocation
and computational argumentation, and pave the way to a rich body of work that will allow to
provide explainable solutions to fairness issues in resources allocation problem.
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Abstract
Computational argumentation is a promising research area, yet there is a gap between theoretical
contributions and practical applications. Bridging this gap could potentially raise interest in this topic
even more. We argue that one part of the bridge could be an open-source package of implementations of
argumentation algorithms, visualised in a web interface. Therefore we present a new release of PyArg,
providing various new argumentation-based functionalities – including multiple generators, a learning
environment, implementations of theoretical papers and a showcase of a practical application – in a new
interface with improved accessibility.

Keywords
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1. Introduction

Computational argumentation is a promising interdisciplinary research area, with applications
in, e.g. the legal, medical and e-government domain [1]. Thanks to its natural connection with
human cognition, its flexibility and its dialectic nature, argumentation seems to be particularly
suitable as a logical foundation for human-centered artificial intelligence (AI) [2].

The construction of argumentation-based AI systems that are applicable to real-world use
cases requires not only theoretical developments, but also effective solving of problems related
to argumentation. Although there is a significant amount of work on theoretical aspects of
computational argumentation, which include various argumentation formalisms, semantics and
their properties, as well as a growing body of research on solvers that are sufficiently efficient to
be applied in practice1, we argue that the connection between these two areas could (and should)
be strengthened. This is based on our observation that real-life applications use a different
formalism than those mainly studied in the community [3] or require efficient algorithms for
yet unexplored problems [4].

In addition, we hypothesise that the application of argumentation-based AI is more cumber-
some for non-experts than, for example, the application of machine-learning based AI, which is
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more convenient thanks to the availability of numerous software packages (such as Scikit-learn2

and Tensorflow3) as well as user-friendly interfaces to try this AI.4 This makes argumentation
less accessible to students, software developers and companies searching for AI-based solutions
to domain-specific problems.

In order to improve both the connection within theoretical and practical work within the
computational argumentation community and the connection with stakeholders outside the
community, it would be helpful to have open-source software, paired with an accessible web
interface. In this paper, we therefore present a new release of PyArg.

PyArg is an open-source software implementation in Python that not only provides practical
algorithms for theoretical problems in various argumentation formalisms, but also makes
(potential) applications of these algorithms visible in a user interface that is accessible from the
internet without installation. PyArg is intended to be a software solution for researchers within
the argumentation community, students who may become part of it, as well as stakeholders
outside the community, thanks to the following features:

1. Open-source implementations of argumentation algorithms on GitHub can be validated
and extended by community members (https://github.com/DaphneOdekerken/PyArg);

2. The Python package can be installed using pip install python-argumentation
and is therefore directly usable for software developers;

3. The web interface on https://pyarg.npai.science.uu.nl/ makes argumentation more acces-
sible to those who wish to learn more about argumentation and serves as a platform for
showcasing applications of argumentation to stakeholders outside the community.

The release presented here is a major update compared to the preliminary version earlier
presented in [5]. In the following sections, we describe PyArg’s new functionalities.

2. Support for more formalisms

Research on computational argumentation ranges over an ever-growing number of formalisms
and extensions of formalisms. Whereas the initial version of PyArg [5] only supported abstract
argumentation frameworks and ASPIC+, in this iteration we added support for assumption-
based argumentation (ABA) [6, 7]. In particular, PyArg can now (1) compute the extensions of a
given ABA framework under the prominent semantics and visualise them in the instantiated
abstract argumentation framework; and (2) verify if a specific set of extensions can be realised
under a given semantics (see Section 3.2).

3. Algorithms for argumentation problems

The new PyArg version still contains all algorithms presented in [5], including various imple-
mentations of formalisms and algorithms in both abstract argumentation [8] and ASPIC+ [9]. It
provides algorithms for evaluating argumentation settings in different semantics [10], as well

2https://scikit-learn.org/
3https://www.tensorflow.org/
4e.g. https://freegpt.cc/
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as explaining the (non-)acceptance of arguments and formulas in various ways [11, 12]. In the
new version, we also provide algorithms for dynamic argumentation problems as well as for
the construction of canonical representations.

3.1. Dynamic argumentation problems

Many problems in argumentation assume that all information required to decide upon, for
example, the acceptance of an argument is present. This is however not always a realistic as-
sumption in applied settings. Therefore, recently the problems of stability [4] and relevance [13]
have been introduced for various formalisms, including ASPIC+. Informally, the stability status
of a “topic” argument or formula represents the impossibility that its acceptability status may
change in view of additional, yet uncertain information. For topics that are not stable, it is
interesting to study relevance, where only information that can change the stability status of
the topic is relevant. PyArg provides an implementation of the approximation algorithm for
stability from [4], as well as an inexact but efficient algorithm for estimating relevance based
on the labels from the aforementioned stability algorithm.

3.2. Canonical argumentation frameworks

The work by Dunne et al. [14] studies the realisability in abstract argumentation: given a
semantics 𝜎 and a set of extensions S, is there an argumentation framework 𝐹 realising S
under 𝜎, i.e., such that 𝜎(𝐹 ) = S – and which characteristics determine whether such an
argumentation framework exists? Similarly, realisability can be characterised for ABAFs [15].
PyArg now provides the algorithms to determine whether a given set extensions satisfies
these characteristic properties and generates “canonical” argumentation frameworks or ABA
frameworks, when they exist; see Figure 1.

4. Practical features

4.1. Generators

There are various situations in which it is useful to randomly generate an argumentation
setting. One example would be for testing new algorithms: a large part of the data sets used
in the ICCMA competition to assess runtime of algorithms is based on randomly generated
argumentation frameworks. A second example is related to education: in order to assess a
student’s understanding of, e.g., specific argumentation semantics, it is convenient to have a
generator for automatically creating new exercises.

In order to address this demand, PyArg provides several generators. For generating ASPIC+

argumentation systems, PyArg uses the “layered” generator from [4, Section 4.2.5]. In addition,
PyArg provides a basic random generator for abstract argumentation frameworks.

The generators can be found in the source code; in addition, the web interface provides
functionality for generating a single argumentation framework or system, parameterised by the
values given in input fields. The resulting argumentation setting can then be downloaded for
further use within or outside PyArg.
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Figure 1: Given an extension set provided by the user, PyArg computes certain properties and generates
a canonical argumentation framework when possible.

Figure 2: Improved visualisation of the abstract argumentation environment.

4.2. Improved visualisation

Compared to the previous version, PyArg’s user interface has been made more user-friendly
and accessible. A screenshot of the new visualisation for abstract argumentation frameworks is
shown in Figure 2. PyArg now features both a regular mode (in which accepted arguments are
coloured green, while other arguments are yellow or red) and a colourblind-friendly mode that
uses an adapted colour palette.
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4.3. Importers and exporters

PyArg provides various importers and exporters to convert argumentation settings to various
formats. For abstract argumentation frameworks, it is possible to read from and write to all
formats used in recent ICCMA competitions, that is: the ASPARTIX format (.APX), the Trivial
Graph Format (.TGF) and the input format used for ICCMA 2023 (.ICCMA23). In addition,
for both abstract argumentation frameworks and ASPIC+ argumentation systems, there are
importers and exporters to and from JSON.

5. Applications of algorithms in the web interface

In order to demonstrate how PyArg’s algorithms can be applied in various settings, we provide
two use cases in the web interface: a learning environment and a chat interface.

5.1. Learning environment

The learning environment is intended for anyone interested in learning computational argumen-
tation. In this functionality in the web interface, a learner can choose between various exercises.
The current PyArg version features three exercises: identifying grounded, complete and pre-
ferred extensions in abstract argumentation. As the learner starts an exercise, PyArg generates
a random abstract argumentation framework using its generators. The learner then gives the
extensions, and PyArg uses its semantics algorithms for validating the learner’s solutions.

5.2. Chat interface

The chat interface showcases an application for the algorithms for stability and relevance
in inquiy dialogue. First, the user chooses an ASPIC+ argumentation system (which can be
randomly generated, hand-made or the predefined fraud example), a set of queryables (e.g.
formulas that can be asked in a dialogue), a topic formula for the chat and an initial knowledge
base. PyArg then uses the stability algorithm to find out if it makes sense to ask for more
information - if so, it uses the relevance algorithm for identifying relevant questions.

6. Related work

For an extended overview of software related to computational argumentation, we refer to
[16]. In this section, we relate to implementations that are most similar to PyArg. Tweety [17]
is a comprehensive collection of Java libraries that includes algorithms for both abstract and
structured approaches to argumentation. It is in fact more comprehensive than PyArg, but
does not have a visualisation option. The Online Argument Structures Tool (TOAST) [18] does
provide a visualisation for ASPIC+, but the source code is not openly available. Gorgias Cloud
[19] is a recent system that is similar to PyArg, but is based on the Gorgias argumentation system.
NEXAS [20] is an alternative approach to visualising extensions of abstract argumentation
frameworks, which, compared to PyArg, is more aimed towards (large) frameworks with many
extensions. Finally, many algorithms for argumentation-related problems have been submitted
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to the ICCMA competition. However, these are mostly focused on fast implementation of limited
problems, mainly in the context of abstract argumentation.

7. Conclusion and future work

PyArg combines algorithms for argumentation problems with a web interface, aiming to improve
the connections between theoretical and practical work on argumentation on the one hand,
and inside and outside the community on the other hand.

The contributions of this version of PyArg are mainly focused on the front-end. In the
back-end, the algorithms for computing the semantics are not state-of-the-art. This becomes
noticeable if the visualisation is tested on hard (large) instances, as no output will appear on
the screen within a reasonable amount of time. In a next version of PyArg, we plan to improve
this performance aspect by calling more efficient solvers in the back-end. In addition, we
aim to add support more formalisms, such as abstract dialectical frameworks [21], abstract
frameworks with collective attacks [22] and abstract frameworks with support for claims [23],
and to implement their intertranslations [24].

On a final note, we hope that the functionalities presented in this paper are just the beginning,
as are the plans for future work mentioned above. We are open to any suggestions for additional
functionalities, algorithms or other feedback, which we hope to incorporate in future releases
of PyArg. Hopefully, this leads to an increase of interest and understanding of computational
argumentation, both within and outside the community, eventually resulting in more responsible
applications of artificial intelligence.
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