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Hybrid high-order methods for elasto-acoustic wave
propagation in the time domain

Romain MottierT, Alexandre Ern?, Rekha KhotS, Laurent Guillot¥

Abstract

We devise a Hybrid High-Order (HHO) method for the coupling between the acoustic and elastic
wave equations in the time domain. A first-order formulation in time is considered. The HHO
method can use equal-order and mixed-order settings, as well as O(1)- and (’)(%)—stabilizations. An
energy-error estimate is established in the time-continuous case. A numerical spectral analysis is
performed, showing that O(1)-stabilization is required to avoid excessive CFL limitations for explicit
time discretizations. Moreover, the spectral radius of the stiffness matrix is fairly independent of
the geometry of the mesh cells. For analytical solutions on general meshes, optimal convergence
rates of order (k + 1) are shown in both equal- and mixed-order settings using O(1)-stabilization,
whereas order (k + 2) is achieved in the mixed-order setting using O(3)-stabilization. Test cases
with a Ricker wavelet as an initial condition showcase the relevance of the proposed method for the
simulation of elasto-acoustic wave propagation across media with contrasted material properties.

Mathematics Subjects Classification. 65M12, 656M60, 74J10, 74505, 35L05.
Keywords. Hybrid high-order methods (HHO), Elasto-acoustic coupling, Wave equations

1 Introduction

The propagation of acoustic and elastic waves plays an important role in the modeling of various
physical phenomena in many applications, such as medical imaging and geophysical exploration. In
many of these applications, the interaction between solid and fluid domains plays a central role. The
main field of application that interests us in this paper is the propagation of waves through rocks,
water and air leading to the coupling of elastic and acoustic waves in several media with contrasted
material properties. Scenarios of interest range from relatively simple configurations, such as wave
propagation in layered media, to complex cases involving heterogeneous domains with intricate ge-
ometries. Capturing the wave propagation as well as the dynamics of wave transmission and reflection
at fluid-solid interfaces is essential to accurately predict the physical behavior of the phenomena un-
der study. Additionally, employing discretization schemes with moderate numerical dispersion and
dissipation is critical to the reliability of simulations.

These challenges motivate the development of advanced numerical methods that can address the
complexity of coupled wave problems in the time domain. Finite Differences (FD) are one of the
most widely used methods due to their conceptual simplicity and computational efficiency. However,
they have several limitations. In particular, FD methods meet with difficulties in complex geometries
and are subject to geometrical errors by commiting inaccuracies at interfaces [26], although geometric
mappings can enhance flexibility [2]. Moreover, FD methods are also subject to numerical dispersion,
which can be tempered by using high-order schemes. However, high-order FD schemes require large
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stencils which can hinder parallel scalability, and their explicit time discretization can be challenging
[22]. An alternative to high-order FD methods are high-order continuous finite elements (see [10]
for a review). These methods provide a natural way to handle non-planar complex geometries with
interfaces. However, their efficiency is hampered by implicit time-stepping due to a global non-diagonal
mass matrix, and the simulations can be polluted by spurious modes [20]. To make explicit time-
stepping possible, Spectral Element Methods (SEM) were introduced. These methods align quadrature
points with Lagrangian interpolation nodes that are Gauss—Lobatto—Legendre points, leading to a
diagonal mass matrix (mass lumping), without loss in accuracy. The main drawback of SEM is to rely
almost exclusively on quadrangular/hexahedral meshes with tensorization of quadrature nodes to be
very efficient, making the discretization of complicated geometries quite challenging.

To obtain more geometric flexibility, discontinuous Galerkin (dG) methods were introduced both in
first-order [17, 21] and second-order time formulations [19] of the wave equation (see [1] for the elasto-
acoustic coupled problem). In general, in dG schemes for the first-order order formulation in time,
stabilization acts as a dissipative mechanism, whereas it is possible to identify a discrete energy that
is conserved for the second-order time formulation. For an energy-conserving dG discretization of the
first-order formulation, see [5] where some continuity of the unknowns is enforced. The main drawback
of dG methods is their computational cost since they involve much more degrees of freedom than
continuous finite element methods. Hybridizable Discontinuous Galerkin (HDG) methods [9] introduce
an aditional unknown defined over the mesh skeleton and offer a reduction of the computational cost
by the use of static condensation. Moreover, in a coupling wave context, HDG methods weakly enforce
in a seemless way the transmission conditions at the interface [25].

Coupled elasto-acoustic wave propagation has also been adressed in the frequency domain. In
particular, mixed finite element formulations have been proposed in [18] using a dual-mixed formulation
in the solid region, and a standard primal formulation in the fluid region. In this context, the key
challenge lies in coupling the solid stress tensor with the Helmholtz equation governing the fluid
pressure. This is achieved by enforcing one of the transmission conditions weakly using a Lagrange

multiplier.

The present work focuses on the coupling between elastic and acoustic wave equations in the time
domain in the first-order formulation within the framework of hybrid high-order (HHO) methods
for space semi-discretization. HHO methods make use of polynomials of arbitrary order (k > 1 for
elasticity, k¥ > 0 for diffusion) attached to the mesh faces and polynomials of order k' € {k,k + 1}
attached to the mesh cells [7, 13]. Initially developed for linear diffusion problems [12] and locking-
free linear elasticity [11], HHO methods offer several advantages, including the natural handling of
polyhedral and nonconforming meshes, local conservativity, and optimal convergence rates (order
(k+1) in the energy norm). Additionally, a static condensation procedure enables the local elimination
of the cell unknowns, enhancing computational efficiency. HHO methods rely on two locally defined
operators: a gradient reconstruction operator and a stabilization operator. The close connection
between HHO, HDG and Weak Galerkin (WG) methods has been established in [8]. HHO methods
have been extended to wave propagation in [4, 3] for both first- and second-order time formulations, see
also [16, 23] for further developments on explicit time schemes for the second-order in time formulation
of the wave equation. As HDG methods, a key advantage of HHO methods is their easy handling
of coupling conditions through face-based degrees of freedom, which enables a natural and efficient
treatment of interface conditions in multiphysics problems.

The present work brings several advances in the development and analysis of Hybrid High-Order
(HHO) methods for coupled elasto-acoustic wave propagation. Our first contribution is an energy-error
estimate in the space semi-discrete case. In particular, we leverage the fact that the coupling terms
exhibit an anti-symmetric, and thus non-dissipative, structure. We improve on the analysis in [4]



since we treat coupled elasto-acoustic wave problems, and we simplify the error estimate by exploiting
tighter consistency properties of the method. Our second contribution is a spectral analysis of the
resulting algebraic formulation, that reveals a behavior of the spectral radius of the stiffness matrix as
min(n, 1/n) with n the scaling of the stabilization. Interestingly, this scaling is fairly independent of
the geometry of the mesh cells (triangular, quadrangular or polygonal). Thus, explicit time schemes
are recommended with O(1)-stabilization, whereas implicit time schemes can be combined with either
O(1)- or O(3)-stabilization (see Remark 3.1 for the scaling of the stabilization). The third contribution
concerns optimal convergence rates for smooth solutions where we observe that O(%)—stabilization
leads to improved rates in the energy norm (order (k + 2) instead of (k+1)). The last contribution is
a more realistic study featuring interface, Rayleigh-type waves and complex transmission phenomena
where we perform a comparison of HHO solutions with semi-analytical solutions. Notice that our
discretization method differs from [25] since the primal variable in the fluid domain is the pressure
here, whereas it is the fluid velocity in [25]. Moreover, we allow for implicit and explicit schemes as well
as O(1)- and O(+)-stabilizations, whereas [25] focuses on explicit time schemes and O(1)-stabilization.

The paper is organized as follows. In Section 2, we present the model problem for the elasto-acoustic
coupling as well as its weak formulation. In Section 3, we detail the HHO space semi-discretization.
In Section 4 we present the energy-error analysis in the time-continuous setting. In Section 5, the
algebraic realization of the space semi-discrete problem is discussed. Finally, numerical results are
presented in Section 6.

2 Model problem

This section introduces the domain configuration, and the coupling of the acoustic and elastic
wave equations. We use boldface (resp. blackboard) fonts for vectors (resp. tensors), as well as for
vector-valued (resp. tensor-valued) fields and spaces composed of such fields.

Let J := (0,Tt) be the time interval with the final time 7} > 0, and 2 be a polyhedral domain in
RY, d € {2,3} (open, bounded, connected, Lipschitz subset of R?). We consider a partition of Q such
that Q := QS U QF into two disjoint, open, polyhedral subdomains 2° and QF constituting the elastic
medium and the acoustic medium, respectively, sharing the polygonal interface T' := 9Q° N 9NF. We

fix the unit normal vector nr to I' as conventionally pointing from Q° to QF.

\ L
[\

r

nr
A\ BOF\T

2" QF

\ L
N\

Fig. 1: Elastic domain Q°, acoustic domain QF, and unit normal nr along the interface T’

2.1 Strong formulation

Acoustic wave equation. The acoustic wave equation governs the scalar pressure field p [Pa] and
the velocity field m [] solving the following PDE system in J x QF:

P Oym — Vp =0, (2.1a)
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with the fluid density p* {—%} the fluid bulk modulus & [Pa], and the source term g [H The celerity

of the acoustic waves is cf, := \/k/p" []. We assign the initial conditions
p(0) =pog and m(0) = my, (2.2)

with given data pg and mg. For simplicity, we enforce homogeneous Dirichlet boundary conditions on
p on OQF\I.

Elastic wave equation. Let Vg, := %(V + V1) be the symmetric gradient operator. The elastic

wave equation governs the (linearized) Cauchy stress tensor s [Pa] and the velocity field v [] solving
the following PDE system in J x QF:

C™ 'O — Veymv = 0, (2.3a)

p’ow — Vs = f, (2.3b)

with the solid density p° {%] and the source term f [%} In the framework of isotropic elasticity,

the 4'"-order Hooke tensor C [Pa] only depends on the Lamé parameters A [Pa] and y [Pa], and is such
that Cijp = Aijor + p(0ikdji + 6:6;%), where the ¢’s are Kronecker symbols. In this setting, there

are two wave speeds [%] related to two types of body waves, far from material interfaces:

o=/ (A +2u) /p for compressional (or P-) waves, (2.4a)

e =/ 1/ pS for shear (or S-) waves. (2.4Db)

We do not consider here the incompressible limit as ﬁ > 1, so that both wave speeds in (2.4) are of
similar magnitude. We assign the initial conditions

v(0) =vy and s(0) = s, (2.5)

with given data vg and sg. For simplicity, we enforce homogeneous Dirichlet boundary conditions on
v on O\I'.

Coupled problem. The interface conditions on J x I' are

v-nr = m-nr, (2.6a)

$np =p nr, (2.6b)

where the first equation is a kinematic condition and the second equation is a balance of forces per
unit surface (namely, tractions) at the interface.

2.2 Weak formulation

We define the functional spaces

Hop(QF) := {p € H'(Q") : plpgnr = 0}, (2.7a)
Hor( %) i={ve H(Q): v|pos\r = 0}, (2.7b)

taking into account the homogeneous Dirichlet boundary conditions. Focusing for simplicity on
a smooth solution in time, the coupled elasto-acoustic wave problem consists of finding (m,p) €
CH(J; L*(QF)) x (CH(J; L(Q)) N CO(J; Hop(2F))) and (s,v) € CH(J; L, (%)) x (C'(J; L (%)) N

sym
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CO(J; H{p(9%))) such that, for all (r,q) € L*(QF) x HL(QF), all (b, w) € L2

Zom (%) X Hgp(€), and
allt € J,

(Orm (1), 7) 2y — (VD(E),7) g2 () = 0, (2.8a)
(Oip(1), Q)Lz(%;m) + (m(t), V@) g2 (o) + (v() mr, @) 21y = (9(1), @) 22 (ar)> (2.8b)
and
(at$(t)7 Ib)IL?(C*l;QS) - (vSymv(t)a Ib)IL?(QS) =0, (29&)
(Orv(t), ) 25,05 + (83(1), Veymw)12(05) — (P(E)nr, w) p2ry = (F(1), w) 1205 (2.9b)

Notice that the coupling condition (2.6a) is enforced weakly in (2.8b), and the coupling condition
(2.6b) is enforced weakly in (2.9b).

2.3 Mechanical energy.

The total mechanical energy E(t) := E5(t) +EF(t) of a wave propagating through an elasto-acoustic
medium is expressed as the sum of the mechanical energy in each medium involving the kinetic and
the potential energy as follows:

: 1 1 1 1
£°(t) 1= S Im)2aen + IO sgry E0) = 5102 + 5150 a0

The following result is well-known, but we present it for completeness.

Lemma 2.1 (Energy balance). The following energy balance holds: For allt € J,

£0 =0+ [ {60 pr)szn + (0w} b (2.10)

Proof. Testing (2.8) with (m(t),p(t)) and (2.9) with (s(¢),v(t)) gives
(Orm(t), m(t)) g2(pr.or) — (VD(E), m(1)) L2 () = 0, (2.11a)
(@ep(t), p(1) 21 ,0r) + (M(2), V(1) 2 (0ry + (0(8)-mer, p(E)) 2(r) = (9(1), p(1)) L2 (20, (2.11b)

and

(O3(t), 8()) L2 (c-1,05 — (Veymv(t), 8(t))p2(0s) = 0, (2.12a)
(Opo (), v(t)) p2(p5,000) T (8(8), Veymv(£))1.2(0s) — (), v(t)) p2ry = (F (1), v(1)) p2(0s)-  (2.12D)

Summing (2.11a)-(2.11b) and (2.12a)-(2.12b), we get

Cex(1) = (9l0), p(0) 2(er) — (00} mr p(1) 2.

%Ss(t) = (f(t),v(t) p2s) + (P10, V() L2y

Summing the two equations and integrating over (0,t) for all ¢ € J proves the claim. O

3 HHO space semi-discretization

This section presents the key ingredients of the HHO discretization, namely the discrete spaces
and the discrete operators leading to the space semi-discrete HHO formulation.



3.1 Meshing and discrete spaces

Admissible mesh. Let 7 be a polyhedral mesh of € that fits the partition of 2 into Q2% and QF. For
simplicity, we assume that all the material properties are piecewise constant on 7. We define the two
sub-meshes 7% and T which cover exactly Q% and QF, respectively. The mesh faces are collected in the
set F which is split into F := F°UF?, where F° collects all the mesh interfaces (inside €2, including on
I') and F? collects all the mesh boundary faces on 9. With obvious notation, we further decompose
Fo = F°FUFSUF" and F? := F" U F?. Later on, we also use the notation M" := (7", F") and
M5 = (T3, F®) where F* := FEUFPUF" and F° := FSUFPUF". A generic mesh cell is denoted
T € T, its diameter hp, its unit outward normal nr, and the faces composing the boundary of T
are collected in the subset Fyr C F. We also set hp = AT wwhere the scaling by g := diam(€QQ) is

Lo
introduced for dimensional consistency.

Approximation spaces. In each subdomain, we consider a mixed formulation with one primal
variable (p and v) and one dual variable (m and s). The idea is to discretize the primal variables
using the HHO method and the dual variables using a classical dG approach. Let k > 1 be the
polynomial degree. The dG variables are piecewise polynomials of order k, whereas the HHO variables
are composed of a pair with one cell component and one face component. The cell component is a
piecewise polynomial of order k' € {k,k + 1} and the face component is a piecewise polynomial of
order £k > 1. The HHO discretization is said to be of equal-order if ¥’ = k and of mixed-order if
K =Fk+1.

vF pPF
b 00
ST vT
.‘ Elastic unknowns . ‘ Acoustic unknowns

Fig. 2: Elasto-acoustic unknowns with a equal-order discretization (k' = k = 1). Left panel: Primal variables
discretized using HHO. Right panel: Dual variables discretized using dG.

Let £ > 0. We introduce the local polynomial spaces ]ngm (T), PY(T) and P*(T) (resp. P*(F) and
PY(F)) as the restrictions to T' (resp. F) of symmetric tensor-, vector- and scalar-valued d-variate

polynomials of degree at most ¢ (resp. (d — 1)-variate polynomials of degree at most ).

Acoustic wave equation. The discrete dG and HHO spaces are

MM(TT) = X PHT),  PH(MF) = P¥(T") x P¥(FT), (3.1)
TeTr
where P¥ (T%) := X P¥(T) and P*(F¥) := X PF(F). The global and local generic elements in
TeTT FeFr

PE(MF) are denoted by
Pamr = (pre,pre) € PE(ME),  pr = (pr,por) € Pf == P¥(T) x P¥(For) VT €TT, (3:2)

where por = (pr) Fer,y and P¥(Far) := X P¥(F). Moreover, to enforce the homogeneous Dirich-
FE]'—aT
let boundary condition on p, we consider the subspace
PE (M) = {ﬁMF € PF(M") | pr =0, VF € f@F} . (3.3)
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For all t € J, we approximate the pressure p(t) by a HHO unknown pa(t) € ﬁé“(MF) and the velocity
m(t) by a dG unknown my=+(t) € M*(TF).

Elastic wave equation. The discrete dG and HHO spaces are

Bom(T%) 1= X PLu(T),  VEM) = VI(T") x VE(F), (3.4)
TeTS
where VF(7%) := X P¥(T) and V¥(F%) := X PF(F). The global and local generic elements in
. TeTs FeFs
Vk(M?3) are denoted by

D = (v7s,vp) € VE(MS), b1 = (v, var) € VE = P¥(T) x P*(For) YT €T%,  (35)

where vor = (vF)rery,, and P¥(For) := X P¥(F). Moreover, to enforce the homogeneous
FeFar
Dirichlet boundary condition on v, we consider the subspace
VEM®) = {oae € VE(M®) [wp =0, VF € F™} . (3.6)

For all t € J, we approximate the velocity v(t) by a HHO unknown & s (t) € /‘713 (M?®) and the stress

tensor (t) by a dG unknown ss(t) € 85 (T%).

L?-orthogonal projections. Let IT% (resp., IT% and I1%; ) be the local L2(T)- (resp., L*(F)- and
L%(9T)-) orthogonal projection onto P¥ (T') (resp., P¥(F) and P*(Fyr)). Let II%. (resp. II%.) be
the global L?-orthogonal projections onto P¥ (T®) (resp. P*(F*)) with e € {F,s}. A similar notation
is used for vector- and tensor-valued fields.

3.2 HHO local operators

The HHO discretization is formulated locally using the following two key operators:

i) a local gradient reconstruction operator for the acoustic wave equation and a local symmetric

gradient reconstruction operator for the elastic wave equation;

ii) a stabilization operator that penalizes the difference between the trace of the cell unknowns and
the face unknowns for the HHO components on both subdomains.

The discrete problem is then assembled by summing the contributions of all the mesh cells.

Acoustic wave equation. We define the local gradient reconstruction operator g : ]3%? — P*(T)
such that, for all pp € lei,

(gr(Pr), 72y = (VPr,7) 1201y — (PT — Por, T01) 120m), Y € PH(T). (3.7)

Notice that g, (pr) can be evaluated componentwise by inverting the mass matrix associated with a
basis of the scalar-valued polynomial space P*(T).
We define the local stabilization operator Syr : PYI? — P¥(Fpr) such that, for all pr € P%,

Sor(pr) == W (Sor(pr)) with  Sor(pr) := prlor — por- (3.8)
We define the global gradient reconstruction operator g, : P*(M®) — MPF(T%) as g (pn)|r =
gr(pr) for all T € T and all prpr € PF(MF), and the global stabilization bilinear form s on
PF(MF) x P¥(MP) as

spe (e, ue) = > T8(Sor(br), Sor(ar)) r2ory, Vb, e € PH(MD), (3.9)
TeT”



where, for all T € T, the stabilization parameter 7, > 0 is taken equal to (see also Remark 3.1 below)

mho= ANh® with A= (pfeh) T = hrT a € {0,1}. (3.10)

Elastic wave equation. We define the local symmetric gradient reconstruction operator g}ym :

VE — Pk (T) such that, for all p € V&,

sym

(87" (7). B)ra(r) = (Voymor, b)rzer) = (01 —vor, bna)p2en, Vb € Pan(T). (3.11)

Notice that g¥™ (vr) can be evaluated componentwise by inverting the mass matrix associated with

a basis of the scalar-valued polynomial space P*(T).
We define the local stabilization operator Sgr : kar — P*(Far) such that, for all o7 € V?[,,

Sor(vr) := (8o (d7)) with  dop (1) = vr|or — var. (3.12)
We define the global symmetric gradient reconstruction operator g™ : VF(M®) — SE m(T) as

g7 (Oae)lr = g7 " (opgs) for all T € T3 and all Dy € VF(M®), and the global stabilization
bilinear form saes on VF(M?®) x VF(M?) as
sas (D, opes) = > 78(Sor(dr), Sor(Wr)) p2ory, Vo, e € VM), (3.13)
TETS

where, for all T' € T3, the stabilization parameter 77 > 0 is taken equal to
5 = Nh® with A= p¢, ae€{0,1}, (3.14)
and ¢® can be any of the two wave speeds defined in (2.4).

Remark 3.1 (Stabilization parameter). Notice from (3.8) and (3.12) that the stabilization operators
considered in the paper are the same regardless of the discretization setting (equal- or mized-order) and
correspond to plain least-squares stabilization in the equal-order setting. This choice is standard for
O(1)-stabilization (o = 0) in the first-order formulation of wave problems discretized using dG method
and was also considered recently in [15] in the context of HHO methods. However, O(%)—stabilization
(o = 1) can be useful in certain situations (see Remark 4.4 and numerical results from Section 6 for
further discussion). Notice also that the scaling of \¥ in (3.10) and X° in (8.14) differs; this is actually
the physically consistent scaling and stems from the fact that the primal variables in both subdomains
have different units.

3.3 HHO discretization for the first-order coupling formulation

The space semi-discrete problem for the coupled elasto-acoustic wave problem reads as follows:
Find (m7+,pae) € CHJT; MF(TT) x PE(MF)) and (s7s,d0¢) € CL(J; Sk m(T%) x V§(M?®)) such
that, for all (r7+, Gar) € MF(TF) x PE(MF) and all (bys, @) € SE (T x VE(MS®), and all t € J,
(875’”7’7T (t)v rﬁ)LQ(pF;QF) - (97T (ﬁMF (t))a T'7T)L2(QF) =0, (3158‘)

Oep7e (), a77) 12( 1000y + (7 (), 97 (Gtr)) £y
+ sar (Paar (t), e ) + (vrs(t)mr, g7 ) 2y = (9(t), 477 ) 20y, (3.15b)

and
(7 (), brs)L2(@-1,00) — (87 (Va3 (t)), BTs)L2(0s) = 0, (3.16a)
(Opo7s (), WTs) 12 (ps.00) + ($73(8), B8FS (Waes)) 12 (09)

+ spms (Oaes(8), Waes) — (pre()nr, wrs) g2y = (F(E), wTs)p2(s)-  (3.16Db)



The initial conditions for the discrete coupled problem m+(0), pasr(0), $75(0), and Do (0) are further
discussed in Section 4.

We emphasize the seamless enforcement of the coupling conditions in (3.15b) and (3.16b) exploiting
the fact that face unknowns are readily available on I' in the HHO setting. Moreover, the total discrete
mechanical energy over the elasto-acoustic domain Q is defined as &, (t) := &} (t) + & (t) with

1 1 . 1 1
ER(1) = S I ()3 + 1P gy €80 = ST ORams) + 5 I57 (0 Ba( 00y
Lemma 3.1 (Semi-discrete energy balance). The following discrete energy balance holds: For all
teld,
t
&)+ [ {sar(u(r), (7)) + saes(@n(r), () Jr =

&0+ [ {60 prr)ia@n + (£, o7 () pn Jar. (317)

Proof. Similar to the proof of Lemma 2.1. O

4 Error analysis

In this section, we prove an energy-error estimate for the space semi-discrete problem (3.15)-(3.16)
by using suitable interpolation operators. Here onwards, the inequality ¢ < Cb for positive numbers
a and b is abbreviated as a < b, where the value of C' is independent of the mesh-size h, the material
parameters, the length scale fn, and the time scale T;. The value of C' can depend on the mesh
shape-regularity, the polynomial degree, the space dimension, and the ratio %

4.1 Interpolation operators

Inspired from [15], we use, in both subdomains, the H interpolation operator from [14] to ap-
proximate the dG variable and the classical HHO interpolation operator (based on L2-orthogonal
projections) to approximate the HHO variable.

In the acoustic part, we employ the H' interpolation operator I : H”(T) — Pk(T), v e (%, 1],
defined for all T € T* as follows: We consider the L2-orthogonal decomposition

PH(T) = VP YT) @ Z*(T), (4.1)

where P{TH(T) := {qg € PF*Y(T) : (q,1)12(7) = 0} and Z¥(T) := VP{TH(T)- N P*(T) (orthogonalities
are understood in L?). Then, for all m € HY(T), we define I':" (m) € P*(T) from the following
conditions:

(I (m) —m,7) g2y = 0 vr e ZH(T), (4.2a)
(I (m) = m, Vq) 2y = Mp(meny) — meng, ) r2pr) Vg € PETY(T). (4.2b)

Notice that (4.2b) actually holds true for all ¢ € P*T(T'). For all T € TT, the interpolation operator
I''* is well-defined and the following holds for all £, € [v,k + 1] (see [14, Prop. 2.1] for a proof):

1
1T (m) = ml| g2y + W3 I (m) — m g2 or) S BE ] grem (- (4.3)

The global interpolation operator I/t : H”(QF) — P*(TT) is defined as (I'tf (m))|r == I':t (m|r) for
all T € TF and all m € H”(Q"). For the HHO variable, we employ the standard HHO interpolation
operator 110 : HAL(QF) — PE(MY) defined, for all p € H{n(QF), by

LY (p) = (T (p), e (pl 7)) € PHME). (4.4)



In the elastic part, we employ the H interpolation operator Iff : HY,,(Q°) — Pt _(T%), v e

sym sym

(3, 1], defined for all T € T* as follows: We consider the L*-orthogonal decomposition

Plym(T) = Veym PEM(T) @ Ly (1), (4.5)

sym sym

where PXTY(T) := [PF1(T)])¢ .= {q € P*(T) : (q, €)p2(ry =0 Vi€ {l,...,d}} with the canonical
basis (€;)ic(1,...qy of R?, and ZF, . (T) := VeymPETH(T): N PE(T). Then, for all s € HY, (), we

sym sym sym
define I/t (s) € PE_ (T) from the following conditions:

sym
(I (5) — 8, b) 2y =0 Vb € ZE . (T), (4.68)
(IF () — s, VaymW)12(7) = (I5 - (s-nr) — s, W) 297 vYw e PEFY(T). (4.6b)

For all T € T3, the interpolation operator ]I;If is well-defined and the following holds for all /5 €
(v, k + 1] (see [14, Prop. 3.1] for a proof):

1
L5 () — slluzcr) + 3 ILE (8) = slluzor) S A7 I8]ues (1)- (4.7)

The global interpolation operator It : HY,  (Q%) — PE  (T®) is defined as (I (s))|7 := L (s|7) for
all T € 7% and all s € ]H;’ym(Qs). For the HHO variable, we employ the HHO interpolation operator

e - HiL(98) — VE(MS) defined, for all v € H{p(Q), by
I (v) 1= (I (v), I (0] ) € VE(MO). (4.8)

Now, we define some notation to be used for the error analysis in the next section. For all
Pae € PE(MT) and all D € VE(MS), the HHO norms are (classically) defined as follows:

1pree o = D N (I1VPrllepy + b7 lpor = prll3zcon ) (4.9)
TeT®
and
H"AJM”’Hiﬂo,s = Z )‘S(”vsmeTH%}(T) + h;lH'UaT - UTH%‘Z(aT))a (4.10)
TeTS

where \¥ and A\® are defined in (3.10) and (3.14), respectively. We set
Pt e = saae (D, D) and [ops[3s 7= saas (s, Dpce)- (4.11)

For linear functionals ¢ € (ﬁ’g(MF))’ and ¢ s € (/‘7]5(/\/13))’ , we define the following quantities:

[P (grr)] |Pps (Wrss)|
”¢MF|’(HHO,I~‘)’ = sup Ma 1 H¢MS|’(HHO,S)’:: sup TA (4.12a)
QMFGISS(M“‘) HQMFHHHO,F ﬁ,MSE"}lg(Ms) ||wMSHHHO,S
|Prr (Gaar)| | s (W )|
lorellsry == sup ————=, |orpllesy = sup  —Ho————.  (4.12D)
QMFEﬁIS(MF) |QMF|S“ ﬁ’M”E‘/}IS(MS) "u;./\/ls|SS

The seminorms in (4.12b) may be unbounded for general linear functionals ¢ and ¢, but we
will see that they remain bounded for the consistency errors. For all (m,p) € H”(QF) x HY-(QY),
v € (3,1], we define the augmented seminorm

(.9 i= Y (B 1Bartm)nals g o + hhrt IVBr @) o b (413
TeT*®
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with Bor(m) := (m — I"(m))|or and Br(p) := p — Ik (p) for all T € T*. For all (s,v) €
H”(Q%) x H{p(2%), v € (1, 1], we define the augmented seminorm

(5, 0)[%s = D 1 0FIBor(s)nrl 21 op) + hrhe® | VemBr(v)[F 2 m ¢ - (4.14)
TeTS (si07)

with Bor(s) := (s — It (s))|or and Br(v) := v — Ik (v) for all T € 7.
Finally, for all ¢ € (0,T¢] and the time interval J; := (0, ), we set the following notation:

s = [ la@lZdr orallpeLoc)  laloog,. = s g (4.15)
t seJ

where || - ||« is a seminorm or a norm depending on the context.

4.2 Energy-error estimate
We are now ready to state and prove our main error estimate.

Theorem 4.1 (Energy-error estimate). Let (m,p) and (s,v) solve (2.8) and (2.9) with the initial
conditions (2.2) and (2.5), respectively, and assume that m € C1(J; H”(QF)) and s € C*(J;HY(Q%)),

€ (1,1]. Let (myv, parr) and (s7+, @Me) solve (3.15) and (3.16) with the initial conditions pr(0) =
IHHO(pg) m7+(0) = I'tf (mo), ds(0) = I (o), and s75(0) = L' (s0), respectively. The following
holds for all t € (0,T¢):

Hm - mTFHéO(jt;LQ(pF;QF)) =+ Hp - pTFH?jO(jt;[p(é;QF)) + ”$ - $T5Héo(jt;IL2(C*1;QS))
+ H’U — Vs

S lm— IHT—L_(m)H%’O(jt;LQ(pF;QF)) + |0em — I%I't(atm)||il(Jt;L2(pF;QF)) +lp — H?"‘(p)Hé()(jt;Lz(%;Qp))

2
HCO(jt;L2 ()

+ H$ - ]Ig:l‘_($)Hé()(jt;]Lz(Cfl;Qs)) + HatS - Hg't(atS)H%l(Jt;IL?((D*l;QS)) + ||’U - H"%S(U)HéO(jt;LQ(ps;Qs))

10, DIy + 108 02,9 (4.16)

Proof. (1) Error equations. For all ¢t € J, we define the discrete errors as follows:

N7 (t) i= mype(t) — T (m(t), Nops(t) = s () — I (s(0)), (4.172)
Enr () 1= paee(8) = T (p(1)),  enes(t) 1= Dre(t) — TR (0(0)). (4.17b)

The first equation (3.15a) in the discrete problem leads, for all 7+ € M¥(T™) and all t € J, to

(OeNTe (1), 77v) g2 sy — (7 (Emr (8)), 777) L2 (qar)
—(LF (0m(t)), r77) p2 (e + (970 (DU (0(D) s 77%) 20y

= (Oym(t) = L7 (0em(t)), r77) L2 s000): (4.18)
where we used that I'rf (0;e) = 9, It (o), g7+(I1"°(p(1))) = IA+ (Vp(t)) = IT5+ (p"9ymi(t)) (the first
equality follows from the definition of g;+ and the second from (2.1a)), and the L?-orthogonality of
II%.. Analogously, using (3.16a), I (0;e) = O,I'/% (e) and the identity g2" (1T (v(t)) = A (Veymv (1))
= K (C7'9s(t)), we have, for all bys € 8% (T®) and all t € J,

<8tN7~s <t),IbTS)L2(Cfl;Qs) - (g%}—;m(éMs(t)),sthLz(Qs) = (8t$(t) - H,};—i_(at$(t)>,ﬂ)Ts)Lz(Cf1;Qs). (4.19)
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The second equation (3.15b) in the discrete problem and (2.1b) in the continuous problem show that,
for all Gagr € PE(MF) and all ¢ € J,

(Grere(t), 477) p2(1,00) + (N2 (1), 97+ (Gmr)) 20y + saae (Caar (), Gaar) + (€75 () rs g7e) L2
= (Lap(t) — V-m(t), qr+) 12(ar) — (0115 (1), 477) 121,00 — (I (m(1)), g7+ (Gme)) 2 (on)
— sar (TU° (p(1)), daer) — (T (v (#))nr, a7 ) r2(ry

= > {@p#) =T ), ar) 2100 + (M) = T (M), Var) 2y
TeT™

— (m(t)nr,qr) L20m) + I (m(t))-nr, gr — QaT)L2(aT)} — s (Dye (p(t)), daar)
— (T (v(t))-mr, g7+ r2(r)

= > { - Whrm@) nr),ar)r2or) + X5 (m(D)nr, ar — gor)12(0m) }
TeT"

- S.]j\/lF(IAHHFO(p(t))a QMF) - (H?—'S(U(t))'nra q]:F)L2(1")7 (420)

with an integration by parts and the definition of g+ from (3.7) in the second step (since I'tf (m(t)) €
PY(T™)), and the L?-orthogonality of IT5 and the definition (4.2b) of I't" in the last step. Since
15, (m(t)) and gar are single-valued and since gz = 0 for all F € FJ¥, we have

> (gp(m(t)nr), qor)r2or) = — (W (m(t)-nr, qze) 2y = —(Mks(v(2)-nr, ¢7) r2(r),
TeT™
where we also used I, (m(t)ny) = Hip(m(t))ny for all T € TF and nr|prar = —nr, and the
coupling condition (2.6a). This in (4.20) and the observation that (IT5,(m(t)) — I'nt (m(t))|or) nr €
PE(Far) result in

(Grere (), a17) p2(1i0r) + (N 70 (1), g7 (Amr)) p2(ry + e (Eaar (1), Gaar) + (€75 () mrs 47) L2(r)

= > (@p(m(t) — IFH (m(t)) mr, qor — ar) r2or) — sme (L (p(4)), dre)
TeT"

= > (m(t) — I (m(t))nr, Wer(gor — ar)) 12 or) — sae (LU (p(1)), e (4.21)
TeT™
Similarly, for the elastic problem, the second equation (3.16b) in the discrete problem and (2.3b) in
the continuous problem show that, for all s € VE(MS) and all t € J,

(Orers(t), 'UJTS)LQ(pS;Qs) + (Nys(¢), g%}’sm ('ﬁ’MS))LQ(QS) + sps(@aqs(t), Wags) — (exe(t)mp, w]:s)Lz(F)

Sym /

— (000 (t) — V-s(t), wr) g2 gy — (T (0(8)), W) 2 gy — (L ((8)), 257 () D200

HHO

— spes (TVE (0(1)), Woms) + (s (p(t)) i, wr) g2y

= {(ék(v(t) — 5 (v(1))), wrs) r2(pss) + (3(8) — I (8(2)), Veymwr)1207)
TeTS
— (8(t) nr, wr) 12(97) + (L7 (8(1)) 0y, wr — waT)L2(aT)}

— s (P (w(1)), dopge) + (e (), ) 2y

= > { — (W (s(t)-mr), wr) p2(or) + (L ($(8)) nr, wr — waT)L?(aT)}
TeT"
— sp0 (TVE (0(1), W) + (W (p(8))mr, wr) g2y, (4.22)

Sym

with an integration by parts and the definition of 7" from (3.11) in the second step, and the L2
orthogonality of IT5 and the definition (4.6b) of I'" in the last step. Since 5,(s(t)) and wyr are
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single-valued and since wp = 0 for all F' € F}®, we have

Y (Tp(s(t)nr), wor) 2oy = (s ($(0)nr, wrs) g2y = Wk (p(8)nr, wrs) 2y,

TET
where we also used that II5(s(t)nr) = 5p(s(t))nr for all T € T° and nrlsprar = nr, and the
coupling condition (2.6b). This in (4.22) and the observation that ( 5n(s(t) — %(s(2))|or)nr €
P*(For) result in

(OreTs(t), w ) o Qs) + (N7s(1), 873" (Wps) )2 (o) + smts (@nes (), Wags) — (e (B)mr, wrs) p2ry
Z — T (s(1))) mr, wor — wr) g2y — sams(TVE (0(1), W ase)
=
Z t) = T (s()))-nr, Thp(wor — wr) p2or) — same (TE (0(1)), ). (4.23)
=

The combination of (4.21) and (4.23) leads, for all gy € PE(MP) and all ws € VE(MS), to

Ocere (1), a17) 2 (10r) + (N 72 (1), 97 (Gr)) 220e) + spar (Eomar (1), Qo) + (e () mer, g7+) L2(r)
(&fe’f"(t)awT >L2 sy + (N7s(2), g7 (Waes))re(os) + sms(@as (), Wags) — (e}'F(t)anw}'S)LZ(F)
=t Yar (M), p(1); dmr) + Yaes((8(2), v(2)); Wass), (4.24)

where the linear functionals e ((m(t), p(t));-) € (PE(MP)) and ¢ues((s(t), v(t));-) € (VEMS))

denote the consistency errors such that

Dae ((m(t),p(t)); daee) == Y ((m(t) = I (m(t)))-nr, Whr(gor — 1)) 12(om)
TeT™

— s (LU (p(1)), ),

Y (1), 0(t));oaes) = Y ((8(t) — I (s(t))) o, oy (wor — wr)) g2 (o)
TeTS

A

— s (TS (0(1)), W ne),

for all G € PE(MP) and all @ s € VE(MS).
(2) Stability. Choosing gar := éar(t) and Wags := épqs(t) in the error equation (4.24) for all ¢t € J,
and using (4.18) and (4.19) with r7+ := N7+ (t) and bys := Nys(t), we obtain

1d
335 {ler Oz on + ler= O3y + INT 20 ) + INT Ol a0 |

T spr(Eanr(0), ens (D) + e (e (1), ars (1)) = (ym(t) — T @em(t)), N (1)) g2 oy

Q
+ (Ops(t) — T (Des(1)), N7s (1)) 2 (- 1,09 + Ymtr (M(1), p(1)); eanr (1)) + Yans ((8(2), v(1)); Epns(t)).-
(4.25)

This is the critical step where the errors at the interface cancel, as do the interface terms in the energy
balance. Integrating from 0 to ¢, and noticing that e7+(0) = 0, N7+(0) = 0 = e7s(0), and N7s(0) = 0
owing to the initial conditions lead to

1
2 ler Ol agsior) + e (Ol pias) + INT OlZ2 gy + INT OllEze-r09 }
a3z sy + 1eats 32 s0)

= [ {@m(r) ~ B @m(m). N (1) g2 o) + (Oi5(r) = L (08(7). N (7)o

+ g (M), p(7))s ent (7)) + s ((8(7), 0(7))s s (7))
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Holder’s inequality in time for the first two terms on the right hand-side, the Cauchy-Schwarz inequality
in time for the last two terms, and Young’s inequality imply that

1
SUerr 21,00 + ler O3z ey + INT Ol 2000y + INT (O R21.00) }
3 N
+ Z{HeMFH%Q(Jt;SF) + HeMSH%Q(Jt :S%) } < [[Oym — I (8tm)”L1(Jt ;L2 (p50r))
+ Hat$ - ]IH+(875$ HLl (Je; ILQ((D 1. %)) + - {HNTFHC()(jt;LZ(pF;QF)) + HNTSHi"O(jt;]Lﬂ(@fl;Qs))}
e (e, )5 )2 ssryy + 19t ((8,0)5 )29y

(3) Bound on consistency errors. Rewriting the definition of ), leads to
~ _1 1
ae(m(t),p(t)); daer) = Y- ((77) 2 (m(t) — IH (m(t)))-nr, (1) W (gor — ar)) 22(0m)
— spar (TR (p(1)), e

The Cauchy-Schwarz inequality and the definition (3.8) of Sy imply that

[ ((m(2), p(£)); G )|

< { > (AHIBor(m()nrllfa 1 op + ST W(0), B (bt >>>)}28MF<QMF,QMF>%.
TeT"

Using the L?-stability of HaT, a multiplicative trace inequality, and the Poincaré inequality on 7', we
infer that

S (L (p(1)), 110 (p(t))) < 77lIp(t) = T (p(£) 2o
S 7 Ip(8) = T (p(1)) 127y + BTl V (p(8) = T (p() 1 72¢1)
S bV (p(t) = T (00 72(ry = hrh* IV Br(pO) 52

where we also used the definition of 7. from (3.10). Hence, we obtain ||ty ((m2(2),p(1)); )l (sry S

[(m (), p(1)) 4,6, and similarly, [ (($(2), v(@));)llssy S 1(5(), v(1)) 4.
(4) Conclusion: Combining Step (2) and Step (3) gives

1
Sl (O igm) + 107 ()32 ) + INT O30y + N7 (O 21,00}
3(A R
o {lean Iasry + 18aeliagss | < 10 — T @)l z2rar)
2
+ H8t$ ]IH+(at$)HL1 (Jg;L2(C—1;,09)) +7 {”NTFHCO(jt;L2(pF;QF)) + HNTSHCO(?UL2(@71;QS))}
+ H(map)”m(Jt;#,F) + ||($7'U)HL2(Jt;#,s)‘
Since the left-hand side evaluated at any t € J; is bounded by the right-hand side, we have
1 2 2 1 2 2
5{”67T”00<?t;L2<%;9F)) * ”eTSHCOGt;L?(pS;m»} + ﬁ”NﬂHOO@;L?(/}F;ﬂF)) + ”NTS”c%?t;m?(cfl;m»}
S 18m — L @)1, p2 ey + 198 = T 08)171 g, w2100 + 10D 1250
+ ||($7U)H%2(Jt;#,s)>

where we dropped the positive stabilization terms on the left-hand side for simplicity. This and the
triangle inequality result in (4.1). O
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Remark 4.1 (Gronwall’s lemma). Our proof of Theorem 4.1 avoids the need to invoke Gronwall’s
lemma. The key argument is the fact that the consistency errors are controlled by the stabilization
semi-norms of the discrete errors. This is the main reason for choosing HT interpolation operators
instead of the usual L?-projections for dG variables as in [4].

Remark 4.2 (Convergence rates). If there are {1 € {1,...,k+ 1} and ¢y € {1,..., k' + 1} such that
m e CV(J; H(Q")), p € CO(J; H=(QF)) and s € C(J; H (Q%)), v € CO(J; H2(Q%)), we have

[ — mTF”CU(j;LQ(pF;QF)) +[lp — pTFHc*O(j;m(%;QF)) + s - $7—S”C°(7;L2(@‘1;QS))

+ v —v7sllco g2 (09 S O(RTh=% + h=5hf273). (4.26)

In the case where {1 =k + 1 and lo = k' + 1, this gives (’)(h’”%) for O(1)-stabilization (i.e., « =0 in
(3.10) and (3.14)), and O(h¥T1 + h¥) for O(3)-stabilization (i.e., o« = 1 in (3.10) and (3.14)), that
is, O(h*) for equal-order and O(hR**Y) for mived-order. Finally, notice from Step (4) of the proof of
Theorem 4.1 that we can also bound the stabilization semi-norms of the discrete errors as

~ N Ta 1 7 _1
1Dae | 205y + 1Oassll L2 (rissy S O(R2h 72 + h™2hf73). (4.27)
Moreover, as shown in [15], the above rates for a = 0 can be improved to O(h*+1) on simplices.

Remark 4.3 (Initial condition). For the dG variables, the initial conditions my+(0) = It (mo) and
$75(0) = It (s0) are chosen for simplicity. Instead, we can set the initial conditions to my+(0) =
5 (mo) and s75(0) = %.(s0) using the usual L*-projections, and this will only lead to the two
extra contributions || T+ (mg) — Hlfrp(mo)HLz(pp;Qp) and | (s0) — ]7€'S($O)HL2(,)S;QS) in the error esti-
mate. The triangle inequalities || I+ (mg) — Hl%p(mo)HLz(pp;Qp) < | () — mo| 2 (r0r) + M0 —
5+ (mo) | 2.y and [T (s0) = 5(30) 1 2250y < T (80) = 0l 2 sy + 180 = B(50) | 22 o)
followed by interpolation estimates show that these additional terms converge optimally.

Remark 4.4 (Equal-order setting with HHO stabilization). For equal-order setting with the high-order
HHO stabilization, the stabilization operator in the acoustic domain is defined as

Sor(pr) = MEr(Sar(pr) + (I — IRy (0, a7 (1)) |or) Vpr € PE, (4.28)
and in the elastic domain as
Sor(vr) =I5 (8or(dr) + (I — IE)Rr(0, 807 (7)) lor)  Vor € Vi, (4.29)

using suitable reconstruction operators Ry : 157’? — P*U(T) and Ry : Vl} — P*Y(T) respectively (see,
e.g., [15]). These choices combined with O(3)-stabilization improve the convergence rate to O(h**1)
even on polyhedra in contrast to the stabilization operators (3.8) and (3.12). However, as described in
[15, Sec. 7.1], this choice of stabilization is generally suitable only for implicit time-stepping schemes.

Remark 4.5 (Comparison with [4]). The arguments in [4] for uncoupled acoustic or elastic waves are
based on the L*-orthogonal projection for the dual variable instead of the HY interpolation operator
used herein. The analysis in [}] requires to bound the consistency errors Yar((m(t),p(t));-) and
Yas((8(t),v(t));-) by means of the HHO norm, instead of the stabilization seminorm as done in the
proof of Theorem 4.1. Both approaches (using either the L? or the HY interpolation operator for the
dual variable) lead to the same convergence rates. However, in the context of explicit time-schemes, the
analysis crucially hinges on bounding the consistency errors in terms of the stabilization seminorms
only, as highlighted in [15]. This is why we preferred to use the H' interpolation operator in the
present work although it focuses on the time-continuous case.
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5 Algebraic realization of the semi-discrete problem

This section details the algebraic realization of the space semi-discrete system (3.15)-(3.16). For
the acoustic wave equation, we define the dimensions of the following polynomial spaces:

NE. .= dim(P¥(TT)), Nk :=dim(P*(F)), Mk = dim(M"*(TF)), (5.1)
and denote the respective bases as
{@i}1§i§N$; ; {¢i}1gi§N;F ; {Ck}lgkgM;zF : (5.2)

The basis {¢;},<p<ast 18 constructed as products of Cartesian basis vectors in R¢ with scalar-valued
SR

basis functions of P¥(TF). Let (P7+(t),Pr(t)) € RV x RN and M7= (t) € RM7* be the time-

dependent component vectors of (prr(t), pre(t)) € PF(MF) and mye(t) € M*(TF), respectively, in
P 1

these bases. Let Mé’wﬁ and M4%er+ denote the mass matrices associated with the inner products

/

in L?(p"; Q") and L?(L;QF), respectively, using the above bases. Let G+ € RM7e*Nye and Gre €

RM7+ N2 denote the two blocks of the gradient reconstruction matrix, so that
(g7 (Dre (), 77) g2y = (G Pre + G P ) Ry, (5.3)

for all r7+ € M¥(T™) with components Ry+ € RM7e. Finally, let Xqerr, Xge e, X pege, Yprpr rep-
resent the four blocks of the matrix associated with the stabilization bilinear form sa4r defined in
(3.9).

For the elastic wave equation, we define the dimensions of the following polynomial spaces:

LE, .= dim(VF(T%)), L[k :=dim(VF(F®)), HE = dim($E, (T%)), (5.4)

sym

and denote the respective bases as

{d)i}lSiSLles ] {oi}1gi§L§Ts ) {Yk}lgkgH% : (5.5)

dxd

The basis { Yy} <4< HE, is naturally built as tensor products of basis vectors in R¢j\ and scalar-valued

basis functions in P*(7%). Let (Vys(t), Vrs(t)) € R x RE% and STs € R*7s represent the time-
dependent component vectors Of‘(’UTs (t),vrs(t)) € /‘75(/\/15) and s7s(t) € SF

sym(T?), respectively, in
these bases. Let M%}l-s and MQ;TS denote the mass matrices for the inner products in L2(C~1; Q)
and L?(p®; %), respectively, in these bases. Let Hps € R %I and Hrs € R77 %I denote the

two blocks of the symmetric gradient reconstruction matrix, so that
(87" (0t (1)), 0T )n2(0r) = (M Vs + Hp V) B, (5.6)

for all bys € 8% (7®) with components B € RHATs. Finally, let X7s7s, X7sFs, YrsTs, LrsFs denote

sym
the four blocks of the matrix associated with the stabilization bilinear form s defined in (3.13).
Let Cp be the matrix representing the coupling terms, so that

(v - nr, g7 rary = Qe CrVrs. (5.7)

for all gz € P*(F*) with components Qrr € RV and all vrs € P¥(F%) with components Vzs €
RL%s. Notice that Cr is block-diagonal with a nonzero block only for all F € F'.
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Altogether, the algebraic realization of (3.15) and (3.16) can be formulated in the following way:
For all t € J,

0 0 My 0

[ M 0 01 0 0 0] [N | 0 —Gn —Grn! 0
0 Mjgp 0 0 0 0 P G S Sy 000 0 P G
0 0 0 0 00| 4P| O Sppe Spp 00 i I R I (5.8)
0 0 0oMEL o ol sy 0 0 0 {0 —Hp —Hgl||Sr 0
0 0 0 0 Mg:“T" 0 Vs 0 0 0 ’H'Tr Spsrs Yrsps Vs Frs
L 0o 0 0 0 0 0] | Vs | | 0 0 fClT« H} Yr7s Xprs | | Ve | 0 ]

Notice that, as shown in the discrete energy balance (3.17), the coupling between acoustic and
elastic waves produces no energy, resulting in antisymmetric coupling matrices in (5.8). For conve-
nience, we re-arrange the unknowns by grouping first the (elastic and acoustic) cell unknowns and
then the (elastic and acoustic) face unknowns. Then, (5.8) rewrites as

MErFm 0 0 0 0 0 M 0 -G} 0 0 {—Gx 0 My 0
0 Mip 0 0 o o Pr| |GhSpr 0 0 Spe 0 | |[Pp| |Ge
0 0 MFLH 0 {0 0 % A I ? THr 0 MR ST O (59)
0 0 0 M0 0 Vel |0 0 Hp Ere 0 Epe Vel BT
0 0 0 T P Gl Sprei 0 0 NSmpm C | |Pe 0
L0 0 0 0 ‘ool |[Ve] [0 0 HhEerl -l Spe||Ve] | 0]

This system can be rewritten in the following compact form:

o Krr K
Mrr Ol aus [T My, (5.10)

0 0 Krr Krr

where U is the vector of unknowns, the blocks with index 7T corresponds to the 4 x 4 upper-left
submatrices in the mass and stiffness matrices, the block with index TF to the 4 x 2 upper-right
submatrices in the stiffness matrix (5.9), the block with index F7 to the 2 x 4 lower-left submatrices,
and the block with index FF to the 2 x 2 lower-right submatrices. Notice that Krr has a block-
diagonal structure.

6 Numerical results

In this section, we present 2D numerical results obtained using the HHO-dG discretizations of the
elasto-acoustic problem described above. In particular, we compare equal- and mixed-order settings
for the HHO variables and O(1)- and O(3)-stabilizations. We analyze first the spectral properties
of the algebraic problem (5.10). Next, we focus on a test case with analytical solution, so as to
verify convergence rates. Finally, we study the case of a Ricker wavelet as an initial condition and we
compare our results to a semi-analytical solution.

The implementation is carried out in the open-source software Diskpp (available at https://
github.com/wareHHOuse/diskpp), which is described in [6].

In the following, to precisely specify the level of discretization for each test case, we introduce two
computational parameters: the spatial refinement level ¢, defined as h = 27¢, and the time refinement
level n, defined as At = 0.1 x 27™. All the test cases are set up in space-time domains so that £o ~ 1
and T ~ 1.
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6.1 Spectral analysis

The goal here is to conduct a numerical spectral analysis of the space semi-discrete problem (5.10).
For that purpose, we consider the generalized eigenvalue problem associated with (5.10). We define
the Schur complement with respect to the face-face block of the stiffness matrix as

Kscnur = K717 — K7F IC;:%: Krr. (6.1)
The corresponding eigenvalue problem is expressed as
]C;LCHUR, M}%’ Ksenur X =79 M771 X, (6.2)

where X is the eigenvector and v the eigenvalue. We define the spectral radius as the largest eigenvalue
from (6.2).

Our objective is to investigate the influence of the stabilization on the spectral radius in both equal-
and mixed-order settings. To this end, we consider O(1)-stabilizations, and we introduce additional
weights 7" and 7® scaling the stabilization bilinear forms. Specifically, we set

Sae(Pry Gn) = 1" Sa (Phs Gn), Saes (Dp, W) := 1 s s (0, W) (6.3)

First, in Figure 3, this analysis is conducted for three settings: pure acoustic with weight n", pure

PURELY AcousTic CASE PURELY ELAsTICITY CASE CoupPLING CASE
107 5% 107 5% 107
Equal — Order * Equal — Order * Equal — Order
k=2 ¢+  Mixed — Order ¢ k=2 ¢+ Mixed — Order . k=2 ¢+ Mixed — Order
k=3 k=3 k=3
.
i ! ‘ * ‘
.
. ! ] *
2 ! t 2 . 2 )
2 . 2 s Y 9 ¢ {
= s ¢ £ = ]
z ! . i ' '
= = + =
3] $ . I3 . N ) H .
g 2 . & .
12 + w 0

o+ oo
e+ o -
e o o o

[ ) ) ) ) i i ] i i i i i ) 7

Fig. 3: Spectral radius in the equal-Order and mixed-Order settings for the pure acoustic, pure linear elasticity,
and elasto-acoustic coupling cases with k € {1:3}

elastic with weight 7°, and elasto-acoustic coupling with weight n* = n® = n. All the spectral radius
are normalized by the size of the mesh, evaluated as v/#cells. The first observation is that the spectral
radius essentially behaves as max(n + ¢1, % + ¢9) for some suitable constants ¢; and co. Therefore,
choosing an O(%)-stabilization, which corresponds to selecting a high value for 7, leads to a large
spectral radius. This is unfavorable if explicit time-stepping schemes are used as it tightens the CFL
restriction. Therefore, for an explicit time discretization, a stabilization of order O(1) is preferable.
The second observation is that, regardless of the chosen discretization (equal- or mixed-order), the
spectral radius in the purely elastic case is higher than in the purely acoustic case. This observation
is consistent with the fact that elastic waves propagate at higher velocities than acoustic waves.
Moreover, the behavior observed in the coupled elasto-acoustic case essentially aligns with that of the
purely elastic case. The third observation is that, in all cases, the spectral radius for the equal-order
setting is lower than the one for the mixed-order setting, indicating a potentially better CFL condition
for the equal-order scheme.
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According to the spectral analysis of the two pure cases, we can set the weights for the acoustic
and elastic stabilizations, i and 7}, as follows so as to minimize the spectral radius in each pure case:

0.88, 1.54, equal-order,
. { ;= { (6.4)

= 0.50, 138,  mixed-order.

In the rest of the paper we keep these settings. Table 1 then reports the spectral radius in the coupled
elasto-acoustic case for equal- and mixed-order settings, k& € {1:3} and with weights prescribed as
n' =2%nl and n® = 2%n] with w € {—3:3} and 7, ¢ from (6.4).

. My s s 12 1 9 4 8
1 59.3 278 142 99 19.7 39.5 78.9
EQuAL-ORDER 2 114.8 57.8 295 19.5 383 76.3 152.5
3 185.2 93.2 477 29.6 57.3 113.9 227.3
1 94.2 48.3 26.3 16.5 20.7 41.0 81.7
MIXED-ORDER 2 195.0 99.3 53.0 31.8 33.2 64.7 128.7
3 314.3 159.6 84.3 50.0 51.3 994 1974

Tab. 1: Spectral radius in the equal- and mixed-order settings for the elasto-acoustic coupling with reference
weights given by (6.4) and k € {1:3}

Another interesting aspect is the influence of the mesh geometry on the spectral radius. Table 2
reports the spectral radius for polynomial degrees k € {1:6} on simplicial, quadrilateral, and polygonal
meshes. The latter are generated using the software PolyMesher [24]. We can see that, for an equal-
order setting, the spectral radius on quadrangles is slightly better than that on simplices and polygons,
with the latter being slightly worse. However, in the mixed-order setting, quadrangles and simplices
appear to be roughly equivalent and at higher orders, simplices slightly outperform quadrangles in
terms of spectral radius. Polygons remain the worst case in the mixed-order setting, but the difference

is not that significant (about 15% increase).

SIMPLICIAL MESHES A QUADRAGULAR MESHES [ POLYGONAL MESHES O
EQUAL-ORDER MIXED-ORDER | EQUAL-ORDER MIXED-ORDER | EQUAL-ORDER MIXED-ORDER

k=1 11.6 17.6 9.9 16.5 10.5 20.1
k=2 21.3 31.4 19.5 31.8 20.7 37.2
k=3 33.4 47.8 29.6 50.0 35.2 59.4
k=4 49.2 69.5 45.3 74.0 53.9 86.6
k=5 68.0 93.7 61.5 100.6 76.6 118.9
k=6 90.1 123.2 83.0 134.0 103.5 156.3

Tab. 2: Spectral radius for different cell geometries in equal- and mixed-order settings with k € {1:6} and
optimal setting for n" and 7° from (6.4)

6.2 Time discretization schemes

We consider both implicit and explicit time-stepping schemes. In the implicit case, we allow
for both O(1)- and O(#)-stabilizations, and for simplicity we focus in the mixed-order setting since
the equal-order setting appears to be slightly more expensive in the static case [7]. We consider s-
stage Singly Diagonally Implicit Runge-Kutta (SDIRK) schemes of order (s+1) with s € {2,3}. The
Butcher tableaux are reported in Table 3. In the explicit case, owing to the CFL restriction, we only
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consider O(1)-stabilization, but we include both equal- and mixed-order settings. We consider s-stage
Explicit Runge-Kutta (ERK) schemes of order s with s € {2,3,4}. The Butcher tableaux are reported
in Table 4.

0 0 0 0
10 :13-0 0 0
: 1-60| 20 1-46 ¢
33 ¢ 1-2 ¢
(a) SDIRK(2, 3) (b) SDIRK(3,4)

Tab. 3: Butcher tableaux for the SDIRK(s, s+1) schemes. SDIRK(3,4) is obtained with 0 := - cos(%) + 1

o 1
§:= 6(20—1)2 *

0olo 0 0 o
00 0 0
0/0 0 Ll 113 0 00
R I Lo L0 0
212 1-1 2 0 2 2
0 1 TR 110 0 1 0
() BRK(2) Coe RN
(b) ERK(3)
(c) ERK(4)

Tab. 4: Butcher tableaux for the ERK(s) schemes.

6.3 Convergence rates for smooth analytical solutions

In this section, we study the convergence rates on smooth analytical solutions. Both the acous-
tic and elastic media have the same density and similar wave speeds. Specifically, we consider the
simulation time 7t = 1 and

o OF:=(0,1) x (0,1), with density p* := 1, compressibility modulus  := 1, and velocity of the
pressure waves ch =1,

o % :=(—1,0) x (0,1), with density p° := 1, and Lamé parameters so that ¢} := /3 and ¢ := 1.

The analytical solution is expressed in terms of the potentials u (acoustic) and w := (uy,u,) (elastic)
so that

p = Owu m = Vu in QF, (6.5a)
v = O Clg:= VeymU in Q°. (6.5b)

The source terms, the (non)homogeneous Dirichlet boundary conditions, and the initial conditions
are defined according to the following choices for the potentials, which indeed satisfy the coupling
conditions (2.6a)-(2.6b):

1. Polynomial in space, so that the temporal error is the only error component:
u:= (1 —z)z%(1 — y)ysin(v/2rt) Uy = uy = (1 + 2)2%(1 — y)ysin(v/2nt); (6.6a)
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1 + +

Fig. 4: Cartesian and polygonal meshes for ¢ = 2

2. Polynomial in time, so that the spatial error is the only error component:

u = uy = u, = xsin(rz)sin(my)t. (6.6b)

We consider two types of meshes: Cartesian and polygonal meshes. Some examples are shown
in Figure 4 for £ = 2, with the elastic subdomain mesh on the left side in red, and the acoustic
subdomain mesh on the right side in blue. In each subdomain, two types of unknowns contribute to
the mechanical energy: (i) the cell components of the HHO unknowns; (ii) the dG unknowns. Thus,

we set

7, o7 lEmo = IPTe (O 723,00 + 107 O 7200 (6.7a)
lmre, 575l = mre ()72 (pe00 + 187 OlT2(c-1,05)- (6.7b)

In what follows, we report these two contributions separately, since they can feature different conver-
gence rates.

We first consider convergence rates in time. For this purpose, we use the analytical solution
(6.6a). Figure 5 shows that, as expected, optimal convergence rates in time are reached in the mixed-
order setting and O(3)-stabilization: order s for ERK(s) schemes and order (s+1) for SDIRK(s, s+1)
schemes. The same results are obtained in the equal-order setting, for O(1)-stabilization, or on
polyhedral meshes (results omitted for brevity).

1w

07"

L*-ERROR
L%-ERROR

. — |- ;& O
I llag = O(h*) [I1lac L‘/ |
""" [l llnno = O(R™)

4 /'/
s |7 1+ [lamo ~ O o] 7 1
.
—— ERK(@) ~ 0(i1") —— SDIRK(2,3) ~ 0(31")
—— ERK(4) ~ 0t - —+— SDIRK(3.4) ~ O(5#!)
5x 1073

5x 107! 107

07"

07"

5x 107! 03 Gx 107t
ot

Fig. 5: Errors as a function of the time step for the analytical solution (6.6a) with a mixed-order discretization,
k=4,¢=1,n € {4,5,6,7,8,9,10} and O(%)—stabilization. Left: SDIRK(s, s+1) with s € {1,2,3}. Right:
ERK(s) with s € {2,3,4}.

We consider now convergence rates in space on Cartesian meshes. For this purpose, we use the
analytical solution (6.6b). The left and central panels of Figure 6 present the errors (6.7b) as a function
of the mesh size for ERK schemes with O(1)-stabilization in both equal- and mixed-order settings.
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The right panel of Figure 6, reports errors (6.7b) as a function of the mesh size for SDIRK schemes in
mixed-order setting with O(%)-stabﬂization are reported. For ERK schemes with O(1)-stabilization in
equal- and mixed-order settings, both HHO and dG unknowns exhibit the expected convergence rate
of order (k + 1) (with sometimes a slight suboptimality for the dG unknowns). In contrast, SDIRK
schemes with (’)(%)—stabilization achieve improved convergence rates on the HHO unknowns which
now converge at order (k + 2), whereas dG unknowns still converge at order (k + 1). We still notice a
superconvergence phenomenon at lower polynomial orders for the dG unknowns.

1 1 1

L*-ERROR

L’-ERROR
L*-ERROR

— || llag = O — |- |lag ~ OB
—————— II- lumo = O(R*") e |-l & O

—— k=1~ 0O(K) s —— k=1~ 0"

,_——""’ - [
7"’— 5
a 4
u | u
—— k-4~ O(h) —— k=4~ O(h)

2% 1077 5x 1077 107! 2x 107! 2% 1077 Gx 1077 107! 2% 107! 2x10°7? 5x 1077 w! 2x107!

T || laa &~ O
8 | |- ||luHo = O(RF?)
T — k=1

Fig. 6: Errors (6.7b) as a function of the mesh-size (Cartesian meshes) for the analytical solution (6.6b). Left:
Equal-order with O(1)-stabilization. Center: Mixed-order with O(1)-stabilization. Right: Mixed-order with
O(3)-stabilization. Computational parameters: n =8, ¢ € {2,3,4,5}.

Finally, we evaluate spatial convergence rates on polyhedral meshes. Figure 7 presents the results
for ERK schemes in equal- and mixed-order settings with O(1)-stabilization and SDIRK schemes in
mixed-order setting with (’)(%)—stabilization. The conclusions on polyhedral meshes corroborate those
on Cartesian meshes.

w0

1079

1077

L%ERROR

L’-BRROR
L’-ERROR

Mo 2 O(RE) NMoaes 2 O(RF1) =
[ [lac = O . || [lac = O(R*) 1= L Il llac ~ OR)
—————— I o ~ O e - lao & O -

L N P Il llnwo ~ OU+)
—— k=1~ O —— k=1~ 0(h?) 5

e - _,,—"/
r‘/" v 5 y,/'
: ) i — k=1
p 1 3
w0 ! 1071
2 k=3~ 00" P —— k=3~0(h") P e k=3
—— k=4xO(h) —— k=40 —— k=4

2% 1077 5% 1077 w0 2% 1072 5x 1077 w! 2% 1072 Sx 1077 107"

1070

Fig. 7: Errors (6.7b) as a function of the mesh size (Polyhedral meshes) for the analytical solution (6.6b). Left:
Equal-order with O(1)-stabilization. Center: Mixed-order with O(1)-stabilization. Right: Mixed-order with
O(%)—stabilization. Computational parameters: n =8, £ € {2,3,4,5}.

6.4 Numerical study of Ricker wavelet as initial condition

This test case deals with the propagation of an elasto-acoustic wave through a heterogeneous
domain. Refering to Figure 8, let H be the height of the domain, H, the height of the elastic subdomain
and L the length of both subdomains. We set QF := (0, L) x (0, H — H,) and Q° := (0, L) x (—H,,0).
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Two sensors 8" and S® are positioned on a vertical line as in the Figure 8 so as to have one sensor in
each subdomain. For the acoustic sensor S¥, the acoustic pressure py+ is considered, and for the elastic
sensor S® the z- and y-composents of the elastic velocity v7s are considered. Homogeneous Dirichlet
boundary conditions are enforced, the source terms are null, and the initial condition corresponds to
a velocity Ricker wavelet centered at the point (z.,y.) € Q" (in purple on Figure 8) given by the

following expression:
2

,
mo(x,y) == Oexp ( - 772)\2) (z — 26,y — ye)' (6.8)

with 6 := 10 [ﬂ, A= ;—i[m] with f. := 10 E} and r? := (x — 2.)® + (y — y.)?. This initial condition
corresponds to a velocity Ricker wave centered at the point (z.,y.) € .

L
F
SF 2
® o
H - yr =0
S o .
5 )

Fig. 8: Ricker wavelet test case

6.4.1 Academic setting

We first consider an academic case in which the acoustic and elastic media have the same density
and propagate S-waves at the same speed as compressional acoustic waves, i.e.,

PF=pP=1 &=V3 d=d=1 (6.9)

As the material properties are similar, we consider two subdomains of the same dimension, with
L=H=1, H.=0.5 and z. := 0, y. := 0.125 for the origin of the pulse in the acoustic subdomain.
The simulation time is set to T} := 10.

The following results are obtained using the SDIRK(3,4) time scheme with a mixed-order setting
and O(1)-stabilization. Figure 9 displays the two-dimensional pressure distribution in the acoustic sub-
domain and the Euclidian norm of the velocity in the elastic subdomain at times ¢ € {0, 0.25,0.27,0.32}.
We can see that the simulation propagates correctly the acoustic Ricker wavelet through the elasto-
acoustic interface. The difference in properties, intrinsic to the nature of the media, causes a small
reflection of the acoustic wave when it meets the interface. Moreover, we observe the transmission of
the compressional wave as a P-wave (with the larger celerity), as well as the creation of an S-wave in
the elastic part of the domain.

A comparison to a semi-analytical solution provided by the open source software Gar6more (https:
//gitlab.inria.fr/jdiaz/garémore2d) is performed in Figure 10. For two-dimensional infinite or
semi-infinite domains, this code computes the analytical solution of elasto-acoustic waves propagating
in homogeneous or heterogeneous media. In Figure 10, we report the solution for times ¢ € [0, 0.25]
at the two sensors S* := (—0.15,0.1) and S° := (—0.15, —0.1) with the material properties defined in
(6.9), for two rather coarse meshes: ¢ = 4 on the left column and ¢ = 5 on the right column. Figure 10
shows that, for a moderate property contrast, even on the rather coarse mesh corresponding to ¢ = 4,
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Fig. 9:

we can approximate the analytical solution with high accuracy by increasing the polynomial order.
Altogether, only the case k = 1 on the coarse mesh does not allow to obtain an accurate representation

of the solution.
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Fig. 10: Ricker wavelet with homogeneous material properties (see (6.9)).
time with the semi-analytical solution at sensors ST (1% row), and S® (2" and 3"¢ rows) for n = 9 and ¢ = 4
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Spatial distribution of the acoustic pressure (upper side) and the elastic velocity norm (lower side) at
times ¢ € {0,0.25,0.27,0.32} predicted by SDIRK(3,4) scheme with mixed-order setting, O(%)—stabilization,
k=1, /=7 and n =09.
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6.4.2 Realistic (contrasted) setting

We now investigate a test case with a strong property contrast focusing on two cases corresponding
to granite and water (6.10a) and granite and air (6.10b):

p° =2.6p" = 1.3, ¢ = 4c, =2, ce =2c;, =1, (6.10a)
S 2200p" =800, ¢ = 17.5¢5 = 6.36, ¢ = 9¢k = 3.27. (6.10b)

We report the solution for times ¢t € [0,0.5] at the two sensors S* := (—0.05,0.1) and &% :=
(—0.05,—0.1). Figure 11 reports the results for case (6.10a) and Figure 12 those for (6.10b) on
two meshes: £ = 5 on the left column and ¢ = 6 on the right column (this corresponds to one more
level of refinement than for the low-contrast case).
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Fig. 11: Ricker wavelet with granite-water contrast (see (6.10a)). Comparison of the solution over time with
the semi-analytical solution at sensors ST (1°¢ row) and S* (2"¢ and 3"¢ rows) for n = 9 and £ = 5 (left column)
and ¢ = 6 (right column).

The results reported in Figures 11 and 12 exhibit the same characteristics as in the previous case,
thus demonstrating that the present scheme effectively handles strong property contrasts by accurately
describing the solution (excluding the case k = 1 on the coarse mesh). Finally, as expected, the greater
the contrast, the larger the amplitude difference between the acoustic and elastic signals. Indeed, while
the signals in Figure 10 have similar amplitudes, Figure 11 and Figure 12 show that as the contrast
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Fig. 12: Ricker wavelet with granite-air contrast (see (6.10b)). Comparison of the solution over time with the
semi-analytical solution at sensors S* (15! row) and &° (2" and 3"¢ rows) for n = 9 and ¢ = 5 (left column)
and ¢ = 6 (right column).

increases, the signals in the receiving medium become weaker due to strong wave reflections at the
interface.

In Figures 13 and 14, we focus on the time evolution of the discrete energy of the global system. In
Figure 13, the left panel shows the energy repartition as a function of time for ¢ € [0, 10], polynomial
order kK = 3 space refinement ¢ = 6, and time refinement n = 9. In the right panel, we study the
relative energy loss as a function of time for times ¢ € [0, 1], polynomial degrees k € {1,2,3} and space
refinement ¢ € {4,5,6}. In the left panel, we observed that, in the absence of contrast, the energy
initially concentrated in the acoustic subdomain is partially transferred to the elastic subdomain. On
longer time scales, energy oscillates with a moderate amplitude around an equal distribution between
the two subdomains. In the right panel, we can see that increasing the polynomial order and/or
the space refinement level significantly reduces energy dissipation. For all reasonable discretizations,
the energy dissipation stays below 1% for all ¢t € [0,1]. In the left panel of Figure 14, we show the
energy repartition for the contrasted case (6.10a) with £ = 6 and kK = 3. We observe that, owing to
the increase in property contrast, significantly less energy is transmitted from the acoustic medium
to the elastic medium, which is consistent with the decrease in signal amplitude observed in Figures
11 and 12. The same test cases were conducted with the initial pulse located in the elastic medium,
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and a similar distribution of the energy was observed between the emitting medium and the receiving
medium. For the sake of brevity, these results are not reported here.
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Fig. 13: SDIRK(3,4) scheme with n = 9. Left: Energy repartition as a function of the time for ¥ = 3 and
¢ = 6. Right: Relative energy loss as function of the time for k € {1,2,3} and ¢ € {4, 5, 6}.
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Fig. 14: Ricker wavelet for granite-water test case: Energy repartition as a function of the time predicted by
SDIRK(3,4) scheme. Left: test case (6.10a), k = 3, n = 9 and £ = 6. Right: test case (6.11), k = 3, n = 8,
hy =8.93 m and h, = 6.25 m.

To conclude, we perform the granite-water test case (6.10a) with scaled values for the material
properties and the geometry. We set

pF=1025 kgm™>,  ¢f:=1500 m.s~ !,

S -3 S -1 S -1 (6'11)
p’:=2690 kg.m™°, cp = 6000 m.s™ ", cs = 3000 m.s™ ",

as well as L := 5000 m, H := 3500 m, H, := 2500 m for the dimensions of the domain and z. := 0 m,
Yo := 500 m for the center of the pulse in the acoustic subdomain, and a simulation time Tt := 0.425 s.
Figure 15 displays the two-dimensional distributions of the pressure in the acoustic region and of the
velocity norm in the elastic region at times ¢ € {0.1275,0.3825} predicted by the SDIRK(3,4) scheme,
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with computational parameters k = 3 and n = 8. A quadrangular mesh is considered with h, = 8.93 m
and hy, = 6.25 m. The computational domain has been chosen sufficiently large in order to avoid the
bouncing off the walls due to the homogeneous Dirichlet conditions and to allow the waves to develop.
We can see that the simulation captures well the penetration of the wave into the elastic domain. The
lateral conical wavefronts are accurately represented, along with the interface, Rayleigh-type waves,
which are characterized by the constructive interferences between P-waves and polarized S-waves at
the interface. The right panel of Figure 14 shows the energy repartition related to this test case.

Al (Al

1.32e-03 2.75e+00 1.32e-03 2.75e+00
| | | |

Fig. 15: Ricker wavelet for granite-water test case (6.11): Spatial distribution of the acoustic pressure (upper
side) and the elastic velocity norm (lower side) at times at times ¢ € {0.1275,0.3825} predicted by SDIRK(3,4)
with mixed-order setting, O(%)—stabilization, k=3,n=8, hy =893 mand hy = 6.25 m.

In conclusion, all these results highlight the robustness of the proposed scheme in accurately
modeling wave propagation through media with significant density and wave velocity contrasts.
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