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Abstract
The primary promise of decentralized learning is to allow
users to engage in the training of machine learning models
in a collaborative manner while keeping their data on their
premises and without relying on any central entity. However,
this paradigm necessitates the exchange of model param-
eters or gradients between peers. Such exchanges can be
exploited to infer sensitive information about training data,
which is achieved through privacy attacks (e.g., Membership
Inference Attacks – MIA). In order to devise effective defense
mechanisms, it is important to understand the factors that
increase/reduce the vulnerability of a given decentralized
learning architecture to MIA. In this study, we extensively
explore the vulnerability to MIA of various decentralized
learning architectures by varying the graph structure (e.g.,
number of neighbors), the graph dynamics, and the aggrega-
tion strategy, across diverse datasets and data distributions.
Our key finding, which to the best of our knowledge we are
the first to report, is that the vulnerability to MIA is heavily
correlated to (i) the local model mixing strategy performed
by each node upon reception of models from neighboring
nodes and (ii) the global mixing properties of the commu-
nication graph. We illustrate these results experimentally
using four datasets and by theoretically analyzing the mixing
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properties of various decentralized architectures. Our paper
draws a set of lessons learned for devising decentralized
learning systems that reduce by design the vulnerability to
MIA.
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1 Introduction
Federated learning [42], which allows trainingmachine learn-
ing models while keeping users’ data on their premises
has gained significant interest in recent years both from
academia and industry [1, 18, 48, 62]. However, this approach
is often criticized because of the trust it requires on the ag-
gregation server, which may be subject to failures [29], at-
tacks [6], scalability issues [38], etc. In order to deal with
these challenges, Decentralized Learning, which builds on
the peer-to-peer exchange of model parameters between
participants is gaining an increasing focus (e.g., [21, 39, 49]).
Indeed, decentralized architectures have been heavily stud-
ied for decades and their scalability and resilience properties
have been extensively documented both theoretically and
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experimentally in the literature [2, 41, 60]. This makes decen-
tralized learning a natural avenue to explore for large-scale,
distributed learning tasks [24, 40, 63].
However, whether federated or decentralized, collabora-

tive learning has been shown to be vulnerable to privacy
attacks and in particular to Membership Inference Attacks
(MIA) [43, 46, 68]. This family of attacks aims at predicting
whether a given data item has been used or not in the model
training set, which can reveal sensitive information about
the data owner (e.g., a model trained to predict the risk of
heart disease, could reveal sensitive information such as a pa-
tient’s history of cholesterol levels, blood pressure, or family
medical history [33]). Moreover, since MIA is closely related
to other privacy attacks [67], the assessment of the vulner-
ability against such attack provides valuable insight into a
model’s overall vulnerability to other privacy attacks [50].
In this context, an active debate started in the research

community to understandwhether decentralization increases
or decreases the vulnerability to MIA compared to FL archi-
tectures. For instance, Pasquini et al. [50] points out the
vulnerability of decentralized topologies, while Ji et al. [26]
contradicts this study by claiming that FL topologies are
weaker. While these papers contribute to advancing the
global knowledge on this topic, these studies are limited
because they mainly focus on static graph topologies, ignor-
ing decades of research on dynamic peer-to-peer systems
enabled by their underlying random peer sampling protocols
(RPS) [25, 61].

In this paper, we aim to contribute to this debate by ana-
lyzing the key factors that make decentralized architectures
more or less vulnerable to MIA. Indeed, there are various
ways of deploying a decentralized learning task, which differ
according to the graph topology (e.g., 𝑘-regular graph with
variable view sizes), graph dynamics (e.g., static graph, vs
graph built over RPS protocols), communication synchronic-
ity (synchronous vs asynchronous model exchange) and
model mixing and dissemination strategy.
In this study, we focus on the MIA vulnerability of de-

centralized learning over asynchronous, 𝑘-regular graphs
(also defined as Gossip Learning in [22, 49]) and vary all
the remaining factors. Specifically, (i) we explore two local
model mixing and dissemination strategies by introducing
the send-all-merge-once (SAMO) strategy; (ii) we vary graph
dynamics; (iii) we vary graph density through the number
of neighbors. Beyond these key architectural features, we
further consider four commonly used datasets and corre-
sponding models and study the impact of i.i.d and non-i.i.d
data distributions. We evaluate the MIA vulnerability of the
overall decentralized architecture by considering that the at-
tacker can observe all the messages exchanged in the system
and run the MIA against each participant using messages
received from its neighbors.

Our key finding is that MIA vulnerability is heavily corre-
lated with two factors: (i) the local model mixing and dissem-
ination strategy, which determines how a node aggregates
models received from his neighbors and how he disseminates
his updated model and (ii) the global mixing properties of the
communication graph. For instance, we show that a static
highly connected graph has a similar vulnerability to a dy-
namic graph of the same size. Instead, in weakly connected
graphs (e.g., 2-regular graphs), graph dynamics brought by
RPS protocols clearly decrease MIA vulnerability. Beyond
local and global mixing properties, we also observe that learn-
ing tasks over non-i.i.d data distributions clearly increase
MIA vulnerability.
Summarizing, our paper makes the following contribu-

tions:
• Comprehensive Study of MIA Vulnerabilities in
Decentralized Learning: To the best of our knowl-
edge, we propose the first study that scrutinizes how
MIA vulnerability is affected by decentralized learning
settings, focusing on the roles of graph connectivity,
graph dynamics, model mixing, and data distributions.
• Insights into Mixing Properties and Privacy: We
identify that both local and global model mixing prop-
erties are critical determinants of MIA vulnerability.
Our findings reveal how dynamic graph settings and
enhanced view sizes improve model mixing and mit-
igate privacy risks. Note that all our results can be
reproduced using the code available in the following
public (yet anonymized) repository 1.
• Recommendations for Privacy-Aware Decentral-
ized Learning beyond generalization error: Based
on our findings, we provide design recommendations
for decentralized learning systems that aim to balance
utility with reduced MIA vulnerabilities, emphasizing
the importance of dynamics and robust mixing pro-
tocols. We show that generalization error, which has
been highlighted by previous works [50], is not the
only key factor in determining the privacy risk.

The remainder of this paper is structured as follows: we
first present preliminaries on decentralized learning, gossip
learning, and a variant of gossip learning we consider in this
paper as well as background on MIA and our threat model
in Section 2. We then present our experimental analysis
in Section 3. We complement our study with a theoretical
analysis of graph mixing properties in Section 4. Then, we
summarize our actionable recommendations in Section 5.
Finally, we discuss related research efforts in Section 6 before
concluding the paper in Section 7.

2 Preliminaries and Setup
In this section we present an overview of decentralized learn-
ing (Section 2.1) and the two learning protocols we consider,
1https://anonymous.4open.science/r/ExposingVulneDL
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Base Gossip Learning (Section 2.2) and a variant of this proto-
col (Section 2.3). We detail the neighbor selection strategy for
these two protocols in Section 2.4. Then, we introduce mem-
bership inference attacks (Section 2.5) and our considered
threat model (Section 2.6).

2.1 Decentralized Learning
Decentralized Learning refers to a set V = {1, . . . , 𝑛} of
nodes, which aim to collaboratively train a machine learning
model without relying on a central parameter server. Given
a set of attributesZ, a set of labels Y and a model domain
M, each node 𝑖 ∈ V has its local dataset denoted as D𝑖 ⊂
X = Z × Y and their joint goal is to learn a global model
𝜃★ ∈ M which minimizes the loss function:

L(𝜃★) = 1
𝑛

𝑛∑︁
𝑖=1

𝑙𝑖 (𝜃★,D𝑖 ), (1)

where 𝑙𝑖 (·, ·) :M × ℘(X) → R is the local loss function 2 of
node 𝑖 and D =

⋃
𝑖∈V D𝑖 as defined in [5].

In decentralized learning, each node performs three types
of operations over models: local model updates, model ex-
changes, and model aggregation as described below.

Local Updates. Each node 𝑖 ∈ V updates its current
model 𝜃𝑖 using its local training dataset D𝑖 as follows:

𝜃𝑖 = 𝜃𝑖 − 𝜂∇𝑙𝑖 (𝜃𝑖 ,D𝑖 ), (2)

where 𝜂 is the learning rate and ∇𝑙𝑖 (𝜃𝑖 ,D𝑖 ) is the gradient
of 𝑙𝑖 (𝜃𝑖 ,D𝑖 ).
As each node may update its model parameters by per-

forming more than one local step, we will slightly abuse
notation and still note 𝜂∇𝑙𝑖 (𝜃𝑖 ,D𝑖 ) the sum of gradients ob-
tained by sequentially applying a previously defined number
of local steps with a given learning rate 𝜂.

Model Exchange. Each node 𝑖 ∈ V exchanges its current
model with one or many other nodes in its neighborhood.
This neighborhood can be static or dynamic as further dis-
cussed in Section 2.4. Let 𝑝 ∈ N be our time parameter,
N (𝑝 )

𝑖
⊂ V is the view of party 𝑖 at time 𝑝 . In practice, parties

obtain their view through a random peer sampling service
(RPS) [11, 25]. At each time 𝑝 ∈ N, the sets of views of all
nodes {N (𝑝 )

𝑖
}𝑖∈V define a graph𝐺 (𝑝 ) = (V, 𝐸 (𝑝 ) ⊂ V×V)

where an edge (𝑖, 𝑗) ∈ 𝐸 (𝑝 ) ⇐⇒ 𝑗 ∈ N (𝑝 )
𝑖

.

Local Aggregation. To gain information from their neigh-
bors, nodes aggregate their current model with received
models. While for different purposes there exist many alter-
natives to perform this aggregation [30, 37, 52], we consider
simple averaging of the current incoming models as in [35].

In the following section, we precisely describe how these
operations are performed in the protocols we study.

2for a set 𝑆 we denote by ℘(𝑆 ) to the set of all subsets of 𝑆

2.2 Base Gossip Learning
In this paper, we focus on a particular type of decentral-
ized learning, known as Gossip learning (GL) [22, 49], which
assumes that nodes behave asynchronously. In Gossip Learn-
ing, each node initially starts with a common model 𝜃0 and
a set of neighbors also referred to as a view, and periodically
and independently wakes up to perform the above three
operations i.e., local updates, model exchange, and local ag-
gregation.

Specifically, the GL algorithm defined in [49] is presented
in Algorithm 1. In this algorithm, each node starts with a
shared initial model 𝜃0 (line 1). When a node 𝑖 ∈ V wakes up
at time 𝑝 ∈ N, it selects a random neighbor from N (𝑝 )

𝑖
and

sends its current model 𝜃𝑖 (lines 3 and 4). When it receives a
model 𝜃 𝑗 , it aggregates it with its current model 𝜃𝑖 (line 7)
and performs a local update (line 8).
This algorithm is illustrated with an example depicted

in the left part of Figure 1. In this figure, node 𝑥 receives a
model from node 𝑦1 (step ❶), then performs a local update
after aggregating the two models (step ❷). Later, it receives
a model from node 𝑦2 (step ❸) and performs again model
aggregation and local update (step ❹). Finally, upon waking
up, it randomly selects one of its neighbors, i.e., node 𝑧1 to
which it sends its latest model (step ❺).

We observe in this algorithm that models are aggregated
in a pairwise manner, after which a local update is performed
by the model owner. Furthermore, we observe that the model
dissemination strategy is slow as each node sends its updated
model to only one randomly selected neighbor. To increase
model mixing, we propose to investigate in this paper an
alternative to this classical gossip learning algorithm, which
we present in the next section.
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Figure 1.Model Update and Aggregation in Gossip Learning
(left) vs in SAMO (right)

2.3 Send-All-Merge-Once Protocol
We hereby introduce in Algorithm 2 a variant of the GL pro-
tocol, called Send-All-Merge-Once (SAMO) that is designed
to improve the speed of model mixing over time. In SAMO,
when a node receives a model, it stores it (as shown in line
11) instead of directly aggregating it and performing local
updates. Later, when a node wakes up, if models were re-
ceived it aggregates them with its own (line 4) and performs
local updates (line 5). Finally, it sends its current model to
all its neighbors (line 8). This algorithm is illustrated with
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Algorithm 1 Base GL Protocol

1: Input: Communication topologies N (𝑝 )
𝑖

for each time
𝑝 and node 𝑖 ∈ V; initial model 𝜃𝑖 = 𝜃0, local data-sets
D𝑖 , loss function 𝑙𝑖 (·, ·) for all 𝑖 ∈ V; learning rate 𝜂

2: for each node 𝑖 ∈ V that wakes up within time frame
𝑝 do

3: Select a node 𝑗 ∈ N (𝑝 )
𝑖

at random
4: Send 𝜃𝑖 to node 𝑗

5: end for
6: for each node 𝑖 ∈ V that receives a model 𝜃 𝑗 : do
7: Set 𝜃𝑖 ←

𝜃𝑖+𝜃 𝑗

2 {aggregate with incoming
model}

8: Set 𝜃𝑖 ← 𝜃𝑖 − 𝜂∇𝑙𝑖 (𝜃𝑖 ,D𝑖 ) {perform local updates }
9: end for

an example depicted in the right part of Figure 1. In this
figure, node 𝑥 receives models from its neighbors 𝑦1, 𝑦2 and
𝑦3 and stores them locally (steps ❶, ❷ and ❸). Later, upon
waking up, node 𝑥 aggregates these models with its local
model performs local updates (step ❹), and sends the new
model to all its neighbors (step ❺).

As exchanges involve all the neighbors of a node, SAMO
has a higher communication cost than the Base GL Protocol.
Nevertheless, it better resists MIA (see Section 3).

Algorithm 2 SAMO Protocol

1: Input: Communication topologies N (𝑝 )
𝑖

for each time
frame 𝑝 and node 𝑖 ∈ V , initial model 𝜃𝑖 = 𝜃0, local
datasets D𝑖 , incoming model sets Θ𝑖 = {𝜃0} and loss
function 𝑙𝑖 (·, ·) for all 𝑖 ∈ V; learning rate 𝜂

2: for each node 𝑖 ∈ V that wakes up within time frame
𝑝 do

3: if |Θ𝑖 | > 1 then
4: Set 𝜃𝑖 ← 1

|Θ𝑖 |
∑

𝜃 ∈Θ𝑖
𝜃 {aggregate models}

5: Set 𝜃𝑖 ← 𝜃𝑖 − 𝜂∇𝑙𝑖 (𝜃𝑖 ,D𝑖 ) { do local updates }
6: Set Θ𝑖 ← {𝜃𝑖 }
7: end if
8: Send 𝜃𝑖 to each node 𝑗 ∈ N (𝑝 )

𝑖

9: end for
10: for each node 𝑖 ∈ V that receives a model 𝜃 𝑗 do
11: Set Θ𝑖 ← Θ𝑖 ∪ 𝜃 𝑗
12: end for

2.4 Peer Sampling Service
In this paper, we aim to study both static and dynamic topolo-
gies. For both GL and SAMO, we assume that nodes rely on
a Random Peer Sampling Service such as [25]. Specifically,
in both protocols, neighbors of each node 𝑖 ∈ V , are chosen
as follows. Initially,N (1)

𝑖
is determined by a 𝑘-regular graph

𝐺 (1) chosen at random by the peer sampling service. In the

static setting, neighbors do not change anymore. In the dy-
namic setting we adopt the PeerSwap method [17]: when
node 𝑖 wakes up at time 𝑝 , it swaps the view with a randomly
selected neighbor before doing anything else. More precisely,
N (𝑝 )

𝑖
is set to N (𝑝−1)

𝑗
\ {𝑖} ∪ { 𝑗} through the peer sampling

service, which also updates

N (𝑝 )
𝑗
← N (𝑝−1)

𝑖
\ { 𝑗} ∪ {𝑖}

N (𝑝 )
𝑘
← N (𝑝−1)

𝑘
\ {𝑖} ∪ { 𝑗} for all 𝑘 ∈ N (𝑝−1)

𝑖
\ { 𝑗}

N (𝑝 )
𝑘
← N (𝑝−1)

𝑘
\ { 𝑗} ∪ {𝑖} for all 𝑘 ∈ N (𝑝−1)

𝑗
\ {𝑖}

to keep views consistent. The swap is equivalent to changing
the position of 𝑖 and 𝑗 in the current graph, which remains
𝑘-regular.

2.5 Membership Inference Attack
A Membership Inference Attack (MIA) is a privacy attack
whose goal is to infer for a given model 𝜃 ∈ M whether or
not a sample 𝑥 ∈ X belongs to the data used to train this
model [55]. More formally, it is an algorithmA :M ×X →
{0, 1} such that A(𝜃, 𝑥) = 1 if it predicts that 𝑥 belongs to
the training dataset of model 𝜃 and A(𝜃, 𝑥) = 0 otherwise.

ManyMIAs have been proposed and range from expensive
approaches that train ML models to predict membership
such as neural shadow models [55] to information-theoretic
estimators that leverage prediction entropy or confidence [54,
57]. In our work, we use the Modified Prediction Entropy
Attack [57]. We first explain the Modified Prediction Entropy
(MPE) measure and then the attack.

Let 𝑃 : Y → [0, 1] be a probability distribution overY and
𝑦 ∈ Y. The MPE measure𝑀MPE (·, ·) is defined as follows:

𝑀MPE (𝑃,𝑦) = − (1 − 𝑃 (𝑦)) log(𝑃 (𝑦))

−
∑︁

𝑦′∈Y\{𝑦}
𝑃 (𝑦′) log(1 − 𝑃 (𝑦′)). (3)

TheMPE Attack used to discriminate if the sample (𝑧,𝑦) ∈ X
was used to train model 𝜃 ∈ M is defined as follows:

AMPE (𝜃, (𝑧,𝑦)) =
{
1 if𝑀MPE (𝜃 [𝑧], 𝑦) ≤ 𝜏

0 otherwise
. (4)

where 𝜃 [𝑧] : Y → [0, 1] is the probability distribution that
model 𝜃 assigns to each label in Y given input attributes
𝑧 ∈ Z and 𝜏 is the attack threshold computed using training
dataset D𝑖 of a target node (or victim) 𝑖 ∈ V as well as a
test dataset D𝑡

𝑖 that was not used to train 𝜃 . The idea is that
the prediction entropy can discriminate between member
and non-member data, as the target model 𝜃 has a lower
prediction entropy on train data.
It is unrealistic to deploy AMPE in practice as it uses the

training dataset of the victim to get the optimal threshold
𝜏 . However, this approach offers an upper bound on the
worst-case attacker whose information is the probability
distributions {𝜃 [𝑧]}𝑧∈Z generated by the target model 𝜃 and
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sample 𝑥 . Therefore it is an informative privacy assessment
metric. Moreover, it is significantly more practical to deploy
than machine learning-based discriminators.

2.6 Threat Model
As an attacker, we consider an omniscient observer that
at regular time intervals recovers the current models of all
nodes {𝜃𝑖 }𝑖∈V and performs AMPE on each one of them,
targeting each data sample of each node. This attacker is
similar to the passive attacker defined in [50] to assess the
vulnerability of static decentralized learning against MIA.
It allows us to evaluate the vulnerability of all nodes in the
system wherever their position is in the communication
graph. A more detailed explanation of the metrics we used
to compute the vulnerability to MIA is provided in Section
3.2.

3 Experimental Study
In this section, we present the findings of our study, which
investigates the factors influencing the tradeoff between util-
ity and privacy in Gossip learning. Specifically, we address
the following research questions:

• RQ1: What is the impact of using the SAMO protocol
compared to Base Gossip?
• RQ2: Is there an advantage to using a dynamic setting
compared to a static one?
• RQ3: What is the impact of the view size on both static
and dynamic settings?
• RQ4: What is the impact of non-i.i.d. data distribution?
• RQ5: Is the link between generalization error and MIA
vulnerability maintained in our studied setting?

3.1 Experimental Setup & Configurations
Implementation of Gossip Learning Protocol. We con-

sider two gossip learning protocols: the Base Gossip protocol
and SAMO. Both protocols are implemented using our fork
of the GossiPy python framework [51] with Python 3.11 and
Pytorch.

To simulate the asynchronous nature of the gossip proto-
col, the execution is divided into discrete time units called
ticks. Each round of communication is represented by 100
ticks and each node 𝑖 ∈ V waits Δ𝑖 ticks between wake-ups.
The waiting time Δ𝑖 is sampled from a normal distribution
N(𝜇, 𝜎2) with 𝜇 = 100 and 𝜎2 = 100 at the beginning of the
execution.

Communication Topology. In our setup we simulate 150
nodes that are connected together in an initial 𝑘-regular
graph topology with the view size 𝑘 ∈ {2, 5, 10, 25}. We
consider both static and dynamic settings.

Datasets and Partitioning. The efficacy of the proposed
protocol is assessed on a number of datasets described in

Table 1. For experiments on independent and identically dis-
tributed (i.i.d.) data, we utilize standard image classification
datasets: CIFAR-10, CIFAR-100 [34] and FashionMNIST [64],
alongside the Purchase100 dataset [55], which is commonly
used in privacy attack research for tabular data. In this con-
figuration, the training data is distributed uniformly across
all nodes in an equal partition, while the global test set is
maintained separately to assess the global test accuracy of
each model.

Training Setup. For our experiments, we trained each
model with Gossip Learning (base algorithm and our variant),
varying hyperparameters such as the learning rate, the num-
ber of local steps, or the usedmodel for the dataset depending
on its task complexity. Table 2 shows the training setup for
all our datasets, including the used model and the number
of parameters. For light image datasets such as CIFAR-10 or
Fashion-MNIST, we use a light CNN architecture. For Pur-
chase100 we follow the implementation form Nasr et al. [46],
by using a 4-layer fully-connected neural network. For more
challenging image datasets such as CIFAR-100, we opt to use
ResNet models [20]. We initialize each node’s model using
Kaiming normal initialization function [19].

3.2 Metrics
Utility: Accuracy. In all experiments, we assess the util-

ity of the models using top-1 accuracy. For a model 𝜃 , we
define its accuracy on a dataset D as follow:

acc(𝜃,D) = 1
|D|

∑︁
(𝑧,𝑦) ∈D

I
(
argmax𝜃 (𝑧) = 𝑦

)
, (5)

where I is the indicator function.

Privacy: MIA Vulnerability. We measure MIA vulner-
ability using the accuracy of the MIA attack. Let 𝜃 be the
victim model, AMPE be the attack described in Section 2.5
andD𝑎𝑡𝑡 ⊂ Z×Y×{0, 1} a set of member and non-member
data. Membership inD𝑎𝑡𝑡 is defined with label𝑚 (1 for mem-
ber and 0 for non-member) and usually sampled equally from
the local train and test set respectively. We then define the
MIA vulnerability as below:

accA (𝜃,D𝑎𝑡𝑡 ) =
1
|D𝑎𝑡𝑡 |

∑︁
(𝑧,𝑦,𝑚) ∈D𝑎𝑡𝑡

I
(
AMPE (𝜃, (𝑧,𝑦)) =𝑚).

(6)

Generalization error. We define a generalization error
metric as the gap between the local train accuracy and the
local test accuracy. Formally, for node 𝑖 that trains model 𝜃𝑖
with its local dataset D𝑖 , we define the generalization error
as below:

gen_error(𝜃𝑖 ,D𝑖 ) = acc(𝜃𝑖 ,D𝑖,train) − acc(𝜃𝑖 ,D𝑖,test), (7)

with D𝑖,train and D𝑖,test being respectively the local train-
ing and test dataset splits of node 𝑖 .
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Table 1. Dataset Characteristics

Dataset Train Set Test Set Input Size Classes Model Description

CIFAR-10 50,000 10,000 32 × 32 × 3 10 CNN Color images across 10 classes
including animals, vehicles

CIFAR-100 50,000 10,000 32 × 32 × 3 100 ResNet-8 Fine-grained color images with
100 object classes

Fashion-MNIST 60,000 10,000 28 × 28 × 1 10 CNN Grayscale images of clothing
and fashion accessories

Purchase-100 157,859 39,465 600 100 MLP A tabular dataset of customer
purchases to classify their buy-
ing behavior

Table 2. Training Configuration

Dataset Model Parameters Learning Rate Momentum Weight Decay Local Epochs Rounds

CIFAR-10 CNN 124k 0.01 0 5e-4 3 250
CIFAR-100 ResNet-8 1.2M 0.001 0.9 5e-4 5 500
Fashion-MNIST CNN 81k 0.01 0 5e-4 3 250
Purchase-100 MLP 1.3M 0.01 0.9 5e-4 10 250

3.3 Comparing SAMO to Base Gossip (RQ1)
To start our evaluation, we want to emphasize why we pro-
pose the protocol SAMO (described in Algorithm 2). To do
that, we show in Figure 2 the tradeoff between average MIA
vulnerability and average test accuracy for models trained on
the CIFAR-10, CIFAR-100, Fashion-MNIST, and Purchase100
datasets. Each point in the plot represents an evaluation
during a given round, with the x-axis showing the average
model test accuracy and the y-axis showing the correspond-
ing average MIA vulnerability.
Our results show that given a target test accuracy the

SAMO protocol outperforms Base Gossip in most settings,
especially in the regimes where the test accuracy is maximal.
More precisely, with SAMO, the maximum test accuracy
obtained ranges from 35.4% and 88.4% relative to an MIA
vulnerability ranging from 62.7% to 92.9%. In comparison, in
the Base Gossip setting the maximum test accuracy obtained
ranges from 29.9% and 82.6% relative to an MIA vulnerability
ranging from 63.5% and 94.1%. We explain this advantage
by the fact that SAMO favors model mixing, as each user
receives models from multiple neighbors and delays the ag-
gregation in order to hide his or her models within more
models.

Takeaway: Favoring model mixing by incorporating
the SAMO protocol offers a better privacy/utility trade-
off.

Given these results, we favor using the SAMO protocol
for the remaining experiments.

3.4 Comparing Static and Dynamic Settings (RQ2)
In this section, we present in Figure 3 the tradeoff between
average MIA vulnerability and average test accuracy to com-
pare static and dynamic topology. We observe that in all
datasets, settings with dynamic topology outperform the
static ones, achieving a better trade-off between MIA vul-
nerability and test accuracy. More precisely, in the dynamic
setting, the maximum test accuracy obtained ranges from
30.4% and 80.9% relative to an MIA vulnerability ranging
from 67.0% to 94.6%. While, in the static setting, the maxi-
mum test accuracy obtained ranges from 15.8% and 76.4% rel-
ative to an MIA vulnerability ranging from 72.0% and 98.8%.
We observe that models trained with dynamic topologies
maintain lower MIA vulnerability at comparable accuracy
levels.

Takeaway: dynamic topologies have a positive impact
on both the MIA vulnerability and model utility

3.5 Impact of the View Size on the Privacy/Utility
Tradeoff (RQ3)

In this experiment, we aim to study the impact of the view
size on the trade-off between utility and privacy. The results
are presented in Figure 4 with the maximum average MIA
vulnerabilities and the maximum average test accuracy on
the CIFAR-10 dataset with various view sizes. The results
show that the dynamic settings outperform the static settings
in both utility and privacy. Interestingly, upon increasing
the view size the differences between dynamic and static
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Figure 2. Trade-off between MIA vulnerability and Test Accuracy across different datasets, comparing Base Gossip and SAMO
learning protocols, with a static topology on a 5-regular graph with 150 nodes (60 nodes on CIFAR100).
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Figure 3. Trade-off between MIA vulnerability and Test Accuracy across different datasets, comparing static and dynamic
topology setups, on a 2-regular graph with 150 nodes (60 nodes on CIFAR100).

gets smaller. This is anticipated as increasing the view size
gets the communication graph closer to a complete graph
where both settings are equivalent. Also, the increase in view
size is overall a strict benefit for the privacy/utility trade-off
but this is at the cost of increasing the number of models
sent per user (i.e., messages). Overall, profiting from both
dynamic topology and increased view size there is a better
privacy/utility tradeoff to be found. In particular, using a
dynamic setting with a view size of 10 is quasi-similar to
a static setting with a view size of 25 (with 2.5 times fewer
models sent).

We conclude that both dynamicity and increased view size
have a positive impact on MIA vulnerability as they both
favor the model mixing. This intuition is further investigated
in Section 4

Takeaway: Increasing the view size closes the gap of
dynamic over static but at the cost of more models sent.

2 5 10 25
View Size

0.5

0.6

0.7

0.8

0.9

1.0

M
IA

 V
ul

ne
ra

bi
lit

y

0.
93

8

0.
77

0

0.
73

8

0.
72

3

0.
83

8

0.
74

2

0.
73

2

0.
71

1

2 5 10 25
View Size

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Te
st

 A
cc

ur
ac

y

0.
34

9 0.
49

8

0.
57

2

0.
58

8

0.
42

1 0.
56

4

0.
59

6

0.
59

6

Static Dynamic

Figure 4. Comparison of maximum average MIA vulnera-
bilities and according test accuracy across different network
view sizes and topology setups on the CIFAR-10 dataset us-
ing SAMO, with regular graph with 150 nodes.
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3.6 Impact of non-i.i.d Data Distribution (RQ4)
In this experiment, our goal is to examine the impact of
non-iidness in Gossip Learning. To achieve this, we use the
classical method for enforcing a non-iid setting [36], apply-
ing the Dirichlet function to apply label imbalance between
each node. Specifically, using the Dirichlet function with
parameter 𝛽 , we sample the proportion 𝑝𝑘 ∼ 𝐷𝑖𝑟𝑁 (𝛽) of
records with label 𝑘 across the training sets of the 𝑁 nodes.
The parameter 𝛽 > 0 here controls the degree of heterogene-
ity, where a lower value of 𝛽 (≤ 0.1) yields a higher label
imbalance among nodes. In contrast, a higher 𝛽 value yields
a distribution closer to the i.i.d distribution.

The results are presented in Figure 5, showing the tradeoff
between test accuracy and MIA vulnerability. As expected,
the overall test accuracy (utility) decreases with a higher non-
iid setting from a maximum of 77.4% for the iid setting until
a maximum of 52.4% for non-iid with 𝛽 = 0.1, as the non-iid
setting is known to make the collaborative learning process
more challenging. However, more notably, the MIA vulnera-
bility increases significantly across all training rounds. This
is because the learned models tend to align a global model
with data distribution close to the overall global distribution,
making local updates more prone to leaking membership
information.

Regarding the difference between static and dynamic set-
tings, we observe similar conclusions as in the previous ex-
periment, with dynamic settings consistently outperforming
static ones. However, the increase in MIA vulnerability due
to non-iidness remains prominent regardless of the setting.
Often, the dynamic setting successfully approaches the re-
sults of the static setting with lower non-iidness but never
completely bridges the gap.

Takeaway: Non-iid data distribution among nodes sig-
nificantly increases MIA vulnerability across all train-
ing rounds, and dynamic setting alone is insufficient
to completely bridge this gap.

3.7 Rethinking the Link Between Generalization
Error and MIA Vulnerability (RQ5)

The relationship between generalization error (Equation (7))
and MIA vulnerability has been extensively studied in the
literature, particularly in the centralized setting [55, 58]. This
focus is understandable, as most MIA attacks rely on training
overfitting, which is exposed through loss function evalu-
ations on specific examples. The distinction between data
points seen during training and those unseen is a crucial fac-
tor enabling the separation of members from non-members
in MIA attacks. Intuitively, a model that generalizes well
should be more resilient to MIA attacks. In our setting, how-
ever, we are not dealing with a centralized framework in-
volving a single model. Instead, as demonstrated in previous
experiments, models undergo various stages of mixing with
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Figure 5. Trade-off between MIA vulnerability and Test
Accuracy on the Purchase100 with varying degree of hetero-
geinity (iid, dirichlet 𝛽 = 0.5 and 𝛽 = 0.1), comparing static
and dynamic topology setups, on a 2-regular graph with 150
nodes

others trained on different node data. This is why, we in-
vestigate the connection between generalization error and
MIA vulnerability in our fully decentralized context. The
results, depicted in Figure 6, illustrate the tradeoff between
average MIA vulnerability and average generalization error.
Each point in the plot represents an evaluation during a fixed
round, with the x-axis showing the average generalization
error and the y-axis showing the corresponding average MIA
vulnerability. The findings reveal dataset-specific behaviors.
For example, CIFAR-10 demonstrates an intuitive relation-
ship between generalization error and MIA vulnerability.
However, CIFAR-100 and Fashion-MNIST exhibit scenarios
where, for a fixed generalization error, MIA vulnerability
varies significantly. This phenomenon is even more pro-
nounced for Purchase100, where distinct regimes of MIA
vulnerability are observed for the same generalization error.

To delve deeper, Figure 7 highlights the tradeoff across
training rounds. We observe that leakage introduced during
an earlier round cannot be mitigated simply by improving
the generalization error in subsequent rounds. Once a model
overfits, increasing test accuracy and reducing generalization
error do not eliminate the existing MIA vulnerability. Our
interpretation suggests that the peak generalization error,
typically occurring early in the training process, determines
the maximum MIA vulnerability observed later.

Takeaway: Early overfitting drives persistent MIA vul-
nerability, which generalization improvements cannot
fully mitigate.

This observation aligns with the concept of the Critical
Learning Period phenomenon explored in FL [65]. This work
emphasizes that changes during the early learning phases
significantly impact the best accuracy achievable by the end
of training. In our work, we find experimentally a similar
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pattern, but in terms of MIA vulnerability rather than accu-
racy.

4 Mixing with Dynamic Graphs
In Section 3, we demonstrated the benefits of dynamic set-
tings and increased view sizes in improving both privacy
and utility. Our intuition is that the mixing properties of the
learning protocol play a crucial role in reducing MIA vulner-
ability. Therefore, in this section, we aim to provide a deeper
understanding of how dynamic settings and larger view sizes
enhance the mixing rate of models. To investigate the mixing
properties, we leverage existing findings on the influence of
the spectral properties of the weighted adjacency matrix as-
sociated with gossip exchanges [7]. To conduct the analysis,
we assume an idealized scenario with synchronous iterations
where all nodes simultaneously wake up to exchange their
models and no local updates are performed.

The simplified analysis considers essentially a consensus
task. Let 𝑇 ∈ N be a fixed number of iterations. At each
(synchronous) iteration 𝑡 ∈ {1, . . . ,𝑇 }, each node 𝑖 ∈ V
performs the following mixing step:

𝜃
(𝑡+1)
𝑖

← 1
𝑘 + 1

∑︁
𝑗∈N (𝑡 )

𝑖
∪{𝑖 }

𝜃
(𝑡 )
𝑖

(8)

Where 𝜃 (𝑡 )
𝑖
∈ M is the model of node 𝑖 at iteration 𝑡 and

𝜃
(0)
𝑖

is equal to the initial model 𝜃0 ∈ M. While it is already
evident that graphs𝐺 (1) , . . . 𝐺 (𝑇 ) defined by neighborhoods
N (𝑡 )

𝑖
for all 𝑖 ∈ V and 𝑡 ∈ {1, . . . ,𝑇 } impact convergence

of consensus, this is also holds for decentralized learning
[13, 32].
We now analyze mixing properties. For any iteration 𝑡 ∈
{1, . . . ,𝑇 }, let 𝜃 (𝑡 ) ∈ M𝑛 be the vector whose elements are
the models of each node, and𝑊 (𝑡 ) ∈ R𝑛×𝑛 be the weighted
adjacency matrix (or mixing matrix) of the graph used at
iteration 𝑡 . Specifically, for our 𝑘-regular graphs 𝑊 (𝑡 )

𝑖, 𝑗
=

1/(𝑘 + 1) if and only if 𝑖 and 𝑗 are neighbors or 𝑗 = 𝑖 , and
𝑊
(𝑡 )
𝑖, 𝑗

= 0 else.
Exchanges at Equation (8) can be summarized by

𝜃 (𝑡+1) ←𝑊 (𝑡 )𝜃 (𝑡 ) . (9)

It has been proven in the work of Boyd et al. [7] that if a
mixing matrix𝑊 ∈ R𝑛×𝑛 is symmetric and doubly stochastic
(that is, the sum of the elements of any column or row are
equal to 1), then for any vector 𝜃 ∈ R𝑛 we have that

∥𝑊𝜃 − 1𝜃 ∥2 ≤ 𝜆2 (𝑊 ) ∥𝜃 − 1𝜃 ∥2, (10)

where 𝜃 = 1
𝑛

∑
𝑖∈V 𝜃𝑖 is the average of the elements of the

vector, 𝜆2 (𝑊 ) is the second largest eigenvalue of𝑊 and 1 is
the vector of all ones. Essentially, [7] shows that 𝜆2 (𝑊 ) quan-
tifies the reduction of the distance between values (in our

case, models 3) of each node and the average of all values. The
smaller 𝜆2 (𝑊 ), the better themixing. Given that we use undi-
rected 𝑘-regular graphs and the weights of the exchanges is
equal for all edges, we have that for all 𝑡 ∈ {1, . . . ,𝑇 },𝑊 (𝑡 )

is doubly stochastic and symmetric and hence we can use
Equation (10) in our simplified consensus protocol.
We focus on the mixing properties of the matrix𝑊★ ob-

tained by performing the matrix product𝑊 (𝑇 ) . . .𝑊 (1) . For
any vector 𝜃 ∈ R𝑛 ,𝑊★𝜃 is the result of performing the se-
quence of mixing exchanges determined by𝑊 (1) ,. . . ,𝑊 (𝑇 )

over 𝜃 .
An immediate bound given by

∥𝑊★𝜃 − 1𝜃 ∥2 ≤
𝑇∏
𝑡=1

𝜆2

(
𝑊 (𝑡 )

)
∥𝜃 − 1𝜃 ∥2. (11)

can be obtained from sequentially applying Equation (10) to
each factor𝑊 (𝑡 ) of𝑊★. However, Equation (11) only takes
into account individual mixing properties of each𝑊 (𝑡 ) in
isolation, ignoring the effects of varying the communication
graph.
Since𝑊★ is also doubly-stochastic when𝑊 (1) ,. . . ,𝑊 (𝑇 )

are doubly-stochastic, amore accurate bound can be obtained
by directly applying that Equation (10) using 𝜆2

(
𝑊★

)
. This

captures the overall mixing properties of the graph sequence.
In the static setting,𝑊 (𝑡 ) = 𝑊 for all 𝑡 ∈ {1, . . . ,𝑇 } and
some𝑊 initially chosen. In the dynamic setting all nodes are
randomly permuted at each iteration. It is easy to see that
for the static case 𝜆2

(
𝑊★

)
= 𝜆2 (𝑊 )𝑇 , while in the dynamic

case the closed form of 𝜆2
(
𝑊★

)
is not evident.

In Figure 8, we empirically show how 𝜆2
(
𝑊★

)
decreases

as iterations increase. We show it for the same topologies
used in Section 3. All points in the curve are reported over an
average of 50 runs of gossip simulation together with their
standard deviation. We can see that for the same degree 𝑘 ,
𝜆2

(
𝑊★

)
decreases much faster for dynamic graphs than for

static graphs. Moreover, the standard deviation is negligible
in the dynamic case, indicating that bad mixing scenarios
occur with negligible probability.

From this analysis, we can better understand why the dy-
namic setting is favorable for reducing MIA vulnerability.
Models in the dynamic setting tend to align more closely
with consensual models and exhibit less bias toward the pe-
culiar model of an individual client, which would otherwise
increase MIA vulnerability.

5 Summary of Takeaways and Actionable
Recommendations

Our experimental analysis provides several important in-
sights into the factors influencing MIA vulnerability and
3For simplicity, we perform our analysis treatingmodels as scalars. However,
if we consider models as vectors of scalars (i.e., M = R𝑑 where 𝑑 is the
number of parameters of the model), the current analysis holds for each
model parameter.
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Figure 6. Trade-off between MIA vulnerability and Generalization Error across different datasets, comparing Base Gossip and
SAMO learning protocols.
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Figure 7. Average MIA Vulnerability and Generalization
Error over communication rounds on Purchase100 dataset
using the Merge Once Protocol, with a 2-regular graph of
150 nodes.
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utility in Gossip learning. Below, by summarizing the above

takeaways, we offer actionable recommendations for design-
ing privacy-aware decentralized learning architectures:

• Static vs Dynamic Graph Topologies: From our
study, we recommend using dynamic graph structures
to improve model mixing and mitigate privacy risks,
especially as the communication network becomes
large and sparse. These topologies should be paired
with robust peer-sampling protocols.
• Model Mixing: Our study shows that incorporating
advancedmixing strategies like SAMO reduces individ-
ual local biases in models and achieves better privacy-
utility tradeoffs.
• View Size:While increasing view size is generally ben-
eficial, it should be balanced against the increased com-
munication cost. For practical implementations, we
recommend considering dynamic settings with mod-
erate view sizes to maximize efficiency.
• Addressing Non-i.i.d Data: Our study shows the
high impact of non-i.i.d data distribution which asks
for stronger protection mechanisms. We also recom-
mend exploring adaptive learning protocols that ac-
count for data heterogeneity, such as adapting the ones
introduced in FL [66]. For instance, using nodes pre-
clustering [8] or knowledge distillation using public
data [14].
• Early Overfitting: From our study, we recommend
focusing on strategies to prevent early overfitting, such
as regularization, dynamic learning rates, or delayed
aggregation, to limit the persistent impact of initial
vulnerabilities.

By implementing these recommendations in completion to
privacy-preserving mechanisms (see Section 6.2), decentral-
ized learning systems can achieve a more favorable balance
between utility and privacy, paving the way for safer and
more effective collaborative learning environments.
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6 Related Works
6.1 Privacy in Decentralized and Gossip Learning.
From location-hiding [15] to source anonymity [4, 28], The
inherent privacy properties of gossip protocols have capti-
vated the research community over the past decade. However,
studying how these properties translate to a learning pro-
tocol remains relatively under-explored. To the best of our
knowledge, [50] is the first endeavor in this direction. In this
work, the authors demonstrated that decentralized learning
is at least as vulnerable as its federated counterpart to re-
construction and membership inference attacks. However,
their approach relies on partial model aggregation, which
we show leads to worse model mixing and, consequently,
to more vulnerable models. Moreover, their results rely on
assumptions such as adversaries possessing power equiv-
alent to an FL parameter server in some contexts, or the
notion that honest nodes have no honest neighbors within a
two-hop radius ( [50], Section 4).

These assumptions are particularly unrealistic for dynamic
networks such as ours. Additionally, important characteris-
tics of gossip learning, such as asynchronous communica-
tions and the presence of a random peer sampling protocol,
are not considered. The threat model of Pasquini et al. [50]
was recently extended in [45], where the authors consider ad-
versaries operating beyond their immediate neighborhoods.
While their findings are compelling, they remain limited to
static and synchronous settings and further assume i.i.d data
distributions. Concurrently, a recent study [26] examines
the vulnerability of decentralized learning through a mutual
information framework. While their theoretical results re-
garding the resilience of decentralized learning align with
our findings, their analysis is constrained. Specifically, they
exclusively consider an i.i.d setting, with static topologies
and synchronous communications. Our work alleviates the
assumptions made in these works.

6.2 Defenses and Protection Mechanisms
Numerous attempts have been made to enhance privacy in
decentralized/gossip learning using various mechanisms. For
instance, Cyffers and Bellet [10] proposes a novel formula-
tion of differential privacy (DP) that accounts for the position
of nodes within the network. In such an approach, nodes
send noisy model updates with formal privacy guarantees.
Then Sabater et al. [53] considers a stronger model where
adversarial parties can collude and share their view. More-
over, it substantially reduces the perturbations required to
achieve privacy using a correlated noise approach. While
DP-based solutions are holistic from several perspectives
(e.g., adversary knowledge, types of attacks), they often re-
sult in significant utility loss [9, 31] and can impede other
robustness objectives [16].

Other works explore securemulti-party computation prim-
itives. For example, Dekker et al. [12] proposes a framework

where each node performs a sequence of secure aggrega-
tions with its neighbors. Although effective, these solutions
are often expensive to adapt to more general settings (e.g.,
Byzantine settings [56]). Finally, another line of research
investigates hardware-based approaches, namely, Trusted
Execution Environments (TEEs). For instance, GradSec [44]
prevents privacy attacks in FL by incorporating sensitive
model layers within secure compartments. However, this
approach has demanding hardware requirements and has
been shown to be vulnerable to side-channel attacks [27].
Overall, while we consider each of these research directions
promising, they are orthogonal to our work, which focuses
specifically on understanding the vulnerabilities of models
in gossip learning, particularly in relation to dynamicity and
mixing rate.

6.3 Studying Dynamic Communication Topologies
There are mainly two lines of work that investigate dynamic
topologies in gossip learning: (i) works that attempt to quan-
tify the impact of dynamicity on the mixing rate and con-
vergence properties, and (ii) works that propose practical
protocols leveraging peer sampling algorithms [3, 22, 23].
In the mixing rate and convergence line of work, several
studies have examined the use of dynamic topologies in
decentralized learning, with the majority focusing on the
synchronous case [47, 59]. A noteworthy example is Epi-
demic Learning [11], which employs a randomly formed
communication topology where, in each round, a node trans-
mits its model to a randomly selected set of peers without
coordination between them. The study showed that random-
ness in peer sampling positively impacts convergence speed,
aligning with previous results [59].

Corroborating these findings, many practical peer-sampling
protocols have been proposed. For instance, Hegedűs et al.
[23] demonstrate empirically that gossip learning, enhanced
with a peer sampling protocol, can systematically compete
with federated settings across various configurations and
hyperparameters (e.g., message loss, data distributions). Sim-
ilarly, Belal et al. [3] observe that a carefully designed peer
sampling protocol can improve model personalization. Over-
all, while our work aligns to some extent with both research
directions, it introduces a novel perspective by establish-
ing a crucial connection between the mixing properties of a
practical dynamic protocol and its vulnerability to member-
ship inference attacks. To the best of our knowledge, such a
connection has not been explored in prior research.

7 Conclusion
In this work, we presented a comprehensive study of MIA
vulnerabilities in decentralized learning systems. By analyz-
ing the interplay between model mixing properties, graph
dynamics, and data distributions, we provided new insights
into the privacy risks inherent in these systems.
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Our findings revealed that mixing properties are critical
in shaping MIA vulnerabilities. Dynamic graph topologies,
coupled with increased view sizes, enhance mixing rates,
leading to better privacy-utility tradeoffs. However, the ef-
fectiveness of these approaches is constrained when faced
with non-i.i.d data distributions, which amplify MIA risks
across all training rounds. Importantly, we demonstrated
that early overfitting creates persistent vulnerabilities that
cannot be fully mitigated by improving generalization later
in the training process.
These insights underline the need for careful design in

decentralized learning protocols. By favoring dynamicity
and improving model mixing, systems can achieve a better
balance between utility and privacy. Future work should
focus on developing adaptive mechanisms to address the
challenges posed by heterogeneous data distributions and
early overfitting, as well as exploring complementary de-
fense techniques, such as differential privacy and secure
computation.

Through our analysis and experiments, we provide action-
able recommendations for building more privacy-resilient
decentralized learning systems, paving the way for safer
collaborative learning environments.
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