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A B S T R A C T
In this study, the focus lies on the modeling of the subgrid-scale stress tensor in the context of real
gas flows. By conducting tests on perfect and dense gas configurations using six different models,
the research findings highlight the superiority of gradient models over eddy-viscosity models
in capturing the structural behavior of the stress tensor. However, the models’ performance
experiences a significant decline when considering the intricate thermodynamics of real gases.
To address this challenge, dynamic models that take into account the characteristics of the flow
are also tested, resulting in some improvements in the outcomes. Despite these advancements,
the achieved results still fall short of being entirely satisfactory. In particular, the models fail
to accurately predict the occurence of large values of the subgrid-scale stress tensor in the real
gas flow. The complex thermodynamic nature of real gases therefore significantly influences
the subgrid-scale stress tensor and the outcomes of this study underscore the urgent need for
continued research to advance our understanding and modeling capabilities of subgrid-scale
terms in real gas flows, paving the way for statistically accurate Large-Eddy Simulations of
industrial real gas flows using moderately refined grids.

1. Introduction
Since its origin in the 1960s and the seminal articles of Smagorinsky [1], Deardorff [2] and Leonard [3], Large

Eddy Simulation (LES) has brought invaluable understanding to the influence of unsteady features in numerous types
of turbulent flows, from the most academic ones such as channel or mixing layer flows [4, 5, 6], to industrial combustion
chambers or turbomachinery flows [7, 8, 9]. LES tends to be currently used with increasingly refined grids which (i)
enables the accurate description of small scales dynamics and (ii) reduces the dependence on the accuracy of the
subgrid-scale turbulence modeling. The price to pay for using such highly refined grids is a computational cost of LES
which remains large despite the tremendous growth of computational power during the last decades. Consequently, LES
is still seldom used in the industrial community for iterative design and optimization applications. Another drawback
of using highly refined grids is that it tends to promote the idea that subgrid-scale modeling becomes a matter of
secondary importance. It is the authors’ opinion that, on the contrary, the accuracy of subgrid-scale models should
be first and foremost improved to foster the use of LES in optimization and iterative design procedures thanks to the
realization of coarse LES providing accurate statistics for the computed turbulent flows.

Additionally, LES models have been almost exclusively developed for perfect gas (PG) flows and mostly in
incompressible regimes. However, LES turbulence closure models have been applied to different types of flows, in
particular to transcritical real gas (RG) flows [10, 11, 12, 13] characterized by thermodynamic complexity which
requires the use of more precise Equations of State (EoS). Although studies using these assumptions manage to match
some aspects of experiments done at high-pressure they often fail to reproduce higher-order statistics. Furthermore,
for some types of real gases, it has been shown that the interaction between thermodynamics and turbulence
results in a completely different turbulent behavior, casting doubt on the validity of existing LES models in this
context [14, 15, 16, 17]. Up to now, although the real gas thermodynamic features differ from those of perfect gases,
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turbulence closure models developed and calibrated for perfect gases are coupled with RG EoS and applied for LES
of RG flows, for lack of a better option. One noticeable exception is the iterative deconvolution approach recently
proposed by Schmitt et al. [18] and Zhang et al. [19].

Prior to developing a specialized LES model for transcritical RG flows, existing PG models must first be evaluated
in this RG context, which is the objective of the present work. Since LES is based on the filtered Navier-Stokes equation,
the turbulent spectrum is decomposed into resolved scales and subgrid scales which can either be modeled or neglected.
First, all the subgrid-scale (SGS) terms emerging from the filtered Navier-Stokes equations have been quantified in the
transcritical RG context by the authors [20]. Performing LES in this context leads to additional important SGS terms
like the SGS pressure term. The authors confirm nevertheless that the most important SGS terms are the SGS turbulent
stress tensor and the SGS internal energy flux. In the PG literature, those two terms (and especially the SGS turbulent
stress tensor) have been the focus of a subgrid-scale modeling effort [21].

In the literature, the assessment of SGS turbulent stress tensor models has been done following two methods: a
priori and a posteriori tests. In a priori tests, high-resolution 3D flow fields (usually obtained by DNS) are filtered to
compute the exact SGS turbulent stress tensor which can then be compared to the predictions of the LES models (see
for instance [22, 23, 24] for compressible configurations or more recently [25] for low-Mach channel flow). In the case
of a priori tests, the correlation coefficient is one of the most often used comparison criteria [26, 27], especially in the
data-driven turbulence modeling community [28, 29, 30]. Depending on the flow configuration under consideration,
the performance is also evaluated by a comparison of averaged quantities such as mean velocity profiles, turbulence
intensities, dissipation, or momentum thickness growth [31, 32]. For the a posteriori test, the model is implemented
in the solver and LES is computed in actual conditions. Results are compared with experimental data displaying
turbulence intensity decay [27], velocity profiles [2, 33] or spectra [34, 35].

Models can be classified into two groups based on their formulation and consequently on their performance:
functional and structural models[21]. Functional modeling considers that the action of SGS scales over the resolved
field is merely energetic. They thus display low correlation coefficients (about 0.2 to 0.3 [27, 29]) with the real SGS
terms but are supposed to recover spectra. On the other hand, structural models are more closely correlated to exact
SGS turbulent stress tensor (about 0.8 [27, 29]) but lead to numerical instabilities. They are thus always coupled with
a dissipative term or a limiter.

The present work proposes an a priori assessment of six SGS turbulent stress tensor models (designed for PG flows)
in the context of compressible PG and transcritical RG flows: three functional models [1, 36, 34] and three structural
models [26, 37, 38] with their dynamic counterparts. No study exists that presents a comprehensive comparison of the
a-priori accuracy of SGS models in dense gases. It is important to note that because of their peculiar thermodynamic
behavior, a certain amount of coupling is expected in dense gases between thermodynamics and turbulence. Hence a
detailed study on SGS closure models that compares PG and RG is expected to help identifying which model would be
most suited for RG simulations. The configuration under study to perform this evaluation is the forced homogeneous
isotropic turbulence [39], which is part of an open RG filtered-DNS database composed of compressible mixing layers
and a channel flow computed by the authors [39, 15, 16, 20] and made available to the community. Section 2 describes
the derivation of the SGS terms arising from the filtering of the Navier-Stokes equations completed with thermal and
caloric EoS. Section 3 briefly describes the Direct Numerical Simulation (DNS) used in this study. Section 4 and 5
respectively present details of the static and dynamic turbulence closure models evaluated in this study. The main
results, namely the correlation rates and the statistical and spectral assessments of the models, are presented in Section
6.
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2. Filtered equations and Subgrid-scale terms in the real gas context
The Navier-Stokes equations for the conservative quantities density �, momentum �u and density weighted total

energy �E read, using the implicit Einstein summation:
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the viscous stress tensor (� being the dynamic viscosity),
E = e + 1

2uiui is the total specific energy and qj = −� )T
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the heat flux following Fourier’s law, � being the thermal
conductivity. The viscosity � and conductivity � are computed using the Chung’s constitutive equations [40] in the
case of a real gas (see appendix C), and � following Sutherland’s law [41] when a perfect gas is considered.

Those dynamic equations are completed by an EoS describing the behavior of real gases. The calorific and thermal
Martin & Hou (MH) EoS (Equations (2)) are used, with b = vc(1 − (−31.888Zc + 20.533)∕15), k = 5.475 and
Ai, Bi, Ci numerical constants [42, 43] (see appendix D). Zc is the compressibility factor, Tc and vc are the critical
temperature and critical specific volume, respectively and the notation (⋅)ref refers to the reference state.

MHT : p = RT
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+
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Large eddy simulation consists in the filtering of equations (1). The filtering of a given quantity f results from the
convolution of f with a kernel G(x − �), as shown in Equation (3) with a Gaussian kernel. � is a parameter acting
on the filter’s selectivity, while Δ is the filter width. In the following, filtering is done using a Gaussian kernel with
� = 6 (see Garnier et al. [21]) and Δ = L∕20 (where L is the size of the periodic HIT box). The quantity f can then
be decomposed into f = f + f ′, where f is the filtered (or resolved) term and f ′ the residual (or SGS) term.
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Filtering equations (1) and assuming commutativity between the filtering operator and temporal derivative or spatial
gradient operators yields the following set of equations:
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where f̃ represents the Favre filtered quantity �f
� . Some terms (such as Ẽuj) are unknown in equations (4)-(6)

because they involve subgrid-scale correlations, the filtered pressure (p) or temperature (T ).
The filtered pressure p and temperature T are indeed unknown quantities because there is no commutativity between

the filtering operator and the thermal or caloric Martin-Hou EoS (equations 2). In the following, the computable
temperature and pressure are respectively denoted T̆ and P̆ (equations (9)-(10)): they represent the temperature and
the pressure computed from the filtered conservative variables.

T = MHC (�, �ui, �E), (7)
P = MHT (T , �), (8)
T̆ = MHC (�, �ũi, �Ẽ) ≠ T , (9)
P̆ = MHT (�, T̆ ) ≠ P , (10)

where MHT and MHC refer respectively to the thermal and caloric Martin-Hou EoS.
The transport coefficients are also influenced by the filtering process. �̆ and �̆ denote respectively the conductivity

and the viscosity computed from the filtered density � and the available temperature T̆ . These observations eventually
lead to the following set of equations [44] where all subgrid-scale terms are in bold type and labeled and resolved terms
are in light:
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]

)xj
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Viscous work

−
)
[

qj − q̆j
]

)xj
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

Heat Flux

−
)�

[
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. The set of equations (11)-(13) is the equivalent for real
gases of the "system II" used in Vreman et al.[22] for perfect gases. All terms within brackets are unknown. In a recent
a priori study [20], the authors have shown that the main terms in real gas transcritical flows are:

• the SGS pressure which has long been the object of investigations by the research team of Prof. Bellan [45] in
supercritical flows,

• the SGS turbulent Reynolds stress tensor (tij = �
[

ũiuj − ũiũj
]) which is the main focus of the present study,

• the SGS energy flux.

3. DNS of Compressible Homogeneous Isotropic Turbulence (HIT)
In this a priori study, the models built from the filtered quantities are being compared with the exact quantities

that need to be computed from DNS. The database used to test the models is composed of two DNS of forced

Giauque et al.: Preprint submitted to Elsevier Page 4 of 26



A priori test of LES models for the SGS turbulent stress tensor in perfect and transcritical compressible real gas HIT

M(kgmol−1) Tc(K) pc(atm) Zc Tb(K) m(= cv(Tc )∕R) n

FC-70 0.821 608.2 10.2 0.270 488.2 118.7 0.493

Table 1
Physical properties of the real gas [46].

Case EoS Mesh
size

Turbulent velocity
(m s−1)

Viscosity and
conductivity Domain size L (m) Kolmogorov

length � (m)

RG MH 6753 20 Chung 4.587 × 10−6 1.72 × 10−8
PG PG 6753 63 Suth. 6.845 × 10−6 3.21 × 10−8

Table 2
Key features of the HIT simulations.

compressible HIT that are run, one with a real gas, and a second one with a perfect gas. The real gas that is used
is perfluorotripentylamine (FC-70, C15F33N), a Bethe-Zel’dovich-Thompson gas. The initial pressure and specific
volume of the flow are respectively pinit = 0.9866pc and vinit = 1.5733vc , where the subscript c stands for critical
values. Those conditions for FC-70 are such that the initial state is within the inversion zone where the fundamental
derivative Γ = 1 + �

c
)c
)�
|

|

|s
is negative. This is done so that real gas effects on turbulence are maximized. The fluid’s

physical properties [46] are summarized in Table 1.
The flow is characterized by its Taylor Reynolds number Re�T and turbulent Mach number which are defined as
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is the Taylor scale. The chosen turbulent Mach number for this case is Mt = 0.8.

Considering the sound velocity the Martin & Hou EoS yields at the initial thermodynamic state (RG case), such a
turbulent Mach number is obtained with a turbulent velocity of 20m s−1. For the Perfect Gas case (PG case), the EoS
gives a turbulent velocity of 63m s−1 in order to reach the same turbulent Mach number.

The numerical domain is a periodic cube of size L. Each direction is discretized using 675 points, which leads
to a computational domain of 6753 points. For such a resolution, the Kolmogorov scale � corresponds to 2.5 cells in
the domain. The features of the numerical simulations are gathered in Table 2. Simulations were performed using the
numerical solver AVBP [47]. This parallel code solves the full compressible Navier-Stokes equations (see Eqs 1) using
a two-step time-explicit Taylor-Galerkin scheme for the hyperbolic terms based on a cell-vertex formulation [48]. The
schemes provide high spectral resolution as well as low numerical dissipation and dispersion. The detailed analysis of
the turbulence statistical properties and the comparison between the real and perfect gas flow cases can be found in a
previous publication of the authors [39]. It must be emphasized that the statistical analysis of the reference PG and RG
DNS simulations performed in [39] establishes that a statistically stationary state has been reached in both cases.

4. LES models for the SGS Reynolds stress tensor
The models studied here are gathered in Table 3. This section briefly describes each of them and refers the reader

to the original publication for further details.
4.1. Eddy-viscosity models

The vast majority of the subgrid scale models is based on the eddy-viscosity approximation developed by
Boussinesq [49]. This approximation, also referred as the linear Boussinesq hypothesis (LBH), assumes that the
energy transfer from the unresolved to the resolved scales is analogous to the molecular diffusion of the viscous
stresses. The LBH yield the following linear relation between the anisotropic SGS stress tensor and the strain rate
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tensor S̃ij =
1
2
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)ũi
)xj

+ )ũj
)xi

)
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tij −
2
3
�kSGS�ij = −2��T

(

S̃ij −
1
3
S̃kk�ij

)

, (15)

with kSGS = 1
2 (ũiui − ũiũi) the residual kinetic energy.

This strong assumption considerably reduces the modeling effort as it focuses on the Eddy-viscosity term �T .
Following a simple dimensional analysis, the most natural model for the Eddy-viscosity is

�T = (CmΔ)2Fm(ũ) (16)
where Cm is the constant of the model, Δ the width of the low-pass filter, Fm a differential operator based on the filtered
velocity and homogeneous to a frequency, the subscript m corresponding to the model considered. By convention, the
square of the constant is usually used and, as for the differential operator, is specific to each model. Among the various
eddy-viscosity models present in the literature, three of them have been arbitrarily selected and are described in the
following sections.
4.1.1. The Smagorinsky model

The first model to be developed was the Smagorinsky model [1] in 1963. It was first implemented and tested in
LES simulations 7 years later by Deardoff [2]. This simple model is analogous to the mixing length model in which
the characteristic length is the filter width Δ. The simplest term with the dimension of a frequency is the strain rate
tensor. The model is then defined as

�T = (CsΔ)2Fs(ũ) (17)

where Fs(ũ) =
|

|

|

S̃||
|

=
√

2S̃ijS̃ij is the norm of the strain rate tensor. Cs is the so-called Smagorinsky constant, usually
taken equal to 0.165 for homogeneous and isotropic turbulence (HIT).

The Smagorinsky model is one of the simplest model to compute, but it suffers from several short-comings. One
of the major draw-backs of the Smagorinsky model is its excessive dissipative behavior in laminar regions. Another
limitation is that the model doesn’t naturally vanish close to the walls and usually requires a damping function.
4.1.2. The Global Coefficient model (Vreman model)

Developed by Vreman [36] in 2004, the global coefficient model, is a static model computed as an alternative to the
expensive dynamic models. It is based on the second invariant of the tensor G̃ij = g̃ikg̃jk, with g̃ij =

)ũi
)xj

, the velocity
gradient tensor.

For an isotropic filter, i.e. the width Δ is the same in all 3 directions, the invariant-based term simplifies to the
invariant itself:

̃2 = G̃11G̃22 + G̃11G̃33 + G̃22G̃33 − G̃2
12 − G̃2

13 − G̃2
23 (18)

The turbulent viscosity is expressed as
�T = (CvΔ)2Fv(ũ) (19)

with the model constant being C2
v = 2.5C2

s (i.e. Cv ≃ 0.26) and the differential operator Fv(ũ) =
√

̃2∕g̃lmg̃lm.
4.1.3. The WALE model

The motivation behind the Wall Adapting Local Eddy viscosity (WALE) model [34] is to overcome the problems
that have risen from the Smagorinsky model. The main advantage of this model is that it doesn’t require any damping
function or dynamic procedure (see Section 5 for more details) to vanish near walls.

The differential operator is built upon the square of the velocity gradient tensor. More precisely, the anisotropic
symmetric of the tensor is considered. Let S̃ij be this tensor, it is expressed as

S̃ij =
1
2
(

g̃ij + g̃ji
)

− 1
3
�ij g̃kk. (20)

Giauque et al.: Preprint submitted to Elsevier Page 6 of 26



A priori test of LES models for the SGS turbulent stress tensor in perfect and transcritical compressible real gas HIT

The constant of the model Cw is computed by assuming that the WALE model produces the same subgrid kinetic
energy as the Smagorinsky model. The expressions of the model and its constant read

�T = (CwΔ)2Fw(ũ), Cw = 0.5 (21)

where Fw(ũ) =

(

S̃lmS̃lm

)
3
2

(

S̃lmS̃lm

)
5
2 +

(

S̃lmS̃lm

)
5
4

.

With this expression, the WALE model properly decreases as (y+3) near a wall, with y+ the distance to the wall
in wall units.
4.2. The gradient models

Another family of models, the gradient models, does not rely on the Boussinesq approximation of Eddy-viscosity.
These models instead derive from the Taylor expansion in the Reynolds stress tensor decomposition. The first to propose
such a decomposition was Leonard in 1974 [50] which read

tij = Lij + Cij + Rij (22)
where Lij , Cij and Rij are the so-called Leonard, cross-term and SGS stress tensors defined as

Lij = �
(

̃̃uiũj − ũiũj
)

, Cij = �
(

̃̃uiu′j + ũ′i ũj
)

, Rij = �ũ′iu
′
j . (23)

By using a Taylor expansion of the filtered velocity, which hold for both box and Gaussian filters [26, 51], the
three-terms decomposition (22) becomes:

tij =
1
12

Δ2�
)ũi
)xk

)ũj
)xk

+ 
(

Δ4). (24)

Gradient models, along with the similarity models which are not detailed here, are part of the so-called structural
models. While the first eddy-viscosity, or functional, models aim at predicting the energy spectrum of the turbulent
flow (i.e. the statistical properties of the SGS term), the structural SGS models focus on reproducing the local structure
of SGS terms and turbulent eddies.
4.2.1. The Gradient model

The first gradient model to be developed was by Clark et al. [26]. For rapidly varying variables, the second term
(Δ4) can be too large to be omitted. The authors proposed the following model

tij =
1
12

Δ2�
)ũi
)xk

)ũj
)xk

− 2�(CgΔ)2
|

|

|

S̃||
|

S̃ij , (25)

where the Smagorinsky model acts as a model for the (Δ4) term. Due to its mixed nature, the gradient model suffers
from the excessive dissipative character of the Smagorinsky model.
4.2.2. Liu gradient model

To get rid of the additional diffusivity from the eddy-viscosity part, one solution would be to simply get rid of
the 

(

Δ4) term and only consider the gradient term Δ2

12
)ũi
)xk

)ũj
)xk

. However, such a model appears to be unstable [52].
In 1994, Liu et al.[37] proposed to add a limiter c to the model to control the backscatter of kinetic energy and thus
prevent instabilities. Liu gradient model is defined as

tij = c�̃ij , c =

{

1 if ̃ij)j ũi ≤ 0,
0 otherwise, (26)

where ̃ij =
Δ2

12
)ũi
)xk

)ũj
)xk

is the gradient term.
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Model Type Name Model for tij Model constant

PG RG

Eddy-viscosity

Smagorinsky −2(CsΔ)2�Fs(ũ)S̃ij Cs = 0.165 Cs = 0.165
D-Smagorinsky −2(CsΔ)2�Fs(ũ)S̃ij . Cds = 0.324 Cds = 0.302

Vreman −2(CvΔ)2�Fv(ũ)S̃ij Cv = 0.26 Cv = 0.26
D-Vreman −2(CdvΔ)2�Fv(ũ)S̃ij Cdv = 0.256 Cdv = 0.279

WALE −2(CwΔ)2�Fw(ũ)S̃ij Cw = 0.5 Cw = 0.5
D-WALE −2(CdwΔ)2�Fw(ũ)S̃ij Cdw = 0.4 Cdw = 0.372

Gradient

Gradient �ij − 2(CgΔ)2�Fs(ũ)S̃ij Cg = 1.0 Cg = 1.0
D-Gradient �ij − 2(CdgΔ)2�Fs(ũ)S̃ij Cdg = 0.096 Cdg = 0.112

Liu Gradient c�ij NA NA
Mod. Gradient 2(CmgΔ)2�kSGS (g̃)

(

̃ij
̃kk

)

Cmg = 1.0 Cmg = 1.0

D-Mod. Gradient 2(CdmgΔ)2�kSGS (g̃)
(

̃ij
̃kk

)

Cdmg = 0.543 Cdmg = 0.608

Table 3
List of the models used in this study.

4.2.3. The modulated gradient model (Mod. Gradient model)
The third model considered in this study that derives from the Taylor expansion (24) is the modulated gradient

model [38]. This model was first developed as a gradient model for the atmospheric boundary layer in response to the
limitations of the eddy-viscosity models.

The authors proposed a model based on the gradient term ̃ and the SGS kinetic energy kSGS that reads:

tij = 2(CmgΔ)2�kSGS (g̃)

(

̃ij
̃kk

)

(27)

Assuming a local equilibrium between energy production and dissipation, the SGS kinetic energy is obtained as

kSGS (g̃) =
⎧

⎪

⎨

⎪

⎩

4Δ2
(

− ̃lm
̃kk

S̃lm

)2 if ̃ij)j ũi ≤ 0,
0 otherwise.

(28)

where the same limiter as for Liu’s gradient model is used.

5. Dynamic models
5.1. The Germano identity

The models seen above are implemented using an arbitrary constant, empirically defined for each flow configura-
tion. In order to improve the models, one can consider a constant that is not only configuration-dependent, but also
space and time-dependent. This constant Cd can be computed with the following dynamic procedure developed by
Germano et al. [53].

Let’s first consider a second filter, called test filter, under the notation f̂ , of width Δ̂ = 2Δ, Δ being the width of
the grid filter f . When using the composition of those two filters on the momentum equation, the SGS stress tensor
becomes

Tij = �̂uiuj −
1

�̂
�̂ui �̂uj . (29)

This tensor can easily be related to the grid level SGS stress tensor by the following relation
Tij = ij + t̂ij (30)
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with
ij = �̂ũiũj − �̂ũi�̂ũj∕�̂. (31)

The tensor ij is called the resolved turbulent stress tensor, which physically corresponds to the contribution of the
largest unresolved motions to the residual stresses. In the specific case where Δ̂ = Δ, the resolved stress tensor becomes
ij = �ũiũj − �ũi �ũj∕�, which is the modified Leonard stress from Germano’s decomposition of the turbulent stress
tensor [54]. This second decomposition was proposed as an improved Leonard decomposition from (22) to correct the
lack of Galilean invariance for the featured terms [55].

�ij = ij + ij +ij

ij = ̃̃uiũj − ̃̃uĩ̃uj , ij = ũ′i ũj +
̃̃uiu′j − ũ′i

̃̃uj − ̃̃uiũ′j , ij = ũ′iu
′
j − ũ′i ũ

′
j

(32)

where ij is called the modified Leonard stress tensor.
A relation between unknown quantities, the SGS stress tensors tij and Tij , and the resolved stress tensor, which

can be explicitly computed, since it only features filtered velocities and density is now given by (30). This relation is
called the Germano identity and is the core of the dynamic procedure.

The general method to compute those dynamic coefficients is described below. The ratio between the test and the
grid filter widths � is taken equal to 2, following the optimal value the original authors have found.
5.2. Dynamic procedure

The SGS stress tensor at the test level Tij is assumed to be modeled using the same models as for tij but at the test
level, with the same constant. Considering here the eddy-viscosity Smagorinsky model, it follows

tij = −2�(CdsΔ)2
|

|

|

S̃||
|

S̃ij

Tij = −2�̂(CdsΔ̂)2
|

|

|

|

̂̃S
|

|

|

|

̂̃S ij

(33)

where, for the dynamic procedure, the model constant Cs has been replaced by the dynamic constant Cds.The Germano identity (30) becomes

ij = −2C2
dsΔ̂

2�̂
|

|

|

|

̂̃S
|

|

|

|

̂̃S ij + 2C2
dsΔ

2 ̂(

�||
|

S̃||
|

S̃ij

)

= C2
ds × 2

[

Δ2 ̂(

�||
|

S̃||
|

S̃ij

)

− Δ̂2�̂
|

|

|

|

̂̃S
|

|

|

|

̂̃S ij

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Mij

. (34)

The constant Cds can now be fully determined by use of a least squares method [56]:

tij = −2�(CdsΔ)2
|

|

|

S̃||
|

S̃ij , C2
ds =

ijMij

MijMij
(35)

In this form and shape, the constant C2
ds can happen to be negative. This would correspond to a reverse energy

cascade, also called backscatter. The denominator of C2
ds can also become zero at some locations, and the coefficient

infinite. Both of these properties have an important influence on the stability of the model. This is why it is necessary
to post-process the constant in order to avoid those complications. The main method to do so is to take the ensemble
average of both the numerator and the numerator [56] in the homogeneous directions. The constant now reads

C2
ds =

⟨ijMij⟩

⟨MijMij⟩
. (36)

Note that this process, while it ensures the stability of the model, largely reduces its dynamic and local character.
This dynamic procedure can be applied to all the other models listed in Section 4 featuring an arbitrary

constant [57, 52, 58]. Vreman model, however, is computed by using a transport equation for the resolved stress
tensor [59], which is not detailed here. The explicit expressions of the dynamic constants can be found in Appendix A.
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6. Results
As mentioned in introduction, models considered in this study mostly aim at predicting the off-diagonal terms of

the SGS Reynolds tensor. In addition, given the isotropic nature of the HIT used in this a priori study, it is chosen in
the following to focus our analysis on the component txy.
6.1. 3D Correlation and Coefficient of determination (R-squared)

A very common way to analyze the quality of a model in a-priori analysis is to compute the Pearson correlation
for the local values of txy between filtered DNS results and their modeled counterparts. Pearson correlation �X,Y is a
measure of linear correlation between two sets of data (X, Y ). It is the ratio between the covariance of the two variables
and the product of their standard deviations; thus it is essentially a normalized measurement of the covariance.

�X,Y =
E[(X − �X)(Y − �Y )]

�X�Y
(37)

where �X and �Y are the standard deviations of X and Y ; �X and �Y are the mean values of X and Y ; and E is the
expectation.

Figure 1 presents the values for the Pearson correlation obtained when taking into account a filtered 3D solution
(6753 samples) at an arbitrary time during the statistically stable regime of the HIT both for the perfect gas (PG) and
real gas (RG). The first striking observation in Figure 1 is that regardless of the EoS, gradient based models show

Figure 1: Pearson correlation coefficients for PG and RG cases as a function of the model used for predicting the SGS
Reynolds turbulent stress tensor component txy

much larger correlation factors when compared to eddy-viscosity ones. The Gradient, Liu Gradient and D-Gradient
models all achieve correlation factors larger than 0.8 which are even slightly better in the RG case when compared
to the PG case. The correlation is slightly lower for the Mod. Gradient and D-Mod. Gradient models around 0.5. All
Eddy-viscosity based models static or dynamic have correlation factors between 0.3 and 0.4. This result is somewhat
expected, at least in the PG case [27, 29], as the gradient term is a direct representation of the SGS turbulent stress
tensor and is designed to locally represent this unknown term. To be noted also, the fact that dynamic models have
almost exactly the same correlation coefficient than static models. This is also expected since the Pearson correlation
coefficient is a normalized measurement of the covariance which does not change with the constant of the model. The
Gradient model is an exception since adopting its dynamic version reduces the dissipative term when compared to the
gradient term, increasing the correlation coefficient (see Equation 25).
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A more selective tool to evaluate the prediction of a model is the R2−score between the model and the DNS. It
represents the proportion of variance of a variable Y that is explained by the variable f predicted by the model. It is
defined as:

R2 = 1 −
∑

(yi − fi)2
∑

(yi − �Y )2
, (38)

If R2 = 1, the prediction is exact. It is worth noting that a model that predicts a constant value equal to the mean value
of Y (�Y ) will have a R2−score of zero. The coefficient of determination is here computed using the DNS as the exact
data set and the modeled component txy as the predictions. Since the configuration under study is isotropic with a mean
flow equal to zero, the average of txy is almost zero. As a result, a model that predicts a constant null SGS turbulent
stress tensor (no-model case) will have a R2−score of zero. Coefficients of determination are displayed in Figure 2. All

Figure 2: Coefficient of determination (R2−score) for PG and RG cases as a function of the model used for predicting the
SGS Reynolds turbulent stress tensor component txy. Arrows correspond to determination coefficients lower than -10.

R2−scores are negative showing that the models make strong errors in the local determination of the SGS Reynolds
turbulent stress tensor. Very large negative values of the R2−score especially go with a strong error in the computation
of the variance of the term to be modeled.

Only the Smagorinsky, Vreman, D-Vreman and WALE models have coefficient of determination that are above -2.
Those four models even achieve R2−scores above -1 but in the PG case only. It is worth noting that PG coefficients are
always superior to RG ones. The results in this section show that Gradient models which have significant correlation
levels also have very poor coefficient of determination which implies that if the trend of the SGS Reynolds turbulent
stress tensor is correctly recovered, its amplitude (i.e. the variance of the term) is not correctly captured. It will be shown
in the following sections that these models indeed tend to overestimate the SGS Reynolds turbulent stress tensor.
6.2. 3D Probability density function

As detailed previously, the eddy-viscosity models are best fitted to predict the functional character of the turbulence
than its structural properties. A less structure-oriented way to evaluate the models’ predictions is to compute the space
probability density function (PDF) for the tensor component txy at hand.

Figure 3 examines the PDF of txy for the different eddy-viscosity based models as well as for the DNS solution.
The x−axis is normalized with the RMS value of txy taken from the respective PG and RG DNS. The first observation
from Figure 3 is the differences between the PDF of txy in the DNS that arise from the change in the EoS. Indeed, in
Giauque et al.: Preprint submitted to Elsevier Page 11 of 26
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(a) Perfect gas (b) Perfect gas - Zoom

(c) Real gas (d) Real gas - Zoom
Figure 3: Eddy viscosity models : Comparison of txy PDF between models and DNS.

the RG flow, the PDF almost follows a Laplace distribution for terms smaller than the variance. This shows that the
amplitude distribution could be predicted by a model following a Laplace motion description. This is quite different
in the PG case in which the distribution much more closely follows the Gaussian distribution.
As far as the models are concerned, for terms smaller than the DNS variance, one should distinguish between the PG and
RG cases. For the PG case, all eddy-viscosity based models (except the D-Smagorinsky model) perform fairly well and
manage to reproduce quite accurately the space distribution of txy. Better than all others the D-WALE model matches
the PDF in the DNS within a few percents. For large values of txy (beyond the DNS variance), a clearer ordering of the
models appear with Vreman and Smagorinsky models outperforming WALE, D-WALE and D-Smagorinsky models.
For the RG case, given the different shape of the PDF, no model accurately captures the shape and levels of the
distribution. For moderate terms, smaller than the variance in the DNS, only the D-WALE model manages to recover the
probability of occurrence of very small terms. All other models tend to underestimate this probability and over-estimate
that of large terms. For terms larger than the DNS variance, this trend is confirmed. All models tend to overestimate
by an order of magnitude the probability of occurrence of txy having an amplitude equal to five times the DNS variance.

Figure 4 examines the PDF of txy for the different gradient based models as well as for the DNS solution. Figure 4
clearly shows that gradient based models are not designed to reproduce statistical distributions of the SGS Reynolds
turbulent stress tensor. They all show poor results regardless of the EoS. For the Gradient model, the dynamic procedure
only applies to the correction term thus the difference between results obtain with the Gradient and the D-Gradient
models are very close and show similar accuracy. Gradient and D-Gradient models underestimate the probability of
occurrence of small values of txy below one half (PG) to one DNS variance (RG). Beyond those limits both models
strongly over-estimate these probabilities. Trends are the same for Liu Gradient, Mod. Gradient and D-Mod. Gradient
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(a) Perfect gas (b) Perfect gas - Zoom

(c) Real gas (d) Real gas - Zoom
Figure 4: Gradient models : Comparison of txy PDF between models and DNS.

models. For large values of txy, the D-Mod. Gradient however shows a better behavior in the PG case when compared
to the RG case. Note that the Liu Gradient PDF displays a slope break at small amplitude of txy likely because of the
use of a limiter to prevent backscatter.
To better compare PDFs, Figure 5 presents the normalized L2 errors (computed using Eq 39 for n = 0 and n = 1)

with respect to the DNS for the different models and EoS. As n increases, the normalized L2 error focuses more on
the capability of the model to accurately predict the probability of occurrence of large txy terms.

L2err(n�) =
∫ −n�
−10�[PDFDNS(x) − PDFmodel(x)]2dx + ∫ 10�

n� [PDFDNS(x) − PDFmodel(x)]2dx

∫ −n�
−10� PDFDNS(x)2dx + ∫ 10�

n� PDFDNS(x)2dx
(39)

6.3. 2D-Spectrum analysis
To further analyze functional error and gain a better understanding of the accuracy with which each model accounts

for the intensity of SGS structures as a function of their wavenumber, 2D fields along an arbitrary (x, y) plane of txy are
considered and compared to their DNS counterpart. Results obtained for all models and for both EoS are presented in
details in Appendix B. Figure 6 presents the spectrum obtained from the considered 2D-fields for all the models. First, it
can be noticed from the DNS results that the space distribution of txy is very similar between the PG and RG cases. Both
cases display contents that are of significant amplitude between 5 kmin up to the filtering wavenumber (corresponding
to k = 20kmin) and then quickly decrease as the wavenumber further increases. It is in that range of k that a-priori
results should be analyzed. Indeed, if the a priori filtering aims to represent the grid cut-off mechanism occurring
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(a) L2err(0) (b) L2err(�)
Figure 5: PDF - Normalized L2 error (in %) and Ratio of L2 errors as a function of the EoS for two different integration
limits 0 (a) and � (b) (see Equation 39). Red and black arrows respectively correspond to errors larger than 100% for the
RG and PG EoS cases. Blue arrow corresponds to a ratio of the error RG over PG smaller than 0.8.

in LES, structures associated to wavenumbers larger than this cut-off wavenumber should merely be considered as
artifacts of the filtering process that will not influence the result in a-posteriori studies. Because the numerical filter is
a Gaussian filter, some energy remains at wavenumbers larger than the filtering one. To clearly identify the "resolved"
and "sub-grid" scales, a vertical dotted line is present in Figure 6 at the wavenumber k = 20kmin.
When looking at the models used in this work in the PG case, it appears that the Vreman and D-Vreman models both
accurately reproduce the intensity of resolved structures of txy. The Smagorinsky model comes next with a slight over-
estimation of the spectrum and among static models using the linear Boussinesq hypothesis (LBH), the WALE model
is the one most over-estimating the spectrum. Other Dynamic models using the LBH (D-Smagorinsky and D-WALE),
all overestimate the spectrum of txy with the D-Smagorinsky model being the worst with an overestimation of more
than an order of magnitude. Observing now the gradient-based models for the PG case, it appears that those models all
significantly over-predict the intensity of resolved structures of txy. The application of the dynamic procedure to the
Gradient or Mod. Gradient models only slightly improve the results.
Regarding the RG case and models relying on the LBH, no model accurately reproduce the resolved part of the filtered
DNS spectrum. The reason is two-fold. On the one hand, the spectrum of the filtered DNS is slightly reduced before
the cut-off wavenumber when compared to the PG case. On the other hand, both the Vreman and D-Vreman models
predict larger values in the RG case. These two effects accumulate leading to two-fold over-estimation for the main
part of the resolved spectrum in that case. The accuracy of the Smagorinsky model is unchanged between the PG and
RG cases. Only the D-WALE model better predicts the spectrum when compared to the PG case. All other comments
made for gradient-based models in the PG case also apply to the RG one.

As an illustration and to further understand the reported spectrum, Figures 7 and 8 for the PG and RG EoS
respectively, display txy for the models providing the predictions closest to the DNS. The lack of correlation between
all models and the DNS is obvious. For the PG case in Figure 7, a largely positive region at the center-left of the
picture is not captured by the Vreman and D-Vreman models. Just below toward the center, a largely negative region
is modeled as a significantly negative one. Yet overall, the size of the structures (positive or negative) of txy is indeed
well captured.
The same lack of correlation between the models and the DNS can be observed in the RG case in Figure 8. For example,
a strong positive region at the left-bottom corner (x ≈ 0.25, y ≈ 0.2) is missed by all models. Yet, in that case, extra
filaments of positive txy are present in the modeled fields only. This is one of the possible reasons for the general
overestimation of the spectrum of txy in the RG case.
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(a) Perfect gas - Eddy-viscosity models. (b) Perfect gas - Gradient models

(c) Real gas - Eddy-viscosity models. (d) Real gas - Gradient models
Figure 6: 2D-Spectrum of txy normalized by the maximum DNS value as a function of the wavenumber (k) normalized
by the minimum wavenumber (kmin corresponding to the largest scale)

6.4. Summary of the results
To summarize the results and rank all studied models, Table 4 is proposed which depicts the following picture. As

one could imagine, regardless of the EoS, only gradient-based models significantly correlate with the SGS Reynolds
turbulent stress tensor extracted from the DNS with correlation level reaching 0.9. Yet, even for those models the
dynamic of the SGS term is not well captured locally and coefficients of determination remain negative. This conclusion
also applies indiscriminately of the EoS.
Regarding the capability of models to recover the PDF of the modeled term, differences between the PG and RG cases
appear. The general picture is that of a worsening of the results in the RG case. Only the Smagorinsky and D-WALE
models achieve fair to good results in that case. For the D-WALE model, this mostly comes from its capability to
accurately predict the probability of small values of txy in the 3D field. For Smagorinsky, it comes from its better
prediction of the probability of occurrence of large values of txy.
Finally, the prediction of 2D-spectrum of txy is also worsened in the EoS change. All Eddy-viscosity based models
(except the D-Smagorinsky model) achieve comparable results for the RG case and all tend to overestimate the energy
of large scale structures of txy.
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(a) DNS

(b) Vreman (c) D-Vreman

Figure 7: txy in the (x, y) plane. PG case. Turbulent SGS viscosity models providing spectrum closest to the DNS.

(a) DNS

(b) Smagorinsky (c) Vreman

(d) D-Vreman (e) D-WALE
Figure 8: txy in the (x, y) plane. RG case. Turbulent SGS viscosity models providing spectrum closest to the DNS.

7. Concluding remarks
From the filtering of the Navier-Stokes equations rises a set of terms that cannot be expressed from the filtered

quantities. This study has been focused on one of them, the so-called subgrid-scale (SGS) stress tensor and its modeling,
in the specific case of a real gas (RG). To do so, two databases are created from the same thermodynamical state, one
using the perfect gas (PG) equation of state (EoS) and the other with a RG EoS, namely the Martin-Hou EoS. Six
models were considered and presented. Those models, constructed to reproduce the dynamics of a PG, are tested on
both the PG and RG configurations. Considering the PG case in this study offers an element of comparison regarding
the impact of a different EoS on the predictions. The models are a-priori compared to the DNS solution from the
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Model Type Model Correlation R-Squared 3D-PDF 3D-PDF 2D-spectrum
large values

PG RG PG RG PG RG PG RG PG RG

Eddy-viscosity

Smagorinsky - - - - + + + o o o
D-Smagorinsky - - - - - - - - - - - - - - - -

Vreman - - - - + + + - + o
D-Vreman - - - - + + + - + o

WALE - - - - - - + + - - - - -
D-WALE - - - - ++ ++ o o - o

Gradient

Gradient + + - - - - o o - - - - - -
D-Gradient + + - - - - + o - - - - - -

Liu Gradient + + - - - - - - - - - - - - - -
Mod. Gradient o o - - - - - - - - + o - - - -

D-Mod. Gradient o o - - - - - - - - + + - - - -

Table 4
Summary of the performance associated to the models used in this study.
Correlation criteria : - if (P < 0.3); o if (0.3 < P < 0.8); + if (0.8 < P ).
R-Squared criteria : - - if (R2 < −2); - if (−2 < R2 < 0).
3D-PDF criteria : – if (L2 > 100%); - if (50% < L2 < 100%); o if (30% < L2 < 50%); + if (10% < L2 < 30%); ++ if
(L2 < 10%).
2D-spectrum criteria : + if both spectrum collapse ; o if the error is less than an order of magnitude; - or - - if the error
is larger than an order of magnitude.

database. Accounting for the isotropy of the test case, this study focuses on one of the components of the SGS stress
tensor : txy.

The structural performances are evaluated using the coefficients of determination with respect to the DNS. The
results confirm that gradients models designed to recover the structural behavior of the SGS stress tensor perform better
than eddy-viscosity ones. If Pearson correlation factors reach values larger than 0.8, R2 scores are disappointing and
worsen with RG effects. To switch focus to the functional error of the models, the PDFs of the turbulent stress tensor are
computed in the DNS and compared to the modeled ones. The first observation is that of the strong difference between
the PG and RG cases, the latter exhibiting PDFs significantly departing from the former. Also quite expectingly, eddy-
viscosity models better recover the PDF than gradient-based models, especially for the PG case. In the RG case, none
of the tested models stands out. Considering those poor results, the dynamic version of the models are implemented, in
which the arbitrary constant is now built from the flow’s characteristics. They present better results when the coefficient
of determination is considered, even though those results are not yet satisfactory. The study of the PDFs shows that
the dynamic computation has indeed reduced the coefficient of the models, but in a too important manner for the
eddy viscosity models. Further analyses of the 2D spectrum of the subgrid-scale stress tensor term txy confirm these
observations.

These results indicate poor a priori performance of the SGS models for both PG and RG, with RG showing however
notably poorer outcomes when predicting the extreme values of 3D-PDF. This highlights the potential influence of
the complex thermodynamics of RG on the SGS stress tensor and calls for a renewed effort focusing on the specific
modeling of SGS terms in RG flows. Researchers and engineers conducting LES of RG compressible flows still use
today SGS models which have been designed for PG compressible flows with no specific modeling effort when applying
them to RG configurations. The present study therefore also points out the need to be aware that the accuracy of these
models is further reduced when applied to RG flows.

Following the a priori analysis performed in the present study, high-resolution LES of a well-documented RG
flow configuration of interest for the turbomachinery community (namely the annular cascade experimentally studied
in [60]) will be performed using a selection of some of the SGS models investigated here.
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Model Constant Cd Tensors
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]

D-WALE ⟨ijMij⟩∕⟨MijMij⟩ Mij = 2
[

Δ2
(

�Fw(g̃)S̃ij

)̂
− Δ̂2�̂Fw(̂̃g)

̂̃S ij

]

D-Mod.Gradient ⟨ijMij⟩∕⟨MijMij⟩ Mij = 2
[

Δ̂2�̂kSGS (̂̃g)
̂̃ij∕ ̂̃kk −

(

Δ2�kSGS (g̃)
(

̃ij
̃kk

))̂ ]

Table 5
Expressions for the dynamic coefficients.

Staffelbach) at CERFACS for their support and for giving access to their solver AVBP during the course of the project
EDGES.

A. Dynamic constants
In Table 5 are gathered the explicit expressions for the dynamic coefficients of the different models studied. For all

five models, the resolved stress tensor ij from (31) is common. The coefficient for the Vreman model is presented in
equation (40), where �̆ is the kinematic viscosity reconstructed from the filtered quantities using the EoS. Since it is
not computed from the Germano’s identity but from a transport equation for ij , its expression is slightly different.

In the following, the notation (̂⋅) means that the quantity between the parentheses is filtered by the test filter.

CV reman
d = − �̆

2
⟨�̂g̃lmg̃lm − �̂̂̃glm ̂̃glm⟩

⟨

(

�Fv(g̃)S̃lmS̃lm

)̂
− �̂Fv(̂̃g)

̂̃Slm
̂̃Slm⟩

(40)

B. Comparison of txy in the (x, y) plane
For the sake of completeness and to further compare the models with the DNS, arbitrary 2D planar cuts, colored

by txy normalized by its variance, are considered in Figures 9-16. These results overall illustrate the conclusions drawn
in this study. Gradient models tend to better locate the positive or negative regions thereby achieving better correlation
levels. Yet eddy viscosity models tend to better reproduce the size and amplitudes of the characteristic structures shaped
by the fluctuations of txy. Adding a dynamic procedure tends to improve the results especially for the PG case. In the
RG case however, eddy viscosity models do not perform as well as in the PG case. This fact can be associated to
these models having difficulties reproducing the size of the structures shaped by tij . As for the PG case, gradient based
models also struggle predicting the right amplitude for tij fluctuations. In the RG case, the dynamic strategy does not
seem as adequate as in the PG case and results are still not satisfactory.
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(a) DNS

(b) Smagorinsky (c) Vreman

(d) WALE
Figure 9: txy normalized by its variance in the (x, y) plane. PG case. Turbulent SGS viscosity models.

(a) DNS

(b) Gradient (c) Liu Gradient

(d) Mod. Gradient
Figure 10: txy normalized by its variance in the (x, y) plane. PG case. Gradient models.
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(a) DNS

(b) D-Smagorinsky (c) D-Vreman

(d) D-WALE
Figure 11: txy normalized by its variance in the (x, y) plane. PG case. Dynamic turbulent SGS viscosity models.

(a) DNS

(b) D-Gradient (c) D-Mod. Gradient

Figure 12: txy normalized by its variance in the (x, y) plane. PG case. Dynamic gradient models.
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(a) DNS

(b) Smagorinsky (c) Vreman

(d) WALE
Figure 13: txy normalized by its variance in the (x, y) plane. RG case. Turbulent SGS viscosity models.

(a) DNS

(b) Gradient (c) Liu Gradient

(d) Mod. Gradient
Figure 14: txy normalized by its variance in the (x, y) plane. RG case. Gradient models.
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(a) DNS

(b) D-Smagorinsky (c) D-Vreman

(d) D-WALE
Figure 15: txy normalized by its variance in the (x, y) plane. RG case. Dynamic turbulent SGS viscosity models.

(a) DNS

(b) D-Gradient (c) D-Mod. Gradient

Figure 16: txy normalized by its variance in the (x, y) plane. RG case. Dynamic gradient models.
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C. Chung et al. [40] Transport coefficients model
In order to take into account dense-gas effects, the dense-gas viscosity � is written as the sum of two terms:
� = �k + �p (41)

where �k a modified dilute-gas viscosity and �p a correction term. Chung et al. [40] prescribe that

�k = �0
[ 1
G

+ A6Y
]

(42)

�p = 36.44 × 10−6
(MTc)1∕2

v2∕3c

A7Y
2Gexp

[

A8 + A9(T ⋆)−1 + A10(T ⋆)−2
] (43)

and �0 = 40.785
Fc(MT )1∕2

v2∕3c Ωv

(44)

where M is the molecular weight, T the temperature, Tc the critical temperature, vc the critical volume and all inner
parameters such as A6...10, Fc , G, T ⋆, Y , and Ωv can be directly computed using the relations detailed in [40].
Using the same approach as for viscosity, the dense-gas thermal conductivity � is computed as:

� = �k + �p (45)
with

�k = �0
[ 1
H

+ B6Y
]

(46)

�p = 3.039 × 10−4
√

T
M

1
v2∕3c

B7Y
2H (47)

The dilute-gas component �0 is written as

�0 = 7.452
�0Ψ�
M

(48)

The reader is referred to [40] for the computation of the parameters H , B6,7 and Ψ� .

D. Martin & Hou [42] Equation of State
The calorific and thermal Martin & Hou (MH) EoS are used in this study:

p = RT
v − b

+
5
∑

i=2

Ai + BiT + Cie−kT ∕Tc
(v − b)i

Eint = Eint,ref + ∫

T

Tref
cv(T ′)dT ′ +

5
∑

i=2

Ai + Ci(1 + kT ∕Tc)e−kT ∕Tc

(i − 1)(v − b)(i−1)

(49)

with b = vc(1 − (−31.888Zc + 20.533)∕15), k = 5.475. Zc is the compressibility factor, Tc and vc are the critical
temperature and critical specific volume, respectively and the notation (⋅)ref refers to the reference state.
Using data summarized in Table 1, the numerical constants Ai, Bi, Ci are computed following equations 50 to 58.

C2 =

(

f2 + bRTp + (RTp)2
1−Zc
Pc

)

(Tb − Tc) + (f2 + bRTb)(Tc − Tp)

(Tb − Tc)
(

e−k − e[−kTp∕Tc ]
)

− (Tc − Tp)
(

e[−kTb∕Tc ] − e−k
)

(50)

B2 =
−f2 − bRTb − C2

(

e[−kTb∕Tc ] − e−k
)

Tb − Tc
(51)
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C3 = C2
(vc − b)3 − (vc∕2 − b)3

(vc∕2 − b)2 − (vc − b)2
(52)

C5 = −C2(vc − b)3 − C3(vc − b)2 (53)
A2 = f2 − B2Tc − C2e

−k (54)
A4 = f4 (55)

B5 =
f5 − C5e−k

Tc
(56)

B3 = m(vc − b)3 − R(vc − b)2 − B2(vc − b) −
B5

(vc − b)2
(57)

A3 = f3 − B3Tc − C3e
−k (58)

where
f2 = 9Pc(vc − b)2 − 3.8RTc(vc − b)

f3 = 5.4RTc(vc − b)2 − 17Pc(vc − b)3

f4 = 12Pc(vc − b)4 − 3.4RTc(vc − b)3

f5 = 0.8RTc(vc − b)4 − 3Pc(vc − b)5

The variables Tp and m can be computed following the procedure proposed by Martin & Hou [42].
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