
HAL Id: hal-04933202
https://hal.science/hal-04933202v1

Submitted on 10 Feb 2025

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Insights of using control theory for minimizing induced
seismicity in underground reservoirs

Diego Gutiérrez-Oribio, Ioannis Stefanou

To cite this version:
Diego Gutiérrez-Oribio, Ioannis Stefanou. Insights of using control theory for minimizing induced seis-
micity in underground reservoirs. Geomechanics for Energy and the Environment, 2024, 39, pp.100570.
�10.1016/j.gete.2024.100570�. �hal-04933202�

https://hal.science/hal-04933202v1
https://hal.archives-ouvertes.fr


Acc
ep

ted
 M

an
us

cri
pt

Insights of using Control Theory for minimizing Induced Seismicity in

Underground Reservoirs

Diego Gutiérrez-Oribioa, Ioannis Stefanoua,∗

aNantes Universite, Ecole Centrale Nantes, CNRS, GeM, UMR 6183, F-44000, Nantes, France

Abstract

Deep Geothermal Energy, Carbon Capture, and Storage and Hydrogen Storage have significant potential to meet

the large-scale needs of the energy sector and reduce the CO2 emissions. However, the injection of fluids into the

earth’s crust, upon which these activities rely, can lead to the formation of new seismogenic faults or the reactivation

of existing ones, thereby causing earthquakes. In this study, we propose a novel approach based on control theory to

address this issue. First, we obtain a simplified model of induced seismicity due to fluid injections in an underground

reservoir using a diffusion equation in three dimensions. Then, we design a robust tracking control approach to force

the seismicity rate to follow desired references. In this way, the induced seismicity is minimized while ensuring

fluid circulation for the needs of renewable energy production and storage. The designed control guarantees the

achievement of the control objectives even in the presence of system uncertainties and unknown dynamics. Finally,

we present simulations of a simplified geothermal reservoir under different scenarios of energy demand to show the

reliability and performance of the control approach, opening new perspectives for field experiments based on real-time

regulators.

Keywords:

Energy geotechnics, Geothermal energy, Energy and energy product storage, Earthquake prevention, Induced

seismicity, Robust control

1. INTRODUCTION1

Deep Geothermal Energy, Carbon Capture and Stor-2

age, and Hydrogen Storage show promising potential in3

addressing the substantial energy sector demands while4

mitigating CO2 emissions. However, their effectiveness5

relies on injecting fluids into the Earth’s crust, a pro-6

cess that may potentially induce earthquakes [1, 2, 3].7

The occurrence of induced seismicity poses a signifi-8

cant threat to the feasibility of projects employing these9

techniques. This concern has led to the closure of sev-10

eral geothermal plants worldwide, such as those in Al-11

sace, France, in 2020 [4, 5], Pohang, South Korea, in12

2019 [6, 7], and Basel, Switzerland, in 2009 [8, 9].13

Earthquakes initiate when there is a sudden release14

of significant elastic energy stored within the Earth’s15

crust due to abrupt sliding along fault lines [10, 11].16

∗Corresponding author.

The injection of fluids can lead to the formation of new17

seismogenic faults or the reactivation of existing ones,18

which cause earthquakes [2, 3, 12]. More specifically,19

elevated fluid pressures at depth amplify the amount of20

elastic energy accumulated in the Earth’s crust while re-21

ducing the friction along faults. As a result, the likeli-22

hood of earthquakes significantly increases, even in re-23

gions that are typically considered to have low seismic24

potential (see [2], [7], and [12], among others).25

Therefore, earthquake prevention strategies are nec-26

essary to mitigate induced seismicity in the energy sec-27

tor [2, 7, 12]. Traffic light systems, cyclic stimulation28

and fracture caging are the most widely used approaches29

for earthquake prevention [13, 14, 15, 16]. Neverthe-30

less, to our knowledge, these methods rely on trial and31

error rather than a systematic control approach. They32

lack a mathematical foundation and cannot guarantee33

the avoidance of induced seismicity. Moreover, there is34

no proof that these methods cannot even trigger earth-35

quakes of greater magnitudes than the ones they are sup-36

posed to mitigate [17]. The fundamental assumptions of37
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traffic light systems and its effectiveness were also ques-38

tioned in [18, 19, 20].39

More recently, significant progress has been made in40

controlling the earthquake instability of specific, well-41

defined, mature seismic faults [21, 22, 23, 24, 25, 26].42

These studies have employed various control algorithms43

to stabilize the complex and uncertain nature of the un-44

derlying underactuated physical system. The designed45

controllers effectively stabilize the system and modify46

its natural response time. As a result, the energy dissi-47

pation within the system occurs at a significantly slower48

rate, orders of magnitude lower than that of the natural49

(uncontrolled) earthquake event. However, it is worth50

noting that these investigations did not consider factors51

such as the presence of multiple smaller faults, which52

are typically found in deep geothermal reservoirs, as53

well as fluid circulation constraints associated with en-54

ergy production. Regarding the controllability, observ-55

ability and parameter identification of geological reser-56

voirs, we refer to [27, 28, 29].57

In [30], the authors introduce a control strategy for58

a deep geothermal system. However, it is important to59

note that this study focused on a 1D diffusion system,60

the control design was implemented based on a dis-61

cretized model (not accounting for possible spillover),62

and the output considered was the pressure over the63

reservoir, rather than the seismicity rate (SR). There-64

fore, this result presents many limitations to cope in-65

duced seismicity over real applications.66

This study accounts for water injections into an un-67

derground reservoir using a simplified model of a 3D68

diffusion equation. By utilizing this Partial Differen-69

tial Equation (PDE), a robust tracking control strategy70

is developed to regulate the SR, ensuring tracking to71

a desired reference. The primary control objective is72

to prevent induced seismicity while maintaining energy73

production. The designed control scheme demonstrates74

resilience against system uncertainties and unmodelled75

dynamics. Simulations of the process are conducted to76

validate the effectiveness of the control approach and77

show the potential for optimizing underground fluid cir-78

culation and thus energy production. Various simu-79

lation scenarios, considering different energy demands80

and constraints, are presented to provide a comprehen-81

sive understanding of the system’s behaviour and the re-82

liability of the control strategy. This research opens new83

perspectives for field applications at the kilometric scale84

based on real-time regulators and control theory.85

The structure of this paper can be outlined as follows.86

In Section 2, a motivating example of a simplified un-87

derground reservoir is presented showing how the SR88

increases when we inject fluids. Section 3 introduces89

the underlying 3D diffusion model and shows the feed-90

back control used for minimizing induced seismicity.91

To demonstrate the effectiveness of the proposed control92

strategy, simulations are conducted in Section 4, consid-93

ering different scenarios of intermittent energy demand94

and production constraints. Finally, concluding remarks95

are provided in Section 5, summarizing the key findings96

of the study.97

2. EXAMPLE OF INDUCED SEISMICITY IN A98

RESERVOIR DUE TO FLUID INJECTIONS99

Consider a simplified underground reservoir at ap-100

proximately 4 [km] below the earth’s surface, as de-101

picted in Fig. 1. The reservoir is made of a porous rock102

which allows the circulation of fluids through its pores103

and cracks. In our example, the reservoir has a thickness104

of ∼ 100 [m] and covers horizontally a square surface105

of dimensions ∼ 5 [km] × 5 [km]. Wells are injecting106

and/or extracting fluids (e.g. water) at different injec-107

tion points in the reservoir, as shown in Fig. 1. For the108

sake of simplicity, injection of fluids will refer to both109

injection and fluid extraction from the reservoir.110

Pumping fluids in-depth causes the circulation of flu-111

ids in the reservoir, which, in turn, causes the host112

porous rock to deform. The hydro-mechanical be-113

haviour of the reservoir due to the injection of fluids at114

depth can be described by Biot’s theory [31]. According115

to this theory, the diffusion of the fluid and the deforma-116

tion of the host porous rock are coupled dynamic pro-117

cesses. However, if the injection rates are slow enough,118

with respect to the characteristic times of the system due119

to inertia, and if the volumetric strain rate of the host120

porous rock is negligible, then the diffusion of the fluid121

in the host rock due to fluid injections can be described122

by the following diffusion equation [32]123

ut = −
1

β
∇q + s, (1)

where u = u(x, t) is the change of the fluid pressure in124

the reservoir due to fluid injections, x is the spatial coor-125

dinate, t ≥ 0 is the time, ut denotes the partial derivative126

of u with respect to time, q = − k
η
∇u is the change of127

the hydraulic flux and s is a source/sink term represent-128

ing the fluid injections. Furthermore, k is the perme-129

ability of the host rock, η is the dynamic viscosity of130

the fluid, and β is the compressibility of the rock-fluid131

mixture. All these parameters are assumed constant in132

most of the following examples and, thus, they can de-133

fine a simple expression for the hydraulic diffusivity of134

2
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Figure 1: Underground reservoir diagram.

the system, chy = k/ηβ. A special case where hetero-135

geneities are present in β and chy is covered in Section136

4. Finally, the reservoir has volume V .137

We consider drained boundary conditions at the138

boundary of the reservoir, i.e., u = 0 at ∂V . Further-139

more, we assume point source terms, as the diameter of140

the wells is negligible compared to the size of the reser-141

voir. In particular we set s = 1
β
B(x)Q(t), where Q(t) ∈142

ℜm, Q(t) = [Q1(t), ...,Qm(t)]T , are injection fluxes ap-143

plied at the injection points, (x1, ..., xm), trough the co-144

efficient B(x) ∈ ℜ1×m, B(x) = [δ(x − x1), ..., δ(x − xm)].145

The terms δ(x− xi) are Dirac’s distributions and m is the146

number of the wells in the reservoir. For the rigorous147

statement of the mathematical problem and its control148

we refer to Section 3 and Appendix A to Appendix E.149

It is nowadays well established that the injection of150

fluids in the earth’s crust causes the creation of new and151

the reactivation of existing seismic faults, which are re-152

sponsible for notable earthquakes (see for instance [2],153

[12] and [7]). The physical mechanisms behind those154

human-induced seismic events is connected with the155

change of stresses in the host rock due to the injections,156

which intensify the loading and/or reduce the friction157

over existing or new discontinuities (faults). In other158

words, fluid injections increase the SR in a region, i.e.,159

the number of earthquakes in a given time window.160

The seismicity rate, R, of a volume containing nu-161

cleation sources, i.e. a region, depends on the average162

stress rate change, τ̇, over the same region according to163

the following expression164

Ṙ =
R

ta

(

τ̇

τ̇0

− R

)

, (2)

where (̇) denotes the time derivative, ta is a character-165

istic decay time and τ̇0 is the background stress change166

rate in the region, i.e. the stress change rate due to var-167

ious natural tectonic processes, and is considered to be168

constant. The above equation coincides with the one169

of Segall and Lu [33] (see also [34]), with the difference170

that here the SR is defined region-wise rather than point-171

wise. This choice results in a more convenient formu-172

lation as we mainly focus on averages over large vol-173

umes rather than point-wise measurements of the SR,174

which can be also singular due to point sources. Fol-175

lowing Segall and Lu [33] we assume also that the stress176

change rate is a linear function of the pore fluid pressure177

change rate, i.e., τ̇ = τ̇0+ f u̇, where u̇ is the average fluid178

pressure change rate over a given region of the reservoir179

and f a (mobilized) friction coefficient. The latter linear180

hypothesis is justified on the basis of Coulomb friction181

over the fault planes and Terzaghi’s effective stress prin-182

ciple [35].183

It is worth emphasizing that, according to [34], the184

volume containing the nucleation sources must be small185

enough for all of them to experience uniform stress186

changes. Apparently, this is improbable during fluid187

injections in the Earth’s crust, hence our simplifying188

assumption of averaging the Coulomb stress changes,189

τ̇, over a predefined region. The size of the averag-190

ing volumes (regions) could potentially be determined191

based on statistical arguments to accommodate the max-192

imum expected induced earthquake magnitude (see for193

instance [36]). However, these considerations extend194

beyond the scope of the current work (see also Section195

5 for more details about the limitations of the current196

approach). Finally, the point-wise SR model could be197

recovered at the limit of infinitesimal volumes. In this198

sense the region-wise SR approach used here is more199

general.200

In the absence of fluid injections, τ̇ = τ̇0 and, there-201

fore, R → 1. In this case, the SR of the region reduces202

to the natural one. If, on the contrary, fluids are injected203

3
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into the reservoir, then u̇ > 0 and consequently, τ̇ > τ̇0,204

leading to an increase of the SR (Ṙ > 0) over the region.205

To illustrate this mechanism, let us consider an injec-206

tion of Q = Qs1
= 32 [m3/hr] through a single injec-207

tion well (see [37, 38] for enhanced geothermal systems208

with similar injection rates). In this numerical exam-209

ple, we consider the parameters of Table 1, we depth210

average Equation 1 as shown in Appendix C and we in-211

tegrate the resulting partial differential equation in time212

and space using a spectral decomposition method as ex-213

plained in Appendix D. We then calculate the SR over214

two distinct regions, one close to the injection point and215

one in the surroundings. Fig. 2 shows the location of216

the regions and of the injection point.217

The SR in both regions as a function of time is shown218

in fig. 3. We observe that the maximum SR over V1 is219

equal to R1 = 7975, which means that 7975 more earth-220

quakes of a given magnitude in a given time window are221

expected over region V1, than without injections. The222

seismicity is even higher near the injection well (see re-223

gion V2 in Fig. 3). Fig. 4 shows the evolution of the224

pressure over the reservoir through different times. The225

pressure experiences a gradual rise across extensive ar-226

eas near the injection point, eventually stabilizing at ap-227

proximately two years.228

In the case of an Enhanced Geothermal System (EGS229

[39]), we would like to increase the permeability be-230

tween two wells by creating a small network of cracks231

that would facilitate the circulation of fluids between the232

wells [40]. The creation of those cracks would be as-233

sociated with a localized microseismicity in the region234

encircling the wells. This microseismicity is welcome,235

provided that the overall SR over the larger region of the236

reservoir remains close to one. Therefore, in the control237

problem addressed in this work, we will set as control238

objective the controlled increase of the SR in a small239

region surrounding some wells (e.g., in region V2, see240

Fig. 2), while keeping constant and equal to one the SR241

over the larger area of the reservoir (e.g., in region V1,242

see Fig. 2). For this purpose, additional wells will be243

added in the reservoir, whose fluxes will be controlled244

by a specially designed controller. This controller will245

be robust to uncertainties of the system parameters and246

will achieve the aforementioned control objective under247

different production rates.248

Table 1: Diffusion and Seismicity rate system parameters. Such pa-

rameters are consistent with real applications like [41, 42].

Parameter Description Value and Units

chy Hydraulic diffusivity 3.6 × 10−4 [km2/hr]

D Reservoir length 5 [km]

Dz Reservoir depth 0.1 [km]

Qs Static flux 32 [m3/hr]

β Mixture compressibility 1.2 × 10−4 [1/MPa]

f Friction coefficient 0.5 [-]

τ0 Background stressing rate 1 × 10−6 [MPa/hr]

ta Characteristic decay time 500100 [hr]

Figure 2: Regions V1 and V2 and location of the injection well with

flux Qs1
inside of region V2.

Figure 3: Seismicity rate in both regions, V1,V2 with constant injec-

tion rate, Qs1
. 7975 more earthquakes of a given magnitude in a given

time window are expected over the outer region of the reservoir due

to the constant fluid injection.
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Figure 4: Solution, u(x, t), of the pressure’s reservoir at different times, with constant injection rate, Qs1
. The solution presents high pressure

profiles in wide areas next to the point of injection.

3. PROBLEM STATEMENT AND CONTROL DE-249

SIGN250

The diffusion system (1) can be written as follows251

ut(x, t) = chy∇
2u(x, t) +

1

β
[Bs(x)Qs(t) + Bc(x)Qc(t)] ,

u(x, t) = 0 ∀ x ∈ S ,

(3)

where u(x, t) is the fluid pressure change evolving in the252

space H1(V), x ∈ ℜ3, x = [x1, x2, x3]T , is the space253

variable belonging to a bounded subset V of the space254

ℜ3 with boundary S = ∂V , and t ≥ 0 is the time vari-255

able. As mentioned above, chy is the hydraulic diffusiv-256

ity and β is the compressibility of the rock-fluid mixture.257

Qs(t) ∈ ℜ
ms , Qs(t) = [Qs1

(t), ...,Qsms
(t)]T , are fixed258

(not controlled) fluxes applied at the injection points,259

(x1
s , ..., x

ms
s ), trough the coefficient Bs(x) ∈ ℜ1×ms ,260

Bs(x) = [δ(x − x1
s), ..., δ(x − x

ms
s )], and Qc(t) ∈ ℜmc ,261

Qc(t) = [Qc1
(t), ...,Qcmc

(t)]T , are the controlled fluxes262

applied at the injection points, (x1
s , ..., x

mc
s ), trough the263

coefficient Bc(x) ∈ ℜ1×mc , Bc(x) = [δ(x − x1
c), ..., δ(x −264

x
mc
c )]. Note that the number of original inputs, m, in sys-265

tem (1) is equal to the sum of not controlled and con-266

trolled input of system (3), i.e., m = ms + mc (Q(t) =267

Bs(x)Qs(t) + Bc(x)Qc(t)). Since the right-hand side of268

(1) contains Dirac’s distributions, the above boundary269

value problem is interpreted in the weak sense (see Ap-270

pendix A for more details on the notation and Appendix271

B for the definition of weak solution).272

As explained before, the SR in equation (2) is defined273

region-wise. In this study, we will define the SR over mc274

regions, Vi ⊂ V , i ∈ [1,mc] of the underground reservoir275

as follows276

ḣi =
f

taτ̇0Vi

∫

Vi

ut(x, t) dV −
1

ta
(ehi − 1), i ∈ [1,mc],

(4)

where the change of variables277

Ri = ehi , i ∈ [1,mc], (5)

has been used for ease of calculation. The objective of278

this work is to design the control input Qc driving the279

output y ∈ ℜmc defined as280

y = [h1, ..., hmc
]T , (6)

of the underlying BVP (3)–(4) to desired references281

r(t) ∈ ℜmc , r(t) = [r1(t), ..., rmc
(t)]T . This is known282

as tracking. Note that solving such tracking problem re-283

sults in solving the tracking for the SR system (2) due284

to the change of variables (5), i.e., Ri(t) will be forced to285

follow the desired reference r̄i(t) = eri(t) for i ∈ [1,mc].286

For that purpose, let us define the error variable, ye ∈287

ℜmc , as follows288

ye = y − r, (7)

and the control Qc(t) given by289

Qc(t) = B−1
0

(

−K1 ⌈ye⌋
1

1−l + ν + ṙ
)

,

ν̇ = −K2 ⌈ye⌋
1+l
1−l ,

(8)

where K1 ∈ ℜ
mc×mc , K2 ∈ ℜ

mc×mc are matrices to be290

designed, and l ∈ [−1, 0] is a freely chosen parameter291

[43, 44]. The matrix B0 ∈ ℜ
mc×mc is a nominal ma-292

trix that depends on the system parameters (see equa-293

tion (E.6) in Appendix E for its definition). The func-294

tion ⌈ye⌋
γ := |ye|

γsign(ye) is applied element-wise and295

5
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is determined for any γ ∈ R≥0 (see Appendix A for296

more details). Such control has different characteristics297

depending on the value of l. It has a discontinuous in-298

tegral term when l = −1, i.e., ⌈ye⌋
0 = sign(ye). When299

l ∈ (−1, 0] the control function is continuous and de-300

generates to a linear integral control when l = 0. Note301

how the controller is designed with minimum informa-302

tion about the system (E.4), i.e. with only the measure-303

ment of y(t) and the knowledge of the nominal matrix304

B0.305

The tracking result for the output (4)–(6) is then in306

force:307

Let system (3)–(4) be driven by the control (8) with308

K1 > 0, K2 > 0 and B0 as in (E.6). Then, the error309

variable (7) will tend to zero in finite-time if l = [−1, 0),310

or exponentially if l = 0.311

In other words, we force the SR to follow desired312

references to avoid induced seismicity over the under-313

ground reservoir. (See Appendix E for the mathemati-314

cal derivation of the proof and further details of the con-315

trol algorithm.)316

3.1. Energy demand and production constraints317

We will consider a new scenario where an additional318

number of flux restrictions, mr, to the fluid injection of319

the controlled injection points is needed. In other words,320

we will impose the weighted sum of the injection rates321

of some of the wells to be equal to a time-variant, pos-322

sibly intermittent production rate.323

For this purpose, we will augment the vector of con-324

trolled injection points as Q̄c(t) ∈ ℜmc+mr , Q̄c(t) =325

[Q̄c1
(t), ..., Q̄cmc+mr

(t)]T . Notice that the number of con-326

trolled injection points, mc, has to be increased to mr +327

mc. This does not change the previous theoretical results328

as shown below.329

The condition imposed over the control input, Q̄c(t),330

is331

WQ̄c(t) = D(t), (9)

where W ∈ ℜmr×(mc+mr) is a full rank matrix whose ele-332

ments represent the weighted participation of the well’s333

fluxes for ensuring the demand D(t) ∈ ℜmr . In order to334

follow this, the new control input will be designed as335

Q̄c(t) = WQc(t) +WT (WWT )−1D(t), (10)

where Qc(t) is the original control input designed as (8)336

and W ∈ ℜ(mc+mr )×mc is the null space of W. Note that if337

we replace (10) in (9), the demand over the controlled338

injection points will be strictly fulfilled at any time t.339

Control (10) will ensure the linear combination of the340

new controlled fluxes Q̄c(t) to be equal to a predeter-341

mined flux D(t), which we called demand, according to342

(9), while keeping the original output tracking result of343

the previous section. This can be of interest in geoen-344

ergy applications to cope with different types of energy345

demand and production constraints (see Appendix E.1346

for more details).347

Note that by monitoring the SR in the regions of in-348

terest and using equations (8) and (10) it is theoretically349

possible to adjust the fluid flux of the wells in a reser-350

voir and achieve the desired control objectives in terms351

of the SR, while achieving production constraints.352

4. SIMULATIONS353

In order to demonstrate our control approach, numer-354

ical simulations of (3) and (4) have been done in Python355

(scripts available upon request). Without loss of gener-356

ality and for a simpler presentation of the results, we357

chose to depth average Equation 3 as shown in Ap-358

pendix C and integrate the resulting two-dimensional359

partial differential equation in time and space using360

Runge-Kutta method RK23 [45] and spectral decom-361

position method as explained in Appendix D, respec-362

tively. The same parameters with the numerical simula-363

tions performed in section 2 were used (see Table 1).364

Simulations were performed for three scenarios, i.e.365

one without any predetermined demand, one with con-366

stant demand and one with intermittent demand. In all367

scenarios we consider a fixed injection well with flux368

Qs(t) = Qs1
(t) = 32 [m3/hr] situated at the same loca-369

tion as the fixed injection well of the example presented370

in section 2. Moreover, following the same example,371

we consider two different regions, V1,V2 over which372

we calculate the SR, R1,R2. Consequently, the num-373

ber of outputs to be tracked is equal to two and, thus,374

at least two control inputs have to be designed (Qc(t) =375

[Qc1
(t),Qc2

(t)]T , mc = 2). In Fig. 5 (top) we show the376

chosen location of the control wells. The initial condi-377

tions of the systems (3) and (4) were set as u(x, 0) = 0378

and h1(0) = h2(0) = 0 (i.e., R1(0) = R2(0) = 1).379

To design the control (8), the matrices Bs, Bc of sys-380

tem (E.4) are needed (see Appendix E for more details),381

and they are defined as382

Bs =
f

taτ̇0β

[

0
1

V2

]

, Bc =
f

taτ̇0β

[ 1
V1

0

0 1
V2

]

. (11)

For the scenarios with predetermined demand, we383

will apply a single flux restriction, i.e., mr = 1, with384

W = [1, 1.01, 1] (see Section 3.1 for more details).385

As a result, an addition control will be needed (i.e.386

mc + mr = 3), whose location is depicted in Fig. 5 (bot-387

tom). Therefore, the matrices B̄c, Bc of system (E.10)388

6
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Figure 5: Regions V1 and V2 and location of the injection wells in the

cases without demand (top) and with demand (bottom).

become389

B̄c =
f

taτ̇0β

[ 1
V1

1
V1

0

0 0 1
V2

]

,

Bc = B̄cW =
f

taτ̇0β

[ 0.22
V1

−0.78
V1

−0.21
V2

0.79
V2

]
(12)

and the matrix Bs is given in (11).390

Finally, in all scenarios, the reference r(t) was se-391

lected as r(t) = [r1(t), r2(t)]T , where r1(t) = 0 and r2(t)392

is a smooth function that reaches the final value of ln(5)393

in 1 [month] (see Figs 6, 9 and 13). This reference was394

chosen so the SR on every region, V1,V2 to converge395

to the final values 1 and 5, respectively. This selection396

aims at forcing the SR in the extended region V1 to be397

the same as the natural one. Regarding, region V2 we398

opt for an increase of the SR in order to facilitate the399

circulation of fluids and improve the production of en-400

ergy.401

4.1. Scenario 1: SR tracking without demand402

In this scenario, the control (8) was implemented with403

a nominal matrix B0 as404

B0 =
f0

ta0
τ̇00
β0

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1
V10

0

0 1
V20

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (13)

where the subscript ‘0’ corresponds to the nominal val-405

ues of the system’s parameters. In our case, we have406

chosen all the nominal values 10% higher than the real407

ones, e.g., f0 = 1.1 f .408

The gain parameters of the control (8) were selected409

as410

K1 =

[

1.5 × 10−2 0

0 6.7 × 10−2

]

,

K2 =

[

1.1 × 10−4 0

0 2.2 × 10−3

]

, l = −0.6

(14)

The results are depicted in Figures 6 to 8. In both re-411

gions, seismicity rates align with the specified constant412

references after approximately one month, achieving a413

steady state more rapidly than the uncontrolled system,414

as illustrated in Figure 3, which took around two years415

to reach a steady state. This robust performance is at-416

tributed to the control strategy, which effectively ad-417

dresses uncertainties in the system. Specifically, the418

control uses only the nominal matrix B0 and compen-419

sates for the remaining error dynamics. The generated420

control signals, presented in Figure 8, exhibit continu-421

ous fluxes that can be used in practical pump actuators.422

Figure 7 displays the pressure profile, u(x, t), at different423

time points. In contrast to the scenario without control424

(refer to Figure 4), the control strategy effectively pre-425

vents the propagation of high-pressure profiles around426

the static injection point.427

4.2. Scenario 2: SR tracking with constant demand428

In this scenario we consider the demand to be equal429

to D(t) = −Qs1
= −32 [m3/hr] (see Fig. 11). This is430

interesting in applications where the extracted fluid is431

re-injected into the reservoir.432

The control Q̄c(t) was designed as (8),(10) with the433

nominal matrix B0434

B0 =
f0

ta0
τ̇00
β0

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0.22
V10

−0.78
V10

−0.21
V20

0.79
V20

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (15)

where the subscript ‘0’ corresponds to the nominal val-435

ues of every system parameter. Again, we have chosen436

all the nominal values 10% larger than the real ones to437

test robustness. The control gains were selected as in438
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Figure 6: Seismicity rate in regions, V1,V2. The control strategy

forces the SR to follow the desired references preventing induced seis-

micity.

(14) and the results are shown in Figs. 9–11. Consistent439

with the earlier findings, the control effectively moni-440

tors the SR in two regions, but now under the influence441

of the imposed flux restriction (9) on the control wells442

(refer to Fig 11, bottom). The control strategy success-443

fully regulates the seismicity rates across both regions,444

achieving a stable low pressure solution as in the previ-445

ous case (see Figure 10).446

Figure 11 (top) shows fast-frequency oscillations447

(chattering) in the control signals due to the discontinu-448

ous nature of the employed controller. One can reduce449

such oscillations by choosing the linear case of the con-450

trol, i.e., l = 0 instead of l = −0.6. Indeed, in Fig. 11451

(center) we observe the linear control signal generated452

for this case, which is smoother, but its convergence is453

slower and less precise. The latter is demonstrated in454

Fig. 12, where the norm of the tracking error is shown455

for both cases. Therefore, the selection of the control456

parameter, l, offers a trade-off between smoothness and457

precision, resulting in a great flexibility depending on458

the requirements of specific practical applications.459

4.3. Scenario 3: SR tracking with intermittent demand460

In order to test a more plausible demand scenario, we461

will apply the same control strategy as in the previous462

case, but using an intermittent demand (cf. [41]), D(t),463

as depicted in Fig. 15 (bottom). According to this injec-464

tion plan, the demand varies abruptly between the flux465

of the fixed well and zero. The results are shown in466

Figs. 13–15. Despite the intermittent nature of the de-467

mand, leading to numerous transients in the SR as de-468

picted in Figure 13, the generated control signals (Fig-469

ure 15 (top)) swiftly restore the tracking performance470

for the SR. It is noteworthy that the control signals ad-471

here strictly to the intermittent demand D(t), as evident472

in Figure 15 (bottom). Additionally, the abrupt shifts in473

demand result in higher pressure profiles compared to474

previous scenarios, as illustrated in Figure 14. Never-475

theless, the control strategy ensures the steady state of476

the pressure solution after approximately 24 months.477

4.4. Scenario 4: SR tracking with heterogeneities478

As a final test to validate the robustness of the pre-479

sented control strategy, we will introduce a more real-480

istic scenario where there is presence of heterogeneities481

in the reservoir, more specifically in the hydraulic diffu-482

sivity and the mixture compressibility parameters, i.e.,483

chy = chet
hy

(x) and β = βhet(x). Fig. 16 illustrates484

the spatial variation of these parameters normalized by485

their constant values, as considered in the previous para-486

graphs. This variation extends to three orders of magni-487

tude.488

Fig. 17 shows how the pressure evolves in the het-489

erogeneous reservoir under the constant injection rate490

Qs1
(t) = 32 [m3/hr] (no control). We observe that the491

contours are not circular convex anymore as in Fig. 4492

due to heterogeneity. Furthermore, now the steady state493

is reached in a longer time (around 30 years in this sim-494

ulation) due to the new distribution of chet
hy

(x) and βhet(x)495

across the reservoir.496

The results of the simulations for the control case497

(Scenario 1) under heterogeneous parameters are de-498

picted in Figs. 18–20. Although there are some os-499

cillations in the control signal of the injection well Qc2
500

(see Fig. 20) due to its location on the reservoir (see501

βhet(x) value in Fig. 16), the control algorithm is still502

able to compensate such uncertainties and accomplish503

the tracking of the SR. The steady state of the pressure504

solution is achieved in a longer time compared to the505

case without heterogeneity (Fig. 7), but ten times faster506

than in the case without control (Fig. 17).507

5. CONCLUSIONS AND LIMITATIONS508

A new control strategy for minimizing induced seis-509

micity while assuring fluid circulation for energy pro-510

duction in underground reservoirs is designed in this511

paper. Contrary to existing approaches for induced seis-512

micity mitigation due to fluid injections in the earth’s513

crust, the proposed control strategy ensures the robust514

tracking of desired seismicity rates over different re-515

gions in geological reservoirs. For this purpose, a robust516

controller uses the measurement of averages of SR over517

different regions to generate continuous control signals518

for stabilizing the error dynamics, despite the presence519
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Figure 7: Fluid pressure distribution, u(x, t), in the reservoir at different times. The control strategy prevents the propagation of high-pressure

profiles around the static injection point.

Figure 8: Static flux input Qs1
and controlled flux inputs Qc1

,Qc2
.

Figure 9: Seismicity rate in regions, V1,V2 under the constraint of

constant demand. The control strategy forces the SR to follow the

desired references while respecting the imposed energy demand.

of system uncertainties and unknown error dynamics.520

This is of great importance on this complicated sys-521

tem where it is always difficult to measure the real sys-522

tem parameters (e.g., diffusivity and compressibility),523

or there are errors in the sensing of physical quantities524

(e.g., SR and accelerometers).525

A series of numerical simulations confirm the effec-526

tiveness of the presented theory over a simplified model527

of an underground reservoir under different scenarios.528

This provides a new direction for using robust control529

theory for this challenging application that involves an530

uncertain, underactuated, non-linear system of infinite531

dimensionality for mitigating induced seismicity while532

maximizing renewable energy production and storage.533

However, assessing earthquake risk solely based on534

the seismicity rate may pose limitations, as earthquake535

magnitude holds greater significance than seismicity536

rate (c.f., Pohang EGS project [38, 46] vs. Basel EGS537

project [37] earthquakes). The magnitude of expected538

earthquakes can be related to their frequency accord-539

ing to modified Richter-Gutenberg distributions as pre-540

sented in [36] and related works. The same holds for541

the maximum magnitude of the expected earthquakes,542

which may be connected to the size of the activated re-543

gions, Vi. However, the incorporation of this kind of544

statistical analysis exceeds the scope of this work.545

Furthermore, the inclusion of fault discontinuities546

should be studied in real scenarios. Controlling multiple547

faults within a reservoir (cf., [47]) remains a challenge548

due to complexity and faster spatio-temporal scales as-549

sociated with poroelastodynamic phenomena activated550

by intermittent injections. Controlling this dynamics to-551

gether with point-wise SR, instead of region-wise, non-552

linear constraints for the fluxes and error in measure-553

ments, among others, is under investigation.554

It is worth mentioning that the current approach has555
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Figure 10: Pressure distribution, u(x, t), in the reservoir at different times, under the constraint of constant demand. The control strategy regulates

the SR across both regions, achieving stable low pressure solution profiles.

not yet been experimentally tested. A first step to-556

wards the experimental testing of the control of the slip557

of a single fault has been successful in the laboratory558

(see [23]), but this test seems rather adequate for in-559

termittent injections and induced seismicity at the level560

of reservoirs. Moreover, field-scale testing is with no561

doubt necessary despite the methodological challenges562

related to repeatability and other methodological prob-563

lems. Hence, this work is part of a more general effort564

for providing rigorous mathematical proofs and numer-565

ical simulations for exploring the extent up to which566

induced seismicity can be prevented in practice, while567

maximizing renewable energy production and storage.568
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Appendix A. Notation806

We denote ||·|| as the euclidean norm of the n-807

dimensional Euclidean space, ℜn. If ye ∈ ℜ, the func-808

tion ⌈ye⌋
γ := |ye|

γsign(ye) is determined for any γ ∈ R≥0.809
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If ye ∈ ℜ
m, the functions ⌈ye⌋

γ and |ye|
γ will be applied810

element-wise.811

Consider the Sobolev space, H1(V), of abso-812

lutely continuous scalar functions u(x), x ∈ ℜ3,813

x = [x1, x2, x3]T , defined on a bounded subset814

V of the space ℜ3 with boundary S = ∂V as815

H1(V) =
{

u | u,∇u ∈ L2(V)
}

. Its H0-norm is defined816

as ||u(·)||H0(V) =

√

∫

V
[u(·)]2 dV . The time deriva-817

tive is denoted by ut = ∂u/∂t, the gradient as ∇u =818

[∂u/∂x1, ∂u/∂x2, ∂u/∂x3], and the Laplacian as ∇2u = ∂
2u/∂x2

1
+819

∂2u/∂x2
2
+ ∂

2u/∂x2
3
. We define the Dirac’s distribution, δ(x),820

as
∫

V∗
φ(x)δ(x − x∗) dV = φ(x∗), ∀ x∗ ∈ V , V∗ ⊂ V , on821

an arbitrary test function φ(x) ∈ H1(V).822

For their use, important inequalities are recalled:823

Poincaré’s Inequality: For u(x) ∈ H1(V) on a bounded824

subset V of the space ℜ3 of zero-trace (i.e., u(x, t) = 0825

for all x ∈ ∂V), the inequality826

||u(x)||2
H0(V)

≤ γ ||∇u(x)||2
H0(V)

(A.1)

with γ > 0 depending on V , is fulfilled.827

Cauchy-Schwarz Inequality:828

∫

V

f (x)g(x) dV ≤ || f (x)||H0(V) ||g(x)||H0(V) , (A.2)

for any f , g ∈ L2(V).829

Appendix B. Weak solution of the 3D diffusion830

equation831

Definition 1. [48, 49] A continuous function u(x, t) ∈832

H1(V) is said to be a weak solution of the BVP (3) on833

t ≥ 0, if for every φ(x) ∈ H1(V) under BCs φ(x) = 0834

∀ x ∈ ∂V, the function
∫

V
u(x, t)φ(x) dV is absolutely835

continuous on t ≥ 0 and the relation836

∫

V

ut(x, t)φ(x) dV = −chy

∫

V

∇u(x, t)
[

∇φ(x)
]T

dV

+
1

β
[φ(x1

s), ..., φ(xms
s )]Qs(t)

+
1

β
[φ(x1

c), ..., φ(xmc
c )]Qc(t),

(B.1)

holds for almost all t ≥ 0.837

The weak solution (B.1) is obtained by multiplying838

(3) by the test function φ(x) and integrating with respect839

to the space variable:840

∫

V

ut(x, t)φ(x) dV = chy

∫

V

∇2u(x, t)φ(x) dV

+
1

β

∫

V

[Bs(x)Qs(t)] φ(x) dV

+
1

β

∫

V

[Bc(x)Qc(t)] φ(x) dV.

Using integration by parts and the definition of the841

Dirac’s distribution, the latter expression can be rewrit-842

ten as843

∫

V

ut(x, t)φ(x) dV = chy

∫

V

∇ ·
[

∇u(x, t)φ(x)
]

dV

− chy

∫

V

∇u(x, t)
[

∇φ(x)
]T

dV

+
1

β
[φ(x1

s), ..., φ(xms
s )]Qs(t)

+
1

β
[φ(x1

c), ..., φ(xmc
c )]Qc(t).

Finally, to retrieve expression (B.1) from the latter ex-844

pression, the divergence theorem and the BCs were used845

in the first term of the RHS.846

Appendix C. Depth average of the 3D diffusion847

equation848

The system described by (3) is a three-dimensional849

system, whose solution would be difficult to plot in a850

simplified manner. For this purpose and without loss851

of generality of the theoretical results presented in this852

study, we chose to limit our numerical simulations to853

a two-dimensional boundary value problem, which was854

derived by depth averaging the full, three-dimensional855

problem given in (3) (see [50] for another example of856

depth averaging). The depth averaging was performed857

as follows858

1

Dz

∫ H

0

ut(x, t) dx3 =
chy

Dz

∫ H

0

∇2u(x, t) dx3

+
1

βDz

∫ H

0

[Bs(x)Qs(t)] dx3

+
1

βDz

∫ H

0

[Bc(x)Qc(t)] dx3

=
chy

Dz

∫ H

0

∂2u(x, t)

∂x2
1

dx3

+
chy

Dz

∫ H

0

∂2u(x, t)

∂x2
2

dx3

+
chy

Dz

∫ H

0

∂2u(x, t)

∂x2
3

dx3

+
1

βDz

[

B̄s(x̄)Qs(t) + B̄c(x̄)Qc(t)
]

,
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where H is the height of the reservoir, the new space859

variable x̄ ∈ ℜ2, x̄ = [x1, x2]T . B̄s(x̄) = [δ(x̄ −860

x̄1
s), ..., δ(x̄− x̄

ms
s )] and B̄c(x̄) = [δ(x̄− x̄1

s), ..., δ(x̄− x̄
mc
c )].861

We note that
∫ H

0

∂2u(x,t)

∂x2
3

dx3 = 0 due to the BC, u(x, t) =862

0 ∀ x ∈ S . Defining the depth average pressure as863

ū(x̄, t) = 1
Dz

∫ H

0
u(x, t) dx3, the last expression becomes864

ūt(x̄, t) = chy∇
2ū(x̄, t) +

1

βDz

[

B̄s(x̄)Qs(t) + B̄c(x̄)Qc(t)
]

,

ū(x̄, t) = 0 ∀ x̄ ∈ ∂S .

(C.1)

Note how the systems (3) and (C.1) obtain finally865

the same form, allowing the theoretical developments of866

section Appendix E to be applied without any change.867

This 2D diffusion equation is numerically solved in Sec-868

tions 2 and 4 using the spectral decomposition presented869

in the following appendix.870

Appendix D. Spectral Decomposition of the 2D dif-871

fusion equation872

We decompose the function ūt(x̄, t) of the BVP (C.1)873

according to874

ūt(x̄, t) =

∞
∑

n=1
m=1

znm(t)φnm(x̄), (D.1)

where znm(t) = 〈ūt(x̄, t), φnm(x̄)〉 is the nm-th Fourier875

coefficient of ūt(x̄, t) and φnm(x̄) is the nm-th orthonor-876

mal eigenfunction satisfying the BC. The expression877

〈·, ·〉 denotes the inner product, i.e., 〈 f (·), g(·)〉 =878
∫

S
f (·)g(·) dS . For the case of the BVP (C.1), the eigen-879

function, φnm(x̄), and the corresponding eigenvalues λnm880

are881

φnm(x̄) = 2 sin

(

nπx1

D

)

sin

(

mπx2

D

)

,

λnm = 2
π2

D2

(

n2 + m2
)

.

(D.2)

In order to simplify the notation, we adopt the map-882

ping k = h(n,m), which leads to the more compact form883

ūt(x̄, t) =

∞
∑

k=1

zk(t)φk(x̄). (D.3)

Substituting expression (D.3) in (C.1) results in884

żk(t) = −chyλkzk(t) +
1

βDz

[φk(x̄1
s), ..., φk(x̄ms

s )]Qs(t)

+
1

βDz

[φk(x̄1
c), ..., φk(x̄mc

c )]Qc(t),

zk(0) = 〈ūt(x̄, 0), φk(x̄)〉 , ∀ k ∈ [1,∞).

(D.4)

Systems (C.1) and (D.3)–(D.4) are equivalent when885

k → ∞, but the significant difference is that system886

(D.4) is an ODE that can be easily implemented numer-887

ically with k finite. In our numerical simulations, we888

were limited to 160 eigenmodes, which was more than889

enough according to convergence analyses. These con-890

vergence analyses are standard and were omitted from891

the manuscript.892

Appendix E. Output Feedback Tracking Control893

Design894

The control design will be performed under the fol-895

lowing assumptions for system (3)–(4):896

Assumption 1. The diffusion system (3) fulfils897

∣

∣

∣

∣

∣

∣∇2ut(x, t)
∣

∣

∣

∣

∣

∣

H0(V)
≤ Lu, (E.1)

with known constant Lu ≥ 0.898

Assumption 2. The fixed, not controlled flux input,899

Qs(t), in system (3) fulfils900

∣

∣

∣

∣

∣

∣Q̇s(t)
∣

∣

∣

∣

∣

∣ ≤ LQ, (E.2)

with known constant LQ ≥ 0.901

Assumption 3. The reference to be followed, r(t), is de-902

signed to fulfil903

||ṙ(t)|| ≤ Lṙ, ||r̈(t)|| ≤ Lr̈, (E.3)

with known constants Lṙ ≥ 0, Lr̈ ≥ 0.904

Assumption 4. All the parameters of the system (3)–(4)905

are uncertain and only nominal values are known (e.g.,906

a nominal value, f0, is known for the parameter f ).907

Remark 1. Assumption 1 is feasible due to energy con-908

servation on the realistic system (3). Furthermore, as-909

sumptions 2-4 are easily met in control applications.910

The first step on the design, will be to obtain the error911

dynamics of (7) as912

ẏei
=

f

taτ̇0Vi

∫

Vi

ut(x, t) dV −
1

ta
(eyei

+ri − 1) − ṙi,
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for i ∈ [1,mc]. Using the 3D diffusion equation (3) and913

the divergence theorem, the error dynamics becomes914

ẏei
=

chy f

taτ̇0Vi

∫

Vi

∇2u(x, t) dV

+
f

taτ̇0βVi

∫

Vi

[Bs(x)Qs(t) + Bc(x)Qc(t)] dV

−
1

ta
(eyei

+ri − 1) − ṙi

=
chy f

taτ̇0Vi

∫

Vi

∇2u(x, t) dV

+
f

taτ̇0βVi

ms
∑

j=1

∫

Vi

δ(x − x
j
s)Qs j

(t)dV

+
f

taτ̇0βVi

mc
∑

j=1

∫

Vi

δ(x − x
j
c)Qc j

(t)dV

−
1

ta
(eyei

+ri − 1) − ṙi,

for i ∈ [1,mc].915

The error dynamics can be represented in matrix form916

as follows917

ẏe = Ψ(t) + BsQs(t) + BcQc(t) − Φ(t) − ṙ(t), (E.4)

where Bs = [bs
i j

] ∈ ℜmc×ms , Bc = [bc
i j

] ∈ ℜmc×mc , Ψ(t) ∈918

ℜmc and Φ(t) ∈ ℜmc are defined as919

bs
i j =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f

ta τ̇0βVi
if x

j
s ∈ Vi

0 if x
j
s � Vi

,
i ∈ [1,mc]

j ∈ [1,ms]
,

bc
i j =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f

ta τ̇0βVi
if x

j
c ∈ Vi

0 if x
j
c � Vi

,
i ∈ [1,mc]

j ∈ [1,mc]
,

Ψ(t) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

chy f

ta τ̇0V1

∫

V1
∇2u(x, t) dV

...
chy f

ta τ̇0Vmc

∫

Vmc

∇2u(x, t) dV

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

Φ(t) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1
ta

(eye1
+r1 − 1)

...
1
ta

(eyemc
+rmc − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

,

(E.5)

where the definition of Delta’s distribution has been920

used.921

The matrices Bc, Ψ(t) and Φ(t) are assumed to fulfil922

Bc = ΓB0,
∣

∣

∣

∣

∣

∣Ψ̇(t)
∣

∣

∣

∣

∣

∣ ≤ L1,
∣

∣

∣

∣

∣

∣Φ̇(t)
∣

∣

∣

∣

∣

∣ ≤ L2, (E.6)

where B0 ∈ ℜ
mc×mc is a known regular matrix (con-923

sequently, Bc is assumed to be regular matrix as well),924

Γ ∈ ℜmc×mc is an uncertain matrix with positive diago-925

nal entries, and L1 ≥ 0, L2 ≥ 0 are known constants.926

Remark 2. The assumption over the term Φ(t) in (E.6)927

requires Assumption 3 to be fulfilled and the bounded-928

ness of the error vector derivative, ẏe, as ||ẏe(t)|| ≤ Lye
,929

Lye
> 0. Therefore, only local results on system (E.4)930

are considered in this paper. Furthermore, the condition931

over the term Ψ(t) requires further analysis, which will932

be performed in the next Lemma.933

Lemma 1. The term Ψ(t) in system (E.4),(E.5) fulfils934

the condition (E.6) if Assumption 1 is fulfilled.935

Proof. Calculating the norm of the term Ψ(t) defined in936

(E.5) results in937

||Ψ(t)|| =
chy f

taτ̇0

√

√

mc
∑

i=1

1

V2
i

[∫

Vi

∇2u(x, t) dV

]2

≤
chy f

taτ̇0

√

√

mc
∑

i=1

1

V2
i

∫

Vi

[

∇2u(x, t)
]2

dV .

Taking the time derivative of the last expression reads938

as939

∣

∣

∣

∣

∣

∣Ψ̇(t)
∣

∣

∣

∣

∣

∣ ≤
chy f

taτ̇0

√

√

mc
∑

i=1

1

V2
i

∫

Vi

[

∇2ut(x, t)
]2

dV

≤
chy f

taτ̇0

√

√

mc
∑

i=1

1

V2
i

∣

∣

∣

∣

∣

∣∇2ut(x, t)
∣

∣

∣

∣

∣

∣

H0(V)

which is bounded as in (E.6) if the assumption (E.1) is940

fulfilled. �941

The closed-loop system of (E.4) with control (8)942

reads as943

ẏe = Γ
(

−K1 ⌈ye⌋
1

1−l + xI

)

,

ẋI = −K2 ⌈ye⌋
1+l
1−l + ∆̇(t),

(E.7)

where944

xI = ν + ∆(t),

∆(t) = Γ−1Ψ(t) + Γ−1BsQs(t) − Γ
−1Φ(t) +

(

I − Γ−1
)

ṙ(t),

∆̇(t) = Γ−1Ψ̇(t) + Γ−1BsQ̇s(t) − Γ
−1Φ̇(t) +

(

I − Γ−1
)

r̈(t).

(E.8)

The system of equations (E.7)–(E.8) has a discontinu-945

ous right-hand side when l = −1 due to the definition946

of function ⌈·⌋γ in Appendix A. In this special case, the947

solutions are understood in the sense of Filippov [51].948

The term ∆(t) is assumed to fulfil949

∣

∣

∣

∣

∣

∣∆̇(t)
∣

∣

∣

∣

∣

∣ ≤ Ls, (E.9)
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with a priori known constant Ls ≥ 0. This is always the950

case due to Assumptions 1–3 and (E.6).951

The tracking result for the output (4)–(6) is then in952

force.953

Theorem 1. Let system (E.4) assumed to fulfil (E.3),954

(E.6), and (E.9), be driven by the control (8) with K1 >955

0, K2 > 0. Then, the origin of the error closed-loop956

system (E.7)–(E.8), is locally:957

1. Finite-time stable for any Ls ≥ 0, if l = −1.958

2. Finite-time stable for Ls = 0, if l = (−1, 0).959

3. Exponentially stable for Ls = 0, if l = 0.960

4. Exponentially ISS w.r.t. ∆(t) for Ls > 0, if l =961

(−1, 0].962

Proof. Following [43, 44], the trajectories (ye, xI) of963

system (E.7)–(E.8) are ensured to reach the origin if K1964

is a matrix with positive diagonal elements and K2 is a965

positive quasi-definite matrix. �966

Remark 3. As a consequence of the stability of the967

closed-loop system trajectories, (ye, xI), and due to the968

definition of the perturbation term ∆(t) in (E.8), the in-969

tegral term, ν, of the control (8) is able to provide an970

estimate of such term, i.e., ν(t)→ −∆(t) as t → ∞.971

Appendix E.1. Energy demand and production con-972

straints973

For the case where additional number of flux restric-974

tions to the fluid injection of the controlled injection975

points are considered, the vector of controlled injection976

points of system (E.4) is defined as follows977

ẏe = Ψ(t) + BsQs(t) + B̄cQ̄c(t) − Φ(t) − ṙ(t), (E.10)

where Q̄c(t) ∈ ℜmc+mr , Q̄c(t) = [Q̄c1
(t), ..., Q̄cmc+mr

(t)]T
978

are the new controlled fluxes and B̄c = [b̄c
i j

] ∈979

ℜmc×(mc+mr) is the new input matrix defined as980

b̄c
i j =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

f

ta τ̇0βVi
if x

j
c ∈ Vi

0 if x
j
c � Vi

,
i ∈ [1,mc]

j ∈ [1,mc + mr]
,

(E.11)

where x
j
c, j ∈ [1,mc + mr], are the injection points over981

the total region V . If we replace (10) in (E.10), the link982

between the new input matrix, B̄c, and the original input983

matrix, Bc, defined in (E.5) is stated as B̄cW = Bc.984
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