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Roland Becker, Raphaël Bulle∗, Michel Duprez and Vanessa Lleras
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Abstract

In this paper, we introduce and analyze an a posteriori error estimator for the φ-FEM
immersed boundary finite element method in the case of the Poisson-Dirichlet equation. The φ-
FEM scheme uses a description of the domain by a level-set function. The proposed estimator
is based on the residual of the governing equations and a measure of the geometry error
quantified thanks to an estimation of the level-set discretization error. We prove the global
reliability of this estimator up to oscillation terms linked to the discretization of the boundary
and the source term. We validate this estimator through various test cases. Its efficiency and
ability to identify regions of high error and to guide adaptive strategies are also investigated.
Additionally, the paper compares the performance of the proposed a posteriori estimator
against the standard FEM one.

1 Introduction
The finite element method (FEM) is widely used in various fields to simulate physical phenomena.
For a general introduction, we refer, e.g. to [20]. Such schemes are usually based on a mesh,
which coincides with the boundary of the considered domain. This constraint can be challenging
to satisfy, for instance, when the domain’s geometry is very complex or changes over time or during
the iterations of an optimization process. In such situations, it is possible to adapt the variational
formulation of the FEM to meshes which do not fit the boundary of the domain. Their variants
come under the name of Immersed Boundary Methods (IBM); see, for instance, [27], for a review.

One of the first IBM [21, 22] consists of extending the solution from the actual physical domain
to a larger one and imposing the boundary conditions with Lagrange multipliers or penalization
terms. These methods suffer from a lack of accuracy and poor conditioning of the associated
finite element matrix. A first alternative is the Finite Cell Method [28]. In the case of the
elasticity equation, the authors add a soft virtual material outside the domain and an appropriate
preconditioner in matrix resolution. Later, the cutFEM approach [8, 9, 10] consists of integrating
part of the strong formulation on the exact domain. The cells on the boundary are partially
integrated, which is compensated thanks to stabilization terms like the ghost penalty [7]. More
recently, in the Shifted Boundary Method (see [25]), a Taylor expansion of the boundary condition
from the real boundary to the discrete one is considered.

A new IBM, called φ-FEM and introduced in [19] for the Poisson-Dirichlet equation, uses a
level-set function φ in the variational formulation to impose the homogeneous boundary conditions.
The φ-FEM assumes that the domain Ω is described by a level-set function φ, i.e. Ω = {φ < 0} and
the solution is searched in the form u = φw so that boundary conditions are automatically satisfied.
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The φ-FEM has optimal accuracy and a well-conditioned finite element matrix. Moreover, unlike
the cutFEM paradigm, it requires no integral computation on the real boundary or parts of the
cells. The φ-FEM has been adapted to treat Neumann boundary condition [16], the Stokes [17],
the heat equations [18] and also cracks and interfaces [12].

A posteriori error estimation is now a well-established tool to assess the discretization error
of finite element method simulations [1, 30]. One of the main applications of a posteriori error
estimators is adaptive mesh refinement [14, 26], which is essential to reduce the discretization
error while keeping a tractable computational cost as soon as the solution to the problem has local
features such as steep gradients or singularities. The main difficulty when performing a posteriori
error estimation with IBM is controlling the geometry and/or interface approximation error.

In [3], the authors derive a residual-based estimator for the IBM formulation with distributed
Lagrange multipliers of a Poisson equation with a discontinuous diffusivity across an interface.
The estimator takes into account the interface approximation error thanks to the difference of the
finite element solutions on each side of the interface. In this context, they show the reliability
and efficiency of the estimator. A reliable Finite Cell Method (FCM) estimator is derived in
[13], applicable to hp-adaptive finite elements. The authors of [24] have obtained a residual-based
a posteriori error estimator for a penalized immersed finite element method applied to elliptic
interface problems. Their analysis demonstrated that the estimator is both reliable and efficient.
This approach is generalized to the Petrov-Galerkin case in [23]. [5] introduces an a posteriori error
estimator based on equilibrated fluxes to assess the accuracy of numerical simulations affected by
defeaturing. This term means that the geometry is simplified by removing features considered
irrelevant for the approximation of the solution of the equations. In the case of holes, this technique
could be seen as a fictitious domain technique.

Despite several studies on a posteriori error estimation in the context of IBM, the literature
on error estimation taking the geometry approximation into account is still sparse [2, 11, 15].
In [11], they have developed and analyzed a residual-based a posteriori error estimator for the
cutFEM method. Their estimator incorporates a boundary correction, which plays a key role in
the reliability proof.

In the present article, we propose an a posteriori estimator for the φ-FEM scheme in the case of
the Poisson equation with Dirichlet boundary conditions. This estimator contains a residual part,
similar to the conforming FEM schemes and a boundary correction term measuring the geometry
approximation error. In our main theoretical result (see Theorem 1), we prove the upper bound of
our estimator. This proof and the estimator’s introduction represent the originality of our study.
The numerical simulation are carried out with the FEniCSx finite element software (see [4]).

The manuscript is organized as follows: in section 2, we recall the φ-FEM formulation of [19].
Our residual-based error estimator is introduced in section 3, and its global reliability is proven
in section 4. We finally give the adaptive algorithm and some numerical illustrations proving the
reliability and efficiency of our estimator in section 5.

2 Problem setting and discretization
In our study, we consider the Poisson Dirichlet problem

−∆u = f in Ω, u = 0 on Γ, (1)

where Ω ⊂ Rd (d = 2, 3) be a bounded domain with piecewise smooth boundary Γ. We assume
that Ω and Γ are given by a level-set function φ such that

Ω := {φ < 0} and Γ := {φ = 0}. (2)

We assume that Ω is a subset of a simply shaped domain O (e.g. a box in Rd) on which we
introduce a simplicial mesh T O

h (the background mesh). We assume that T O
h is quasi-uniform,
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meaning that, for any closed cell T , we have ρ(T ) ⩾ βhT , where hT is the length of the longest
facet of T and ρ(T ) the radius of the largest ball inscribed in T . For an integer l ⩾ 1, we consider
the finite element space

V
(l)
h,O :=

{
vh ∈ H1(O), vh|T ∈ Pl(T ) ∀T ∈ T O

h

}
(3)

and the discrete level-set φh ∈ V
(l)
h,O defined with the standard Lagrange interpolation operator

I
(l)
h,O on V

(l)
h,O :

φh := I
(l)
h,O(φ). (4)

Therefore the smooth boundary Γ = {φ = 0} is approached by the piecewise polynomial boundary
Γh = {φh = 0}. The discrete level-set φh is employed in the numerical scheme to simplify its
implementation.

Let Th be a submesh of T O
h composed of the elements having a non-empty intersection with

the discrete domain Γh = {φh < 0}, i.e.

Th :=
{
T ∈ T O

h ; T ∩ {φh < 0} ≠ ∅
}
. (5)

Introduce Ωh the domain occupied by Th, in other words,

Ωh := (∪T∈Th
T )

◦ (6)

and ∂Ωh its boundary.
We denote by Fh the set composed by the facets of the cells belonging to Th. Take the integer

k ⩾ 1 and consider the finite element space

V
(k)
h :=

{
vh ∈ H1(Ωh); vh|T ∈ Pk(T ) ∀T ∈ Th

}
. (7)

We recall the φ-FEM approximation to eq. (1) introduced in [19]: find wh ∈ V
(k)
h such that

ah(wh, vh) = lh(vh) ∀vh ∈ V
(k)
h , (8)

where, for all wh, vh ∈ V
(k)
h , the bilinear form ah and linear form lh are defined by

ah(wh, vh) :=

∫
Ωh

∇(φhwh) · ∇(φhvh)−
∫
∂Ωh

∂

∂n
(φhwh)φhvh +Gh(wh, vh) (9)

and
lh(vh) :=

∫
Ωh

fhφhvh +Grhs
h (vh), (10)

with fh = Πhf the L2 projection of f on V
(k)
h and Gh, Grhs

h standing for

Gh(wh, vh) := σ
∑

E∈FΓ
h

hE

∫
E

[
∂

∂n
(φhwh)

] [
∂

∂n
(φhvh)

]
(11)

+σ
∑

T∈T Γ
h

h2
T

∫
T

∆(φhwh)∆(φhvh),

and
Grhs

h (vh) := −σ
∑

T∈T Γ
h

h2
T

∫
T

f∆(φhvh). (12)
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Here σ > 0 is a stabilization parameter, T Γ
h ⊂ Th is composed of the cells cut by the discrete

boundary Γh = {φh = 0}, i.e.

T Γ
h := {T ∈ Th; T ∩ Γh ̸= ∅}, ΩΓ

h :=
(
∪T∈T Γ

h
T
)◦

, (13)

and FΓ
h is the set of internal facets of the mesh Th belonging to a cut cell

FΓ
h := {F an internal facet of Th such that ∃ T ∈ Th; T ∩ Γh ̸= ∅ and F ∈ ∂T} . (14)

We also denote by FI
h and FB

h the sets of internal and boundary facets of Th respectively. Given a
function v ∈ H1(Ωh) and a facet E ∈ FI

h , we will use the notation [v]E (or simply [v] when there
is no ambiguity) for the jump of v across the facet E.

Remark 1. The author of [19] have proved the convergence in the H1 semi-norm and the L2-norm
under Assumptions 1 and 2 recall in section 4 and for σ large enough.

Let ω ⊂ Rd. In the whole manuscript, ∥ · ∥k,ω and | · |k,ω denote the norm and the semi-norm of
L2(ω) if k = 0 and Hk(ω) if k > 0, respectively. Additionally, ⟨·, ·⟩ω stands for the scalar product
in L2(ω).

3 Main result: global reliability of an a posteriori error esti-
mator

In this section, we introduce our residual-based a posteriori error estimate for the H1 semi-norm
and state the main results, namely, its global reliability.

We remind that fh is the L2 projection of f in V
(k)
h . For a cell T ∈ Th and an facet E ∈ FI

h ,
we denote

rT := (fh +∆uh)T and JE :=

[
∂

∂n
uh

]
E

. (15)

Introduce the boundary correction function

εh = (φh − φh,fine)wh,

where φh,fine is the standard Lagrange interpolation of φ on V
(k)
h,fine, with V

(k)
h,fine defined as follows:

consider Th,fine the mesh Th in which we have refined the cells of T Γ
h and associated finite element

space
V

(k)
h,fine =

{
vh ∈ H1(Ωh); vh|T ∈ Pk(T ) ∀T ∈ Th,fine

}
.

More details on the construction and an illustration of Th,fine are given in Item (ii) of ?? 2 and
fig. 1.

For a cell T ∈ Th the local contribution of the residual H1 semi-norm error estimator is given
by

η2T := η2r,T + η2J,T + η2ε,T , (16)

where

ηr,T := hT ∥rT ∥T , ηJ,T :=
1

2

[ ∑
E∈∂T

hE∥JE∥2E

]1/2
, ηε,T := |εh|1,T (17)

and the global estimator by

η2 = η2r + η2J + η2ε =
∑
T∈Th

(
η2r,T + η2J,T + η2ε,T

)
. (18)
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The quantities ηr,T , ηJ,T and ηε,T will be respectively called the interior residual, the facet residual
and the boundary correction term.

Let us now state our main result, the global reliability of our estimator:

Theorem 1. Suppose that Ω ⊂ Ωh. Let u and uh be the solutions to Systems (1) and (8),
respectively. We have

|u− uh|21,Ω ⩽ C(η2 + osc.2), (19)

where
osc.2 =

∑
T∈Th

h2
T ∥f − fh∥20,T + |ξ − εh|21,Ωh

and ξ = uh −Π(uh), with Π(uh) is the projection of uh in H1
0 (Ω), i.e the solution of∫

Ω

∇(Π(uh)) · ∇v =

∫
Ω

∇uh · ∇v, ∀v ∈ H1
0 (Ω). (20)

Remark 2. In eq. (16), ηε,T is the only non-standard contribution. Therefore, let us emphasize a
few comments about it:

(i) In the expression of εh, the term φh−φh,fine measures the boundary error which is weighted
by wh. Thus, εh can be seen as a hierarchical estimator of the boundary condition error in
uh and, therefore, as the boundary approximation error since we consider homogeneous zero
Dirichlet boundary condition.

(ii) Let us give a justification for the choice of ηε,T . As we will see in the proof of Theorem 1, an
optimal choice would have been ξ, but this quantity needs the resolution of eq. (20), which
is defined on the (unknown) exact domain Ω. One could resort to a numerical resolution
of eq. (20) in, e.g. a finer finite element space. However, this would lead to a prohibitive
computational cost. Thus, we choose instead to bound the norm of ξ by the quantity ηε (up
to negligible terms), which has the advantage of being cheaper to compute. Indeed, since
only the cells of T Γ

h have been refined in Th for the construction of Th,fine, we remark that

|ξ|21,Ω = |uh −Π(uh)|21,Ω = inf
z∈H1

0 (Ω)
|uh − z|21,Ω ⩽ inf

z∈H1(Ω̃Γ
h),

z=uh on ∂ΩI
h

|uh − z|2
1,Ω̃Γ

h

,

where Ω̃Γ
h is the unions of the cells in Th sharing a node with ΩΓ

h and ΩI
h = Ωh\Ω̃Γ

h. Thus
φh,finewh is a good candidate since φh,finewh = uh on ∂ΩI

h. An example of mesh Th,fine as
well as the corresponding cells in ΩΓ

h, Ω̃Γ
h and ΩI

h are shown in fig. 1.

(iii) Moreover, the norm of ξ will be smaller than the error in the H1 semi-norm:

|ξ|1,Ωh
= inf

z∈H1
0 (Ω)

|uh − z|1,Ωh
⩽ |uh − u|1,Ωh

.

(iv) If the mesh is conform to the geometry, we have ξ = 0. In this case, the boundary correction
term εh can be taken equal to zero and ηε,T can be removed from eq. (18).

4 Proof of Theorem 1
Before proving Theorem 1, we will first recall some assumptions and technical tools. The two
following assumptions on the level-set φ and the mesh Th are needed in [19] for the convergence of
the scheme (8):
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Figure 1: A mesh Th (left) and its corresponding Th,fine (right). In dark orange: the cells inter-
secting Γh that have been refined once, corresponding to ΩΓ

h. In light orange: a transition layer
of cells corresponding to Ω̃Γ

h\ΩΓ
h, Ω̃Γ

h is the unions of the cells in Th sharing a node with ΩΓ
h. In

yellow: the cells in ΩI
h = Ωh\Ω̃Γ

h. The white square represents the exact boundary Γ.

Assumption 1. The boundary Γ can be covered by open sets Oi for i = 1, . . . , I and one can
introduce on every Oi local coordinates ξ1, . . . , ξd with ξd = φ such that all the partial derivatives
∂αξ/∂xα and ∂αx/∂ξα up to order k + 1 are bounded by some C0 > 0. Moreover, |φ| ⩾ m on
O \ ∪i=1,...,IOi with some m > 0.

Assumption 2. The approximate boundary Γh can be covered by element patches {Πi}i=1,...,NΠ

having the following properties:

• Each patch Πi is a connected set composed of a mesh element Ti ∈ Th \ T Γ
h and some mesh

elements cut by Γh. More precisely, Πi = Ti ∪ΠΓ
i with ΠΓ

i ⊂ T Γ
h containing at most M mesh

elements;

• T Γ
h = ∪NΠ

i=1Π
Γ
i ;

• Πi and Πj are disjoint if i ̸= j.

The Lemma below proven in [19] is a generalization of the Hardy inequality:

Lemma 1. We assume that the domain Ω is given by the level-set φ, cf. eq. (2), and satisfies
Assumption 1. Then, for any u ∈ Hk+1(O) vanishing on Γ,∥∥∥∥uφ

∥∥∥∥
k,O

≤ C∥u∥k+1,O

with C > 0 depending only on the constants in Assumption 1.

We introduce an extended band of mesh elements near the boundary Γ, namely the submesh
T Γ,ext
h with T Γ

h ⊂ T Γ,ext
h ⊂ Th by adding to T Γ

h the cells which are neighbours and neighbours of
neighbours of cells in T Γ

h . We suppose that:
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Assumption 3. |∇φ| ⩾ m, |∇φh| ⩾ m
2 on all the mesh cells in T Γ,ext

h , |φ| ⩾ mh on Th \ T Γ,ext
h ,

and |∇φh| ⩽ M on Ωh with some m,M > 0.

The following Lemma can be proven by adapting the proof of [17, Lemma 6]:

Lemma 2. For any v ∈ H1
0 (Ωh), there exists zh ∈ V

(k)
h s.t. for all cells T ∈ Th

∥v − φhzh∥0,T ⩽ ChT (|v|1,ωT
+ ∥w∥0,ωT

),

where, w = v/φ, ωT is the union of cells shared a node with T and C > 0 depending only on the
constants in Assumptions 1 and 3, and the mesh regularity.

Proof of Theorem 1
Let us denote by e = uh − u. Consider Π(uh) projection of uh in H1

0 (Ω), in other words for all
v ∈ H1

0 (Ω) we have ∫
Ω

∇(Π(uh)) · ∇v =

∫
Ω

∇uh · ∇v. (21)

Thus, since Π(uh)− uh ∈ H1
0 (Ω) and since Π(uh)− u is orthogonal to H1

0 (Ω), we have

|e|21,Ω = |Π(uh)− u|21,Ω + |uh −Π(uh)|21,Ω = |Π(uh)− u|21,Ω + |ξ|21,Ω. (22)

Again, since Π(uh)− uh ∈ H1
0 (Ω),

|Π(uh)− uh|1,Ω = sup
v∈H1

0 (Ω)
|v|1,Ω ̸=0

⟨∇(Π(uh)− uh),∇v⟩Ω
|v|1,Ω

.

Let v ∈ H1
0 (Ω) and consider ṽ a Stein extension of v ∈ H1

0 (Ω) (see e.g. [29]) such that

|ṽ|1,Ωh
⩽ C|v|1,Ω. (23)

Since ṽ ∈ H1
0 (Ω), if we take w̃ = ṽ/φ, then, using Lemma 2, there exists zh ∈ V

(k)
h such that for

all cell T ∈ Th
∥ṽ − φhzh∥0,T ⩽ ChT (|ṽ|1,ωT

+ ∥w̃∥0,ωT
). (24)

For vh = φhzh, using eqs. (20) and (23) and assuming that Ω ⊂ Ωh, one has

⟨∇(Π(uh)− u),∇v⟩Ω = −
∫
Ω

∇u · ∇v +

∫
Ω

∇Π(uh) · ∇v

= −
∫
Ω

∇u · ∇v +

∫
Ω

∇uh · ∇v

= −
∫
Ω

fv +

∫
Ωh

∇uh · ∇ṽ −
∫
Ωh\Ω

∇uh · ∇ṽ

= −
∫
Ω

fv︸ ︷︷ ︸
(I)

+

∫
Ωh

∇uh · ∇vh︸ ︷︷ ︸
(II)

+

∫
Ωh

∇uh · ∇(ṽ − vh)︸ ︷︷ ︸
(III)

−
∫
Ωh\Ω

∇uh · ∇ṽ︸ ︷︷ ︸
(IV)

.

Let us analyze each term in the right hand side:

(I) = −
∫
Ωh

fhṽ +

∫
Ωh\Ω

fhṽ −
∫
Ω

(f − fh)v.
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Since vh = φhzh with zh ∈ V
(k)
h , using the discrete formulation (8),

(II) =

∫
∂Ωh

∇uh · nvh +

∫
Ωh

fhvh −G(uh, vh) +Grhs(vh).

Thanks to an integration by parts,

(III) = −
∑
T∈Th

∫
T

∆uh(ṽ − vh) +
∑

F∈Fh

∫
F

∇uh · n(ṽ − vh)

= −
∑
T∈Th

∫
T

∆uh(ṽ − vh) +
1

2

∑
F∈FI

h

∫
F

[∇uh · n] (ṽ − vh) +

∫
∂Ωh

∇uh · n(ṽ − vh)

and, since ṽ = 0 on ∂Ω,

(IV) =
∑
T∈Th

∫
T∩(Ωh\Ω)

∆uhṽ −
∑

F∈Fh

∫
F∩(Ωh\Ω)

∇uh · nṽ

=
∑
T∈Th

∫
T∩(Ωh\Ω)

∆uhṽ −
1

2

∑
F∈FI

h

∫
F∩(Ωh\Ω)

[∇uh · n] ṽ −
∫
∂Ωh

∇uh · nṽ.

We remark that in (II)-(IV), the sum of the boundary terms is equal to zero. We deduce that

⟨∇(Π(uh)− u),∇v⟩Ω = −
∑
T∈Th

∫
T

(∆uh + fh)(ṽ − vh)︸ ︷︷ ︸
(A)

+
1

2

∑
F∈FI

h

∫
F

[∇uh · n] (ṽ − vh)

︸ ︷︷ ︸
(B)

+
∑
T∈Th

∫
T∩(Ωh\Ω)

(∆uh + fh)ṽ︸ ︷︷ ︸
(C)

−1

2

∑
F∈FI

h

∫
F∩(Ωh\Ω)

[∇uh · n] ṽ

︸ ︷︷ ︸
(D)

−G(uh, vh) +Grhs(vh)︸ ︷︷ ︸
(E)

−
∫
Ω

(f − fh)ṽ︸ ︷︷ ︸
(F)

.

Let us estimate each term on the right-hand side. By the Cauchy–Schwarz inequality, inequality
(24), Lemma 1 and (23)

(A) ⩽
∑
T∈Th

∥∆uh + fh∥0,T ∥ṽ − vh∥0,T

⩽
∑
T∈Th

hT ∥∆uh + fh∥0,T (|ṽ|1,ωT
+ ∥w̃∥0,ωT

)

⩽

(∑
T∈Th

h2
T ∥∆uh + fh∥20,T

)1/2

(|ṽ|1,Ωh
+ ∥w̃∥0,Ωh

)

⩽ C

(∑
T∈Th

h2
T ∥∆uh + fh∥20,T

)1/2

|v|1,Ω.

Similarly, using the trace inequality,

(B) ⩽ C

∑
T∈Th

1

2

∑
E∈∂T∩FI

h

hE∥JE∥2E

1/2

|v|1,Ω.
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For each T ∈ T Γ
h , since T is to a distance of order hT to Γ, there exists a patch ω̃T (union of

connected cells containing T ) of size ChT intersecting Γ. By the Poincaré and discrete Cauchy–
Schwarz inequalities

(C) ⩽
∑

T∈T Γ
h

∥∆uh + fh∥0,T ∥ṽ∥0,ω̃T
⩽ C

∑
T∈T Γ

h

hT ∥∆uh + fh∥0,T |ṽ|1,ω̃T

⩽ C

(∑
T∈Th

h2
T ∥∆uh + fh∥20,T

)1/2

|v|1,Ω.

Similarly, using the trace inequality,

(D) ⩽ C

 ∑
T∈T Γ

h

1

2

∑
E∈∂T∩FI

h

hE∥JE∥2E

1/2

|v|1,Ω.

Let us estimate the term (E) now. By definition of G and Grhs,

(E) = −σ
∑

T∈T Γ
h

h2
T

∫
T

(∆uh + fh)∆vh

︸ ︷︷ ︸
(E1)

−σ
∑

E∈FΓ
h

hE

∫
E

[
∂

∂n
uh

] [
∂

∂n
vh

]
︸ ︷︷ ︸

(E2)

.

Using the inverse inequality and the discrete Cauchy–Schwarz inequality

(E1) ⩽ C
∑

T∈T Γ
h

hT ∥∆uh + fh∥0,T |vh|1,T ⩽ C

 ∑
T∈T Γ

h

h2
T ∥∆uh + fh∥20,T

1/2

|vh|1,Ωh
.

Moreover, by the triangle inequality, (24) and the Poincaré inequality, one has

|vh|1,Ωh
⩽ |ṽ − vh|1,Ωh

+ |ṽ|1,Ωh
⩽ C|v|1,Ω.

Using the trace inequality, the second part (E2) can be treated similarly. Finally, since fh = Πhf

is the L2 projection of f in V
(k)
h , denoting by Πhv the L2 projection of ṽ in V

(k)
h , we deduce that

(F) = −
∫
Ω

(f − fh)(v −Πhv) ⩽ C
∑
T∈Th

hT ∥f − fh∥0,T |ṽ|1,T

⩽ C

(∑
T∈Th

h2
T ∥f − fh∥20,T

)1/2

|v|1,Ω.

The union of all these inequalities allows us to conclude the proof.

5 Numerical results
For the simulation presented in this section, we use the python library FEniCSx (see [4]). All the
codes are freely available on

https://github.com/PhiFEM/residual-a-posteriori-error-estimate
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In all the test cases, we take l = k = 1 (in other words, wh and φh are both piecewise linear
functions) and φh,fine as a piecewise quadratic interpolation of φ. When exact errors are provided,
they have been approached by comparing the solution uh to a reference solution uref . This reference
solution is defined either as an interpolation of an analytical solution or, when there is no analytical
solution, as a finer FEM approximation on a conforming mesh. The exact error computations are
carried out in a Lagrange space of higher degree (typically k + 1) defined on a finer conforming
mesh, using the non-matching meshes interpolation routine from FEniCSx. When needed (for the
sake of comparison with the residual estimator), the exact errors are interpolated back to the
φ-FEM original mesh (such as on fig. 9).

Our adaptive mesh refinement algorithm consists of the following feedback loop

· · · −→ SOLVE −→ ESTIMATE −→ MARK −→ REFINE −→ · · · (25)

Here is a brief description of each module.

• The SOLVE module consists of the resolution of the φ-FEM problem of eq. (8) or the resolu-
tion of a standard FEM problem (on a conforming mesh) associated with eq. (1). Following
the analysis of [19], the stabilization parameter σ in eq. (8) is fixed to 1.

• For φ-FEM, the ESTIMATE module consists of the computation of the residual estimator
η. For FEM, on the conforming mesh, we compute the standard residual estimator keeping
the terms ηr and ηJ only in eqs. (16) and (18).

• The MARK module is the Dörfler’s marking strategy [14] with parameter θ = 0.3.

• For the REFINE module, we use the refine routine of the FEniCSx software, which (in 2D)
adds a new degree of freedom at the midpoint of the marked facets and refine the neighbors
cells accordingly. In the φ-FEM case, after each refinement, some cells might end up strictly
outside Ωh. These cells are removed from the mesh for the next iteration since they are not
used in the φ-FEM solver. However, by doing so, there is a chance for some parts of Ω to
end up outside Ωh and to be lost forever since no new cell is created outside the existing
ones. To prevent this, we start the refinement loop with a box mesh such that Ω ⊂ ∪T∈Th

T
and then at each iteration, we use a fine interpolation φ̂h of the level-set function (e.g. in a
Lagrange finite element space of degree 2) in order to detect the cells cut by Γ. For each cell
T ∈ Th we compute the following detection function:∑

dof in T

φ̂h(dof)∑
dof in T

|φ̂h(dof)|
=


−1 if T ⊂ {φ̂h < 0},
1 if T ⊂ {φ̂h > 0},
α ∈ (−1, 1), if T ∩ {φ̂h = 0} ≠ ∅.

(26)

This allows for more precise detection of the boundary Γ and can help prevent losing parts
of Ω during the refinement process. On the left of fig. 2 we can see that a piecewise linear φ̂h

fails to detect the corners of the square Ω. However, using a piecewise quadratic φ̂h solves
the issue in this case. Note that φ̂h is only for boundary detection; a coarser interpolation is
used in the rest of the adaptation modules.

In the following, we will talk about AFEM (resp. Aφ-FEM) when the loop is based on standard
FEM (resp. φ-FEM).

5.1 First test case: product of sines
Let us denote by rθ : R2 → R2 the rotation of angle θ, i.e.

rθ(x, y) =

(
cos(θ) − sin(θ)
sin(θ) cos(θ)

)(
x
y

)
.

10



Figure 2: Product of sines: The detection function (eq. (26)) on the initial box mesh, for φ̂h

piecewise linear on the left and for φ̂h piecewise quadratic on the right. The white square represents
the exact boundary Γ.

We consider Ω to be the centred unit square (−0.5, 0.5)2 tilted by an angle of θ = −π/6. Given
φ∗(x, y) = |x|+ |y| −

√
2/2, the domain Ω is defined by the level-set

φ(x, y) = φ∗ ◦ rπ/6−π/4(x, y).

Given f∗(x, y) = 8π2 sin(2πx) sin(2πy), the source term is defined by

f(x, y) = f∗ ◦ rπ/6(x, y),

so that the exact solution to eq. (1) is given by

uexact(x, y) := u∗ ◦ rπ/6(x, y),

where u∗(x, y) = sin(2πx) sin(2πy). In this case, the error will be computed with respect to uref ,
an interpolation of uexact in a finer finite element space.

In fig. 3 are shown the initial meshes and meshes after 10 adaptive refinement iterations of
AFEM and Aφ-FEM, respectively. The solutions for FEM and φ-FEM after 10 iterations of the
adaptive refinement loop are shown on fig. 4.

On fig. 5, we compare the convergence curves of the residual estimator η and the exact error
|uref − uh|H1(Ω) for both uniform and adaptive mesh refinement with φ-FEM. All the curves have
an optimal slope, which indicates that η can correctly distribute the refinement across the mesh.
Given the regularity of this test case’s exact solution, uniform and adaptive refinement are expected
to have identical convergence slopes.

On the top of fig. 6, we compare the convergence of |uref−uh|H1(Ω) and η for FEM and φ-FEM.
As we can see, the slopes are optimal for both φ-FEM and FEM. In this case, φ-FEM has a slightly
smaller exact error compared to FEM.

On the bottom of fig. 6, we show the convergence of η and its contributions ηr, ηJ and ηε.
Due to the simple geometry of Ω, the contribution of the boundary correction ηε is much smaller
than ηr and ηJ . Essentially, the boundary approximation error is concentrated at the corners of
the domain. This explains why the estimator’s values for FEM and φ-FEM are very close to each
other.

11



Figure 3: Product of sines: On the top row, the initial meshes used for AFEM (left) and Aφ-
FEM (right). On the bottom row, the meshes after 10 iterations of AFEM (left) and Aφ-FEM
(right).
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Figure 4: Product of sines: The solutions uh after 10 adaptive refinement steps, AFEM on the
left, Aφ-FEM on the right.

102 103 104 105

dofs

10−1

100

1
-0.5

1
-0.5

|uref − uh|H1(Ω) (unif.)

η (unif.)

|uref − uh|H1(Ω) (adapt.)

η (adapt.)

Figure 5: Product of sines: Comparison of the convergence curves of the estimator η and the
exact error in H1 semi-norm for uniform and adaptive mesh refinement for φ-FEM.
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Figure 6: Product of sines: On the top, the comparison of the convergence curves of the
estimators for FEM and φ-FEM. Uniform refinement on the left, adaptive refinement on the right.
On the bottom, the comparison of the convergence curves of the estimator η and its contributions
ηr, ηJ and ηε for uniform refinement.
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Figure 7: L-shaped domain: The level-set φ defining the L-shaped domain Ω.

5.2 Second test case: L-shaped domain
In this test case, the domain Ω is a tilted and shifted L-shaped domain as shown on fig. 7, where the
corresponding level-set function is represented. The shift is chosen such that the reentrant corner
vertex of Ω does not fall exactly on a vertex of the initial φ-FEM mesh. The level-set φ is obtained
by taking successive maxima and minima between linear functions. The source term f is constant
equal to 1. In this case, since no analytical solution is available, the error is computed with respect
to uref given as a standard finite element solution computed on an overrefined conforming mesh.

On fig. 8, we show the initial meshes, the meshes after 10 iterations and the final meshes of
AFEM and Aφ-FEM, respectively. As we can notice, the local refinement occurs in the expected
reentrant corner region of the domain for both AFEM and Aφ-FEM. This, for Aφ-FEM, is sup-
ported by fig. 9, on which we can see the local contributions of the estimators compared to the
local contributions of the exact error |uref − uh|H1(Ω). We remark that the estimator is efficient at
spotting the region of the highest discretization error. In fig. 10, we provide the contribution of
each term of the estimator. We can see that the boundary correction term detects the singularity
of the geometry localized on the corners.

On fig. 11, we compare the convergence curves for uniform refinement and adaptive refinement
with φ-FEM. As expected for this test case, the error’s convergence slopes (left) are suboptimal
for uniform refinement, and the optimality is recovered by adaptive refinement. This suggests that
Aφ-FEM can properly adapt meshes to the local features of the solution. In the right graph, we
represent the different parts of the estimator. Again, we remark that the boundary correction term
ηε is smaller than the others. This is due to the simplicity of the geometry of Ω. In fig. 11, we can
see that the convergence slopes for AFEM, and Aφ-FEM in the case of adaptive refinement are
very similar. On fig. 12, we show the efficiency indices of η for both FEM and φ-FEM and both
uniform (left) and adaptive (right) refinement. As we can see, the efficiency indices of the FEM
and φ-FEM estimators are close.

5.3 Third test case: Flower shaped domain test case
This test case is taken from [11]. Here, Ω is "flower shaped" with a curved boundary and several
reentrant corners, as shown on fig. 13 (left). The source term f is piecewise constant and equals
10 inside the circle (see fig. 13, left) and 0 outside. Let

φ0(x, y) = x2 + y2 − 4, (27)
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Figure 8: L-shaped domain: On the top row, the initial meshes used for AFEM (left) and
Aφ-FEM (right). On the middle row, the meshes after 10 iterations of AFEM (left) and Aφ-FEM
(right) steered by η. On the bottom row, zooms on the reentrant corner of the meshes after 19
iterations of AFEM (left) and Aφ-FEM (right).

16



Figure 9: L-shaped domain: The local contributions of η (left) and of the exact H1 semi-norm
error (right) after 3 Aφ-FEM iterations.

Figure 10: L-shaped domain: From left to right, the local contributions of ηcell, ηfacets and ηgeom
for Aφ-FEM.
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Figure 11: L-shaped domain: On the top left, the comparison of the convergence curves of η
and the exact H1 semi-norm error for uniform and adaptive mesh refinement for φ-FEM. On the
top right, the comparison of the convergence curves of the estimator η and its contributions ηr, ηJ
and ηε. On the bottom, comparison of the adaptive mesh refinement for φ-FEM and FEM.
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Figure 12: L-shaped domain: Comparisons of the efficiency indices for FEM and φ-FEM. On
the left, for uniform refinement. On the right, for adaptive refinement.

and
φi(x, y) = (x− xi)

2 + (y − yi)
2 − r ∀i = 1, . . . , 9, (28)

where for i = 1, . . . , 9,{
xi = 2(cos(π/8) + sin(π/8)) cos(iπ/4)
yi = 2(cos(π/8) + sin(π/8)) sin(iπ/4)

and r = 2
√
2(cos(π/8) + sin(π/8)) sin(π/8). (29)

The level-set associated with Ω is given by

φ = min(φ0, φ1, . . . , φ9). (30)

The solution to eq. (8) after 17 Aφ-FEM iterations is shown on fig. 13 (right).
On fig. 14, we see the meshes at different Aφ-FEM refinement steps. As expected, most of the

refinement occurs on the right part of the domain, where the solution shows the most variations.
We also notice refinement near the reentrant corners, where the gradient of the solution is singular.
Remark also that the Aφ-FEM algorithm can fit the shape of the domain Ω pretty well, avoiding
useless mesh data being stored.

The graph on the top of fig. 15 shows the convergence slopes of the estimator during uniform
refinement and Aφ-FEM loops. The estimators show expected convergence slopes, with optimality
recovered thanks to adaptive refinement for η. On the bottom left of fig. 15 we detail the con-
vergence of the contributions ηr, ηJ and ηε for uniform refinement. As we can see, the boundary
correction term becomes constant after a few iterations. This suggests that uniform refinement
cannot fit the geometry of Ω. On the bottom right of fig. 15, we notice that, as for the previous
cases, the boundary correction term is much smaller than the other contributions.

6 Conclusion
In this article, we have introduced a new residual a posteriori estimator for the φ-FEM technique.
Its performance has been theoretically proven and numerically illustrated. Moreover, its efficiency
is similar to that of classic finite elements. The next step will be to consider other φ-FEM schemes,
where the presence of supplementary auxiliary variables in the variational formulation will add
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Figure 13: Flower shaped domain: On the left, the domain Ω. The circle on the right is the
boundary of the support of the source term f . On the right, the φ-FEM solution after 17 Aφ-FEM
iterations.

Figure 14: Flower shaped domain: On the left, the initial mesh and, on the right, the mesh
after 10 Aφ-FEM iterations.
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Figure 15: Flower shaped domain (φ-FEM): On the top, the comparison of the convergence
curves of η for uniform and adaptive mesh refinement. On the bottom, the comparison of the
local contributions of ηcell, ηfacets and ηgeom for uniform mesh refinement (left) and adaptive mesh
refinement (right).
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residual terms. We can also adapt other examples of a posteriori error estimators such as e.g.
hierarchical estimators. For the implementation, it will be possible to draw inspiration from the
one done in [6] in the FEniCSx finite element software (see [4]).
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