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Napoli, Italy
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Abstract

We give an algorithm for computing an inseparable endomorphism of a supersingular elliptic curve E
defined over Fp2 , which, conditional on GRH, runs in expected O(p1/2(log p)2(log log p)3) bit operations
and requires O((log p)2) storage. This matches the time and storage complexity of the best conditional al-
gorithms for computing a nontrivial supersingular endomorphism, such as those of Eisenträger–Hallgren–
Leonardi–Morrison–Park and Delfs–Galbraith. Unlike these prior algorithms, which require two paths
from E to a curve defined over Fp, the algorithm we introduce only requires one; thus when combined
with the algorithm of Corte-Real Santos–Costello–Shi, our algorithm will be faster in practice. Moreover,
our algorithm produces endomorphisms with predictable discriminants, enabling us to prove properties
about the orders they generate. With two calls to our algorithm, we can provably compute a Bass subor-
der of End(E). This result is then used in an algorithm for computing a basis for End(E) with the same
time complexity, assuming GRH. We also argue that End(E) can be computed using O(1) calls to our
algorithm along with polynomial overhead, conditional on a heuristic assumption about the distribution
of the discriminants of these endomorphisms. Conditional on GRH and this additional heuristic, this
yields a O(p1/2(log p)2(log log p)3) algorithm for computing End(E) requiring O((log p)2) storage.

1 Introduction

Let E be an elliptic curve defined over a finite field Fq, where q is a power of a prime p. If E is ordinary, in order
to compute the (geometric) endomorphism ring End(E) of E, one must determine the index [End(E) : Z[πE ]]
where Z[πE ] is the order generated by the Frobenius endomorphism πE of E. This problem has been well-
studied, and there exist algorithms for computing the endomorphism ring of an ordinary elliptic curve due
to Bisson and Sutherland [BS11] which run in expected subexponential time, conditional on reasonable
heuristics including the Generalized Riemann Hypothesis (GRH). Recently, Robert [Rob22] showed that,
given access to a factoring oracle, there is a polynomial-time algorithm for computing the endomorphism
ring of an ordinary elliptic curve.

When E is supersingular, its endomorphism algebra End0(E) := End(E) ⊗ Q is a quaternion algebra,
and End(E) is a maximal order of End0(E). In this case, there is no canonical imaginary quadratic order
which embeds in End(E). Even worse, if we have a suborder Λ ⊆ End(E), there can be exponentially (in
log(disc(Λ))) many pairwise non-isomorphic maximal orders which contain Λ. This stands in contrast to the
ordinary case where we have a canonical embedding of a finite-index suborder and there is a unique maximal
order containing both this suborder and End(E): this maximal order is the ring of integers of the imaginary
quadratic number field Q(πE) ∼= End0(E).

This suggests that computing the endomorphism ring of a supersingular elliptic curve is a hard problem.
More precisely, there are no known efficient algorithms for solving the endomorphism ring problem:
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Problem 1. Given a supersingular elliptic curve E defined over Fp2 , compute the endomorphism ring
End(E) of E, that is, compute a basis of the maximal order O in the quaternion algebra Bp,∞ such that
End(E) ∼= O.

The assumption that Problem 1 is hard is central to the security of isogeny-based cryptography. Indeed,
in isogeny-based cryptosystems, a secret key is an isogeny of large, smooth degree between two supersingular
elliptic curves – a path in the supersingular isogeny graph – and the problem of path-finding in supersingular
isogeny graphs has been proven to be equivalent to the problem of computing supersingular endomorphism
rings, assuming GRH (see Eisenträger, Hallgren, Lauter, Morrison, and Petit [EHL+18], Wesolowski [Wes22]
and Page and Wesolowski [PW23]).

There are two approaches to computing the endomorphism ring of a supersingular elliptic curve E. One
approach uses the reduction of [EHL+18] to path-finding in isogeny graphs, and the second, perhaps more
straightforward approach, involves computing endomorphisms of E until computing a generating set for
End(E). In the first approach, one computes a supersingular curve E0 with known or easily computable
endomorphism ring, which can be done efficiently assuming GRH with Bröker’s algorithm [Brö09], and then
computes an isogeny E0 → E. With the isogeny E0 → E and End(E0), one can efficiently compute End(E)
via the reduction in [EHL+18]. However, in isogeny-based cryptosystems such as SQIsign [DFKL+20], there
is a curve E0 with known endomorphism ring as a public parameter for the cryptosystem, a user’s public key
is another supersingular elliptic curve E, and their corresponding private key is a secret isogeny E0 → E.
Thus the reduction to path-finding gives a roundabout attack: any isogeny E0 → E is (at least functionally)
the secret key that an attacker wishes to compute, so an attacker would not need End(E) after having
computed any isogeny E0 → E. This motivates an investigation into the second approach to computing
End(E) and hence into the design of algorithms for computing a single endomorphism of E. This paper
focuses on the design of such an algorithm and an investigation into what can be proved about an order
generated by the endomorphisms output by a few calls to that algorithm.

The first algorithm for computing nontrivial endomorphisms of a supersingular elliptic curve E is due to
Kohel [Koh96] and runs in time O(p1+ϵ) for any ϵ > 0; in Kohel’s strategy one first computes a spanning
tree of the ℓ-isogeny graph rooted at E and then adds two edges to produce two cycles and thus two
endomorphisms of E. These two cycles generate a suborder. Delfs and Galbraith [DG16] compute an
endomorphism of E by finding two distinct isogenies ψi : E → Ei to two distinct Fp-rational curves Ei,
i = 1, 2, solve the easier problem of path-finding in the Fp-rational isogeny graph of Fp-rational supersingular
elliptic curves to compute an isogeny ϕ : E1 → E2, and return the endomorphism ψ̂2 ◦ϕ◦ψ1. The complexity
of finding an isogeny ψi : E → Ei with Ei defined over Fp is Õ(p1/2), conditional on GRH, while the

complexity of the algorithm of [DG16] for pathfinding in the Fp-subgraph is Õ(p1/4). Eisenträger, Hallgren,
Leonardi, Morrison, and Park [EHL+20] give an algorithm for computing a cycle, based at E, in the ℓ-isogeny
graph G(p, ℓ) by finding two distinct isogenies ϕi : E → E(p), i = 1, 2, where E(p) is the codomain of the

p-power Frobenius isogeny π : E → E(p). Then ϕ̂2 ◦ ϕ1 is an endomorphism of E. An isogeny E → E(p)

is computed by first using random walks in the ℓ-isogeny graph to find an isogeny ψ1 : E → E1 where

E1 is defined over Fp; then ψ̂
(p)
1 ◦ ψ1 is an isogeny E → E(p), where ψ(p) is the isogeny obtained by the

action of the Frobenius automorphism on ψ (see Section 3.2.1). The latter two algorithms for computing
a nontrivial endomorphism have the same asymptotic complexity, since both require two paths from E to
the Fp-subgraph, but the algorithm of [EHL+20] is strictly faster since the overhead is polynomial in log p

compared to the exponential overhead Õ(p1/4) required to find a path in the Fp-subgraph in the algorithm
of [DG16].

In this paper we introduce an algorithm, Algorithm 1, for computing certain inseparable endomorphisms
of E which we define as inseparable reflections in Section 3. The idea is simple: to compute an inseparable
endomorphism of E, compute an isogeny ψ : E → E(p) as described above, and return π ◦ ψ where π is the
p-power Frobenius. Assuming the Generalized Riemann Hypothesis, it terminates in expected Õ(p1/2) bit
operations, it is low storage and easy to parallelize (unlike a generic low-storage collision algorithm such as
Pollard’s ρ). Algorithm 1 is twice as fast as the algorithms in [DG16, EHL+20] since it requires only one
isogeny to a Fp-rational curve, rather than 2. Thus Algorithm 1 reflects the state-of-the-art in conditional
algorithms for computing a nontrivial endomorphism of a supersingular elliptic curve (when combined with
the algorithm of Santos–Costello–Shi [CSCS22] for fast subfield detection). One might suspect that the fact
that the output is always an inseparable endomorphism of the input curve E might be an obstacle if one
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was trying to use this algorithm to compute a generating set for End(E). To the contrary, we show that
Algorithm 1 improves on all previous algorithms for computing endomorphisms in a second way: we are able
to control the arithmetic properties of orders generated by endomorphisms output by Algorithm 1. More
precisely, Algorithm 1 has auxiliary inputs ℓ (a prime) and d (a positive square-free integer) that can be
chosen so that the output endomorphism generates an imaginary quadratic order that is maximal at every
prime except at ℓ. As a consequence, with an appropriate choice of the auxiliary inputs, two endomorphisms
output by the algorithm will generate a Gorenstein order (Proposition 3.13) and, with slightly more care, a
Bass order (3.15).

We give two algorithms for computing End(E) using Algorithm 1: a rigorous (assuming GRH) algorithm
and a simple but heuristic algorithm. Let us first outline the rigorous version of the algorithm. First,
Algorithm 2 calls Algorithm 1 twice to produce a basis for a Bass suborder of End(E):

Theorem (Theorem 4.8). On input a supersingular elliptic curve E defined over Fp2 , Algorithm 2 computes a
basis of a Bass suborder of End(E). Assuming the Generalized Riemann Hypothesis, the algorithm terminates
in an expected O(p1/2(log p)2(log log p)3) number of bit operations.

From a theoretical viewpoint, it suffices to compute a Bass suborder O of End(E): by [EHL+20, Propo-
sition 5.2], the number of maximal overorders containing a given Bass order Λ is bounded by a quantity
growing subexponentially in the size of Λ1, and one can efficiently enumerate these maximal overorders.
Using algorithms from [KLPT14, EHL+18, Wes22], one can efficiently decide whether a given maximal order
O ⊇ Λ is isomorphic to End(E). Building on ideas in [EHL+20], Algorithm 3 computes End(E) by comput-
ing a Bass suborder Λ of End(E), and then enumerates maximal orders O ⊇ Λ until finding O ∼= End(E).
In Section 4, we show that one can remove the heuristic assumptions needed in [EHL+20] and we prove the
following theorem:

Theorem (Theorem 5.5). There exists an algorithm (Algorithm 3) which takes as input a supersingular
elliptic curve E defined over Fp2 and returns a basis of a maximal order O contained in the quaternion algebra
ramified at {p,∞} such that End(E) ∼= O. Assuming the Generalized Riemann Hypothesis, Algorithm 3
terminates in an expected O(p1/2(log p)2(log log p)3) number of bit operations.

Summarizing the above theorems, two endomorphisms produced by Algorithm 1 generate a Bass suborder
of End(E), and with subexponential overhead, we compute a basis for End(E).

A more straightforward approach to computing End(E) is to compute several endomorphisms until finding
a generating set. Suppose we have an algorithm which generates a random endomorphism of a supersingular
elliptic curve E defined over Fp2 . What is the expected number of calls to that algorithm before finding a
set of endomorphisms which generate End(E) as an order? In [GPS17], Galbraith, Petit, and Silva give a
heuristic argument that this expectation is O(log p). Our work in Section 6.1 suggests that this estimate is
pessimistic: the expected number of calls is bounded by a constant, assuming a reasonable heuristic on the
distribution of the discriminants of random endomorphisms.

In this paper, we focus on computing End(E) with endomorphisms output by Algorithm 1. We first
remark that no collection of inseparable endomorphisms can generate End(E): the endomorphisms produced
by Algorithm 1 are inseparable and hence belong to P , the 2-sided ideal of inseparable endomorphisms of E.
We show in Proposition 3.1 that Z+ P is the unique suborder of End(E) of index p, and the only maximal
order containing Z+P is End(E). In Section 6.1, we show that the expected number of calls to Algorithm 1
before finding a generating set for Z+P is bounded by a positive constant that is not dependent on either p
or E, assuming Heuristic 6.1 which concerns the distribution of discriminants of endomorphisms produced by
Algorithm 1. Finally, with a basis of Z+ P , one can efficiently compute a basis of End(E) using algorithms
due to Voight [Voi13]. While this approach is no faster than the enumeration-style approach in Algorithm 3,
it is simpler to implement: it requires only an implementation of Algorithm 1, an implementation of a
generalization [BCNE+19] of Schoof’s algorithm [Sch95], and linear algebra to compute a basis for an order
in the quaternion algebra isomorphic to End(E). Our implementation of this algorithm and all necessary
subroutines in SageMath [The22] is available at https://github.com/travismo/inseparables.

In conclusion, we prove that two calls to Algorithm 1 produce a Bass order unconditionally, and, assum-
ing Heuristic 6.1, only O(1) calls to Algorithm 1 (along with subexponential overhead) produce End(E).

1Actually, this is proven in [EHL+20] under the additional assumption that Λ is hereditary (i.e. its reduced discriminant is
square-free), but this assumption is not necessary; see the proof of Theorem 3.15.
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Alternatively, by Theorem 1.1 of [ES24], two calls to Algorithm 1, the factorization of the discriminant of
the order generated by the output, and polynomial overhead will produce End(E).

Note that by Theorem 8.8 of [PW23], there is an algorithm for computing End(E) in Õ(p1/2) bit oper-

ations unconditionally, but the algorithm also requires Õ(p1/2) storage. On the other hand, the heuristic
algorithm for computing End(E) we provide in Section 6.1 – compute inseparable endomorphisms with Al-
gorithm 1 until finding a basis for Z+ P and then recover a basis for End(E) with linear algebra – requires
only polylog(p) storage and terminates in expected O(p1/2(log p)2(log log p)3) bit operations. Our provable
variant has the same asymptotic time complexity, and the storage complexity is determined by the storage
used to factor a single integer of magnitude O(p4).

The paper is organized as follows. In Section 2, we review the mathematical background of the paper
and fix our notation. In Section 3, we study the properties of the suborder Z+P ⊆ End(E), where P is the
ideal of inseparable endomorphisms of E. We also define inseparable reflections, building on the definition
of (d, ϵ)-structures of Chenu and Smith [CS21], and study the structure of quaternionic orders generated by
inseparable reflections. In particular we determine when they generate Gorenstein (Proposition 3.13) and
Bass (Theorem 3.15) orders in End(E). Section 4 makes the ideas in Section 3 effective. First, we analyze
Algorithm 1, which computes inseparable endomorphisms of E. Next, we use Algorithm 1 in Algorithm 2
to compute a Bass suborder of End(E). In Section 5, we introduce Algorithm 3, which provably computes

End(E) and, conditional on GRH but no further heuristics, terminates in Õ(p1/2) time. Algorithm 3 calls
Algorithm 2, along with algorithms of [EHL+18, EHL+20, Wes22], to compute a basis for End(E). Finally,
in Section 6, we propose a heuristic algorithm to compute End(E) in which we first find enough inseparable
reflections to generate Z + P and then use linear algebra to compute a basis for End(E) from a basis for
Z+ P . In Appendix A, we discuss some of the algorithmic aspects of this approach.
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2 Notation and background

In this section we fix our notation and recall some definitions and facts about elliptic curves and quaternion
algebras. We refer the reader to Silverman [Sil09, Chapters III and V] and Voight [Voi21] for details.

2.1 Elliptic curves

Let q be a positive power of a prime p > 3, and let E be an elliptic curve defined over the finite field Fq. Since
isomorphic elliptic curves have isomorphic endomorphism rings, we may always assume that E is defined by
a short Weierstrass affine form E : y2 = x3 + ax + b, with a, b ∈ Fq, such that 4a3 + 27b2 ̸= 0. An isogeny
ϕ : E → E′ between two elliptic curves is a non-constant rational map inducing a group homomorphism
E(Fq) → E′(Fq). An endomorphism of E is either an isogeny E → E or the zero-map on E. We define the
elliptic curve E(p) : y2 = x3 + apx + bp, and we denote by π the p-power Frobenius isogeny π : E → E(p)

defined by π(x, y) = (xp, yp). We use the same notation π for every such Frobenius isogeny, independent
of the choice of the starting elliptic curve. We let πE denote the Frobenius endomorphism which sends
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(x, y) 7→ (xq, yq). For an integer n, we denote by E[n] the n-torsion subgroup of E, consisting of points of E
of order dividing n. The elliptic curve E is supersingular if and only if E[p] = {0}.

For elliptic curves E,E′ defined over Fq, we use the notation Hom(E,E′) for the set of isogenies from E to
E′ defined over Fq together with the zero map. If L/Fq is an algebraic extension, we let EL denote the base
change of E from Fq to L and let HomL(E,E

′) := Hom(EL, E
′
L). Finally we call End(E) := HomFq

(E,E)

the (geometric) endomorphism ring of E and End0(E) := End(E) ⊗Z Q the (geometric) endomorphism
algebra of E. When E is a supersingular elliptic curve defined over Fq, E has a model defined over Fp2 since
its j-invariant is in Fp2 . Moreover, we can choose a model of E so that all of its isogenies are defined over
Fp2 as well: indeed we can choose a model so that the trace of πE of E is 2p, in which case πE = [p], the
multiplication-by-p map. If ψ : E → E′ is an isogeny between any two such models of elliptic curves E and
E′, then ψπE = πE′ψ and so ψ is defined over Fp2 as desired.

In this paper, we focus on supersingular elliptic curves over Fp2 , although some of the results are stated

for elliptic curves over Fq. If E/Fp2 is a supersingular elliptic curve, then End0(E) is isomorphic to the
definite quaternion algebra Bp,∞ over Q ramified exactly at p and ∞, and End(E) is a maximal order in
End0(E). Computing End(E) entails finding a basis of a maximal order O in Bp,∞ such that End(E) ≃ O.

2.1.1 Isogeny graphs

We now define supersingular isogeny graphs; see [Mes86], [Koh96, Chapter 7], and [BCC+23, Section 3] for
additional details. Let p > 3 and ℓ be distinct primes. The supersingular ℓ-isogeny graph in characteristic
p, denoted by G(p, ℓ), is a directed multigraph, consisting of supersingular elliptic curves over Fp and their
ℓ-isogenies. More precisely, the vertex set of G(p, ℓ) is V = V (p), a complete set of representatives of
isomorphism classes of supersingular elliptic curves over Fp2 . For E,E′ ∈ V , the arrows in G(p, ℓ) from E to
E′ are a complete set of representatives of equivalence classes of ℓ-isogenies E → E′, where two ℓ-isogenies
ϕ, ψ : E → E′ are equivalent if ϕ = uψ for some automorphism u ∈ Aut(E). This graph is finite, with
approximately (p− 1)/12 many vertices: indeed, by [Sil09, V.4.1(c)], the number of vertices in G(p, ℓ) is

#V (p) =

⌊
p− 1

12

⌋
+


0 : p ≡ 1 (mod 12)

1 : p ≡ 5, 7 (mod 12)

2 : p ≡ 11 (mod 12)

and the out-degree at each vertex is constant, equal to ℓ+ 1.
Consider the C-vector space H with basis V . Let aE→E′ denote the number of cyclic subgroups C ≤ E[ℓ]

of order ℓ such that E/C ≃ E′. Define the adjacency operator A = A(ℓ, p) on H by AE =
∑
E′ aE→E′E′.

Define wE := #Aut(E)/2. The vector space H is equipped with an inner product defined by ⟨E,E′⟩ = wE
if E = E′ and 0 otherwise. Define E =

∑
E∈V w

−1
E E. Then

⟨E , E⟩ =
∑
E∈V

w−1
E =

p− 1

12

and E is an eigenvector for A with eigenvalue ℓ+ 1. The adjacency operator A is self-adjoint as an operator
on H with respect to ⟨·, ·⟩. Thus A has all real eigenvalues. Moreover, G(p, ℓ) is a (directed) Ramanujan
graph: the magnitude of the second largest eigenvalue of A is bounded by 2

√
ℓ.

This implies that the random walk in G(p, ℓ) mixes rapidly, a fact that we exploit in our algorithms
for computing endomorphisms of supersingular elliptic curves. More precisely, a probability distribution on
G(p, ℓ) is a vector v =

∑
E∈V vEE ∈ H such that

∑
E∈V vE = 1 and vE ≥ 0 for all E ∈ V . The random

walk on G(p, ℓ) is the Markov chain defined by the transition matrix P := 1
ℓ+1A. Then s = E/⟨E , E⟩ is the

stationary distribution for the random walk. Let v be any probability distribution on G(p, ℓ) and v(t) := P tv,
the probability distribution obtained by sampling according to v and then taking t many random steps in
G(p, ℓ). The Ramanujan property guarantees that as t → ∞, the sequence of distributions v(t) rapidly
converges to s: for example, we have that the total variation distance between v(t) and s is O(p−1/2) if
t = Ω(log p), where the implied constants depend on ℓ but not on p or t.

We can compute random walks in G(p, ℓ) using the ℓth classical modular polynomial Φℓ(X,Y ) ∈ Z[X,Y ],
which over a field k with char(k) ̸= ℓ parameterizes k-isomorphism classes of elliptic curves connected by an
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ℓ-isogeny with cyclic kernel. Given a supersingular elliptic curve, by selecting a random root j of Φℓ(j(E), Y )
(weighted according to its multiplicity as a root), we can effectively take a random step from E to one of its
neighbors in G(p, ℓ).

2.2 Quaternion algebras

Let F be a field. A quaternion algebra B over F is a central simple F -algebra of dimension 4. Let a, b ∈ F×,
and let H(a, b) := F ⊕Fi⊕Fj⊕Fij be the F -algebra with F -basis {1, i, j, ij} subject to the multiplication
rules i2 = a, j2 = b, and ij = −ji. Then, H(a, b) is a quaternion algebra. Moreover, assuming that
the characteristic of F is not 2, for any quaternion algebra B over F , there exist a, b ∈ F such that B is
isomorphic to H(a, b).

2.2.1 The canonical involution

Let B = H(a, b) be a quaternion algebra over F with basis {1, i, j, ij}. The standard involution of B is the
F -linear map :̄ B → B such that if α = w + xi + yj + zij ∈ B, then ᾱ = w − xi − yj − zij. Note that
it satisfies 1̄ = 1, ¯̄α = α, and αβ = β̄ᾱ for every α, β ∈ B. We define the reduced trace of α ∈ B to be
Trdα := α+ ᾱ and the reduced norm of α to be Nrdα := αᾱ. Both Trdα and Nrdα are in F for any α ∈ B.
Note that α and ᾱ are roots of their characteristic polynomial x2 − (Trdα)x+Nrdα.

The reduced trace defines a pairing ⟨·, ·⟩ : B × B → F defined by (α, β) 7→ Trd(αβ̄). The corresponding
quadratic form Q : B → F is defined by Q(α) = Nrd(α), for α ∈ B. Now, let B = {e1, e2, e3, e4} be a basis
of B. We define the Gram matrix of Q with respect to the basis B as the matrix

G = (⟨ei, ej⟩)1≤i,j≤4 = (Trd(eiēj))1≤i,j≤4 .

Then, for α = x1e1 + x2e2 + x3e3 + x4e4 and β = y1e1 + y2e2 + y3e3 + y4e4, with xi, yi ∈ F , we have

⟨α, β⟩ = Trd(αβ̄) = xGyt,

where x = (x1, x2, x3, x4) and y = (y1, y2, y3, y4).

2.2.2 Completions, splitting, and ramification

Let Qv denote the completion at a place v of Q. Here, Qv = Qp for some prime p if v is a finite place, and
Qv = R if v is the infinite place. If B is a quaternion algebra over Q, then B ⊗ Qv is a quaternion algebra
over Qv. A quaternion algebra over Qv is either the unique division algebra of dimension 4 over Qv or is
isomorphic to M2(Qv). If B ⊗Qv ≃M2(Qv), we say that B is split at v. If B ⊗Qv is a division algebra, we
say that B is ramified at v. The set of places of Q where B is ramified is a finite set of even cardinality. If B
is not ramified at any place, then B ≃ M2(Q). The discriminant disc(B) of B is the product of all primes
p at which B is ramified.

2.2.3 Quaternionic ideals and orders

Let B be a quaternion algebra over Q. A Z-lattice I in B is a finitely generated Z-submodule of B such that
QI = B. A Z-order O ⊆ B is a Z-lattice in B which is also a subring. Analogously, one defines a Zp-order
in the quaternion algebra B ⊗Qp. Given a lattice I in B, the left order of I is OL(I) := {α ∈ B : αI ⊆ I},
and we similarly define its right order OR(I) := {α ∈ B : Iα ⊆ I}. A lattice I ⊆ B is a left (resp. right)
fractional O-ideal if O ⊆ OL(I) (resp. O ⊆ OR(I)), and a fractional left O-ideal I is an integral left O-ideal
(or simply a left ideal of O) if I ⊆ O. If I is both a left and right O-ideal, we say that I is a two-sided ideal
of O. For a left (or right) O-ideal I, define the reduced norm of I to be Nrd(I) := gcd({Nrd(α) : α ∈ I}).

An order O ⊆ B is maximal if it is not properly contained in any other order. There can exist distinct
maximal orders in B which can even be non-isomorphic.

The situation is a little simpler for B ⊗Qp. Indeed, if B is split at p, there are infinitely many maximal
orders in B⊗Qp, but they are all conjugate to M2(Zp). If B⊗Qp is a division algebra, then one can extend
the valuation on Qp to B ⊗ Qp, and the unique maximal order is the valuation ring. A Z-order O ⊆ B is
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maximal if and only if O ⊗ Zp is a maximal Zp-order in B ⊗ Qp for every prime p [Voi21, Lemma 10.4.3].
Thus, maximality of an order in B is a local property.

We can define the notion of discriminant also for an order O ⊆ B. Let α1, α2, α3, α4 be a Z-basis of O,
then the discriminant disc(O) is defined as

disc(O) := det(⟨αi, αj⟩)1≤i,j≤4 = det(Trd(αiᾱj)))1≤i,j≤4 ∈ Z.

It is possible to show that disc(O) is always a square, so we define the reduced discriminant discrd(O) of
O to be the positive integer satisfying discrd(O)2 = disc(O). A Z-order O is maximal in B if and only if
discrd(O) = disc(B) [Voi21, Theorem 15.5.5]. Moreover, if O ⊆ O′, then discrd(O) = [O′ : O] discrd(O′),
where [O′ : O] denotes the index of O in O′ as abelian groups [Voi21, Lemma 15.2.15].

We recall some of the properties of orders in a quaternion algebra B over Q. We say that a Z-order
O ⊆ B is Gorenstein if every left ideal I of O satisfying OL(I) = O is invertible. The order O is Bass
if every overorder O′ ⊇ O is Gorenstein. An order O is Bass if and only if it is basic, meaning that O
contains a maximal order in a commutative subalgebra of B, and being basic is a local property [Voi21,
Proposition 24.5.10]: this fact was originally proved by Eichler [Eic36, Satz 8] for quaternion algebras over
Q, and generalized in [CSV21]. This allows us to prove that an order is Bass by producing, for each prime
ℓ, an imaginary quadratic order R in O whose conductor is coprime to ℓ.

2.3 Computing in finite fields and quaternion algebras

2.3.1 Algebraic operations over Fp2

We will state the complexity of our algorithms in terms of bit operations. Let llog x denote log log x.
Because supersingular elliptic curves and their isogenies may all be defined over Fp2 , we record here the bit
complexity of various algebraic operations over Fp2 . Let M(n) denote the bit-complexity of multiplying two
n-bit integers. ThenM(n) = O(n log n) [HvdH21]. Let a, b ∈ Fp2 . We can compute the sum a+b, the product
ab, and (when a ̸= 0) the inverse a−1 in O(log p), O(M(log p)) = O(log p(llog p)), and O(M(log p) llog p) =
O(log p(llog p)2) bit operations respectively, see [vzGG13, Corollary 9.9, Theorem 8.27, Corollary 11.11].
For a polynomial f ∈ Fp2 [x] we can compute the irreducible factors of f in Fp2 [x] and their multiplicities
in expected O(dM(d) log(pd)M(log p)) = O(d2(log d)(log pd)(log p)(llog p)) bit operations [vzGG13, Theorem
14.14].

2.3.2 Computing in quaternion algebras

We will often require algorithms to take an order in a quaternion algebra as an input, or provide one
as an output. We represent a quaternion algebra H(a, b) by the rational numbers a, b. The size of a
rational number m/n with gcd(m,n) = 1 is the number of bits required to specify the integers m and n and
therefore size(m/n) = O(max{log2(m), log2(n)}). We represent elements of H(a, b) as Q-linear combinations
of the symbols 1, i, j, ij and use the multiplication rules i2 = a, j2 = b, ij = −ji. The size of H(a, b) is
the number of bits required to represent the multiplication table for the basis 1, i, j, ij, so size(H(a, b)) =
O(max{size(a), size(b)}). Given a vector v ∈ Q4, define size(v) be to be the sum of the sizes of its coefficients.
We represent an order in O by four vectors v1, v2, v3, v4 ∈ Q4 which are the coefficient vectors of a basis of O
in terms of the basis 1, i, j, ij. The size of a Z-basis {v1, v2, v3, v4} for O is the size of H(a, b) plus

∑
size(vi).

We will often abuse notation and write O as the input or output to an algorithm; by this we mean a basis
of O is the input or output. In this context we will also write size(O) for the size of the input or output
basis. Various other integer quantities capturing the size of O, such as its (reduced) discriminant, have size
polynomial in the size of a suitable basis of O.

3 Inseparable endomorphisms

Let E be a supersingular elliptic curve defined over Fp2 and let α ∈ End(E). We say that α is inseparable if

α = π ◦ϕ, where ϕ ∈ Hom(E,E(p)). The set of inseparable endomorphisms P := πHom(E,E(p)) is a 2-sided
ideal of End(E) and we refer to it as the ideal of inseparable endomorphisms of E.
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In this section, we first study the arithmetic properties of Z+ P ⊆ End(E). Then in Subsection 3.2, we
focus our attention on a particular kind of inseparable endomorphisms that we call inseparable reflections.

3.1 Properties of Z+ P

For completeness, we present the results of this subsection in the more general setting where B is a quaternion
algebra over Q ramified at a prime p.

Proposition 3.1. Let B be a quaternion algebra over Q ramified at a prime p. Let O be a maximal order
in B and let P be the 2-sided ideal in O of reduced norm p. Then Z+ P is a suborder of O of index p, and
O is the unique maximal order of B containing Z+ P .

Proof. We begin by showing that Z + P is an order. First, it is a lattice since it is finitely generated and
B = PQ ⊆ (Z+ P )Q. Second, since P is an ideal, Z+ P is closed under multiplication and contains 1 ∈ B
so Z+ P is a subring of B. Therefore Z+ P is a suborder of O.

We now calculate the index of Z + P in O. Let D = disc(B). Since P is invertible (as it is an integral
ideal of a maximal order, see [Voi21, Proposition 16.1.2]), by [Voi21, Proposition 16.7.7(iv)], we conclude
[O : P ] = Nrd(P )2 = p2. Since Z ∩ P ∼= pZ by [Voi21, 18.2.7(b)], as Z-modules we have (Z + P )/P ∼=
Z/(Z ∩ P ) ∼= Z/pZ. Therefore, [Z + P : P ] = p. By multiplicativity of the index, we have [O : Z + P ] = p,
so [Voi21, Lemma 15.2.15] implies

disc(Z+ P ) = [O : Z+ P ]2 disc(O) = p2D2 = (pD)2.

Now we show that O is the only maximal order containing Z+ P . First, an order Λ in B is maximal at
a prime ℓ ̸= p if and only if vℓ(discrd(Λ)) = vℓ(D)[Voi21, Lemma 15.5.3, Example 15.5.4]. Since the reduced
discriminant of Z + P is pD, we have vℓ(discrd(Z + P )) = vℓ(p) + vℓ(D) = vℓ(D), so the order Z + P is
maximal at any prime ℓ ̸= p. This implies O ⊗ Zℓ = (Z + P ) ⊗ Zℓ for any ℓ ̸= p. Moreover, since B is
ramified at p, by [Voi21, Lemmas 10.4.3, 13.3.4], O⊗Zp is the unique maximal order of B⊗Qp and contains
(Z+P )⊗Zp. Therefore, for every prime ℓ, O⊗Zℓ is the unique maximal Zℓ-order containing (Z+P )⊗Zℓ.
By [Voi21, Corollary 9.4.7, Theorem 9.4.9, Lemma 9.5.3], we conclude that O is the unique maximal order
containing Z+ P .

Remark 3.2. The order Z+P is not hereditary [Voi21, Definition 21.4.1], since its reduced discriminant is
divisible by p2 and therefore is not square-free [Voi21, Lemma 23.3.18]. It is not Eichler [Voi21, Definition
23.4.1], since it fails to be Eichler at p (it is not maximal at p, and the only Eichler order in a local division
quaternion algebra is the unique maximal order). The order Z + P is Bass, as its reduced discriminant is
pD and thus cubefree [Voi21, Exercise 24.6.7(a)]. However, the order Z+ P is residually ramified at p since
(Z+P )/P ∼= Z/pZ (see [Voi21, 24.3.2] for a definition of residually ramified). Finally, the order Z+P is the
order of level p2 in its unique maximal overorder (see [Piz80b, Definition 3.5]).

Remark 3.3. Let E/Fp2 be a supersingular elliptic curve. To compute a basis of End(E), one can first
compute a basis of Z + P ⊆ End(E) and then use Algorithms 7.9 and 3.12 in [Voi13] to recover a basis of
the unique maximal order O containing Z + P . In fact Proposition 3.1 implies O = End(E). We refer the
reader to section A.5 of the Appendix for algorithmic aspects of recovering End(E) from Z+ P .

3.2 Inseparable reflections

We now define, inside the ideal of inseparable endomorphisms of E, the inseparable reflections. These are
inseparable endomorphisms whose construction is based on a symmetry of the supersingular ℓ-isogeny graph
G(p, ℓ) given by the Galois involution (see Subsection 3.2.2 for a formal definition).

3.2.1 The Galois involution of G(p, ℓ)

Let σp : Fp2 → Fp2 be the p-power Frobenius automorphism such that σp(α) = αp, for α ∈ Fp2 . The Galois

group Gal(Fp2/Fp) = ⟨σp⟩ acts on the set of elliptic curves defined over Fp2 sending E to E(p). Note that

(E(p))(p) = E and that E(p) = E if and only if E is defined over Fp.
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Similarly we can define an action of Gal(Fp2/Fp) on separable isogenies defined over Fp2 . Given a rational

function f ∈ Fp2(x, y), let f (p) denote the rational function obtained by raising the coefficients of f to the
p-th power. Given a separable isogeny ϕ : E1 → E2 defined over Fp2 , let us choose representative coordinate
functions f, g ∈ Fp2(E1), defined on E1 − kerϕ, so that ϕ(x, y) = (f(x, y), g(x, y)). Therefore, σp maps ϕ to

the isogeny ϕ(p) : E
(p)
1 → E

(p)
2 such that ϕ(p)(x, y) = (f (p)(x, y), g(p)(x, y)). It is easy to see that the kernel

of ϕ(p) is π(kerϕ). Moreover, we have (ϕ(p))(p) = ϕ.

Lemma 3.4. Let E1, E2, and E3 be elliptic curves defined over Fp2 , and let ϕ1 : E1 → E2 and ϕ2 : E2 → E3

be separable isogenies defined over Fp2 . The following hold.

(a) (ϕ2 ◦ ϕ1)(p) = ϕ
(p)
2 ◦ ϕ(p)1 .

(b) ϕ
(p)
1 ◦ π = π ◦ ϕ1.

(c) (ϕ̂
(p)
1 )(p) = ϕ̂1. Equivalently, ϕ̂1

(p)
= ϕ̂

(p)
1 .

Proof. Part (a) follows from the calculation that for functions f, g, h ∈ Fp2(x, y), we have

(f(g(x, y), h(x, y)))(p) = f (p)(g(p)(x, y), h(p)(x, y)).

Next, we prove (b). Let us choose representative coordinate functions f, g so that ϕ1(x, y) = (f(x, y), g(x, y)).

Then, ϕ
(p)
1 (x, y) = (f (p)(x, y), g(p)(x, y)). This implies

(ϕ
(p)
1 ◦ π)(x, y) = ϕ

(p)
1 (xp, yp)

= (f (p)(xp, yp), g(p)(xp, yp))

= ((f(x, y))p, (g(x, y))p)

= (π ◦ ϕ1)(x, y).

We now prove (c). We compute

(ϕ̂
(p)
1 )(p) ◦ ϕ1 = (ϕ̂

(p)
1 )(p) ◦ (ϕ(p)1 )(p) = ((ϕ̂

(p)
1 ) ◦ ϕ(p)1 )(p)

= ([deg ϕ
(p)
1 ]

E
(p)
1

)(p) = ([deg ϕ1]E(p)
1

)(p)

= [deg ϕ1]E1 ,

where the first equality follows since ϕ1 is defined over Fp2 , in the second equality we used part (a), and in the

fourth one we used deg ϕ1 = deg ϕ
(p)
1 . The last equality follows from the fact that coordinate functions for

the multiplication-by-m map on a curve E are determined by ψE,m, the mth division polynomial of E [Sil09,

Exercise 3.7], along with the observation that the recursive definition of ψE,m implies ψ
(p)
E,m = ψE(p),m.

Therefore ϕ̂1 = (ϕ̂
(p)
1 )(p).

Because every Fp-isomorphism class of supersingular elliptic curves contains a model defined over Fp2 such
that all the isogenies are also defined over Fp2 , the Frobenius automorphism σp ∈ Gal(Fp2/Fp) induces an
automorphism of order 2, i.e. an involution, of G(p, ℓ). In particular, for every ℓ-isogeny ϕ : E1 → E2 there is

the ℓ-isogeny ϕ(p) : E
(p)
1 → E

(p)
2 . The fixed vertices of this automorphism correspond to supersingular curves

defined over Fp, and following the terminology of [ACNL+23], this action can be visualized as a reflection of
G(p, ℓ) over the spine consisting of curves defined over Fp. Going forward, in order to lighten the notation,
we write ψϕ, instead of ψ ◦ ϕ, for the composition of two (or more) isogenies.

3.2.2 Arithmetic properties of inseparable reflections

In order to define inseparable reflections we introduce the concept of (d, ϵ)-structures, defined by Chenu and
Smith in [CS21] (see also the notion of d-admissable curves in [MSS16]).
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Definition 3.5. Let d be a positive integer coprime to p. A (d, ϵ)-structure is a pair (E,ψ) where E is an

elliptic curve defined over Fp2 and ψ : E → E(p) is a degree d-isogeny satisfying ψ(p) = ϵψ̂ with ϵ ∈ {±1}.
We say that (E, d) is supersingular if E is supersingular.

A (d, ϵ)-structure (E,ψ) yields an endomorphism µ = πψ of E, which Chenu and Smith call its associated
endomorphism. When d is square-free, a supersingular (d, ϵ)-structure (E,ψ) yields an associated endomor-
phism µ = πψ of E such that Z[µ] ∼= Z[

√
−dp], [CS21, Proposition 2]. In fact, this holds for arbitrary d

coprime to p, assuming p > 3.

Proposition 3.6. Let d be an integer coprime to a prime p > 3, and let (E,ψ) be a (d, ϵ)-structure. If
µ = πψ is the associated endomorphism of E, then µ2 = [−dp] and πE = −ϵp.

Proof. The argument is similar to those in Propositions 1 and 2 of [CS21]. First, since (E,ψ) is a (d, ϵ)-

structure, we have ψ(p) = ϵψ̂. Therefore,

µ2 = πψπψ = ππψ(p)ψ = πEϵψ̂ψ = ϵdπE .

Let x2−ax+dp be the characteristic polynomial of µ. We now show a = 0. Suppose toward a contradiction
that a is nonzero. We have aµ = µ2 + dp = ϵdπE + dp. Taking traces, we have

a2 = Trd(aµ) = Trd(ϵdπE + dp) = ϵdTrdπE + 2dp.

We first observe that this implies d|a2. Since E is supersingular, we have p|TrdπE , so we conclude p|a2, and
since p is prime, p2|a2 as well. Since p and d are coprime, dp2 divides a2. Since we assume a is nonzero, we
obtain dp2 ≤ a2. On the other hand, Z[µ] must have non-positive discriminant, so a2 − 4dp < 0. Thus

dp2 ≤ a2 ≤ 4dp,

which implies p < 4. This is our desired contradiction, so we conclude a = 0 and µ2 = −dp. Finally, we
have 0 = ϵdTrdπE + 2dp, which implies TrdπE = −2ϵp. This implies πE = −ϵp.

We now discuss a construction of a (d, ϵ)-structure for d which is not necessarily square-free.

Proposition 3.7. Let E1 be a supersingular elliptic curve. If ϕ : E1 → E2 is a d1-isogeny and (E2, ψ) is a

(d, ϵ)-structure, then (E1, ϕ̂(p)ψϕ) is a (d21d, ϵ)-structure.

Proof. We must show (ϕ̂(p)ψϕ)(p) = ϵ
̂̂
ϕ(p)ψϕ:

(ϕ̂(p)ψϕ)(p) = (ϕ̂(p))(p)ψ(p)ϕ(p) by Lemma 3.4, part (a)

= ϕ̂ψ(p)ϕ(p) by Lemma 3.4 part (c)

= ϕ̂ϵψ̂ϕ(p) (E,ψ) is a (d, ϵ)− structure

= ϵ
̂̂
ϕ(p)ψϕ.

Below, we define a special type of associated endomorphism to a (d, ϵ)-structure. We call these endomor-
phisms inseparable reflections since they arise from paths in isogeny graphs whose image under the Galois
involution is the same path, traversed in the opposite direction.

Definition 3.8. Let p be a prime, and let d1, d be coprime integers, with d square-free, which are both
coprime to p. An inseparable reflection of degree d21dp of a supersingular elliptic curve E1 defined over Fp2
is an endomorphism

α = πϕ̂(p)ψϕ

such that ϕ : E1 → E2 is a cyclic d1-isogeny, (E2, ψ) is a (d, ϵ)-structure, and ϕ does not factor nontrivially
through an isogeny ϕ′ : E1 → E′

2 such that E′
2 has a (d, ϵ)-structure (E′

2, ψ
′).
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We now study the arithmetic of orders generated by inseparable reflections. First, we determine the
imaginary quadratic order generated by a single inseparable reflection, then we study orders generated
by two or more inseparable reflections. In particular, we give sufficient conditions for when two inseparable
reflections do not commute and hence generate a quaternionic suborder of End(E). The following proposition
follows immediately from Propositions 3.6 and 3.7.

Proposition 3.9. Let E be a supersingular elliptic curve defined over Fp2 , and let α = πϕ̂(p)ψϕ be an
inseparable reflection of degree d21dp. Then α2 = [−d21dp] and in particular α has trace zero.

We show in Lemma 3.11 that the kernel of an inseparable reflection is cyclic. For this, we need the
following lemma. This will be needed in 3.3 when we study orders generated by two or more inseparable
reflections.

Lemma 3.10. Let E1, E2, and E3 be elliptic curves defined over Fq and let ϕ1 : E1 → E2 and ϕ2 : E2 → E3

be separable, cyclic isogenies. Then ker(ϕ2ϕ1) is cyclic if and only if ker ϕ̂1 ∩ kerϕ2 is trivial.

Proof. If ker ϕ̂1 ∩ kerϕ2 = G is nontrivial, let τ : E2 → E′ be a separable isogeny with kernel G, where E′ is

an elliptic curve defined over Fq. Then, both ϕ̂1 and ϕ2 factor through τ : there exist isogenies ψ1, ψ2 such

that ϕ̂1 = ψ1τ and ϕ2 = ψ2τ .

E1 E2 E3

E′

ϕ1 ϕ2

τ
ψ2ψ1

Then,

ϕ2ϕ1 = ψ2τ τ̂ ψ̂1 = ψ2ψ̂1[#G]

does not have cyclic kernel.
Now assume that ker(ϕ2ϕ1) is not cyclic. Let S ∈ E2(Fq) such that kerϕ2 = ⟨S⟩, the cyclic group

generated by S, and let Q ∈ E1(Fq) such that ϕ1(Q) = S. Also let P ∈ E1(Fq) such that ⟨P ⟩ = kerϕ1.
First, we claim that ker(ϕ2ϕ1) = ⟨P ⟩ + ⟨Q⟩. Let P ′ ∈ ker(ϕ2ϕ1). Then, ϕ1(P

′) = [a]S for some a.
Therefore, P ′ − [a]Q ∈ kerϕ1. Thus,

P ′ = (P ′ − [a]Q) + [a]Q ∈ kerϕ1 + ⟨Q⟩ = ⟨P ⟩+ ⟨Q⟩,

i.e. ker(ϕ2ϕ1) ⊆ ⟨P ⟩+ ⟨Q⟩. Since ϕ1 (⟨P ⟩+ ⟨Q⟩) ⊆ kerϕ2, we also have that ker(ϕ2ϕ1) ⊇ ⟨P ⟩+ ⟨Q⟩. Thus,
ker(ϕ2ϕ1) = ⟨P ⟩+ ⟨Q⟩.

Since we assume that ker(ϕ2ϕ1) is not cyclic, ⟨P ⟩ + ⟨Q⟩ contains E1[d] for some d > 1. Note that d
and deg ϕ1 are not coprime, since otherwise ϕ1(E1[d]) = E2[d] and thus E2[d] ⊆ kerϕ2, contradicting the
assumption that kerϕ2 is cyclic. Let g = gcd(d, deg ϕ1). Then, E1[g] ⊆ E1[d] and E1[g] ⊆ E1[deg ϕ1].

Now we have that ϕ1(E1[g]) ⊆ kerϕ2 and also ϕ1(E1[g]) ⊆ ker ϕ̂1 = ϕ1(E1[deg ϕ1]), therefore ϕ1(E1[g]) ⊆
ker ϕ̂1 ∩ kerϕ2. Since ϕ1 is cyclic and g > 1, ϕ1(E1[g]) ̸= 0, so ker ϕ̂1 ∩ kerϕ2 ̸= 0.

Lemma 3.11. Let E1 be a supersingular elliptic curve defined over Fp2 and let α = πϕ̂(p)ψϕ be an inseparable
reflection of degree d21dp. Then the kernel of α is cyclic.

Proof. It suffices to show that ϕ̂(p)ψϕ : E1 → E
(p)
1 has cyclic kernel. Assume that ker (̂ϕ(p)ψϕ) is not cyclic.

Let E2 be the codomain of ϕ. We show that there is an isogeny τ : E2 → E3 such that ker τ ⊆ ker ϕ̂ and E3

has a (d, ϵ)-structure. By Lemma 3.10, we have that G = ker ϕ̂ ∩ ker ϕ̂(p)ψ ̸= 0. Note that G is defined over

Fp2 , since it is contained in ker ϕ̂ which is defined over Fp2 . Let τ : E2 → E3 be an isogeny defined over Fp2
with kernel G.
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E1 E2 E3

E
(p)
1 E

(p)
2

ϕ

π

τ

ψ

ϕ(p)

We show that E3 has an (d, ϵ)-structure. By [CS21, Lemma 1], it suffices to show that End(E3) contains
a quadratic order isomorphic to Z[

√
−dp].

First, we claim that πψ(G) = G. Since G ⊆ ker(ϕ̂(p)ψ), we have that

ψ(G) ⊆ ker ϕ̂(p) = π(ker ϕ̂).

Since gcd(d1, d) = 1, we see that ψ induces an isomorphism E2[d1] → E
(p)
2 [d1]. Thus, since G ⊆ E2[d1],

we have #ψ(G) = #G. Moreover, ker ϕ̂ is cyclic, so π(ker ϕ̂) is also cyclic. Therefore, ψ(G) is the unique

subgroup of π(ker ϕ̂) of order #G. Since the unique subgroup of ker ϕ̂ of order #G is also G, we have

ψ(G) = π(G).

From this we conclude that
πψ(G) = π(π(G)) = G,

where the last equality holds since τ is defined over Fp2 . Therefore the proof of the claim is complete.
Now consider the endomorphism

ρ = τπψτ̂ ∈ End(E3).

We claim that ρ(E3[deg τ ]) = 0. Indeed,

ρ(E3[deg τ ]) = τπψτ̂(E3[deg τ ]) = τπψ(ker τ) = τπψ(G) = τ(G) = 0.

Thus, µ = 1
deg τ ρ is an endomorphism of E3. Observe that

µ2 =
1

(deg τ)2
τπψτ̂τπψτ̂ =

1

deg τ
τπψπψτ̂ =

−dp
deg τ

τ τ̂ = −dp,

so Z[µ] ∼= Z[
√
−dp]. As mentioned above, by Lemma 1 of [CS21], it follows that E3 has a (d, ϵ)-structure

(indeed, µ = πψ′ for an isogeny ψ′ : E3 → E
(p)
3 , and (E3, ψ

′) is the desired (d, ϵ)-structure).

3.3 Quaternionic suborders of End(E) generated by inseparable reflections

In this section we study orders generated in End(E) by two inseparable reflections. The main result in
this section, Theorem 3.15, shows that assuming some mild restrictions on their degrees, two inseparable
reflections generate a Bass suborder of End(E). First, we use Lemma 3.9, Lemma 3.10 and Lemma 3.11 to
give sufficient conditions for two inseparable endormophisms to not commute and therefore to generate a
quaternionic suborder of End(E).

Theorem 3.12. Let E be a supersingular elliptic curve defined over Fp2 , and let α1 = πϕ̂
(p)
1 ψ1ϕ1 and

α2 = πϕ̂
(p)
2 ψ2ϕ2 be inseparable reflections of degree d21dp and d22dp. If kerϕ1 ̸= kerϕ2, then α1 and α2 do

not commute.

Proof. Assume that α1 and α2 commute. Then, Q(α1) = Q(α2), so there exist integers k,m, n such that
[k]α1 = [m] + [n]α2. By Lemma 3.9, we have Trd(α1) = Trd(α2) = 0, so m = 0 and [k]α1 = [n]α2.
We claim that k|n. Write n = kq + r with 0 ≤ r < k. Note that since [n](α2(E[k])) = 0, we also have

[r](α2(E[k])) = 0. This implies α2

(
E
[

k
gcd(k,r)

])
= 0. The kernel of α2 is cyclic by Lemma 3.11, so we

12



must have that k/ gcd(k, r) = 1 and hence gcd(k, r) = k implying r = 0. Thus k|n. Therefore α1 = [n/k]α2.
Now, since α1 has cyclic kernel by Lemma 3.11, we conclude n/k = ±1. Thus α1 = ±α2 so kerα1 = kerα2

and deg ϕ1 = deg ϕ2. Therefore, using the property that kerαi is cyclic for i = 1, 2, we obtain kerϕ1 =
kerϕ2.

We now show that we can control arithmetic properties of an order generated by two inseparable reflec-
tions with mild assumptions on their degrees.

Proposition 3.13. Let E be a supersingular elliptic curve defined over Fp2 , and let d1, d2, d be three pairwise

coprime integers, with d square-free. For i = 1, 2, let αi = πϕ̂
(p)
i ψiϕi ∈ End(E) be an inseparable reflection

of degree d2i dp.

(i) The endomorphisms 1, α1, α2, α1α2 generate an order

Λα1α2
:= Z+ Zα1 + Zα2 + Zα1α2 ⊆ End(E).

(ii) The endomorphism α1α2 factors through the multiplication-by-p map, so

ρ :=
−α1α2

p

is an endomorphism of E. The discriminant of Λα1α2
is

disc(Λα1α2
) = p4 · ((Trd ρ)2 − 4 deg ρ)2 = p4 · (disc ρ)2.

(iii) The order Λα1α2
is Gorenstein.

Proof. Lemma 3.9 implies that α1 and α2 are non-scalar endomorphisms. Since d1 ̸= d2, we have that
kerϕ1 ̸= kerϕ2 so α1α2 ̸= α2α1 by Theorem 3.12. The endomorphisms α1 and α2 are noncommuting,
nonscalar elements of End0(E), so Λα1α2

is a lattice in End0(E). Since α1, α2, α1α2 are integral, the lattice
Λα1α2

is a ring containing 1, so it is an order, completing the proof of part (i).
To prove part (ii) we compute discrd(Λα1α2). Since Trdαi = 0, we have α̂i = −αi, so

ρ =
−1

p
α1α2 =

1

p
ϕ̂1ψ̂1π̂πϕ

(p)
1 ϕ̂

(p)
2 ψ2ϕ2 = ϕ̂1ψ̂1ϕ

(p)
1 ϕ̂

(p)
2 ψ2ϕ2.

The Gram matrix of the basis 1, α1, α2, α1α2 is

G :=


2 0 0 −pTrd ρ
0 2pdd21 pTrd ρ 0
0 pTrd ρ 2pdd22 0

−pTrd ρ 0 0 2(pd1d2d)
2

 .

A calculation shows that its determinant, and therefore the discriminant of Λα1α2, is

det(G) = p4 · ((Trd ρ)2 − 4 deg ρ)2 = p4 · (disc ρ)2.

Finally we prove part (iii). We claim that the ternary quadratic form attached to Λα1α2 is

Q(x, y, z) = pdd22x
2 + pdd21y

2 + z2 − tpxy,

where t = Trd ρ. A calculation shows the basis 1, i = α1, j = α2, k = α2α1 of Λα1α2
is a good basis in

the sense of [Voi21, 22.4.7], i.e., there exist integers a, b, c, u, v, w satisfying i2 = ui − bc, j2 = vj − ac,

k2 = wk − ab and jk = âi, ki = bĵ, and ij = ck̂. Given a good basis, the corresponding ternary quadratic
form is ax2 + by2 + cz2 + uyz + vxz +wxy (see the proof of [Voi21, Proposition 22.4.12]). In the case of the
basis 1, α1, α2, α2α1 for Λ, we have a = pdd22, b = pd21, c = 1, u = v = 0, and w = −tp. The quadratic form
Q is primitive since its coefficients are coprime, so Λ is Gorenstein by [Voi21, Theorem 24.2.10].
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Remark 3.14. The lattice Λρ := Z+ Zα1 + Zα2 + Zρ in End(E) is also a suborder of End(E) and clearly
Λα1α2 ⊊ Λρ. The order Λα1α2 is non-maximal precisely at p and the primes dividing the discriminant of ρ.
Assuming that p ∤ disc(ρ), the order Λρ is the unique p-maximal order containing Λα1α2

whose localizations
at all ℓ ̸= p agree with those of Λα1α2

.

Theorem 3.15. Let E be a supersingular elliptic curve defined over Fp2 , and let d1, d2, d be three pairwise
coprime integers, with d square-free. For i = 1, 2, let

αi = πpϕ̂
(p)
i ψiϕi ∈ End(E)

be an inseparable reflection of degree d2i dp. Finally, assume that −dp ̸≡ 1 (mod 4). Then the order Λα1α2 is
Bass.

Proof. Proposition 3.13 implies that Λα1α2
is an order. We show that Λα1α2

is locally basic, and hence locally
Bass by [Brz90, Proposition 1.11] at every prime ℓ. This suffices, since being Bass is a local property [Voi21,
Proposition 24.5.10].

Consider the quadratic order Ri = Z[αi] ∼= Z[di
√
−dp] in Λα1α2

⊆ End(E). Since −dp is square-free and
not congruent to 1 modulo 4, the maximal order in the fraction field of Ri is isomorphic to Z[

√
−dp], so the

conductor of Ri is di. Then, for any prime ℓ, at least one of R1 or R2 is maximal at ℓ since R1 is maximal
at every prime ℓ which does not divide d1, and R2 is maximal at every prime ℓ which does not divide d2.
This shows Λα1α2

is locally basic at each prime ℓ.

4 Computing an order in End(E) with inseparable endomorphisms

By Proposition 3.9, one inseparable reflection α1 of degree d21dp of a supersingular elliptic curve E defined
over Fp2 generates an imaginary quadratic order of discriminant −4d21dp. If d2 is another integer coprime to
d1, if we assume d is coprime to both d1 and d2, and let α2 be a d22dp-inseparable reflection, then α1 and
α2 generate an order Λα1α2

:= ⟨α1, α2⟩ in End(E) which is Gorenstein by Proposition 3.13. If we assume
−dp ̸≡ 1 (mod 4) then Λα1α2 is Bass by Theorem 3.15. Therefore, if we can compute inseparable reflections
of E for certain values of d1, d2, and d, then we can compute orders with certain desirable arithmetic
properties in End(E). We will make the results in Section 3 effective by giving an algorithm for computing
one inseparable reflection and then another algorithm which uses inseparable reflections for computing a
Bass order Λ in End(E).

Computing a d2i dp-inseparable reflection requires a di-isogeny ϕi : E → Ei where Ei has a d-isogeny

ψi : Ei → E
(p)
i . Computing such a di-isogeny will be easiest when di is smooth: if di = ℓtii where ℓi is a

small prime, then we can take random walks of length ti in the ℓi-isogeny graph until finding a supersingular

curve Ei which is d-isogenous to E
(p)
i . The simplest choice for d is d = 2: in this case we have that −dp ̸≡ 1

(mod 4) and it is easy to check whether Ei is 2-isogenous to E
(p)
i . We follow this strategy in Algorithm 1.

We show that it correctly computes an inseparable reflection and analyze its complexity in Proposition 4.5.
We conclude with Algorithm 2 which computes a Bass order in End(E) according to Theorem 4.8.

4.1 Computing inseparable reflections

We compute an inseparable reflection of degree ℓ2tdp by taking random non-backtracking walks beginning at
E of length t, which correspond to cyclic ℓt isogenies ϕ : E → E′, until finding a (d, ϵ)-structure (E′, ψ). The

resulting inseparable reflection of E is πϕ̂(p)ψϕ. In order to bound the expected runtime of this approach, we
must consider the probability that a random non-backtracking walk of length t terminates at a supersingular
curve E′ with a (d, ϵ)-structure.

Let p > 3 be a prime. We recall some notation for the supersingular ℓ-isogeny graph G(p, ℓ) from
Section 2 and [BCC+23, Section 3]. Let V denote a complete set of representatives of isomorphism classes
of supersingular elliptic curves over Fp2 . Let H be the C-vector space H with basis V , let ⟨·, ·⟩ be the inner
product such that for E,E′ ∈ V , we have ⟨E,E′⟩ = wE if E = E′ and 0 otherwise. Let A denote the
adjacency operator for G(p, ℓ). A walk in the graph G(p, ℓ) is defined to be a sequence of edges ϕ1, ϕ2, . . . , ϕk
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such that the codomain of ϕi is isomorphic to the domain of ϕi+1. A walk has no backtracking, or is non-

backtracking, if ϕi+1 ̸= uϕ̂i for any automorphism u. Thus, non-backtracking walks in G(p, ℓ) beginning at
E ∈ V are in bijection with cyclic subgroups of E[ℓ∞]. Let E =

∑
E∈V w

−1
E E, so s = 1

⟨E,E⟩E is the stationary

distribution for the random walk in G(p, ℓ). For a distribution v =
∑
E∈V vEE and a subset X ⊆ V , let

v(X) :=
∑
E∈X vE denote the probability that a vertex sampled according to v is an element of X. For two

distributions v, v′ on G(p, ℓ), let

dTV (v, v
′) = sup

X⊆V
|v(X)− v′(X)| = 1

2
|v − v′|1

denote the total variation distance between v and v′. Let P (t) be the transition matrix for the non-
backtracking random walk in G(p, ℓ) of length t; we remark that P (t) and P t are not the same matrix
for t > 1. Holding ℓ constant, the following proposition states that a non-backtracking walk of length
O(log p) will land in a set X ⊆ V with probability proportional to #X/#V .

Proposition 4.1. Let E0 ∈ V and let X ⊆ V be nonempty. If

t/2− logℓ

(
t+

ℓ− 1

ℓ+ 1

)
≥ logℓ

(
(p− 1)3/2

24
∑
E∈X w

−1
E

)
,

then a non-backtracking random walk of length t beginning at E0 lands in X with probability at least

6

p− 1

∑
E∈X

w−1
E .

Proof. Let v(t) = P (t)E0 be the probability distribution on V resulting from a random non-backtracking
walk of length t beginning at E0. Then, by Theorem 11 of [BCC+23],

|v(t)(X)− s(X)| ≤ dTV (v
(t), s) ≤ (p− 1)1/2

4
·
(
t+

ℓ− 1

ℓ+ 1

)
· ℓ−t/2.

We have

s(X) =
12

p− 1

∑
E∈X

w−1
E .

We see that if

t/2− logℓ

(
t+

ℓ− 1

ℓ+ 1

)
≥ logℓ

(
(p− 1)3/2

24
∑
E∈X w

−1
E

)
,

then
(p− 1)1/2

4
·
(
t+

ℓ− 1

ℓ+ 1

)
· ℓ−t/2 ≤ 6

p− 1

∑
E∈X

w−1
E ,

so

v(t)(X) ≥ 6

p− 1

∑
E∈X

w−1
E ,

as desired.

We now bound the expected number of random walks beginning at E which we take before finding a
(d, ϵ)-structure. Let llog x denote log log x.

Proposition 4.2 (GRH). Assume GRH. Let p > 3 be a prime, and let E0 be a supersingular elliptic curve
defined over Fp2 such that #E0(Fp2) = (p+ ϵ)2 for ϵ = ±1. Let ℓ ̸= p be a prime, and let d = 1 or 2. Let X
be a complete set of representatives for the collection of isomorphism classes of supersingular elliptic curves
with a (d, ϵ)-structure. If

t/2− logℓ

(
t+

ℓ− 1

ℓ+ 1

)
≥ logℓ

(
(p− 1)3/2

8

)
,

then a non-backtracking walk in G(p, ℓ) beginning at E0 of length t lands in X with probability at least

Ω
(

1√
p llog p

)
.
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Proof. The set X is nonempty because [CS21, Corollary 1] implies that the number of isomorphism classes
of (d, ϵ)-structures is at least the class number of Z[

√
−dp]. Since X is nonempty, we may apply the trivial

lower bound #X ≥ 1 to get ∑
E∈X

2

#Aut(E)
≥ 1/3.

For t satisfying the hypothesis in the proposition, we conclude

t/2− logℓ

(
t+

ℓ− 1

ℓ+ 1

)
≥ logℓ

(
(p− 1)3/2

8

)
≥ logℓ

(
(p− 1)3/2

24
∑
E∈X

2
#Aut(E)

)
.

By Proposition 4.1, a non-backtracking walk beginning at E0 lands in X with probability at least

6

p− 1
·
∑
E∈X

2

#Aut(E)
≥ 6

p− 1
(#X − 7/6).

Let K = Q(
√
−pd). By [CS21, Corollary 1], there are at least hK many (d, ϵ)-structures, up to Fp2-

isomorphism. Since any given E has at most d + 1 d-isogenies, and since the number of distinct Fp2-
isomorphism classes of curves with the same j-invariant is at most 6, we have that

#X ≥ 1

6(d+ 1)
hK .

Assuming the Generalized Riemann Hypothesis,

hK = Ω(
√
pd/ llog(pd)) = Ω(

√
p/ llog(p))

by [Lit28, Theorem 1]. We conclude that a non-backtracking walk of length t lands in X with probability
Ω
(
(
√
p llog(p))−1

)
.

Remark 4.3. We required a lower bound on the class group of an imaginary quadratic order in two places in
the proof of Proposition 4.2: once to determine the length t of a walk to guarantee good mixing, and once to
extract a lower bound on the probability that a random walk ends in a given set. Since our later algorithms
require an effective upper bound on t, we need effective lower bounds on the class group for the first part of
the argument. One could use non-trivial effective lower bounds, but these would only yield sub-logarithmic
improvements to the size of t. For simplicity we just use 1. In the second part of the argument, we do not
need an effective lower bound, since the constant is hidden in the big-Ω.

Next, we show that if d < p/4, a curve E has a (d, ϵ)-structure if and only if E is d-isogenous to E(p).
This holds if and only if Φd(j(E), j(E)p) = 0, giving us an efficient method for testing whether E has a
(d, ϵ)-structure. The following lemma is an adaptation of [CGL09, Lemma 6], and we include a proof for
convenience.

Lemma 4.4. Let E be a supersingular elliptic curve over Fp2 , and let 1 < d < p/4 be square-free and

coprime to p. Then E has a (d, ϵ)-structure (E,ψ) for ϵ ∈ {±1} if and only if E is d-isogenous to E(p).

Proof. If (E,ψ) is a (d, ϵ)-structure, then ψ : E → E(p) is a d-isogeny. Assume now that E is d-isogenous to
E(p), and let ψ : E → E(p) be a d-isogeny. We show that the characteristic polynomial of µ = πψ is x2 + dp:
if this holds, then we have an embedding Z[

√
−dp] ↪→ End(E) defined by sending

√
−dp to µ = πψ, and

[CS21, Lemma 1] then implies that (E,ψ) is a (d, ϵ)-structure. Since the degree of µ is (deg π)(degψ) = pd,
we only need to show that Trdµ is zero. The ring Z[µ] must be an imaginary quadratic order since degµ is
not a square, and p does split in Z[µ] since E is supersingular. Thus the characteristic polynomial

x2 − (Trdµ)x+ pd ≡ x(x− Trdµ) (mod p)
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of µ cannot have distinct roots modulo p, so we must have Trdµ ≡ 0 (mod p). Since the discriminant of µ
is negative and using our assumption that d < p/4, we have

|Trdµ| < 2
√
pd < p.

Thus Trdµ = 0.

We now introduce our algorithm for computing inseparable reflections, Algorithm 1. We only need

Algorithm 1: Compute an inseparable reflection

Input: A supersingular elliptic curve E/Fp2 with p > 3, a prime ℓ, and an integer d, with d < p/4
square-free and coprime to ℓ.

Output: An inseparable reflection α = πϕ̂(p)ψϕ ∈ End(E) where ϕ : E → E′ is an ℓk-isogeny
(represented by a sequence of ℓ-isogenies) and ψ : E′ → E′(p) is a d-isogeny such that
(E′, ψ) is a (d, ϵ)-structure.

1 Compute the least integer t such that t/2− logℓ

(
t+ ℓ−1

ℓ+1

)
≥ logℓ

(
(p−1)3/2

8

)
;

2 repeat
3 Compute a random, non-backtracking walk W = {ϕ1 : E → E1, . . . , ϕt : Et−1 → Et} in G(p, ℓ) of

length t;

4 until Et is d-isogenous to E
(p)
t ;

5 Let k = min1≤i≤t{i : Ei is d-isogenous to E(p)
i };

6 Compute a (d, ϵ)-structure (Ek, ψ);

7 return {ϕ1, . . . , ϕk, ψ, ϕ̂k
(p)
, . . . , ϕ̂1

(p)
, π}

to run Algorithm 1 on inputs of the form (E, ℓ, 2) (to compute Bass orders) and inputs (E, ℓ, 1) (for our
heuristic algorithm described in Section 6.1), where ℓ is a fixed small prime, such as 2, 3, or 5. Thus in
our complexity analysis below, we are treating ℓ and d as constants. Similar results hold for square-free
d = O(log p) and prime ℓ = O(log p). Let M(n) denote the cost of multiplying two n-bit integers (we may
take M(n) = O(n log n) by [HvdH21]). Below, we analyze the complexity of Algorithm 1.

Proposition 4.5 (GRH). Algorithm 1 is correct. Assuming GRH, for any prime ℓ ∈ {2, 3, 5}, integer
d ∈ {1, 2}, prime p > 4d, and supersingular elliptic curve E defined over Fp2 , Algorithm 1 on input (E, ℓ, d)

terminates in expected O(p1/2(log p)2(llog p)3) bit operations.

Proof. First, we argue that Algorithm 1 is correct. Let α = πϕ̂(p)ψϕ with deg ϕ = ℓk be the output
of Algorithm 1 on input (E, ℓ, d). We claim that α satisfies the hypotheses of Theorem 3.12. Because
Algorithm 1 uses non-backtracking walks, the ℓk-isogeny ϕ is cyclic. Because the walk is truncated so that
the final vertex is the first curve in the walk with a (d, ϵ)-structure, ϕ does not factor nontrivially through
an isogeny to another curve with a (d, ϵ) structure. We conclude that α is an inseparable reflection.

We now bound the expected number of bit operations performed by the algorithm. We can do Step 1
with Newton’s method, for example, and the magnitude of the solution t will be in O(log p). We compute
Φℓ and Φ2, if d = 2, and store these polynomials. Since we treat ℓ and d as constants, we ignore these costs,
and in any case this computation can be done in O(ℓ3 log3 ℓ llog ℓ) expected time assuming GRH [BLS12,
Theorem 1]. We can take one step in G(p, ℓ) using the modular polynomial Φℓ. Let E0 = E and j0 = j(E0).
Suppose we are at vertex ji. The neighbors of ji are the roots of Φℓ(ji, Y ). We can evaluate Φℓ(X,Y )
at (ji, Y ) in O(ℓ2) = O(1) many multiplications and additions in Fp2 , the cost of which is dominated by
the O(M(ℓ log p)(llog p)) bit operations needed to compute a random root of Φℓ(ji, Y ) using the randomized
algorithm of [Rab80]. To take a non-backtracking step, we compute a random root of Φℓ(ji, Y )/(Y − ji−1)
where ji−1 is the previous vertex of the walk. Let X denote the set of supersingular j-invariants in Fp2
which are d-isogenous to their Galois conjugate. By Lemma 4.4, we can test if jt is in X by testing whether
Φd(jt, j

p
t ) = 0 when d > 1 and simply whether jpt = jt when d = 1, both of which we can do with O(log p)

multiplications in Fp2 . Since the length of the walk is O(log p), and since we treat ℓ as a constant, Step 3
takes O(M(log p)(log p)(llog p)) time.
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We now calculate the expected number of iterations of Step 3. Assuming GRH, by Proposition 4.2 a

non-backtracking walk beginning at E lands in X with probability Ω
(

1√
p llog p

)
. Thus the expected number

of non-backtracking walks we must take is O(
√
p llog p). Multiplying the expected number of walks by the

expected number of bit operations per walk and using M(n) = O(n log n) by [HvdH21] yields the cost

O(M(log p)(log p)(llog p) · √p(llog p)) = O(p1/2(log p)2(llog p)3).

Let j0 = j(E), j1, . . . , jt be a sequence of adjacent j-invariants in G(p, ℓ) with jt ∈ X. We next obtain the
sequence of isogenies ϕi : Ei → Ei+1 for i = 0, . . . , t − 1 and the (d, ϵ)-structure (Et, ψ) with O((log p)O(1))
bit operations: for example, if p is sufficiently large and if ji+1 is a simple root of Φℓ(ji, Y ), given an
equation for Ei with j-invariant ji, we can compute a short Weierstrass equation for an elliptic curve Ei+1

and a normalized ℓ-isogeny ϕi : Ei → Ei+1 with O(ℓ2) operations in Fp2 using Elkies algorithm [Elk98]
(see [Gal12, Algorithm 28] for an explicit description of the algorithm). The time to compute the sequence
of isogenies associated to the path j0, . . . , jt is therefore dominated by the time required to complete the
while-loop, since ℓ is a constant. Similarly, the time required to truncate the path and to compute the
(d, ϵ)-structure is also dominated by the time required to complete the while-loop.

Remark 4.6. There are some natural optimizations which we do not explore here, such as testing more
vertices along the path for the presence of (d, ϵ)-structures, or, more generally, testing whether a given curve
Ek along the path is ℓ′-isogenous to a curve defined over Fp with the algorithm of [CSCS22].

4.2 Computing a Bass suborder of End(E)

In [EHL+20], the authors give a subexponential algorithm for computing a basis for End(E) from a Bass
suborder of End(E) but only give a heuristic algorithm for computing the Bass suborder. Theorems 3.12
and 3.15 suggest the following approach to compute a Bass suborder of End(E): run Algorithm 1 twice, first

on the input (E, 3, 2) and then on the input (E, 5, 2), to produce two inseparable reflections αi = πϕ̂
(p)
i ψiϕi

of E and the Bass order Λα1α2
generated by α1 and α2.

Remark 4.7. The same heuristic the authors make in [EHL+20] to argue that the expectation of the
number of calls to their algorithm for computing an endomorphism of a supersingular elliptic curve E before
producing a generating for a Bass order will be used in Section 6.1 to argue that the expected number of
calls to Algorithm 1 before producing a generating set for Z + P . This approach to computing a basis for
End(E) is taken up in the next section.

Algorithm 2: Compute a Bass order contained in End(E)

Input: A supersingular elliptic curve E/Fp2 , two distinct primes ℓ1, ℓ2 ̸= p, and an integer d, with d
square-free, d < p/4, and −dp ̸≡ 1 (mod 4).

Output: A compact representation of a Bass order contained in End(E).
1 Use Algorithm 1 twice, on input respectively (E, ℓ1, d) and (E, ℓ2, d), to compute two inseparable

reflections α1, α2 of E;
2 return Λ = ⟨1, α1, α2, α1α2⟩

Theorem 4.8 (GRH). Algorithm 2 is correct. Assuming GRH, if p > 8 and E is a supersingular elliptic
curve over Fp2 then on input (E, 3, 5, 2) Algorithm 2 terminates in expected O(p1/2(log log p)2(log log p)3) bit
operations.

Proof. By Proposition 4.5, the two endomorphisms constructed in Step 1 are inseparable reflections. Write

αi = πϕ̂
(p)
i ψiϕi where ϕi : E → Ei is an isogeny of degree ℓkii . Since ℓ1 ̸= ℓ2, the kernels of ϕ1 and ϕ2 are

distinct. Therefore Theorem 3.12 implies Λ is an order in End(E), and Theorem 3.15 implies Λ is Bass.
Thus, Algorithm 2 is correct. By Proposition 4.5, Step 1 terminates in expected O(p1/2(log p)2(log log p)3)
time.
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5 Computing End(E) from a Bass suborder

In this section, we combine Algorithm 2 and the algorithms in [EHL+20, Wes22] to produce an algorithm for
computing a basis for the endomorphism ring of a supersingular elliptic curve E over Fp2 in expected time

O(p1/2(log p)2(log log p)3), conditional only on GRH. We begin with a high-level overview of the approach in
[EHL+20] for computing a basis for End(E). First, compute a Bass suborder Λ ⊆ End(E). This can be done
with Algorithm 2 in expected O(p1/2(log p)2(log log p)3) bit operations conditional on GRH by Theorem 4.8.
Next, enumerate maximal orders O ⊆ End0(E) containing the Bass order Λ until O ∼= End(E) using
algorithms from [EHL+20]. We can efficiently check whether a given maximal order O is isomorphic to
End(E) using the algorithms and reductions in [EHL+18, Wes22]. This approach results in Algorithm 3.

In Theorem 5.5, we show that Algorithm 3 correctly computes End(E), and, conditional only on GRH,
terminates in expected O(p1/2(log p)2(log log p)3) bit operations.

Remark 5.1. We ask Λ to be Bass because, under this assumption, we can prove that the number of maximal
overorders of Λ is subexponential in the size of Λ. In general, there exists an order of size polynomial in log p
contained in End(E) which is contained in Ω(p) many distinct, pairwise non-isomorphic maximal orders.
For example, choose e = O(log p) such that every supersingular E′ defined over Fp2 is connected by a
2d isogeny to E for some d ≤ e, and consider the order Z + 2e End(E). We claim that this order has size
polynomial in log p and embeds into the endomorphism ring of each supersingular elliptic curve over Fp2 , and
therefore into a representative of each conjugacy class of maximal orders in End0(E). For any supersingular
E′ there is an ideal I ⊆ End(E) such that OR(I) ∼= End(E′) and Nrd(I) = 2d for some d ≤ e. Then
Z+ 2e End(E) ⊆ Z+ I ⊆ OR(I). Since E

′ was arbitrary, we conclude that Z+ 2e End(E) is contained in a
representative of each conjugacy class of maximal orders, and there are Ω(p) many conjugacy classes. Despite
being contained in an exponentially large number of maximal orders, there is a basis for Z+2e End(E) whose
size is polynomial in log p since e = O(log p) and End(E) has a basis whose size is polynomial in log p.

Remark 5.2. In [ES24], Eisenträger and Scullard give an algorithm for computing End(E) in polynomial
time given a suborder Λ of End(E) of polynomial size and a factorization of discΛ. Running Algorithm 2 to
compute a Bass order Λ = Λα1α2

, factoring |disc(α1α2/p)|, and then using Algorithm 8.1 of [ES24] yields a
faster algorithm for computing a basis for End(E) than the one outlined here, but with the same (conditional
GRH) run time of O(p1/2(log p)2(log log p)3).

Algorithm 3: Compute End(E)

Input: A supersingular elliptic curve E/Fp2 , where p > 8.
Output: A maximal order O ⊆ Bp,∞ isomorphic to End(E).

1 Run Algorithm 2 on input (E, 3, 5, 2) to compute a Bass order Λ contained in End(E);
2 Compute a, b ∈ Q× and an isomorphism f : Λ⊗Q → H(a, b);
3 Enumerate the maximal orders O ⊇ f(Λ) until O ∼= End(E);
4 return O

We require an efficient algorithm for testing whether a maximal order O is isomorphic to End(E).
To do this, we will make use of an efficient algorithm for computing a supersingular curve E′ such that
End(E′) ∼= O. If j(E′) ∈ {j(E), j(E)p}, then O ∼= End(E). An algorithm for producing a curve with
endomorphism ring isomorphic to a given maximal order appears in [EHL+18], which is efficient conditional
on heuristics including GRH. The work of Wesolowski [Wes22] allows one to remove the heuristic assumptions
(except for GRH). We state that such an efficient algorithm exists here for completeness, noting that this
algorithm is due to results and algorithms in [Brö09, GPS17, EHL+18, Wes22, CKMZ22]. See [EPSV23] for
a discussion of an efficient implementation of an algorithm addressing this problem.

Lemma 5.3. There is an algorithm which, on input a basis for a maximal order O of a quaternion algebra
B over Q ramified at p,∞, outputs a supersingular elliptic curve E defined over Fp2 such that End(E) ∼= O.
Conditional on GRH, the algorithm runs in time polynomial in the size of O.

Proof. This follows by combining algorithms and results in [Piz80a, Brö09, KLPT14, GPS17, EHL+18,
CKMZ22, Wes22]. First, we compute a quaternion algebra Bp,∞ ramified at p and ∞, a supersingular elliptic
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curve E0, and a maximal order O0 in Bp,∞ such that O0
∼= End(E0) under some explicit isomorphism.

This can be done in time polynomial in log p, conditional on GRH [EHL+18, Proposition 3]. Next, we
compute an isomorphism f : O ⊗ Q → Bp,∞ of quaternion algebras, which can be done in time polynomial
in log p [CKMZ22, Proposition 4.1].

We now compute a supersingular elliptic curve E such that End(E) ∼= O. First, we compute a connecting
ideal J between O0 and f(O). By Theorem 6.4 of [Wes22], assuming GRH, we can, in expected polynomial
time, compute an equivalent ideal I to J such that the norm of I is B-powersmooth for some B = O((log p)c)
for some constant c, meaning that if pe exactly divides Nrd(I) then pe ≤ B. Since the norm of I is B-
powersmooth, we can efficiently compute the corresponding isogeny ϕI : E0 → E [EHL+18, Proposition 4].
The codomain E of ϕI is a curve whose endomorphism ring is isomorphic to O, since

End(E) ∼= OR(I) ∼= OR(J) = f(O) ∼= O.

Thus the algorithm is correct.

We require a bound on the number of maximal orders containing a given Bass order Λ. Below we show
that that we may bound this quantity in terms of the number of divisors of the reduced discriminant of the
order. Assuming Λ has size polynomial in log p, this implies that the number of maximal orders containing
Λ grows at most subexponentially in log p.

Lemma 5.4. Let Λ ⊆ Bp,∞ be a Bass order. The number of maximal orders in Bp,∞ containing Λ is
O((discrd(Λ))ϵ), for every ϵ > 0.

Proof. By Proposition 4.2 of [EHL+20] and the local-global dictionary for orders [Voi13, Theorem 9.1.1], the
number of maximal overorders of Λ is bounded by∏

q prime
q ̸=p

vq(discrd(Λ)) + 1,

and this quantity is equal to the number of divisors of discrd(Λ)/pvp(discrd(Λ)). The number of divisors of an
integer n is O(nϵ) for every ϵ > 0 [HW08, Theorem 315]. The claim of the lemma follows.

We now prove the main theorem of this section, which states that our algorithm computes the endomor-
phism ring of a supersingular elliptic curve E defined over Fp2 in O(p1/2(log p)2(log log p)3) bit operations,
conditional on GRH (and assuming no further heuristics).

Theorem 5.5 (GRH). Algorithm 3 is correct. Assuming GRH, Algorithm 3 terminates in expected

O(p1/2(log p)2(log log p)3)

bit operations.

Proof. By Theorem 4.8, Step 1 runs in expected time O(p1/2(log p)2(log log p)3). Moreover, Λ is Bass. We
now discuss Step 2. First, compute the Gram matrix G under the trace pairing of the basis 1, α1, α2, α1α2

for Λ: by the discussion in Section 4, we need to compute a single trace, namely Trd(−α1α2/p). This trace
can be computed in time polynomial in log p with a generalization of Schoof’s algorithm [Koh96, BCNE+19],
since ρ := −α1α2/p is a cyclic isogeny of degree 2232k152k2 and k1, k2 = O(log p). With G, compute a, b ∈ Q×

such that Λ⊗Q is isomorphic to H(a, b) with the Gram-Schmidt process.
We now outline how to do Step 3. We factor disc(ρ) to obtain a factorization of discrd(Λ) = p4|disc(ρ)|.

Since ρ is the product of 2 + 2k1 + 2k2 = O(log p) isogenies of degree at most 5, the degree of ρ is O(pC)
for some C. This implies −disc(ρ) = O(pC) as well. Therefore we can factor disc(ρ) in time subexponential
in log p [LP92, Theorem 1]. For each q|discrd(Λ) such that q ̸= p, we can enumerate maximal Zq-orders
containing f(Λ)⊗Zq efficiently using Algorithm 4.3 of [EHL+20] and then enumerate the Z-orders containing
f(Λ); see Steps 1(a) and 3(a) in Algorithm 5.4 of [EHL+20]. For each maximal order O containing f(Λ),
compute an elliptic curve E′ with End(E′) ∼= O. This can be done in polynomial time in log p by Lemma 5.3.
If j(E′) ∈ {j(E), j(E)p}, we return O. Thus the algorithm is correct.

By Lemma 5.4, the number of maximal overorders of f(Λ) is O(pϵ) for every ϵ > 0. We conclude that
Step 3 takes O(pϵ) time for any ϵ > 0. In particular, the expected time required to complete Step 3 is
dominated by the expected time required to complete Step 1.
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6 The number of inseparable reflections needed to generate End(E)

Let E be a supersingular elliptic curve E over Fp2 . Let P := πHom(E,E(p)) ⊆ End(E) be the ideal
of inseparable endomorphisms of E. Theorem 4.8 implies that for an appropriate choice of parameters,
with two calls to Algorithm 1 we compute a generating set for a Bass order Λ contained in Z + P . If
one had a basis for Z + P , rather than just a Bass suborder, then the algorithms of Voight [Voi13] can
compute a basis for End(E) efficiently, since End(E) is the unique maximal order containing Z + P by
Proposition 3.1. This raises the following question: how many calls to Algorithm 1 does one expect to
make before computing a generating set for Z + P? In this section, we give a heuristic argument showing
that the number of inseparable endomorphisms required to generate Z+P is bounded above by a constant,
independent of the field; empirically, four inseparable reflections do the trick more often than not. This
results in a second algorithm for computing End(E): compute inseparable reflections with Algorithm 1 until
finding a generating set for Z+ P , and then compute a basis for the maximal order containing Z+ P using
the algorithms of [Voi13]. This algorithm will be slower than Algorithm 3, but is simpler to implement; we
discuss further implementation details in the Appendix.

6.1 The expected number of inseparable reflections in a generating set for Z+P

Suppose we run Algorithm 2 twice on input E, a supersingular elliptic curve defined over Fp2 , producing
two orders Λα1α2 and Λα3α4 in Z+ P ⊆ End(E) spanned respectively by 1, α1, α2, α1α2 and 1, α3, α4, α3α4,
where αi is an inseparable reflection for every i = 1, . . . , 4. Let Λ be the order in End(E) generated by
α1, α2, α3, α4.

End(E)

Z+ P

Λ

Λα1α2 Λα3α4

p

Then
discrd(Λ) = discrd(Z+ P ) · [Z+ P : Λ] = p2 · [Z+ P : Λ],

and discrd(Λ) divides both discrd(Λα1α2
) and discrd(Λα3α4

). Defining ρ1 = α1α2

p and ρ2 = α3α4

p , we have

discrdΛα1α2
= p2|disc(ρ2)| and discrdΛα3α4

= p2|disc(ρ1)|.

In particular, [Z+P : Λ] = discrd(Λ)
p2 divides gcd(disc(ρ1),disc(ρ2)). If gcd(disc ρ1,disc ρ2) = 1, then Λ = Z+P

and the four inseparable endomorphisms α1, α2, α3, α4 generate Z + P . If the distribution of the integers
disc(ρ1) and disc(ρ2) follow the same distribution as two random integers, then disc(ρ1) and disc(ρ2) are
coprime with probability 6/π2. Assuming this, four calls to Algorithm 1 produce a generating set for Z+ P
with at least 6/π2 ≈ 0.6 probability.

Unfortunately, the integers Di = disc(ρi) are not distributed like random integers. First of all, the
integer Di is a discriminant, which imposes congruency conditions on Di. Second, the prime p is not split
in Z[ρi], imposing another congruence condition. Finally, the fact that ρi is an endomorphism of smooth
degree enforces relations in the ideal class group of Z[ρi]. In any case, the following heuristic suffices for our
purposes:

Heuristic 6.1. Let p > 3 be a prime and let ℓ < p/4 be a prime. Let E be a supersingular elliptic curve
over Fp2 . There exists a constant c > 0, independent of p, such that if ρi = −αi1αi2/p where αij , 1 ≤ i, j ≤ 2
are the outputs of four calls to Algorithm 1 on input (E/Fp2 , ℓ, 1), then Pr[gcd(disc ρ1,disc ρ2) = 1] ≥ c.
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The following theorem follows from the above discussion:

Theorem 6.2. Assume Heuristic 6.1. Let p > 3 and ℓ < p/4 be primes, and let E be a supersingular
elliptic curve defined over Fp2 . Then the expected number of calls to Algorithm 1 on input (E, ℓ, 1) in order
to produce a generating set for Z+ P is bounded from above by a constant, independent of p.

Heuristic 6.1 is [EHL+20, Heuristic 5.2] which is assumed in [EHL+18, Theorem 5.3] to prove that [EHL+20,
Algorithm 5.1] produces a Bass order in End(E) and terminates in expected O(p1/2+ϵ) time. We use the
heuristic in a new way.

Remark 6.3. This heuristic argument applies to any pair of orders generated by two pairs of of two
non-commuting elements of a maximal order in Bp,∞, the quaternion algebra ramified at p and ∞. Let
α1, α2 be two arbitrary non-commuting elements of a quaternion order O ⊆ Bp,∞ and let Λ = ⟨α1, α2⟩ :=
Z + Zα1 + Zα2 + Zα1α2 be the order they generate, and let Ti := Trd(αi), Ni := Nrd(αi) for i = 1, 2, and
let T12 = Trd(α1α2). Then the discriminant of Λ is

det


2 T1 T2 T12
T1 2N1 T1T2 − T12 N1T2
T2 T1T2 − T12 2N2 N2T1
T12 T2N1 T1N2 2N1N2

 =

(
1

4
disc(T2α1 + T1α2 − 2α1α2)

)2

.

Suppose now that we sample α11, α12, α21, α22 uniformly (in some reasonable sense - for example, uni-
formly from the elements of O whose norm is bounded by some fixed polynomial in p) and that αi1αi2 ̸=
αi2αi1 for i = 1, 2. Define Λ1 and Λ2 to be the orders generated by α11, α12 and α21, α22, respectively, let

ρi := (Trdαi2)αi1 + (Trdαi1)αi2 − 2αi1αi2,

let Di = disc ρi,, and let Λ denote the order generated by the αij for 1 ≤ i, j ≤ 2. Then

[O : Λ] =
discrdΛ

discrdO
, [O : Λi] =

discrdΛi
discrdO

=
|Di|

4 discrdO

and [O : Λ] divides

gcd([O : Λ1], [O : Λ2]) = gcd

(
D1

4 discrdO
,

D2

4 discrdO

)
.

Therefore the αij will generate O with probability at least the probability that

gcd(D1, D2) = 4 discrdO.

A reasonable heuristic would then be that this probability is bounded from below by a constant, independent
of p. We will explore this experimentally in the next section as well.

6.2 Computational experiments

We implemented Algorithm 1 along with the various algorithms discussed in this section in order to empiri-
cally determine the expected value of the number of inseparable reflections of E required before generating
End(E). We believe this expectation is bounded by a constant, independent of p or E. We restricted our at-
tention to elliptic curves E defined over Fp2 but not over Fp, since there are asymptotically faster algorithms
for computing the endomorphism ring of such curves.

To experimentally test Heuristic 6.1 and to understand the expected number of inseparable reflections
in a generating set for Z+ P , we conducted the following experiment. For n ∈ {16, 17, . . . , 32}, we repeated
the following procedure 100 times: we chose the first prime p after 2n and computed a pseudorandom
supersingular j-invariant in Fp2 − Fp by taking a random walk in G(p, 2) of length ⌊log2 p⌋. We then
generated four inseparable reflections αi, 1 ≤ i ≤ 4, of degree 22tp for i = 1, 3 and 32sp for i = 2, 4. Next,

we tested whether gcd
(
disc

(
α1α2

p

)
,disc

(
α3α4

p

))
= 1 and whether 1, α1, α2, α3, α4 generate Z + P . We

report the sample mean for the random variable which is 1 when gcd
(
disc

(
α1α2

p

)
,disc

(
α3α4

p

))
= 1 and 0
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Figure 1: Collected data for testing Heuristic 6.1. Orange bars represent the experimental probability that

gcd
(
disc

(
α1α2

p

)
,disc

(
α3α4

p

))
= 1, blue bars represent the experimental probability that 1, α1, α2, α3, α4

generate Z + P , where αi are inseparable reflections of a supersingular elliptic curve. Averages of the two
frequencies are plotted as well.

Figure 2: Collected data for testing heuristic in Remark 6.3. Orange bars represent the experimental probabil-
ity that gcd (disc (D1, D2)) = 4p2, blue bars represent the experimental probability that 1, α11, α12, α21, α22

generate Z+ P where αij are random elements of Z+ P in a random maximal order in Bp,∞ and Di is the
discriminant of ρi := (Trdαi2)αi1 + (Trdαi1)αi2 − 2αi1αi2. Averages of the two frequencies are plotted as
well.
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otherwise, and the sample mean of the random variable which is 1 when 1, α1, α2, α3, α4 generate Z+P and
0 otherwise in Table 1.

The data does not seem to invalidate Heuristic 6.1, but it also does not illuminate what the actual
probability is that two inseparable reflections have coprime discriminants. The data does support our
desired conclusion, namely that on average, the number of inseparable reflections needed to generate Z+ P
is bounded from above by a constant, independent of p. In particular, that constant appears to be bounded
from above by four! In any case, the coprimality of the discriminants is not a necessary condition for the
inseparable reflections to generate Z+ P .

An idealized version of the algorithm sketched in Section 6 would generate random endomorphisms in
Z+P of bounded norm, rather than “structured” endomorphisms such as the inseparable reflections output
by Algorithm 1. One might wonder whether the heuristic suggested in 6.3 holds, and how many random
elements of Z + P are required to generate Z + P . We conducted the following numerical experiment. For
n ∈ {16, 17, . . . , 32}, we repeated the following procedure 100 times: we chose the first prime p after 2n and
computed a pseudorandom maximal order O in the quaternion algebra Bp,∞ ramified at p and ∞. We then
computed Z + P , where P is the unique 2-sided ideal of O of reduced norm p and sampled four random
elements α11, α12, α21, α22 ∈ Z+ P . We compute

ρi := (Trdαi2)αi1 + (Trdαi1)αi2 − 2αi1αi2

and Di = disc ρi and then tested whether gcd (D1, D2) = 4 discrd(Z+P ) = 4p2 and whether 1, α1, α2, α3, α4

generate Z+ P . The sample means are reported in Table 2. The probabilities that gcd(D1, D2) = 4p2 and
that {1, α11, α12, α21, α22} generate Z+ P do not appear to decay as p increases in the range [216, 232].

A Appendix

In this appendix, we discuss an algorithm following the idea suggested in Section 6, that is, to com-
pute a basis for the endomorphism ring of a supersingular elliptic curve E by making repeated calls to
Algorithm 1 to produce inseparable endomorphisms. The extra ingredients include a generalization of
Schoof’s algorithm for computing the trace of an endomorphism, some algorithms of Voight [Voi13] for
local and global quaternion orders, and linear algebra. Below, we provide the details regarding the lin-
ear algebra necessary to complete the algorithm. Our implementation in SageMath is available at https:
//github.com/travismo/inseparables.

The algorithm goes as follows: we first compute three inseparable reflections γ1, γ2, γ3 of E. Let P :=
Hom(E(p), E)π be the ideal of inseparble endomorhisms of E; then P is the unique 2-sided ideal of reduced
norm p in End(E). Defining γ0 = 1, we next compute the Gram matrix G = (Trd(γiγ̂j)) for the sequence
Γ = (γ0, γ1, γ2, γ3); this is where we require a generalization of Schoof’s algorithm [BCNE+19]. Then Γ is a
basis for End0(E) as a Q-vector space if and only if det(G) ̸= 0, which we now assume. At this point, we have
computed End0(E) as a quadratic module: if we let Q(x) = xTGx denote the quadratic form induced by
G on Q4, then (End0(E),deg) ∼= (Q4, Q). Having computed End0(E) as a quadratic module, we determine
its structure as a quaternion algebra: we compute a multiplication table for the basis Γ. We then compute
the order O ⊆ End(E) generated by γ0, γ1, γ2, γ3. Finally, we enlarge the order O by computing additional
inseperable reflections until O = Z+P . As mentioned above, a basis for End(E) is efficiently recovered from
a basis for Z+ P using algorithms of Voight [Voi21].

A.1 Computing a quadratic submodule of Z+ P

Recall that the output of Algorithm 1 on input E is a trace-zero endomorphism of E belonging to P . We
assume that, by running Algorithm 1 three times (with d = 1 for simplicity) we have computed three
inseparable reflections γ1, γ2, γ3 of E and we define γ0 = 1 ∈ End(E). Since d = 1, for i = 1, 2, 3 we have

γi = πpϕ̂
(p)
i ϕi,

where ϕi : E → Ei is a separable isogeny.
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Let Λ := Zγ0 + Zγ1 + Zγ2 + Zγ3 be the Z-span of γ0, γ1, γ2 and γ3. Let G := (Trd(γiγ̂j)) be the Gram
matrix for γ0, γ1, γ2, γ3. First, by Proposition 3.9, we have Trd(γi) = 0 for i = 1, 2, 3. For 1 ≤ i < j ≤ 3
define

ρij := ϕ̂iϕ
(p)
i ϕ̂

(p)
j ϕj .

Then Trd(γiγ̂j) = pTrd(ρij) and the Gram matrix of the basis γ0, γ1, γ2, γ3 is

G := (Trd(γiγ̂j))0≤i,j≤3 =


2 0 0 0
0 2pdeg(ϕ1)

2 pTrd(ρ12) pTrd(ρ13)
0 pTrd(ρ13) 2p deg(ϕ2)

2 pTrd(ρ23)
0 pTrd(ρ13) pTrd(ρ23) 2p deg(ϕ3)

2

 .

We can compute the entries of G with an algorithm for computing the trace of an endomorphism represented
as a sequence of low degree isogenies with a generalization of Schoof’s algorithm [BCNE+19]. If det(G) ̸= 0,
then Λ is a lattice in Z+ P ⊆ End(E), which we now assume. Therefore, as quadratic Z-modules, we have
(Λ,deg) ∼= (Z4, G) under the isomorphism which sends γi to the ith standard basis vector in Z4.

A.2 From a quadratic module to an order in a quaternion algebra

With the Gram matrix G of the basis γ0, γ1, γ2, γ3 in hand, we move on to determining the structure of
Λ ⊗ Q as a quaternion algebra. We discuss two approaches: the first involves computing an embedding
of Λ = Zγ0 + Zγ1 + Zγ2 + Zγ3 into a quaternion algebra H(a, b) such that (Z4, G) ∼= (H(a, b),Nrd) are
isomorphic as quadratic spaces. A second approach is to directly compute a multiplication table for γ1, γ2, γ3,
i.e. computing rational numbers mrst such that γrγs =

∑
tmrstγt. We discuss both in detail. In the first,

we compute the LDLT -decomposition of G and read off a and b from the second and third entries of D. In
the other, we solve for mrst by setting up a system of equations using G.

A.2.1 Computing an isomorphism of quaternion algebras using the Gram–Schmidt process

Let G := (Grs)0≤r,s≤3 := (Trd(γrγ̂s))0≤r,s≤3 be the Gram matrix for the basis {γ0, γ1, γ2, γ3} of a lattice
Λ in End(E). One approach to giving Λ ⊗ Q the structure of a quaternion algebra is as follows. First, we
diagonalize the quadratic form induced by G (to be precise, we compute the LDLT -decomposition of G). We
obtain a lower-triangular matrix L with 1’s on the diagonal and a diagonal matrix D such that G = LDLT .
Denote the diagonal entries of D by d0 = 2, d1, d2, d3 and define a, b ∈ Q by d1 = −2a, d2 = −2b. Define
H(a, b) to be the quaternion algebra with basis 1, i, j, ij such that i2 = a, j2 = b, and ij = −ji. Define
R = LT and γ̃i =

∑
j(R

−1)ijγj for i = 0, 1, 2, 3. Then {γ̃0, γ̃1, γ̃2, γ̃3} is the result of the application of the
Gram–Schmidt process to the basis {γ0, γ1, γ2, γ3} of Λ⊗Q. Since Trd(γ̃1) = 0, we have

γ̃1
2 = −γ̃1 ̂̃γ1 =

−1

2
Trd(γ̃1 ̂̃γ1)) = −d1

2
= a.

Similarly, (γ̃2)
2 = b. Since γ̃3 and γ̃1γ̃2 are both orthogonal to each of 1, γ̃1, γ̃2, there exists c ∈ Q such that

γ̃3 = cγ̃1γ̃2. Taking reduced norms, we obtain

d3
2

= Nrd(γ̃3) = Nrd(cγ̃1γ̃2) =
c2d1d2

4
.

Define c′ :=
√

2d3
d1d2

. We therefore obtain an isomorphism of quadratic spaces

(End0(E),deg) → (H(a, b),Nrd)

x0 + x1γ̃1 + x2γ̃2 + x3γ̃3 7→ x0 + x1i+ x2j + x3c
′ij.

This map factors through the map of quadratic modules f : End0(E) → (Q4, G) which sends γr to er, the
r-th standard basis vector of Q4, via the map g : (Q4, G) → (H(a, b),Nrd) obtained from sending the rows
of (LT )−1 to the basis 1, i, j, ij. The isomorphism (End0(E),deg) ∼= (H(a, b),Nrd) induces an isomorphism
of quaternion algebras between End0(E) with either H(a, b) (in the case that c = c′) or H(a, b)op (in the
case that c = −c′).
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A.2.2 Computing a multiplication table using linear algebra

An alternative method for representing End0(E) using the basis {γ0, γ1, γ2, γ3} is to compute a multiplication
table, i.e. rational numbers mrst, for 0 ≤ r, s, t ≤ 3, such that

γrγs =

3∑
t=0

mrstγt.

We sketch this approach, although we do not use it in our implementation.
To compute the multiplication table {mrst}, we use G = (Grs)0≤r,s≤3 and linear algebra. In particular,

we use G to set up a system of linear equations whose solutions are the {mrst} we seek.

Proposition A.1. Let γ0 = 1, γ1, γ2, γ3 be as above. Define

m000 = 1, mrrt =

{
−Grr

2 : t = 0 and 1 ≤ r ≤ 3

0 : 0 ≤ r ≤ 3 and 1 ≤ t ≤ 3.

Let {m120, . . . ,m123}, {m130, . . . ,m133}, and {m230, . . . ,m233} respectively solve the following three systems
of linear equations:

G


x0
x1
x2
x3

 =


−G12

1
2G11G21
1
2G22G11

2Trd(γ1γ2γ̂3)

 , G


x0
x1
x2
x3

 =


−G13

1
2G11G31

2Trd(γ1γ2γ̂3)
1
2G33G11

 , G


x0
x1
x2
x3




−G23

2Trd(γ1γ2γ̂3)
1
2G22G31
1
2G33G21

 .

Finally, for 0 ≤ s < r ≤ 3, let

msrt =

{
Trd(γrγs)−mrs0 : t = 0

−mrst : 1 ≤ t ≤ 3.

Then (2Trd(γ1γ2γ̂3))
2 = detG, and for 0 ≤ r ≤ s ≤ 3, we have

γrγs =

3∑
t=0

mrstγt.

In particular, the matrix G determines an isomorphism between the quaternion algebra over Q with multipli-
cation table given by {mrst} with either End0(E) or its opposite algebra depending on a choice for a square
root of detG.

Proof. We have γ20 = 1, and for r ̸= 0, we have Trd(γr) = 0 so γ2r = Trd(γr)γr − Nrd(γr) = −deg(γr).
Therefore

m000 = 1, mrrt =

{
−Grr

2 : t = 0 and 1 ≤ r ≤ 3

0 : 0 ≤ r ≤ 3 and 1 ≤ t ≤ 3.

Also, note that

γrγs = ̂̂γsγ̂r = γ̂sγr = Trd(γsγr)− γsγr,

so if γrγs =
∑
tmrstγt then

γsγr = Trd(γrγs)−mrs0 −
3∑
t=1

mrstγt.

Therefore

msrt =

{
Trd(γrγs)−mrs0 : t = 0

−mrst : 1 ≤ t ≤ 3.

We conclude that it suffices to calculate mrst for 1 ≤ r < s ≤ 3.
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By pairing both sides of γrγs =
∑3
t=0mrstγt against γk for k = 0, 1, 2, 3, we obtain for each pair (r, s)

satisfying 1 ≤ r < s ≤ 3 a system of four equations in the indeterminates mrs0,mrs1,mrs2,mrs3:

Trd(γrγsγ̂k) =

3∑
t=0

mrstTrd(γtγ̂k). (A.1)

We will show that the entries of G determine the left-hand side of Equation (A.1) uniquely (up to a
choice of a square root of det(G)). We compute the left hand side of Equation (A.1) for each 0 ≤ r < s ≤ 3,
0 ≤ k ≤ 3. We have that

Trd(γrγsγ̂r) = deg(γr) Trd(γs) =
1

2
Trd(γrγ̂r) Trd(γs1̂) =

1

2
GrrGs1,

and similarly Trd(γrγsγ̂s) = Trd(γr) deg(γs) =
1
2GssGr1, for 1 ≤ r < s ≤ 3. Finally, since γ0 = 1,

Trd(γrγsγ̂0) = Trd(γrγs) = −Trd(γrγ̂s) = −Grs.

We are left with the case that {r, s, k} is a permutation of {1, 2, 3}. First, we calculate Trd(γ1γ2γ̂3). For that,
we recall the following trilinear form on the quaternion algebra End0(E): for elements α1, α2, α3 ∈ End0(E),
define

m(α1, α2, α3) = Trd((α1α2 − α2α1)α̂3).

Using the fact that γ̂i = −γi and that for elements α, β ∈ B we have Trd(αβ) = Trd(βα) and Trd(α̂) =
Trd(α), a calculation shows

m(γ1, γ2, γ3) = Trd((γ1γ2 − γ2γ1)γ̂3) = 2Trd(γ1γ2γ̂3).

The proof of Lemma 15.4.7 in [Voi21] shows that, for any elements α0 = 1, α1, α2, α3 in a quaternion algebra
B, we have

m(α1, α2, α3)
2 = det((Trd(αiα̂j))0≤i,j≤3).

We conclude that m(γ1, γ2, γ3)
2 = det(G). We have that m(γσ(1), γσ(2), γσ(3)) = sgn(σ)m(γ1, γ2, γ3) for any

σ ∈ S3, e.g. by checking this for the three transpositions of S3. The upshot is that we can make a consistent
choice of values for Trd(γσ(1)γσ(2)γ̂σ(3)) by choosing, for example, Trd(γ1γ2γ̂3) =

1
2

√
det(G) and then setting

Trd(γσ(1)γσ(2)γ̂σ(3)) =
sgn(σ)

2

√
det(G).

With linear algebra over Q, we solve the above three systems of four equations to compute all coefficients
mrst with 1 ≤ r < s ≤ 3. With our earlier calculations, this determines a complete multiplication table
which gives Λ⊗Q the structure of a quaternion algebra whose underlying quadratic space is isomorphic to
(Q4, G) ∼= (End0(E),Nrd).

Remark A.2. We encounter the same phenomenon we observed in Section A.2.1: we must choose a sign for a
square root to determine the multiplication table. The choice of sign of a square root of det(G) corresponds
to the choice of an isomorphism of the quaternion algebra Λ ⊗ Q equipped with the multiplication table
{mrst} with either End0(E) or (End0(E))op.

Remark A.3. We could eliminate this ambiguity by computing Trd(γ1γ2γ̂3) directly via Schoof’s algorithm.

A.2.3 Gram–Schmidt versus multiplication tables

One may ask if the approaches in Sections A.2.1 and A.2.2 for obtaining a quaternion algebra from the basis
{γ0, γ1, γ2, γ3} with Gram matrix G are compatible. This is the case: first of all, G determines the structure
of End0(E) as a quadratic space, and by [Voi21, Proposition 5.2.4], there are only two (up to isomorphism)
quaternion algebras with underlying quadratic spaces isomorphic to (End0(E),Nrd) ∼= (Q4, G). We can
make this explicit, and in fact the choices of square root in each approach are consistent with one another.
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Let LDLT = G with D diagonal and L lower-triangular with 1’s on its diagonal. Let {γ̃0, γ̃1, γ̃2, γ̃3} and
a, b, c, d1, d2, d3 ∈ Q be defined as in Section A.2.1. Then by [Voi21, 15.4.5],

m(γ̃1, γ̃2, γ̃3) = det(L)m(γ1, γ2, γ3) = m(γ1, γ2, γ3).

On the other hand, we have γ̃3 = cγ̃1γ̃2, so

m(γ̃1, γ̃2, γ̃3) = 4abc,

and 4ab > 0, so the sign of m(γ1, γ2, γ3) and the sign of c are equal. The choice of sign for a square root of
det(G) = m(γ1, γ2, γ3)

2 is therefore consistent with a choice of sign of the square root of

2d3
d1d2

=
det(G)

16a2b2
=

1

(4ab)2
(m(γ̃1, γ̃2, γ̃3))

2
.

A.3 Computing an order O in Z+ P

We assume that we have computed three inseparable endomorphisms γ1, γ2, γ3 such that γ0 := 1 and γ1, γ2, γ3
generate a lattice Λ inside End(E), along with the Gram matrix G = (Trd(γiγ̂j))0≤i,j≤3 and isomorphisms
of quadratic spaces f : (Q4, G) → H(a, b) and g : (End0(E),Nrd) → (Q4, G), where g(γr) = er, the rth
standard basis vector of Q4. For 0 ≤ r, s, t ≤ 3, let mrst ∈ Q be the elements of the multiplication table for
the basis B = {γ0, γ1, γ2, γ3}: for 0 ≤ r, s ≤ 3, we have

γrγs =

3∑
t=0

mrstγt.

LetMr be the matrixMr = (mrst)0≤s,t≤3. From this data, we can compute a basis for O, the minimal order
in End(E) containing Λ. The order O is generated as a Z-module by γ0, γ1, γ2, and γ3 and their products.

We compute a basis for O in which basis elements are represented as linear combinations of the γi as
follows. Let Mrs denote the sth row of Mr. Define the 12 × 4 matrix A to have rows given by the rows of
M0, i.e. the 4 × 4 identity matrix, followed by Mrs for 0 < r < s ≤ 3. Let H be the Hermite normal form
of A. Let B = (bij)0≤i,j≤3 ∈ M4(Z) be the matrix whose rows are the top four rows of H. The rows of B

form a lattice L in Q4 such that g−1(L) = O. In particular, if we define βi =
∑3
j=0 bijγi for 0 ≤ i ≤ 3, then

{β0 = 1, β1, β2, β3} is a Z-basis for O.

A.4 Computing Z+ P

We now assume that we have computed a suborder O of Z + P generated by γ0 = 1 and three inseparable
endomorphisms γ1, γ2, γ3, where O is represented by four vectors {(bij)0≤j≤3}0≤i≤3 in Q4 such that βi :=∑3
j=0 bijγj form a Z-basis for O. We proceed to compute Z + P by iteratively computing an additional

inseparable endomorphism γ and the order O[γ], defined to be the smallest order containing both O and γ.
It suffices to compute a basis for the Z lattice spanned by β0, . . . , β3, β0γ, . . . , β3γ. The approach is similar
to how we computed an order generated by a lattice basis in the previous subsection. We first compute
(c0, . . . , c3) ∈ Q4 such that

γ =

3∑
s=0

csγs

by computing the traces tr := Trd(γrγ̂) for 0 ≤ r ≤ 3 and then solving the system of equations

tr =

3∑
s=0

csGrs.

Define Mγ :=
∑3
r=0 crMr. Then the matrix

M ′
γ := H−1MH
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gives the action of left multiplication of γ on the basis elements br =
∑
s=0Hrsγs for O. Let A be the matrix

whose rows are the rows of H and the rows of Mγ′ . The top four rows of the Hermite normal form of A yield
a basis for a lattice LO[γ] in Q4 such that g−1(LO[γ]) = O. We then define B to be the top four rows of H.

We remark that we can check whether the order O given by the matrix B is equal to Z + P by simply
computing its discriminant and checking if the discriminant is p4. The discriminant of O is the determinant
of the Gram matrix BTGB.

A.5 From Z+ P to End(E)

Assume that we have computed three inseparable endomorphisms γi for 1 ≤ i ≤ 3, the Gram matrix
G = (Trd(γiγ̂j)), and a matrix B = (bij) ∈M4(Q) so that βi :=

∑3
j=0 bijγi form the Z-basis for Z+P . Then

we have so far computed a basis for the unique order of index p in End(E), according to Proposition 3.1.
Using results and algorithms in [Voi21], we only need a little linear algebra to efficiently compute a basis
for End(E). We recall the notion of a p-saturated order from [Voi21] below, and show that in our case, a
p-saturated order containing Z+ P is End(E).

Definition A.4. Let p be an odd prime. An order O ⊆ B is said to be p-saturated if Op := O ⊗ Zp has a
basis x1, x2, x3, x4 such that the quadratic form Nrd: Op → Qp is diagonal with respect to that basis and
such that vp(Nrd(xi)) ≤ 1 for all 1 ≤ i ≤ 4. An order O ⊆ B is said to be p-maximal for a prime p if
Op := O ⊗ Zp is maximal in B ⊗Qp.

The following proposition shows that for quaternion algebras over Q ramified at p, orders that are p-
saturated must also be p-maximal.

Proposition A.5. Let B be a quaternion algebra over Q ramified at p. If O ⊆ B is a Z-order which is
p-saturated, then O is p-maximal.

Proof. Let x0 = 1, x1, x2, x3 be a normalized basis of Op := O ⊗ Zp with respect to the quadratic form Nrd
such that ei := vp(Nrd(xi)) ≤ 1 for i = 1, 2, 3 and e1 ≤ e2 ≤ e3.

Then

disc(Op) = det(Trd(xixj))Zp

= det


2 0 0 0
0 u1p

e1 0 0
0 0 u2p

e2 0
0 0 0 u3p

e3

Zp

= pe1+e2+e3Zp ⊇ p3Zp,

where u1, u2, u3 ∈ Z×
p . The discriminant of Op is the square of an ideal in Zp, so e1 + e2 + e3 has to be

even and therefore is either 0 or 2. The first case is not possible since B is ramified at p. This implies that
vp(discrd(Op)) = 1 = vp(disc(B)), so we conclude O ⊆ B is p-maximal.

Corollary A.6. Let O ⊆ End0(E) be a p-saturated order such that Z+ P ⊆ O. Then O = End(E).

Proof. By Proposition 3.1, the order Z + P is locally maximal at all primes ℓ ̸= p. Since Z + P ⊆ O ⊆
End(E), the order O is also ℓ-maximal for all ℓ ̸= p. Moreover O is p-saturated, so O is p-maximal by
Proposition A.5. This implies that O is maximal in End0(E) and, since Z+ P ⊆ O, by Proposition 3.1 we
have O = End(E).

Therefore given the order Z + P , we can recover the maximal order containing Z + P by computing
the p-saturated order that contains Z + P . This is done efficiently with Algorithm 3.12 and Algorithm 7.9
in [Voi21].
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