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Stability of discontinuous diffusion coefficients for the heat
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Abstract

In this paper, we study the heat equation on a star-shaped tree network with a piecewise
regular diffusion coefficient. By developing new Carleman estimates, we establish stability
results for the identification of the diffusion coefficient. These stability estimates are derived
using either internal measurements or boundary observations, offering robust insights into
the inverse problem for this class of equations.

keywords network of partial differential equations, inverse problem, Carleman estimate,
parabolic equation.
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1 Introduction

In this paper, we address inverse problems on a network formed by the edges of a tree. While
our results are general and could apply to any tree structure, we focus on a star-shaped tree to
simplify the presentation.

The inverse problem under consideration involves determining a discontinuous diffusion coef-
ficient c = c(x) in the heat equation

yt − (c(x)yx)x = 0

using either internal or boundary measurements of the solution y(x, t). This problem has been
extensively studied in the literature (see e.g. [5, 6, 8, 9, 17, 18, 19]). The novelty of our approach
lies in extending the analysis to cases where the spatial domain is defined on a tree network. Our
objective is to derive stability estimates that provide ”sharp” results with respect to the choice
of measurements,

More specifically, we consider a star-shaped network R consisting of n + 1 edges ej , each of
length lj > 0, j ∈ J0, nK, all connected at a single vertex which we designate as the origin of all
edges. For any function f : R → R we set

fj := f |ej the restriction of f to the edge ej ,

[f ]0 :=

n∑
j=0

fj(0) the transmission bracket at the vertex 0.
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For any given T > 0, we define Q := R × (0, T ). On this planar 1-D network, we consider the
heat equation with a variable diffusion coefficient, given by the following system yj,t(x, t)− (cj(x)yj,x(x, t))x = gj(x, t), j ∈ J0, nK, (x, t) ∈ (0, lj)× (0, T ),

yj(lj , t) = hj(t), j ∈ J0, nK, t ∈ (0, T ),
y(x, 0) = y0(x), x ∈ R,

(1)

together with the continuity condition and Kirchhoff law at the vertex 0, namely

yj(0, t) = yi(0, t) =: y(0, t), ∀i, j ∈ J0, nK, t ∈ (0, T ), (2)

[cyx(t)]0 :=

n∑
j=0

cj(0)yj,x(0, t) =: k(t), t ∈ (0, T ). (3)

The diffusion coefficient c is assumed to be piecewise C1, i.e. ci ∈ C1([0, li]), i ∈ J0, nK, and

0 < cmin ≤ c(x) ≤ cmax, x ∈ R. (4)

In the sequel, we shall use the following notations: R+ = (0,+∞), R− = (−∞, 0),

L2(R) :=
{
f : R → R, fj ∈ L2(0, lj), ∀j ∈ J0, nK

}
,

H1(R) :=
{
f : R → R, fj ∈ H1(0, lj), fj(0) = fi(0),∀i, j ∈ J0, nK

}
,

H1
0 (R) :=

{
f : R → R, fj ∈ H1(0, lj), fj(lj) = 0, fj(0) = fi(0),∀i, j ∈ J0, nK

}
.

For the sake of shortness, for f ∈ L1(R) :=
{
f : R → R, fj ∈ L1(0, lj), ∀j ∈ J0, nK

}
, we write∫

R

fdx :=

n∑
j=0

∫ lj

0

fj(x)dx.

The norms of the Hilbert spaces L2(R) and H1
0 (R) are respectively defined by

∥f∥2L2(R) :=

∫
R

|f |2 dx, ∥f∥2H1
0 (R) :=

∫
R

|fx|2 dx.

We also denote by L the operator L := ∂t − ∂x(c∂x) in Q and L∗ its formal adjoint operator,
namely L∗ := −∂t − ∂x(c∂x) in Q.

Our first main result is concerned with stability estimates with internal measurements.

Theorem 1. Let T > 0, T ′ = T/2, τ ∈ (0, T/2) and ω ⊂ R be an open set with ω ∩ (0, lj) ̸= ∅
for j ∈ J1, nK. Let c̃ be a piecewise C1 function satisfying (4) and let hj = 0 for j ∈ J0, nK.
Then for any y0 ∈ L2(R), there exists g ∈ C∞

c (ω×(0, T )) such that for any piecewise C1 function
c satisfying (4),

ci(0) = c̃i(0) ∀i ∈ J0, nK, and max
j∈J0,nK

∥cj∥W 1,∞(0,lj) ≤ c1,∞max,

if y and ỹ denote the solutions of (1), (2), and (3) associated with c and c̃ respectively, with g,
k ≡ 0 and ỹ0 = y0, then we have

∥c− c̃∥L2(R) ≤ C
(
∥yt − ỹt∥L2(ω×(τ,T )) + ∥ytt − ỹtt∥L2(ω×(τ,T ))

+∥yt(T ′)− ỹt(T
′)∥L2(ω) + ∥y(T ′)− ỹ(T ′)∥H1(R) + ∥y(T ′)− ỹ(T ′)∥H2(ω)

)
. (5)

Note that internal measurements are required on only n of the n+ 1 edges in the network.
Our second main result is concerned with stability estimates derived from boundary measure-

ments.

2



Theorem 2. Let T > 0, T ′ = T/2, τ ∈ (0, T/2) and c̃ be a piecewise C1 function satisfying (4).
Then for any y0 ∈ L2(R), there exist some functions hj ∈ C1

c (0, T ), j ∈ J0, nK with h0 ≡ 0, such
that for any c piecewise C1 function satisfying (4),

ci(0) = c̃i(0) ∀i ∈ J0, nK,
ci(li) = c̃i(li) ∀i ∈ J1, nK,

maxj∈J0,nK ∥cj∥W 1,∞(0,lj) ≤ c1,∞max,

if y and ỹ denote the respective solutions of (1), (2), and (3) associated with c and c̃ respectively,
with g ≡ 0, k ≡ 0 and ỹ0 = y0, we have

∥c− c̃∥L2(R) ≤ C

( n∑
j=1

[
∥ytx(lj)− ỹtx(lj)∥L2(τ,T ) + ∥yttx(lj)− ỹttx(lj)∥L2(τ,T )

+ |yj,x(lj , T ′)− ỹj,x(lj , T
′)|
]
+ ∥y(T ′)− ỹ(T ′)∥H1(R)

)
.

Note that only boundary measurements on n exterior nodes for n + 1 edges of the network
are required.

Theorem 1 provides a stability estimate for the discontinuous diffusion coefficients using
measurements of the solution’s derivative on open sets of n edges along with measurements of
the solution over the entire network of n + 1 edges at time T/2. That theorem holds under
the technical assumption that the diffusion coefficients are equal at the central node. Theorem 2
establishes a similar result, based on n boundary measurements of the solution’s derivative under
the assumption of the equality of diffusion coefficients at the central node and at n exterior nodes
where the measurements are taken.

The key to obtain both theorems is a global Carleman estimate. In the context of parabolic
equation with discontinuous diffusion coefficient, a Carleman estimate was shown in [10] to prove
the exact controllability to trajectories and in [6] in the context of inverse problem, under a
condition on the monotonicity of the coefficient. Without imposing such monotonicity, a sta-
bility result for identifying the diffusion coefficient in the one-dimensional case was achieved in
[5]. Moreover, [19] established the Lipschitz stability of principal coefficients for a parabolic
system, assuming partial knowledge of the coefficients on an open subset of the boundary. For
coupled systems, [8] addressed the inverse problem of simultaneously identifying two discontin-
uous diffusion coefficients in a one-dimensional parabolic system using observations of only one
component. Additionally, [9] provided stability results for reaction-diffusion equations, focusing
on the simultaneous determination of the diffusion coefficient and the potential using internal
observations.

To bypass additional assumptions on the discontinuous diffusion coefficients, we derive a
Carleman estimate in one less derivative. This approach builds on prior work: [15] introduced
Carleman estimates for hyperbolic operators in H−1 spaces, yielding Hölder stability results for
inverse problems involving coefficient determination in acoustic equations with a single measure-
ment. This idea was further explored in [11] for the controllability of parabolic systems and in
[18] for the stability of discontinuous diffusion coefficients in the heat equation.

Concerning the inverse problem on networks, the only works we know consist of determining
a potential for the wave equation in [2, 3, 4], for the heat and Schrödinger equations in [13],
and for parabolic equations on networks with loop in [1]. To the best of our knowledge, no
stability results currently exist for the identification of discontinuous diffusion coefficients in the
heat equation on star-shaped networks.

Our contribution addresses this gap. Both theorems presented in this work rely on global
classical Carleman estimate in L2(R) for a tree-shaped network. The primary challenge lies
in designing appropriate Carleman weights to handle terms at the central node arising from
integrations by parts. By leveraging this L2(R) Carleman estimate, we derive estimates with
one fewer derivative in the source term through a null controllability problem. Subsequently, we
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establish stability results for stationary problems under specific assumptions. Our main theorems
require repeated use of these refined Carleman estimates and stability results, necessitating the
preliminary construction of a control ensuring the validity of assumptions about the stationary
solutions.

The paper is organized as follows. In Section 2, we provide some Carleman estimates in
L2(R) with internal measurements, and next we derive some Carleman estimates with one fewer
derivative. Finally, Section 3 is dedicated to the establishment of the stability estimates.

2 Carleman estimates

In this section, we will establish three Carleman estimates for both operators L and L∗ defined
on a star-shaped network R.

2.1 Carleman estimates in L2(R) with interior observations

Let λ > 0. We define the weight functions

φ(x, t) =
eλβ(x)

t(T − t)
, η(x, t) =

eλβ̄ − eλβ(x)

t(T − t)
, (6)

for all (x, t) ∈ R× (0, T ), where β and β̄ are defined as in the following lemma.

Lemma 3. Let ωi ⊂ (0, li), i ∈ J1, nK, be n (nonempty) open sets and let ω := ∪i∈J1,nKωi. Then
there exist (a0, . . . , an, b1, . . . , bn, d) ∈ (R−)

n+1 × (R+)
n+1 and β̄ > 0 such that, defining the

weight function β on R as

β0(x) = a0x+ d, for x ∈ [0, l0], (7)

βj(x) = ajx
2 + bjx+ d, for x ∈ [0, lj ], j ∈ J1, nK, (8)

then for all i, j ∈ J0, nK and all x ∈ [0, lj ], we have

βi(0) = βj(0), (9)

0 <
β̄

2
< βj(x) < β̄, (10)

β′
j(lj) < 0, (11)

β′(x) ̸= 0 on R\ω, (12)

and the following (n+ 1)× (n+ 1) symmetric matrix

Aβ :=



β′
0(0) + β′

1(0) β′
0(0) · · · β′

0(0) −β′
0(0)[cβ

′]0

β′
0(0) + β′

2(0)
. . .

... −β′
0(0)[cβ

′]0
. . . β′

0(0)
...

β′
0(0) + β′

n(0) −β′
0(0)[cβ

′]0
β′
0(0)([cβ

′]0)2 + [c2(β′)3]0


(13)

is positive definite, i.e.
∃α > 0, ∀ξ ∈ Rn+1, (Aβξ, ξ) ≥ α |ξ|2 . (14)

Proof. First we fix a0 < 0. The continuity condition (9) follows directly from the choice of the
weights in (7)-(8). Second, the matrix Aβ is positive definite if and only if all of its leading
principal minors are positive. Using the definition (7)-(8), we get β′

0(0) = a0 and β′
j(0) = bj ,
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j ∈ J1, nK. We choose bj = b1 > 0 for all j ≥ 1. Thus, the symmetric matrix Aβ becomes

Aβ :=



a0 + b1 a0 · · · a0 −a0

a0c0(0) + b1

n∑
j=1

cj(0)


a0 + b1

. . .
... −a0

a0c0(0) + b1

n∑
j=1

cj(0)


. . . a0

...

a0 + b1 −a0

a0c0(0) + b1

n∑
j=1

cj(0)


a0

a0c0(0) + b1

n∑
j=1

cj(0)

2

+ a30c
2
0(0) + b31

n∑
j=1

c2j (0)



,

and to get the positivity of leading principal minors, we actually need

(ja0 + b1)b
j−1
1 > 0, ∀j ∈ J1, nK (15)

Det(Aβ) > 0. (16)

On the one hand, choosing b1 > −na0 yields (15), since b1 > 0. On the other hand, the
function Det(Aβ) = P (a0, b1, c0(0), ..., cn(0)) is a polynomial in b1 of degree n+3. More precisely,
the leading order term in b1 of Det(Aβ) comes from the product of the diagonal terms and is
given by

bn+3
1

n∑
j=1

c2j (0)

and choosing b1 sufficiently large (positive) gives P (a0, b1, c0(0), ..., cn(0)) > 0, which gives (16).
Third, we choose aj < 0 such that (12) holds. Indeed, for all j ∈ J1, nK, β′

j(x) = 2ajx+ bj =
2ajx+ b1, and if ωj ⊂ (pj , qj) ⊂ (0, lj) we want that −b1/(2aj) ∈ (pj , qj) which is equivalent to
− b1

2pj
< aj < − b1

2qj
< − b1

2lj
. This directly implies (11).

Finally, it remains to verify (10). We clearly have a0l0 + d ≤ β0(x) ≤ d and aj l
2
j + b1lj + d ≤

βj(x) ≤ d− b21
4aj

for j ∈ J1, nK Therefore, (10) is equivalent to

d < β̄

d− b21
4aj

< β̄, ∀j ∈ J1, nK
β̄ < 2(a0l0 + d)
β̄ < 2d
β̄ < 2(aj l

2
j + b1lj + d), ∀j ∈ J1, nK.

Since aj < 0 for j ∈ J0, nK, the conditions reduce to
1− b21

4daj
< β̄

d , ∀j ∈ J1, nK
β̄
d < 2(a0l0

d + 1)
β̄
d < 2(

aj l
2
j+b1lj
d + 1), ∀j ∈ J1, nK.

It is then sufficient to take d large enough so that

max
j∈J1,nK

(
1− b21

4daj

)
< min

{
2

(
a0l0
d

+ 1

)
, min
j∈J1,nK

2

(
aj l

2
j + b1lj

d
+ 1

)}
,

and next to pick any number

ν ∈

(
max

j∈J1,nK

(
1− b21

4daj

)
,min

{
2

(
a0l0
d

+ 1

)
, min
j∈J1,nK

2

(
aj l

2
j + b1lj

d
+ 1

)})
,

and to set β̄ = νd. □
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Theorem 4. Let ω̃i ⊂ (0, li), i ∈ J1, nK, be n nonempty open sets and let ω̃ := ∪i∈J1,nKω̃i.
Assume that φ and η are as in (6) with β as given by Lemma 3. Then there exist λ0 > 0, s0 > 0
and a positive constant C = C(T,R, ω̃, cmin, cmax, β) such that the following Carleman estimate
holds

sλ2
∫∫

Q

φ|ux|2e−2sηdxdt+ s3λ4
∫∫

Q

φ3|u|2e−2sηdxdt+ s3λ3
∫ T

0

|φ(0, t)|3|u(0, t)|2e−2sη(0,t)dt

≤ C

[
s3λ4

∫ T

0

∫
ω̃

φ3|u|2e−2sηdxdt+

∫∫
Q

|ut ± (cux)x|2e−2sηdxdt

+sλ

∫ T

0

φ(0, t) |k(t)|2 e−2sη(0,t) dt+
1

s2

∫ T

0

|kt(t)|2 e−2sη(0,t) dt

]
, (17)

for s ≥ s0, λ ≥ λ0 and u ∈ D(L) := {u ∈ L2(0, T ;H1
0 (R)), Lu ∈ L2(Q)} if ± = −, or

u ∈ D(L∗) := {u ∈ L2(0, T ;H1
0 (R)), L

∗u ∈ L2(Q)} if ± = +, where k ∈ H1(0, T ) is as in (3).

Proof. We only treat the case of the operator L∗ = −∂t − ∂x(c∂x), the other case (∂t − ∂x(c∂x))
being obtained as a direct consequence by performing the change of variable t→ T − t. Let s > 0
and λ > 0, and set w = e−sηu and Pw = −e−sηL∗(esηw). After computing Pw, we split the
terms as follows:

Pw = P1w + P2w +Rw

where

P1w := (cwx)x + s2λ2φ2(β′)2cw + sηtw, (18)

P2w := wt − 2sλφcβ′wx − 2sλ2φc(β′)2w, (19)

Rw := −sλφ(cβ′)xw + sλ2φc(β′)2w. (20)

Therefore, P1w + P2w = Pw −Rw and∫∫
Q

|Pw −Rw|2 dxdt =

∫∫
Q

|P1w|2 dxdt+
∫∫

Q

|P2w|2 dxdt

+ 2

∫∫
Q

P1wP2w dxdt. (21)

The main task in the proof will be to minimize the cross-terms in P1wP2w by positive and domi-
nant terms looking similar to the ones in the left-hand-side of (17) and negative boundary terms
that will be moved to the right-hand-side of the estimate. For the sake of clarity, we divide the
proof in several steps.

Step 1. Main calculations

We set ⟨P1w,P2w⟩L2(Q) =

3∑
i,k=1

Ii,k where Ii,k is the integral over Q of the product of the ith-term

in P1w and the kth-term in P2w. Then after some integrations by parts, we obtain

I1,1 =

∫∫
Q

(cwx)xwt dxdt = −
∫ T

0

wt(0, t)[cwx]0dt,

since w(x, 0) = w(x, T ) = 0 and wj,t(lj , t) = 0;

I1,2 = sλ2
∫∫

Q

|cwx|2(β′)2φdxdt+ sλ

∫∫
Q

|cwx|2β′′φdxdt

−sλ
n∑

j=0

∫ T

0

|cj(lj)wj,x(lj , t)|2φj(lj , t)β
′
j(lj) dt+ sλ

∫ T

0

[
|cwx|2β′]

0
φ(0, t) dt;
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I1,3 = 2sλ2
∫∫

Q

|cwx|2(β′)2φdxdt+ 2sλ3
∫∫

Q

c2wwx(β
′)3φdxdt

+2sλ2
∫∫

Q

cwwxφ(c(β
′)2)x dxdt+ 2sλ2

∫ T

0

w(0, t)
[
c2wx(β

′)2
]
0
φ(0, t) dt;

I2,1 = −s2λ2
∫∫

Q

c|w|2(β′)2φφt dxdt;

I2,2 = 3s3λ4
∫∫

Q

|cw|2(β′)4φ3 dxdt+ s3λ3
∫∫

Q

|w|2(c2(β′)3)xφ
3 dxdt

+s3λ3
∫ T

0

[
|c|2(β′)3

]
0
w2(0, t)φ3(0, t) dt;

I2,3 = −2s3λ4
∫∫

Q

|cw|2φ3(β′)4 dxdt;

I3,1 = −s
2

∫∫
Q

|w|2ηtt dxdt;

I3,2 = s2λ2
∫∫

Q

c|w|2(β′)2ηtφdxdt− s2λ2
∫∫

Q

c|w|2(β′)2φφt dxdt

+s2λ

∫∫
Q

|w|2(cβ′)xφηt dxdt+ s2λ

∫ T

0

[cβ′]0 w
2(0, t)φ(0, t)ηt(0, t) dt;

I3,3 = −2s2λ2
∫∫

Q

c|w|2φ(β′)2ηt dxdt.

Thus, we obtain

⟨P1(w), P2(w)⟩L2(Q) = 3sλ2
∫∫

Q

|cwx|2 φ(β′)2 dxdt+ s3λ4
∫∫

Q

|cw|2 φ3(β′)4 dxdt

− sλ

n∑
j=0

∫ T

0

|cj(lj)wj,x(lj , t)|2 φj(lj , t)β
′
j(lj) dt+X +B (22)

where X is the sum of the remaining interior terms and B is the sum of the trace terms at the
central node.

From now on, M > 0 will be a generic constant depending only on the network R, the time
T , cmin and cmax and on β0, ..., βn, but independent of s and λ.

Step 2. Boundary terms at the central node.

Lemma 5. Under the hypothesis of Lemma 3 for the weight function β, the sum of the trace
terms at the central node 0, denoted B in (22) satisfies

B ≥ α

2
s3λ3

∫ T

0

|φ(0, t)|3|w(0, t)|2dt−Msλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt

− M

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt (23)

for s sufficiently large and any λ ≥ 1.

Proof. Gathering all the terms at the central node 0, we get

B = B1,1 +B1,2 +B1,3 +B2,2 +B3,2

where Bi,j comes from Ii,j .
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We denote by B12,2 the sum of B1,2 and B2,2, i.e.

B12,2 = sλ

∫ T

0

[
|cwx|2β′]

0
φ(0, t) dt+ s3λ3

[
|c|2(β′)3

]
0

∫ T

0

|w(0, t)|2 φ3(0, t) dt.

Since w = e−sηu gives wx = sλφβ′w + e−sηux, then

[cwx]0 =

n∑
j=0

cj(0)wj,x(0, t) = sλφ(0)w(0)[cβ′]0 + e−sη(0)k(t), (24)

where we wrote φ(0), w(0) and η(0) instead of φ(0, t), w(0, t) and η(0, t) for the sake of shortness.
We can write

c0(0)w0,x(0) = sλφ(0)w(0)[cβ′]0 + e−sη(0)k(t)−
n∑

j=1

cj(0)wj,x(0).

Using this expression, we thus obtain

[β′ |cwx|2]0 = β′
0(0)

sλφ(0)w(0)[cβ′]0 + e−sη(0)k(t)−
n∑

j=1

cj(0)wj,x(0)

2

+

n∑
j=1

β′
j(0) |cj(0)wj,x(0)|2

= s2λ2φ(0)2β′
0(0)w(0)

2([cβ′]0)
2

+β′
0(0)e

−2sη(0) |k(t)|2 +
n∑

j=1

(
β′
0(0) + β′

j(0)
)
|cj(0)wj,x(0)|2

+2β′
0(0)

∑
i,j=1...n,i<j

ci(0)cj(0)wi,x(0)wj,x(0)

−2sλβ′
0(0)w(0)φ(0)[cβ

′]0

n∑
j=1

cj(0)wj,x(0)

+2sλβ′
0(0)w(0)φ(0)[cβ

′]0e
−sη(0)k(t)− 2β′

0(0)

n∑
j=1

e−sη(0)k(t)cj(0)wj,x(0).

Therefore,

B12,2 = sλ

∫ T

0

φ(0, t)
(
AβW (t),W (t)

)
dt+ sλ

∫ T

0

φ(0, t)β′
0(0)e

−2sη(0,t) |k(t)|2 dt

+ 2s2λ2
∫ T

0

β′
0(0)w(0, t)φ

2(0, t)[cβ′]0e
−sη(0,t)k(t) dt

− 2sλ

n∑
j=1

∫ T

0

β′
0(0)φ(0, t)e

−sη(0,t)k(t)cj(0)wj,x(0, t) dt,

with W (t) =
(
(cj(0)wj,x(0, t))j=1...n, sλφ(0, t)w(0, t)

)
and Aβ defined by (13).

Using Lemma 3 (see (14)), we get

B12,2 ≥ αs3λ3
∫ T

0

|φ(0, t)|3 |w(0, t)|2 dt+ αsλ

n∑
j=1

∫ T

0

φ(0, t) |cj(0)wj,x(0, t)|2 dt

+ sλ

∫ T

0

φ(0, t)β′
0(0)e

−2sη(0,t) |k(t)|2 dt+ 2s2λ2
∫ T

0

β′
0(0)w(0, t)φ

2(0, t)[cβ′]0e
−sη(0,t)k(t) dt

− 2sλ

n∑
j=1

∫ T

0

β′
0(0)φ(0, t)e

−sη(0,t)k(t)cj(0)wj,x(0, t) dt.
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By Young’s inequality,∣∣∣∣∣s2λ2
∫ T

0

β′
0(0)w(0, t)φ

2(0, t)[cβ′]0e
−sη(0,t)k(t) dt

∣∣∣∣∣
≤ ϵs3λ3

∫ T

0

|w(0, t)|2 |φ(0, t)|3 dt+ M

ϵ
sλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt

and∣∣∣∣∣∣sλ
n∑

j=1

∫ T

0

β′
0(0)φ(0, t)e

−sη(0,t)k(t)cj(0)wj,x(0, t) dt

∣∣∣∣∣∣
≤ ϵsλ

n∑
j=1

∫ T

0

φ(0, t) |cj(0)wj,x(0, t)|2 dt+
M

ϵ
sλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt,

for any ϵ > 0.
Moreover, by (24) and the fact that φ(x, 0)w(x, 0) = φ(x, T )w(x, T ) = 0, we have by integration
by parts

|B1,1| =

∣∣∣∣∣sλ
∫ T

0

φ(0, t)w(0, t)wt(0, t) [cβ
′]0 dt+

∫ T

0

e−sη(0,t)wt(0, t)k(t) dt

∣∣∣∣∣
≤ sλ

2

∣∣∣∣∣
∫ T

0

φt(0, t) [cβ
′]0 w(0, t)

2 dt

∣∣∣∣∣
+

∣∣∣∣∣−
∫ T

0

w(0, t)e−sη(0,t)kt(t) dt+ s

∫ T

0

w(0, t)k(t)ηt(0, t)e
−sη(0,t) dt

∣∣∣∣∣ .
Using Young’s inequality and the facts that for t ∈ (0, T ),

T 2 |φ(0, t)| ≥ 1, (25)

|φt(0, t)| ≤ T |φ(0, t)|2 ≤ T 3 |φ(0, t)|3 , (26)

(since β(0) ≥ 0) and

|ηt(0, t)| ≤
T

t2(T − t)2
eλβ̄ ≤ T

t2(T − t)2
e2λβ(0) = T |φ(0, t)|2 = T |φ(0, t)|3/2 |φ(0, t)|1/2 (27)

(see (10)), we obtain

|B1,1| ≤M

((
sλT 3 + sT 2 + s2T 6

) ∫ T

0

|φ(0, t)|3 |w(0, t)|2 dt

+
1

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt+ s

∫ T

0

e−2sη(0,t) |φ(0, t)| |k(t)|2 dt

)
.

Using again (24), we have

B1,3 = 2s2λ3
∫ T

0

w(0, t)2φ(0, t)2c0(0)(β
′
0(0))

2 [cβ′]0 dt

− 2sλ2
n∑

j=1

∫ T

0

c0(0)cj(0)(β
′
0(0))

2w(0, t)φ(0, t)wj,x(0, t) dt

+ 2sλ2
n∑

j=1

∫ T

0

(β′
j(0))

2cj(0)
2wj,x(0, t)w(0, t)φ(0, t) dt

+ 2sλ2
∫ T

0

(β′
0(0))

2c0(0)w(0, t)φ(0, t)e
−sη(0,t)k(t) dt,

9



and then, using Young’s inequality and (25), we obtain

|B1,3| ≤M

(
s2λ3(T 2 + T 4)

∫ T

0

|w(0, t)|2 |φ(0, t)|3 dt+ λ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt

+λ

n∑
j=1

∫ T

0

|cj(0)wj,x(0, t)|2 φ(0, t) dt

 .

Finally, by (27), we can prove that

|B3,2| ≤MTs2λ

∫ T

0

|w(0, t)|2 |φ(0, t)|3 dt.

As B = B12,2 +B1,1 +B1,3 +B3,2 ≥ B12,2 − |B1,1| − |B1,3| − |B3,2|, we then obtain for s ≥ 1,
λ ≥ 1 and ϵ > 0,

B ≥
(
(α− ϵ)s3λ3 −M(sλT 3 + sT 2 + s2T 6 + s2λ3(T 2 + T 4) + Ts2λ)

) ∫ T

0

|w(0, t)|2 |φ(0, t)|3 dt

+ (αsλ−Mλ− ϵsλ)

n∑
j=1

∫ T

0

φ(0, t) |cj(0)wj,x(0, t)|2 dt+ sλ

∫ T

0

φ(0, t)β′
0(0)e

−2sη(0,t) |k(t)|2 dt

− (
M

ϵ
sλ+Ms+Mλ)

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt− M

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt. (28)

Consequently, by taking s sufficiently large and ϵ small enough, we get (23). □

Step 3. Interior terms.

Lemma 6. The sum X of the remaining interior terms of (22) satisfies

|X| ≤M

((
s3λ3 +

1

ϵ
sλ4
)∫∫

Q

|w|2 φ3 dxdt+
(
sλ+ ϵsλ2

) ∫∫
Q

|wx|2φdxdt
)

for some suitable constant M =M(T ) > 0 and all ϵ > 0, λ ≥ 1 and s ≥ 1.

Proof. Gathering all remaining interior terms of (22), we get

X = X1,2 +X1,3 + X̃2,1 +X2,2 +X3,1 + X̃3,2,

where

|X1,2| =
∣∣∣∣sλ∫∫

Q

|cwx|2β′′φdxdt

∣∣∣∣ ≤Msλ

∫∫
Q

|wx|2φdxdt,

∣∣∣X̃2,1

∣∣∣ = ∣∣∣∣−2s2λ2
∫∫

Q

c|w|2(β′)2φφt dxdt

∣∣∣∣ ≤MTs2λ2
∫∫

Q

|w|2 |φ|3 dxdt,

(by an estimation similar to (26)),

|X2,2| =
∣∣∣∣s3λ3 ∫∫

Q

|w|2(c2(β′)3)xφ
3 dxdt

∣∣∣∣ ≤Ms3λ3
∫∫

Q

|w|2 |φ|3 dxdt,

|X3,1| =
∣∣∣∣s2
∫∫

Q

|w|2ηtt dxdt
∣∣∣∣ ≤MT 2s

∫∫
Q

|w|2 |φ|3 dxdt,
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and∣∣∣X̃3,2

∣∣∣ = ∣∣∣∣s2λ2 ∫∫
Q

c|w|2(β′)2φηt dxdt+ s2λ

∫∫
Q

|w|2(cβ′)xφηt dxdt

∣∣∣∣
≤
(
MTs2λ2 +MTs2λ

) ∫∫
Q

|w|2 |φ|3 dxdt

since
|ηtt(x, t)| ≤MT 2 |φ(x, t)|3

and
|ηt(x, t)| ≤MT |φ(x, t)|2 . (29)

Moreover, using Young’s inequality, the fact that

T 2 |φ(x, t)| ≥ 1 ∀(x, t) ∈ R× (0, T ), (30)

and λ > 1, we obtain

|X1,3| =
∣∣∣∣2sλ3 ∫∫

Q

c2wwx(β
′)3φdxdt+ 2sλ2

∫∫
Q

cwwxφ(c(β
′)2)x dxdt

∣∣∣∣
≤ MT 4

ϵ
sλ4

∫∫
Q

|w|2 |φ|3 dxdt+Mϵsλ2
∫∫

Q

|wx|2φdxdt

for any ϵ > 0, which concludes the proof of Lemma 6. □

Combining (21), (22), Lemma 5 and Lemma 6, we obtain∫∫
Q

|P1w|2 dxdt+
∫∫

Q

|P2w|2 dxdt+ 6sλ2
∫∫

Q

|cwx|2 (β′)2φdxdt

+ 2s3λ4
∫∫

Q

|cw|2 φ3(β′)4 dxdt− 2sλ

n∑
j=0

∫ T

0

φj(lj , t) |cj(lj)wj,x(lj , t)|2 β′
j(lj) dt

+
α

2
s3λ3

∫ T

0

|φ(0, t)|3|w(0, t)|2dt ≤
∫∫

Q

|Pw −Rw|2 dxdt

+M

((
s3λ3 +

1

ϵ
sλ4
)∫∫

Q

|w|2 φ3 dxdt+
(
sλ+ ϵsλ2

) ∫∫
Q

|wx|2φdxdt
)

+Msλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt+ M

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt. (31)

Using (4), (11) and (12), we then obtain

∫∫
Q

|P1w|2 dxdt+
∫∫

Q

|P2w|2 dxdt+ sλ2
∫ T

0

∫
R\ω

|wx|2 φdxdt+ s3λ4
∫ T

0

∫
R\ω

|w|2 φ3 dxdt

+ s3λ3
∫ T

0

|φ(0, t)|3|w(0, t)|2dt

≤M

(∫∫
Q

|Pw −Rw|2 dxdt+
(
s3λ3 +

1

ϵ
sλ4
)∫∫

Q

|w|2 φ3 dxdt+
(
sλ+ ϵsλ2

) ∫∫
Q

|wx|2φdxdt

+sλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt+ 1

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt

)
.
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By (20), we have∫∫
Q

|Pw −Rw|2 dxdt ≤ 2

∫∫
Q

|Pw|2 dxdt+ 2

∫∫
Q

|Rw|2 dxdt

≤ 2

∫∫
Q

|Pw|2 dxdt+Ms2λ4
∫∫

Q

|w|2 φ3 dxdt. (32)

Consequently, we have∫∫
Q

|P1w|2 dxdt+
∫∫

Q

|P2w|2 dxdt+ sλ2
∫∫

Q

|wx|2 φdxdt+ s3λ4
∫∫

Q

|w|2 φ3 dxdt

+ s3λ3
∫ T

0

|φ(0, t)|3|w(0, t)|2dt

≤M

(∫∫
Q

|Pw|2 dxdt+
(
s3λ3 + s2λ4 +

1

ϵ
sλ4
)∫∫

Q

|w|2 φ3 dxdt

+
(
sλ+ ϵsλ2

) ∫∫
Q

|wx|2φdxdt+ sλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt+ 1

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt

+ sλ2
∫ T

0

∫
ω

|wx|2 φdxdt +s3λ4
∫ T

0

∫
ω

|w|2 φ3 dxdt

)
.

Taking ϵ small enough, λ sufficiently large and then s sufficiently large (which depends to λ
and ϵ), we arrive to∫∫

Q

|P1w|2 dxdt+
∫∫

Q

|P2w|2 dxdt+ sλ2
∫∫

Q

|wx|2 φdxdt+ s3λ4
∫∫

Q

|w|2 φ3 dxdt

+ s3λ3
∫ T

0

|φ(0, t)|3|w(0, t)|2dt

≤M

(∫∫
Q

|Pw|2 dxdt+ sλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt+ 1

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt

+sλ2
∫ T

0

∫
ω

|wx|2 φdxdt+ s3λ4
∫ T

0

∫
ω

|w|2 φ3 dxdt

)
. (33)

Step 4. Back to the variable u.
The facts that u = esηw and ηx = −λβ′φ give that

sλ2φe−2sη |ux|2 ≤ C
(
sλ2φ |wx|2 + s3λ4 |φ|3 |w|2

)
and

sλ2φ |wx|2 ≤ C
(
sλ2φe−2sη |ux|2 + s3λ4 |φ|3 e−2sη |u|2

)
. (34)
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These estimates combined with (33) leads to∫∫
Q

|P1w|2 dxdt+
∫∫

Q

|P2w|2 dxdt+ sλ2
∫∫

Q

e−2sη |ux|2 φdxdt

+ s3λ4
∫∫

Q

e−2sη |u|2 φ3 dxdt+ s3λ3
∫ T

0

|φ(0, t)|3|u(0, t)|2e−2sη(0,t)dt

≤M

(∫∫
Q

e−2sη |ut + (cux)x|2 dxdt+ sλ

∫ T

0

φ(0, t)e−2sη(0,t) |k(t)|2 dt

+
1

s2

∫ T

0

e−2sη(0,t) |kt(t)|2 dt+ s3λ4
∫ T

0

∫
ω

e−2sη |u|2 φ3 dxdt

+sλ2
∫ T

0

∫
ω

e−2sη |ux|2 φdxdt

)
.

To prove the Carleman estimate (17), it remains to absorb the last term in the previous
inequality. To do that, following [10, Proof of (100)], we can show that, for ω ⊂ ω̃,

sλ2
∫ T

0

∫
ω

φ |ux|2 e−2sηdxdt ≤M

(
s3λ4

∫ T

0

∫
ω̃

φ3 |u|2 e−2sηdxdt+

∫∫
Q

|ut + (cux)x|2 e−2sηdxdt

)
,

which leads to the Carleman estimate (17).

2.2 Carleman estimates with one less derivative, with interior obser-
vations

Theorem 7. Let us consider the following problem:
qt − (cqx)x = fx, in Q,
qj(lj , t) = 0, ∀j ∈ J0, nK,∀t ∈ (0, T ),
qi(0, t) = qj(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),
[cqx(t)]0 = 0, ∀t ∈ (0, T ),
q(x, 0) = q0(x), ∀x ∈ R.

(35)

Let ωi ⊂ (0, li), i ∈ J1, nK, be n nonempty open sets, and let ω := ∪i∈J1,nKωi. Assume
that φ and η are as in (6), and that β is as given by Lemma 3. Assume that q0 ∈ L2(R),
f ∈ L2(0, T,H1(R)) with f(0, t) = 0 for a.e. t ∈ (0, T ). Let s0, λ0 be as in Theorem 4, pick
λ ≥ λ0, then there exist s̄ ≥ s0 > 0 and a positive constant C = C(T,R, ω, cmin, cmax) such that
the following Carleman estimate holds∫∫

Q

s3λ4φ3e−2sη|q|2dxdt ≤ C

(∫∫
Q

s2λ2φ2e−2sη|f |2dxdt+
∫ T

0

∫
ω

s3λ4φ3e−2sη|q|2dxdt

)
,

(36)
for s ≥ s̄ and q satisfying (35).

The proof relies on the original proof of Imanuvilov and Yamamoto [14], see also [15], to
obtain a Carleman estimate for a parabolic operator with one less derivative in the source term.
For simplicity, we follow the proofs given in [11] and [18].

Proof. Using integrations by parts and the fact that f(0, t) = 0, we see that the function q is
solution of (35) in L2(Q) if and only if it satisfies for any g ∈ L2(Q)∫∫

Q

qgdxdt = −
∫∫

Q

fzxdxdt+

∫
R

q0z(0)dx, (37)
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where z ∈ D(L∗) is the solution of
−zt − (czx)x = g, in Q,
zj(lj , t) = 0, ∀j ∈ J0, nK,
zi(0, t) = zj(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),
[czx(t)]0 = 0, ∀t ∈ (0, T ),
z(x, T ) = 0, ∀x ∈ R.

Let s and λ be as in Theorem 4 and let us introduce the following fourth order problem with
unknown

p ∈ P0 := {u ∈ C2(Q̄); uj(lj , t) = 0, ui(0, t) = uj(0, t), ∀i, j ∈ J0, nK, [cux(t)]0 = 0 ∀t ∈ [0, T ]},


L∗(e−2sηLp) + s3λ4φ3e−2sηp1ω = s3λ4φ3e−2sηq, in Q,
(e−2sηLp)j(lj , t) = 0 ∀j ∈ J0, nK,∀t ∈ (0, T ),
(e−2sηLp)i(0, t) = (e−2sηLp)j(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),[
c(e−2sηLp)x(t)

]
0
= 0, ∀t ∈ (0, T ),

(e−2sηLp)(x, 0) = (e−2sηLp)(x, T ) = 0, ∀x ∈ R,

(38)

where q ∈ L2(Q) is solution of (35).
We define on P 2

0 the bilinear form a and on P0 the linear form bq as follows,
a(p, p′) :=

∫∫
Q

e−2sηLpLp′dxdt+

∫ T

0

∫
ω

s3λ4φ3e−2sηpp′dxdt,

bq(p
′) :=

∫∫
Q

s3λ4φ3e−2sηqp′dxdt.

It is clear that a is a positive bilinear symmetric form on P 2
0 . As P0 ⊂ D(L), we can apply the

Carleman estimate (17) to p to obtain∫∫
Q

s3λ4φ3e−2sη|p|2dxdt ≤ Ca(p, p), for all p ∈ P0. (39)

Thus (P0, ∥.∥a), where ∥.∥a :=
√
a(., .), is a normed space.

Let P := P̄0
∥.∥a be the completion of P0 for the norm ∥.∥a. Then P is a Hilbert space for

the scalar product a(., .) and all functions in P satisfy inequality (39). Furthermore, thanks to
Cauchy-Schwarz inequality and (39) we obtain,

|bq(p)| ≤ C1/2

(∫∫
Q

s3λ4φ3e−2sη|q|2dxdt
)1/2

∥p∥a. (40)

Thus bq is a continuous linear form on P .
Then we can apply the Lax-Milgram Theorem and the following variational problem possesses

one and only one solution p ∈ P :

a(p, p′) = bq(p
′), ∀p′ ∈ P. (41)

Using some test functions p′ ∈ P0, we obtain after integrations by parts that the solution p also
solves the first equation in (38) in the distributional sense.

Let us set û := −s3λ4φ3e−2sη1ωp, ẑ = e−2sηLp. Using appropriate test functions in (41), we
see that ẑ ∈ D(L∗) and ẑ is solution of the null controllability problem,

−ẑt − (cẑx)x = û+ s3λ4φ3e−2sηq, in Q,
ẑj(lj , t) = 0, ∀j ∈ J0, nK,
ẑi(0, t) = ẑj(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),
[cẑx(t)]0 = 0, ∀t ∈ (0, T ),
ẑ(x, T ) = 0, ẑ(x, 0) = 0, ∀x ∈ R,
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and using (37) applied to ẑ we have,∫∫
Q

s3λ4φ3e−2sη|q|2dxdt = −
∫∫

Q

fẑxdxdt−
∫ T

0

∫
ω

qûdxdt. (42)

With (40) we have

a(p, p) = bq(p) ≤ C1/2

(∫∫
Q

s3λ4φ3e−2sη|q|2dxdt
)1/2

a(p, p)1/2.

Thus

a(p, p) =

∫∫
Q

e2sη|ẑ|2dxdt+
∫ T

0

∫
ω

s−3λ−4φ−3e2sη|û|2dxdt ≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt. (43)

We will now give an estimate of the integral term

∫∫
Q

s−2λ−2φ−2e2sηc|ẑx|2dxdt. Let Qn :=

R× (tn, Tn) where the numbers 0 < tn < Tn < T , n ∈ N, will be defined later. Let

I1 :=

∫∫
Qn

s−2λ−2φ−2e2sηc|ẑx|2dxdt.

First, we make an integration by parts to obtain

I1 =

∫∫
Qn

s−2λ−2φ−2e2sη[−(cẑx)x]ẑ dxdt︸ ︷︷ ︸
I2

+

∫∫
Qn

s−2λ−2(φ−2e2sη)x(−cẑx)ẑ dxdt︸ ︷︷ ︸
I3

.

As −(cẑx)x = û+ s3λ4φ3e−2sηq + ẑt we have

I2 =

∫∫
Qn

s−2λ−2φ−2e2sη ẑû dxdt︸ ︷︷ ︸
I4

+

∫∫
Qn

sλ2φẑq dxdt︸ ︷︷ ︸
I5

+

∫∫
Qn

s−2λ−2φ−2e2sη ẑẑt dxdt︸ ︷︷ ︸
I6

.

First of all, we have (φ−2e2sη)x = −2λφ−2(1 + sφ)β′e2sη, thus for s sufficiently large we have,

|(φ−2e2sη)x| ≤ Cλsφ−1e2sη.

Thus we get by using (43)

|I3| ≤ C

∫∫
Qn

s−1λ−1φ−1e2sηc|ẑ||ẑx|dxdt

≤ 1

2

∫∫
Qn

s−2λ−2φ−2e2sηc|ẑx|2dxdt+ C

∫∫
Qn

e2sη|ẑ|2dxdt

≤ 1

2
I1 + C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt. (44)

By using Minkowski estimate and (43), we obtain

|I4| ≤ C

∫∫
Qn

e2sη|ẑ|2dxdt+ C

∫∫
Qn

s−4λ−4φ−4e2sη|û|2dxdt

≤ C

∫∫
Qn

e2sη|ẑ|2dxdt+ C

∫ T

0

∫
ω

s−3λ−4φ−3e2sη|û|2dxdt

≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt. (45)
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By using Minkowski estimate and (43), we obtain

|I5| ≤ C

∫∫
Qn

e2sη|ẑ|2dxdt+ C

∫∫
Qn

s2λ4φ2e−2sη|q|2dxdt

≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt. (46)

First of all, we make an integration by parts in time:

I6 = −1

2

∫∫
Qn

s−2λ−2(φ−2e2sη)t|ẑ|2dxdt+
[
1

2

∫
R

s−2λ−2φ−2e2sη|ẑ|2dx
]Tn

tn

.

But we have

|(φ−2e2sη)t| = |(−2φ−3φt + 2sφ−2ηt)e
2sη|

≤ Cφ−3(|ηt|+ |φt|)(1 + sφ)e2sη ≤ Cse2sη,

since |φt|+ |ηt| ≤ CTφ
2. Then, we get with (43),

∣∣∣∣12
∫∫

Qn

s−2λ−2(φ−2e2sη)t|ẑ|2dxdt
∣∣∣∣ ≤ C

∫∫
Q

s−1λ−2e2sη|ẑ|2dxdt

≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt. (47)

With estimates (44), (45), (46) and (47), we infer that

|I1| ≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt+

∣∣∣∣∣
[
1

2

∫
R

s−2λ−2φ−2e2sη|ẑ|2dx
]Tn

tn

∣∣∣∣∣ . (48)

To choose the times tn and Tn, we need the following lemma.

Lemma 8. Let T > 0, r > 1 and ζ : (0, T ) → R be a measurable function with ζ ∈ L1(0, T ).
Then there exists a decreasing sequence (tn)n≥0 in (0, T ) with tn → 0, such that trn|ζ(tn)| → 0.

Proof. To prove Lemma 8, we have to show the following statement:

∀C > 0, ∀ϵ > 0, ∃t ∈ (0, ϵ) tr|ζ(t)| < C.

If the statement is false, we may pick some numbers C > 0 and ϵ ∈ (0, T ) such for all t ∈ (0, ϵ),

we have tr|ζ(t)| ≥ C. This yields

∫ ϵ

0

|ζ(t)|dt ≥ C

∫ ϵ

0

t−rdt = ∞, contradicting the assumption

ζ ∈ L1(0, T ).

We apply Lemma 8 twice to the function ζ(t) :=

∫
R

e2sη|ẑ|2dx with r = 2. Note that

ζ ∈ L1(0, T ) by (43). We may pick two sequences (tn)n≥0, (Tn)n≥0, with 0 < tn < Tn < T ,
tn ↘ 0, Tn ↗ T and

t2n|ζ(tn)|+ (T − Tn)
2|ζ(Tn)| → 0 as n→ ∞.

Since φ(x, tn)
−2 ≤ Ct2n and φ(x, Tn)

−2 ≤ C(T − Tn)
2, we infer that as n→ +∞∣∣∣∣∣

[
1

2

∫
R

s−2λ−2φ−2e2sη|ẑ|2dx
]Tn

tn

∣∣∣∣∣→ 0.

Letting n→ ∞ in (48), we conclude that∫∫
Q

s−2λ−2φ−2e2sηc|ẑx|2dxdt ≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt. (49)
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With (42), (43) and (49), we have∫∫
Q

s3λ4φ3e−2sη|q|2dxdt = −
∫∫

Q

fẑxdxdt−
∫ T

0

∫
ω

qûdxdt

≤
(∫∫

Q

s−2λ−2φ−2e2sη|ẑx|2dxdt
)1/2(∫∫

Q

s2λ2φ2e−2sη|f |2dxdt
)1/2

+

(∫ T

0

∫
ω

s−3λ−4φ−3e2sη|û|2dxdt

)1/2(∫ T

0

∫
ω

s3λ4φ3e−2sη|q|2dxdt

)1/2

≤ C

(∫∫
Q

s3λ4φ3e−2sη|q|2dxdt
)1/2

((∫∫
Q

s2λ2φ2e−2sη|f |2dxdt
)1/2

+

(∫ T

0

∫
ω

s3λ4φ3e−2sη|q|2dxdt

)1/2
 .

Thus we obtain the desired Carleman inequality (36). □

2.3 Carleman estimates with one less derivative, with boundary ob-
servations

By following the same lines as in [18], we shall obtain a new Carleman inequality for boundary
observations. We will use again the Carleman estimate with distributed observation in L2(R).

Theorem 9. Let us consider the following problem:
qt − (cqx)x = fx, in Q,
qj(lj , t) = 0, ∀j ∈ J0, nK,
qi(0, t) = qj(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),
[cqx(t)]0 = 0, ∀t ∈ (0, T ),
q(x, 0) = q0(x), ∀x ∈ R.

(50)

Extend the network R in another network R̂ with the edges [0, l̂j ], j ∈ J0, nK, where 0 < lj < l̂j
for j ∈ J1, nK and l̂0 = l0, and fix an open subset ω ⊂ R̂ \ R intersecting each interval (lj , l̂j)

for 1 ≤ j ≤ n. Assume that φ and η are as in (6), and that β is as given by Lemma 3 for R̂

and ω. Assume that q0 ∈ L2(R), f ∈ L2(0, T,H1(R)) with f(0, t) = 0 for a.e. t ∈ (0, T ). Let
s0, λ0 be as in Theorem 4. Pick λ ≥ λ0. Let Vγ := ∪1≤i≤n(li − ϵ, li) for some ϵ ∈ (0, inf1≤i≤n li).
Then there exist s̄ ≥ s0 > 0 and a positive constant C = C(T,R, cmin, cmax) such that if q ∈
L2(Q) ∩ L2(0, T,H2(Vγ)) solves (50), then the following Carleman estimate holds for s ≥ s̄∫∫

Q

s3λ4φ3e−2sη|q|2dxdt ≤ C

(∫∫
Q

s2λ2φ2e−2sη|f |2dxdt

+

∫ T

0

n∑
j=1

sλφj(lj , t)e
−2sηj(lj ,t)|fj(lj , t) + cj(lj)qj,x(lj , t)|2dt

 .

Proof. We still follow the proof given in [18, A.2.3]. Let Q̂ = (0, T ) × R̂. We extend q and f

on Q̂ by setting f = 0 and q = 0 in Q̂ \ Q. We set q0(x) = 0 for x ∈ R̂ \ R. We also extend c

smoothly such that 0 < cmin ≤ c(x) ≤ cmax < ∞ in R̂. We are then in the same situation as in
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the proof of Theorem 7 with R replaced by R̂. The function q satisfies the system
L̂q := qt − (cqx)x = (fx)1R +

∑n
j=1(cjqj,x)(lj)δlj , in Q̂,

qj(l̂j , t) = 0, ∀j ∈ J0, nK,
qi(0, t) = qj(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),
[cqx(t)]0 = 0, ∀t ∈ (0, T ),

q(x, 0) = q0(x), ∀x ∈ R̂.

(51)

Then (37) is replaced by∫∫
Q̂

qgdxdt = −
∫∫

Q̂

fzxdxdt+

n∑
j=1

∫ T

0

(fj(lj , t) + cj(lj)qj,x(lj , t))zj(lj , t)dt+

∫
R̂

q0z(0)dx (52)

where z ∈ D(L̂∗) is a solution to
−zt − (czx)x = g, in Q̂,

zj(l̂j , t) = 0, ∀j ∈ J0, nK,
zi(0, t) = zj(0, t), ∀i, j ∈ J0, nK,∀t ∈ (0, T ),
[czx(t)]0 = 0, ∀t ∈ (0, T ),

z(x, T ) = 0, ∀x ∈ R̂.

We modify the calculations in the proof of Theorem 7 by taking into account the boundary
terms. Since q = 0 and f = 0 in Q̂ \Q, then (42) is replaced by∫∫

Q

s3λ4φ3e−2sη|q|2dxdt = −
∫∫

Q

fẑxdxdt+

n∑
j=1

∫ T

0

(fj(lj , t) + cj(lj)qj,x(lj , t))ẑj(lj , t)dt. (53)

Then we get (43) and (49) with Q̂ instead of Q. To obtain the desired Carleman inequality, we
just need to prove that∣∣∣∣∣∣

n∑
j=1

∫ T

0
(fj(lj , t) + cj(lj)qj,x(lj , t))ẑj(lj , t)dt

∣∣∣∣∣∣
≤ C

(∫∫
Q
s3λ4φ3e−2sη |q|2dxdt

)1/2
 n∑

j=1

∫ T

0
sλφj(lj , t)e

−2sηj(lj ,t)(fj(lj , t) + cj(lj)qj,x(lj , t))
2dt

1/2

. (54)

As for any j ∈ J1, nK and for any t ∈ (0, T ), we have (φ−1e2sη ẑ2)(., t)|(0,lj) ∈ W 1,1(0, lj), and

as for any function µ ∈W 1,1(0, lj), |µ(lj)| ≤ C(
∫ lj
0
|µx|dx+

∫ lj
0
|µ|dx), we have by using (43) and

(49) ∫ T

0

n∑
j=1

s−1λ−1φ−1
j (lj , t)e

2sηj(lj ,t)ẑ2j (lj , t)dt

≤ C

(∫∫
Q

s−1λ−1φ−1e2sη ẑ2dxdt+

∫∫
Q

s−1λ−1
∣∣(φ−1e2sη ẑ2)x

∣∣dxdt)
≤ C

∫∫
Q

s−1λ−1φ−1e2sη|ẑ|2dxdt+ Cs−1λ−1

∫∫
Q

∣∣(φ−1e2sη)x
∣∣ẑ2dxdt

+ Cs−1λ−1

∫∫
Q

φ−1e2sη|ẑẑx|dxdt

≤ C

∫∫
Q

e2sη|ẑ|2dxdt+ Cs−1λ−1

∫∫
Q

φ−1e2sη|ẑẑx|dxdt

≤ C

∫∫
Q

e2sη|ẑ|2dxdt+ Cs−2λ−2

∫∫
Q

φ−2e2sη|ẑx|2dxdt

≤ C

∫∫
Q

s3λ4φ3e−2sη|q|2dxdt

which gives (54) and completes the proof of the Carleman inequality. □
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3 Stability results

Let y and ỹ be the solutions of
yt − (cyx)x = g1ω, ∀(x, t) ∈ R× (0, T ),
yj(lj , t) = hj(t), ∀j ∈ J0, nK, t ∈ (0, T ),
yj(0, t) = yi(0, t), ∀i, j ∈ J0, nK, t ∈ (0, T ),
[cyx(t)]0 = 0, ∀t ∈ (0, T ),
y(x, 0) = y0(x), ∀x ∈ R,

(55)

and 
ỹt − (c̃ỹx)x = g1ω, ∀(x, t) ∈ R× (0, T ),
ỹj(lj , t) = hj(t), ∀j ∈ J0, nK, t ∈ (0, T ),
ỹj(0, t) = ỹi(0, t), ∀i, j ∈ J0, nK, t ∈ (0, T ),
[c̃ỹx(t)]0 = 0, ∀t ∈ (0, T ),
ỹ(x, 0) = ỹ0(x), ∀x ∈ R,

(56)

respectively. Let
ξ := c− c̃, and v := (y − ỹ)t.

Then v satisfies the following problem
vt − (cvx)x = (ξỹtx)x, ∀(x, t) ∈ R× (0, T ),
vj(lj , t) = 0, ∀j ∈ J0, nK, t ∈ (0, T ),
vj(0, t) = vi(0, t), ∀i, j ∈ J0, nK, 0 < t < T,
[cvx(t)]0 = − [ξỹtx(t)]0 , ∀t ∈ (0, T ),
v(x, 0) = (cy0x)x − (c̃ỹ0x)x, ∀x ∈ R.

(57)

3.1 Stability results with interior observations

In this subsection we derive stability theorem 1 with interior observations. Our method is based
on ideas borrowed from [8, 18].

3.1.1 Stability for a stationary problem

We first investigate the L2(R)-stability of the solution c(x) of the following stationary problem −(cux)x = f, in R,
uj(0) = ui(0), ∀i, j ∈ J0, nK,
[cux]0 = 0,

(58)

where u ∈ H1(R) and f ∈ L2(R).
Let c̃(x) solve  −(c̃ũx)x = f̃ , in R,

ũj(0) = ũi(0), ∀i, j ∈ J0, nK,
[c̃ũx]0 = 0,

(59)

where ũ ∈ H1(R) and f̃ ∈ L2(R), and let ξ := c− c̃.
For any function q : R → R, we set qs(x) := q(x)e−sη(x,T ′) where η is as in (6) and T ′ ∈ (0, T ).

At several places, to simplify the notation, we shall write η(T ′) instead of η(x, T ′). Moreover in
this section η (resp. φ) denotes η(T ′) (resp. φ(T ′)).

We begin with the following stability result:

Lemma 10. Let δ > 0 and T ′ ∈ (0, T ). Assume that the functions c and c̃ are piecewise C1, that
they satisfy (4), and that they are such that

(Hc) ci(0) = c̃i(0) ∀i ∈ J0, nK.
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Let β be as in Lemma 3. Assume further that

(H1) |β′ũx| ≥ δ > 0 in R \ ω0,
(H2) ∀j ∈ J0, nK, uj ∈ C2([0, lj ]) and ũj ∈ C2([0, lj ]),
(H3) ∥ũ∥L∞(R) + ∥ũx∥L∞(R) ≤ δ−1,

for some open set ω0 with ω0 ⊂ ω.
Let s0, λ0 be associated with the set ω0 as in Theorem 4. Pick any λ ≥ λ0. Then there exists

s1 ≥ s0 such that for any s ≥ s1 we have the following estimate (with ξ = c− c̃)

s2δ2
∫
R\ω0

|ξ|2e−2sηdx ≤ C

∫
R

|f−f̃ |2e−2sηdx+Cs

∫
ω0

|ξ|2e−2sηdx+C(s, cmax)∥u−ũ∥2H1(R). (60)

Proof. By (58)-(59), we have {
−(csux)x − sηxcsux = fs
−(c̃sũx)x − sηxc̃sũx = f̃s.

Thus

∥fs − f̃s∥2L2(R) =

∫
R

[(csux − c̃sũx)x + sηx(csux − c̃sũx)]
2
dx.

As (a+ b)2 ≥ a2 + 2ab we obtain,

∥fs − f̃s∥2L2(R) ≥ s2
∫
R

|ηx(csux − c̃sũx)|2dx+ 2s

∫
R

(csux − c̃sũx)x (ηx(csux − c̃sũx)) dx.

We estimate each term in the right hand side of the previous inequality. We first have a look
at

B1 :=

∫
R

|ηx(csux − c̃sũx)|2dx =

∫
R

λ2φ2(β′)2(csux − c̃sũx)
2dx.

As csux − c̃sũx = ξsũx + cs(ux − ũx) and (a+ b)2 ≥ a2

2 − b2, we have

B1 = λ2
∫
R

φ2(β′)2(ξsũx + cs(ux − ũx))
2dx

≥ λ2
∫
R

φ2(β′)2
(
1

2
ξ2s ũ

2
x − c2s(ux − ũx)

2

)
dx.

With Hypothesis (H1), |βxũx| ≥ δ on R \ ω0, we infer that

B1 ≥ λ2δ2

2

∫
R\ω0

φ2ξ2sdx− C(β, λ, cmax)

∫
R

φ2e−2sη|ux − ũx|2dx

≥ λ2δ2eλβ̄

2(T ′(T − T ′))2

∫
R\ω0

ξ2sdx− C(β, cmax, s, λ, T
′)

∫
R

|ux − ũx|2dx. (61)

On the other hand,

B2 :=

∫
R

(csux − c̃sũx)x (ηx(csux − c̃sũx)) dx

=
1

2

n∑
j=0

[
(cj,suj,x − c̃j,sũj,x)

2ηj,x
]lj
0
− 1

2

∫
R

(csux − c̃sũx)
2ηxxdx

= −λ
2

n∑
j=0

(cj,suj,x − c̃j,sũj,x)
2(lj)β

′
j(lj)φj(lj) +

λ

2

n∑
j=0

(cj,suj,x − c̃j,sũj,x)
2(0)β′

j(0)φ(0)

− 1

2

∫
R

(csux − c̃sũx)
2ηxxdx.
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First of all, we have β′
j(lj) < 0 for all j ∈ J0, nK, by (11). Thus the first term in the right

hand side of the previous equation is nonnegative. We now prove that the second term in this
expression is also nonnegative.

Let B3 :=

n∑
j=0

(cj,suj,x− c̃j,sũj,x)2(0)β′
j(0)φ(0). We have that cj,s(0) = c̃j,s(0) for all j ∈ J0, nK

(see (Hc)), and hence [cs(ux − ũx)]0 = [csux − c̃sũx]0 = 0, so that

c0,s(0)(u0,x − ũ0,x)(0) = −
n∑

j=1

cj,s(0)(uj,x − ũj,x)(0).

It follows that

B3 = φ(0)

β′
0(0)

 n∑
j=1

cj,s(0)(uj,x − ũj,x)(0)

2

+

n∑
j=1

(cj,s)
2(0)(uj,x − ũj,x)

2(0)β′
j(0)


= φ(0)

 n∑
j=1

(β′
0(0) + β′

j(0))
(
cj,s(0)(uj,x − ũj,x)(0)

)2
+2β′

0(0)

n∑
i,j=1, i<j

ci,s(0)(ui,x − ũi,x)(0)cj,s(0)(uj,x − ũj,x)(0)


= φ(0)(AβW,W ),

with Aβ denoting the matrix defined in Lemma 3, and W = ((cj,s(0)(uj,x − ũj,x)(0))j=1...n, 0).
As the matrix Aβ is positive definite, we infer that B3 ≥ 0. It follows that, by (H2),

B2 ≥ −1

2

∫
R

(csux − c̃sũx)
2ηxxdx

≥ −C(λ, β, T ′)

∫
R

(csux − c̃sũx)
2dx

≥ −C
∫
R

(cs(ux − ũx) + ξsũx)
2dx

≥ −C∥ũx∥2∞
∫
R

ξ2sdx− C(s, cmax)

∫
R

(ux − ũx)
2dx. (62)

With (61), (62) and (H3) we obtain

∥fs − f̃s∥2L2(R)

≥ s2
λ2δ2eλβ̄

2(T ′(T − T ′))2

∫
R\ω0

|ξs|2dx− C(s, β, λ, T ′, cmax)

∫
R

(ux − ũx)
2dx− Cs

δ2

∫
R

ξ2sdx.

(63)

Thus we obtain (60) for s large enough. □
The following lemma gives an L2-estimate of ξ on a neighborhood of ω0.

Lemma 11. Let c, u, f, c̃, ũ, f̃ be as in Lemma 10. Assume further that

(H4) There exist some open intervals ω1
i ⊂ (0, li), i ∈ J1, nK, such that:

1. ω0 ⊂ ω1 := ∪i∈J1,nKω
1
i ⊂ ω,

2. ũ|∂ω1 = 0,

3. ũ ∈ C2(ω1) and |ũx|2 − ũũxx ≥ δ > 0 in ω1.
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Assume in addition that ∥c∥W 1,∞(ω1) ≤ c1,∞max. Then there exist C > 0 and C(c1,∞max) > 0 such that∫
ω1

|ξ|2dx ≤ C∥f − f̃∥2L2(ω1) + C(c1,∞max)∥u− ũ∥2H2(ω1). (64)

Proof. In ω1, we have

−(ξũx)x = −(cũx − c̃ũx)x = f − f̃ + (c(u− ũ)x)x. (65)

Thus ∫
ω1

−ξũ(ξũx)xdx =

∫
ω1

(f − f̃ + (c(u− ũ)x)x)ξũ dx. (66)

On the other hand, since ũ|∂ω1 = 0, we obtain by an integration by parts that∫
ω1

−ξũ(ξũx)xdx =

∫
ω1

ξ2
(
(ũx)

2 − 1

4
(ũ2)xx

)
dx.

Thanks to (H4) 3., we have (ũx)
2 − 1

4 (ũ
2)xx ≥ δ

2 . This yields∫
ω1

ξ2dx ≤ C(δ)

∫
ω1

(f − f̃ + (c(u− ũ)x)x)ξũ dx,

and hence, using Cauchy-Schwarz inequality and (H3),∫
ω1

ξ2dx ≤ C(δ)

∫
ω1

(f − f̃ + (c(u− ũ)x)x)
2dx||ũ||2L∞(ω1)

≤ C(δ)∥f − f̃∥2L2(ω1) + C(c1,∞max, δ)∥u− ũ∥2H2(ω1),

which ends the proof of Lemma 11. □
We are in a position to state a stationary stability result:

Proposition 12. Let c, c̃ piecewise C1 satisfying (4) and maxj∈J0,nK ∥cj∥W 1,∞(0,lj) ≤ c1,∞max. Un-
der hypothesis (Hc), (H1), (H2), (H3) and (H4), there exist C > 0, s0 > 0 such that for all
s ≥ s0, there exist C(s) > 0 and C(s, cmax, c

1,∞
max) > 0 with

s2
∫
R

|ξ|2e−2sηdx ≤ C

∫
R

|f − f̃ |2e−2sηdx+ C(s)∥f − f̃∥2L2(ω1)

+ C(s, cmax, c
1,∞
max)

(
∥u− ũ∥2H1(R) + ∥u− ũ∥2H2(ω1)

)
.

Proof. We have by using Lemma 10 and Lemma 11

s2
∫
R

|ξ|2e−2sηdx ≤ s2
∫
R\ω0

|ξ|2e−2sηdx+ s2
∫
ω1

|ξ|2e−2sηdx

≤ C

∫
R

|f − f̃ |2e−2sηdx+ Cs

∫
ω0

|ξ|2e−2sηdx+ C(s, cmax)∥u− ũ∥2H1(R)

+ C(s)

∫
ω1

|ξ|2dx

≤ C

∫
R

|f − f̃ |2e−2sηdx+ C(s, cmax)∥u− ũ∥2H1(R) + C(s)

∫
ω1

|ξ|2dx

≤ C

∫
R

|f − f̃ |2e−2sηdx+ C(s, cmax)∥u− ũ∥2H1(R)

+ C(s)∥f − f̃∥2L2(ω1) + C(s, c1,∞max)∥u− ũ∥2H2(ω1).

□
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3.1.2 Stability for the evolution problem

Assume given y0 ∈ L2(R) and g ∈ C∞
c (ω × (0, T )) (conveniently chosen). Let y (resp. ỹ) denote

the solution of (55) (resp. (56)) with hj(t) = 0 for j ∈ J0, nK and t ∈ (0, T ), and ỹ0(x) = y0(x)
for x ∈ R. We aim at deriving stability estimates for c − c̃ from measurements of derivatives of
y − ỹ for (x, t) ∈ ω × (0, T ) and for (x, t) ∈ R× {T/2}.

Notice first that there is no loss of generality in assuming that ω = ∪n
j=1(pj , qj) with 0 <

pj < qj < lj for 1 ≤ j ≤ n by shrinking ω if nedded. In what follows, the function β is those
given in Lemma 3 for the open set ω = ∪n

j=1(pj , qj).
As we shall use the stability estimates in the stationary case, we need first to prove the exis-

tence of some control input g such that the assumptions (H1), (H2), (H3) and (H4) are satisfied
for ũ = ỹ(., T/2). This is done in the following proposition.

Proposition 13. Let c̃ be a piecewise C1 function satisfying (4) and (Hc). Let T > 0 and
ỹ0 ∈ L2(R). Pick T ′ = T/2. Then there exist two open sets ω0 ⊂ ω1 ⊂ ω, a function g ∈
C∞

c (ω×(0, T )) such that the solution ỹ of (56) associated with ỹ02(x) := ỹ0(x)−2 and hj(t) = −2
for j ∈ J0, nK and t ∈ (0, T ) satisfies for some δ > 0

|β′ỹx(., T
′)| ≥ δ > 0 in R \ ω0; (67)

ỹj(., T
′) ∈ C2([0, lj ]) ∀j ∈ J0, nK; (68)

∥ỹ(., T ′)∥L∞(R) + ∥ỹx(., T ′)∥L∞(R) ≤ δ−1; (69)

ỹ(., T ′)|∂ω1 = 0; (70)

|ỹx(., T ′)|2 − ỹ(., T ′)ỹxx(., T
′) ≥ δ > 0 in ω1. (71)

Proof. We proceed as in [8]. In a first step, we construct a function ρ(x) satisfying conditions
very similar to (67)-(71). In a second step, we show that a control input g can be designed so
that the solution ỹ of (56) is close enough to ρ for the norm ∥u∥L∞(R)+∥ux∥L∞(R)+∥uxx∥L∞(R)

at time t = T ′ (approximate controllability).
Step 1. We need the following lemma:

Lemma 14. Let c̃ be a piecewise C1 function satisfying (4) and (Hc). Then there exist two open

sets ω0 ⊂ ω2 ⊂ ω and a function ρ ∈ H1(R) such that for some δ̂ > 0

|β′ρx| ≥ δ̂ > 0 in R \ ω0; (72)

ρj ∈ C2([0, lj ]) ∀j ∈ J0, nK; (73)

∥ρ∥L∞(R) + ∥ρx∥L∞(R) ≤ δ̂−1; (74)

ρ∣∣∂ω2
= 0; (75)

|ρx|2 − ρρxx ≥ δ̂ > 0 in ω2; (76)

ρj(lj) = −2 ∀j ∈ J0, nK; (77)

(c̃jρj,x)x(lj) = 0 ∀j ∈ J0, nK; (78)

(c̃jρj,x)x(0) = 0 ∀j ∈ J0, nK; (79)

ρ(0) = −1; (80)

[c̃ρx]0 = 0. (81)

Proof of Lemma 14: We first construct ρj = ρ∣∣[0,lj ] for any given j ∈ J1, nK. Since β′
j(x) ̸= 0

for x ∈ [0, lj ] \ (pj , qj) and since [0, lj ] \ (pj , qj) is compact, we can find two numbers p0j , q
0
j with

0 < pj < p0j < q0j < qj < lj such that

|p0j − pj |+ |q0j − qj | <
1

10
(qj − pj) (82)

and
β′
j(x) ̸= 0 ∀x ∈ [0, lj ] \ (p0j , q0j ).

Pick some numbers p2j ∈ (pj , p
0
j ) and q

2
j ∈ (q0j , qj). Set

ρj(x) := rj(x− p2j )(q
2
j − x) ∀x ∈ [pj , qj ]
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where rj > 0 is chosen so that ρj(pj) > −1 and ρj(qj) > −2. We note that we have ρj,x(x) > 0

for x ∈ [pj ,
p2
j+q2j
2 ) and ρj,x(x) < 0 for x ∈ (

p2
j+q2j
2 , qj ]. Since p0j <

p2
j+q2j
2 < q0j by (82), we infer

that ρj,x(x) > 0 for x ∈ [pj , p
0
j ] and ρj,x(x) < 0 for x ∈ [q0j , qj ].

Pick εj ∈ (0,min(pj , lj − qj)). We set

ρj(x) := −1 + kj

∫ x

0

ds

c̃j(s)
for 0 ≤ x ≤ ϵj ,

ρj(x) := −2 + kj

∫ lj

x

ds

c̃j(s)
for lj − εj ≤ x ≤ lj ,

where kj > 0 is chosen (small enough) so that ρj(ϵj) < ρj(pj) and ρj(lj − ϵj) < ρj(qj). Then
ρj(lj) = −2, ρj(0) = −1, and (c̃jρj,x)x(lj) = (c̃jρj,x)x(0) = 0. Next, we can extend ρj as
a function in C2([0, lj ]) so that |β′

jρj,x| > 0 in [0, lj ] \ (p0j , q
0
j ). On the other hand, ρj(p

2
j ) =

ρj(q
2
j ) = 0, and noticing that ρj,xx < 0 in (pj , qj) and that ρj,x(p

2
j ) ̸= 0, ρj,x(q

2
j ) ̸= 0, we see that

|ρj,x|2 − ρjρj,xx > 0 in [pj2, q
j
2].

For ρ0, we set k0 := −
∑n

j=1 kj < 0 and

ρ0(x) := −1 + k0

∫ x

0

ds

c̃0(s)
for 0 ≤ x ≤ ϵ0,

ρ0(x) := −2− k0

∫ l0

x

ds

c̃0(s)
for l0 − ε0 ≤ x ≤ l0,

where ϵ0 ∈ (0, l0/2) is chosen (small enough) so that ρ0(ϵ0) > ρ0(l0 − ε0). Next we extend ρ0 as
a function in C2([0, l0]) so that ρ0,x < 0 in [0, l0].

Setting
ω0 := ∪n

j=1(p
0
j , q

0
j ) and ω2 := ∪n

i=1(p
2
j , q

2
j ),

we see that (72)-(81) hold. We note that ρ0,x(0) < 0 while ρj,x(0) > 0 for j ∈ J1, nK. This
completes the proof of Lemma 14.

Step 2. It follows from Theorem 4 that the following unique continuation property

z ∈ L2(0, T,H1
0 (R))

zt + (c̃zx)x = 0 in R× (0, T )
[c̃zx(t)]0 = 0 ∀t ∈ (0, T ),

z = 0 in ω × (0, T )

⇒ z = 0 in R× (0, T )

holds for any T > 0. By duality, this yields the approximate controllability in L2(R) and for any
T > 0 of the system 

ut − (c̃ux)x = gχω, ∀(x, t) ∈ R× (0, T ),
uj(lj , t) = 0, ∀j ∈ J0, nK, t ∈ (0, T ),
uj(0, t) = ui(0, t), ∀i, j ∈ J0, nK, 0 < t < T,
[c̃ux(t)]0 = 0, ∀t ∈ (0, T ),
u(x, 0) = 0, ∀x ∈ R,

(83)

with control input g ∈ C∞
c (ω × (0, T )).

We denote by Ũ(u0, g, h) the solution of the system
ut − (c̃ux)x = gχω, ∀(x, t) ∈ R× (0, T ),
uj(lj , t) = hj(t), ∀j ∈ J0, nK, t ∈ (0, T ),
uj(0, t) = ui(0, t), ∀i, j ∈ J0, nK, t ∈ (0, T ),
[c̃ux(t)]0 = 0, ∀t ∈ (0, T ),
u(x, 0) = u0(x), ∀x ∈ R,

(84)

24



where h = (hj)j∈J0,nK.

Let Ã denote the operator Ãu := −∂x(c̃∂xu) with domain D(Ã) := {u ∈ H1
0 (R), ∂x(c̃∂xu) ∈

L2(R), [c̃ux]0 = 0} ⊂ L2(R). It is easily seen that the operator Ã is selfadjoint, nonnegative,

and sectorial (see [12]), and hence −Ã generates a semigroup of contractions (e−tÃ)t≥0 which is
analytic.

Let

C(R) := {u : R → R; uj ∈ C([0, lj ]) ∀j ∈ J0, nK, uj(0) = ui(0) ∀i, j ∈ J0, nK}

and
C0(R) := {u ∈ C(R); uj(lj) = 0 for j ∈ J0, nK}

be endowed with the norm ∥ · ∥L∞(R). We note that H1
0 (R) ⊂ C0(R).

Let Ãu := −∂x(c̃∂xu) denote the operator with domain

D(Ã) := {u ∈ H1
0 (R); ∂x(c̃∂xu) ∈ C0(R), [c̃ux]0 = 0} ⊂ C0(R).

It is easily seen (see e.g. [7]) that −Ã generates a semigroup of contractions in C0(R).
Note that u ∈ D(Ã) implies that uj ∈ C2([0, lj ]) for all j ∈ J0, nK, and that

∥u0∥D(Ã) := ∥u0∥L∞(R) + ∥Ãu0∥L∞(R) ∼ ∥u0∥L∞(R) + ∥u0x∥L∞(R) + ∥u0xx∥L∞(R). (85)

From classical semigroup theory, there exists C = C(T ) > 0 such that for all u0 ∈ D(Ã), we have

∥Ũ(u0, 0, 0)(t)∥D(Ã) ≤ C∥u0∥D(Ã) ∀t ∈ [0, T ].

Let ỹ0 ∈ L2(R) and T ′ = T/2. We note that e−T ′Ãỹ0 ∈ D(Ã2) ⊂ D(Ã). We set

ρ2 := ρ+ 2− Ũ(ỹ0, 0, 0)(T ′) = ρ+ 2− e−T ′Ãỹ0.

Then ρ2 ∈ D(Ã), by (73) and (77)-(81). Let ε > 0 be given. We pick η ∈ (0, T ′) such that

∥Ũ(ρ2, 0, 0)(η)− ρ2∥D(Ã) ≤ ϵ. (86)

By approximate controllability of (83) in time T ′ − η, we may pick a control input g ∈ C∞
c (ω ×

(0, T ′ − η)), that we may extend by 0 for t ≥ T ′ − η, such that

∥Ũ(0, g, 0)(T ′ − η)− ρ2∥L2(R) ≤ ε.

On the other hand, we notice that for some constant C ′ > 0 and all v0 ∈ L2(R)

∥Ũ(v0, 0, 0)(η)∥D(Ã) ≤ C ′∥v0∥L2(R). (87)

Indeed, both the map v0 ∈ L2(R) → Ũ(v0, 0, 0)(η) = e−ηÃv0 ∈ D(Ã2) and the embedding
D(Ã2) ⊂ D(Ã) are continuous. Using (87) with v0 = Ũ(0, g, 0)(T ′ − η)− ρ2 and the semigroup
property yield

∥Ũ(0, g, 0)(T ′)− Ũ(ρ2, 0, 0)(η)∥D(Ã) ≤ C ′ε,

and hence, with (86),
∥Ũ(0, g, 0)(T ′)− ρ̃∥D(Ã) ≤ (C ′ + 1)ε. (88)

Let
ỹ := Ũ(ỹ0 − 2, g,−2) = Ũ(ỹ0, 0, 0) + Ũ(0, g, 0)− 2

for Ũ(−2, 0,−2) = −2. Then

∥ỹ(T ′)− ρ∥D(Ã) = ∥Ũ(0, g, 0)(T ′)− ρ2∥D(Ã) ≤ (C ′ + 1)ε. (89)
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For any j ∈ J1, nK, we have ρj(pj) < 0, ρj(qj) < 0 and minx∈[p0
j ,q

0
j ]
ρj(x) > 0. Using (89), we see

that for ε small enough we still have ỹ(pj , T
′) < 0, ỹ(qj , T

′) < 0 and minx∈[p0
j ,q

0
j ]
ỹ(x, T ′) > 0.

Therefore we can pick p1j ∈ (pj , p
0
j ) and q1j ∈ (q0j , qj) such that ỹ(p1j , T

′) = ỹ(q1j , T
′) = 0 and

ỹ(x, T ′) > 0 for x ∈ (p1j , q
1
j ). Set ω1 = ∪n

j=1(p
1
j , q

1
j ). Then (67)-(71) hold true for ε and δ small

enough. The proof of Proposition 13 is complete. □
We are ready to prove the main stability result for the evolution problem with interior obser-

vations, namely Theorem 1.

Proof of Theorem 1. Let y0 ∈ L2(R), and let ỹ0 = y0. Let g ∈ C∞
c (ω × (0, T )) be as given in

Proposition 13. Pick hj(t) = 0 for j ∈ J0, nK and t ∈ (0, T ). Let y (resp. ỹ) denote the solution
to (55) (resp. (56)). Pick T ′ = T

2 and τ ∈ (0, T ′) with g ≡ 0 on ω × (0, τ). Let A and A be the
same operators as previously but corresponding to the coefficient c. Since −A is the infinitesimal
generator of an analytic semigroup with 0 ∈ ρ(A), we have by [16, Theorem 6.13] that for all
t > 0, e−tA : L2(R) → D(A4) continuously. In particular, setting Y (t) := e−tAy0, we have

Y ∈ C([τ, T ], D(A4)), Yt ∈ C([τ, T ], D(A3)), and Ytt ∈ C([τ, T ], D(A2)).

Recall that D(A2) ⊂ D(A). Let ξ := c − c̃. Note that ξ(0) = 0. It follows from (85) and the
fact that ξ(0) = 0 that the maps u0 ∈ D(A) → u0x ∈ L∞(R) and u0 ∈ D(A) → ξu0x ∈ H1(R) are
continuous.

We infer that Ytx, Yttx ∈ C([τ, T ], L∞(R)), and that ξYttx ∈ C([τ, T ], H1(R)). Note that
y(t) = Y (t) + U(0, g, 0)(t), where U is defined as above with c̃ replaced by c. Note that
C2

c (ω) ⊂ D(A), so that g ∈ C2
c ((0, T ), D(A)) and U(0, g, 0) ∈ C2([0, T ], D(A)). It follows

that ytx, yttx ∈ C([τ, T ], L∞(R)), and that ξyttx ∈ C([τ, T ], H1(R)). Similarly, we have that
ỹtx, ỹttx ∈ C([τ, T ], L∞(R)), and that ξỹttx ∈ C([τ, T ], H1(R)).

Replacing y0 (resp. ỹ0) by y(τ) (resp. ỹ(τ)), we can assume that

ytx, yttx, ỹtx, ỹttx ∈ C([0, T ], L∞(R)), ξỹttx ∈ C([0, T ], H1(R)).

Note that it could now happen that y0 ̸= ỹ0. As (5) is invariant by uniform translation of both
y and ỹ by −2, we can pick hj(t) = −2 (instead of 0) for all t ∈ (0, T ) and all j ∈ J0, nK, so that
the function ỹ is now the one given by Proposition 13, while y is now the solution to (55) with
initial data y0 − 2, with boundary data hj(t) = −2 for t ∈ (0, T ) and j ∈ J0, nK, and still with
the same function g ∈ C∞

c (ω × (0, T )) as above. Let v = (y − ỹ)t. Then v satisfies (57), and we
have

∫
R

|v(T ′)|2e−2sη(T ′)dx =

∫ T ′

0

∫
R

2vvte
−2sηdxdt+

∫ T ′

0

∫
R

|v|2 ∂
∂t

(
e−2sη

)
dxdt

=

∫ T ′

0

∫
R

2vvte
−2sηdxdt− 2s

∫ T ′

0

∫
R

|v|2ηte−2sηdxdt. (90)

Let us denote by A1 the term at the left hand side and by A2 and A3 the two right members
of the previous equation.

1. Upper bounds for A1.

We know that |ηt| ≤ Cφ2 (see (29)), thus

|A3| ≤ Cs

∫ T ′

0

∫
R

|v|2φ2e−2sηdxdt ≤ Cs

∫∫
Q

|v|2φ3e−2sηdxdt (91)

where we used (30). Furthermore, we note that ξi(0) = 0 for all i ∈ J0, nK (due to (Hc)), so
that k(t) = −[ξỹtx(t)]0 = 0 and (ξỹtx)(0, t) = 0 so we can apply the Carleman inequality
given in Theorem 7 and get
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s

∫∫
Q

|v|2φ3e−2sηdxdt ≤ C

(
s

∫ T

0

∫
ω

|v|2φ3e−2sηdxdt+

∫∫
Q

|ξỹtx|2φ2e−2sηdxdt

)
. (92)

First of all, we note that (omitting variables x, t)

φ2e−2sη = φ2(T ′)e−2sη(T ′)

(
T ′(T − T ′)

t(T − t)

)2

e
−2sη(T ′)

(
T ′(T−T ′)
t(T−t)

−1
)
. (93)

Picking T ′ = T/2, we easily obtain that, for s, λ large enough such that sη(T ′) > 1, we have(
T ′(T−T ′)
t(T−t)

)2
e
−2sη(T ′)

(
T ′(T−T ′)
t(T−t)

−1
)
≤ 1. Thus with (93) we have the following inequality:

φ2e−2sη ≤ φ2(T ′)e−2sη(T ′). (94)

Then we get, since ỹtx ∈ C([0, T ], L∞(R)),∫∫
Q

|ξỹtx|2φ2e−2sηdxdt ≤ C

∫
R

|φ(T ′)|2e−2sη(T ′)|ξ|2dx.

Then, with (91) and (92), we obtain

|A3| ≤ C

[∫
R

|φ(T ′)|2e−2sη(T ′)|ξ|2dx+ s

∫ T

0

∫
ω

|v|2φ3e−2sηdxdt

]
. (95)

Using Cauchy-Schwarz inequality and (30), we have

|A2| ≤ C

(∫∫
Q

s|v|2φ3e−2sηdxdt+

∫∫
Q

s−1φ−1e−2sη|vt|2dxdt
)
. (96)

Observe that vt satisfies
(vt)t − (cvxt)x = (ξỹttx)x, ∀(x, t) ∈ R× (0, T ),
vj,t(lj , t) = 0, ∀j ∈ J0, nK, t ∈ (0, T ),
vj,t(0, t) = vi,t(0, t), ∀i, j ∈ J0, nK, t ∈ (0, T ),
[cvtx(t)]0 = − [ξỹttx(t)]0 = 0, ∀t ∈ (0, T ).

(97)

Applying Carleman estimate given in Theorem 7 to vt, we have by using (94), (30) and the
fact that ỹttx ∈ C([0, T ], L∞(R))∫∫

Q

s−1φ−1e−2sη|vt|2dxdt

≤ Cs−4

∫∫
Q

(sφ)3e−2sη|vt|2dxdt

≤ Cs−4

[∫ T

0

∫
ω

s3|vt|2φ3e−2sηdxdt+

∫∫
Q

|ξỹttx|2(sφ)2e−2sηdxdt

]

≤ C

[∫ T

0

∫
ω

s−1|vt|2φ3e−2sηdxdt+

∫
R

|ξ|2s−2φ2(T ′)e−2sη(T ′)dx

]
. (98)

Thus, with (92), (95)-(96) and (98), we obtain the following upper bounds for A1 for s
sufficiently large:

A1 ≤ C

[∫
R

|φ(T ′)|2e−2sη(T ′)|ξ|2dx+

∫ T

0

∫
ω

(s|v|2 + s−1|vt|2)φ3e−2sηdxdt

]
. (99)
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2. Lower bounds for A1.

First we have
v(T ′) = (cyx − c̃ỹx)x(T

′). (100)

Thanks to the study of the stationary case and Proposition 12, we can write

A1 =

∫
R

|(cyx − c̃ỹx)x(T
′)|2e−2sη(T ′)dx

≥ Cs2
∫
R

e−2sη(T ′)|ξ|2dx− C(s)
(
∥yt(T ′)− ỹt(T

′)∥2L2(ω1)

+∥y(T ′)− ỹ(T ′)∥2H1(R) + ∥y(T ′)− ỹ(T ′)∥2H2(ω1)

)
. (101)

Thus, combining (101) with (99), we obtain

s2
∫
R

e−2sη(T ′)|ξ|2dx− C(s)(∥yt(T ′)− ỹt(T
′)∥2L2(ω1)

+ ∥y(T ′)− ỹ(T ′)∥2H1(R) + ∥y(T ′)− ỹ(T ′)∥2H2(ω1))

≤ C

[∫
R

e−2sη(T ′)|ξ|2dx+

∫ T

0

∫
ω

(s|v|2 + s−1|vt|2)φ3e−2sηdxdt

]
. (102)

Thus, for s sufficiently large, we have the stability estimate

s2
∫
R

e−2sη(T ′)|ξ|2dx ≤ C

∫ T

0

∫
ω

φ3(s|yt − ỹt|2 + s−1|ytt − ỹtt|2)e−2sηdxdt

+ C(s)(∥yt(T ′)− ỹt(T
′)∥2L2(ω1) + ∥y(T ′)− ỹ(T ′)∥2H1(R) + ∥y(T ′)− ỹ(T ′)∥2H2(ω1)), (103)

which completes the proof of Theorem 1. □

3.2 Stability results with boundary observations

We derive, in the case of boundary measurements, results similar to those obtained in the previous
section. In a first time, as for the proof of the Carleman result with one less derivative, we extend
the network R in another network R̂ and we follow the previous case. We make the following
assumptions, (Hc) and

(HExt) ci(li) = c̃i(li), ∀i ∈ J1, nK.

3.2.1 Stability for the stationary problem

We easily prove the following result, with the same notations as in Section 3.1.1.

Proposition 15. Let c, c̃ piecewise C1 satisfying (4) and maxj∈J0,nK ∥cj∥W 1,∞(0,lj) ≤ c1,∞max. Un-
der hypotheses (H1) (with ω

0 = ∅), (H2), (H3), (Hc) and (HExt), there exist C > 0, s0 > 0 such
that for all s ≥ s0, there exist C(s), C(s, cmax) > 0,

s2
∫
R

φ2|ξ|2e−2sηdx ≤ C

∫
R

|f − f̃ |2e−2sηdx

+ C(s, cmax)

∥u− ũ∥2H1(R) +

n∑
j=1

e−2sη(lj ,T
′) |uj,x(lj)− ũj,x(lj)|2

 .

We only need to take care of the boundary term appearing in B2 in Lemma 10. Using the
fact that β′

0(l0) < 0 and that β′
j(lj) > 0 for j ∈ J1, nK (since β is as given by Lemma 3 for R̂ and

ω ⊂ R̂ \ R), we can obtain the result.
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3.2.2 Stability for the evolution problem

We also prove the main stability result for the evolution problem with boundary measurements,
namely Theorem 2.

Proof of Theorem 2. Let y0 ∈ L2(R). First, we pick τ ∈ (0, T ′) where T ′ = T/2. We take hj(t) =
0 for 0 ≤ t ≤ τ , so that y(τ) ∈ D(A4). As in the proof of Theorem 9, we extend the network

R in another network R̂, and we fix an open set ω ⊂ ∪n
j=1(0, l̂j) which intersects each interval

(lj , l̂j) for j ∈ J1, nK. We also extend c and c̃ smoothly such that 0 < cmin ≤ c(x) ≤ cmax < ∞
in R̂. We can extend y(τ) (resp. ỹ(τ)) as a function in D(A4) (resp. D(Ã4)) for c and R̂ (resp.

for c̃ and R̂). Applying Proposition 13 to R̂ and ỹ(τ), we can find an input g ∈ C∞
c (ω × (τ, T ))

such that |ỹx(., T )| ≥ δ > 0 in R and ∥ỹ(., T ′)∥L∞(R) + ∥ỹx(., T ′)∥L∞(R) ≤ δ−1. We pick a
function ψ ∈ C∞(R) such that ψ(t) = 1 for t ≤ T ′ and ψ(t) = 0 for t ≥ 3T/4, and we set
hj(t) = ψ(t)ỹj(lj , t) for t ∈ [τ, T ] and j ∈ J1, nK, and h0(t) = 0 for t ∈ [0, T ]. We claim that
hj ∈ C1

c ([0, T ]) for j ∈ J1, nK. Indeed, 0 = h′j(τ
−) = (c̃j ỹj,x)x(lj , τ) = h′j(τ

+) thanks to (56)
applied with x = lj and t = τ−, t = τ+. On the other hand, hj(t) = 0 for t ∈ [0, T ] \ (τ, 3T/4)
and j ∈ J1, nK.

Next, we use the same type of proof as previously for the case of interior observation. We
have three terms A1, A2 and A3 to estimate as in (90).

By using the same estimate as in (91), we get

|A3| ≤ Cs

∫ T

0

∫
R

|v|2φ3e−2sηdxdt. (104)

By applying the Carleman estimate given in Theorem 9 (since [cvx(t)]0 = −[ξỹtx(t)]0 = 0 due to
(Hc)), we obtain

s

∫∫
Q

|v|2φ3e−2sηdxdt ≤ C

(∫∫
Q

φ2e−2sη|ξỹtx|2dxdt

+

∫ T

0

n∑
j=1

s−1φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹtx(lj , t) + c(lj)vx(lj , t)|2dt

 . (105)

As in the previous section, we can get with T ′ = T/2 and (94)

|A3| ≤ C

[∫
R

|φ(T ′)|2e−2sη(T ′)|ξ|2dx

+

∫ T

0

n∑
j=1

s−1φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹtx(lj , t) + c(lj)vx(lj , t)|2dt

 . (106)

We clearly have (96) and (97). Theorefore by applying the Carleman estimate given in Theorem
9 to vt, we obtain∫∫

Q

s−1φ−1e−2sη|vt|2dxdt ≤ Cs−4

∫∫
Q

(sφ)3e−2sη|vt|2dxdt

≤ C

[
s−2

∫
R

|φ(T ′)|2e−2sη(T ′)|ξ|2dx

+s−3

∫ T

0

n∑
j=1

φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹttx(lj , t) + c(lj)vxt(lj , t)|2dt

 . (107)

29



With (106) and (107), we obtain an upper bound for A1 for s sufficiently large:

A1 ≤ C

[∫
R

|φ(T ′)|2e−2sη(T ′)|ξ|2dx

+s−3

∫ T

0

n∑
j=1

φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹttx(lj , t) + c(lj)vxt(lj , t)|2dt

+

∫ T

0

n∑
j=1

s−1φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹtx(lj , t) + c(lj)vx(lj , t)|2dt

 . (108)

We now search for lower bounds for A1. First we have that

v(T ′) = (cyx − c̃ỹx)x(T
′). (109)

Thanks to the study of the stationary case and Proposition 15, we can write

A1 =

∫
R

|(cyx − c̃ỹx)x(T
′)|2e−2sη(T ′)dx

≥ Cs2
∫
R

e−2sη(T ′)|ξ|2dx

−C(s)

∥y(T ′)− ỹ(T ′)∥2H1(R) +

n∑
j=1

e−2sη(lj ,T
′) |yj,x(lj , T ′)− ỹj,x(lj , T

′)|2
 .(110)

Thus with (108), (110) and (HExt), we get for s sufficiently large

s2
∫
R

e−2sη(T ′)|ξ|2dx

≤ C(s)

∥y(T ′)− ỹ(T ′)∥2H1(R) +

n∑
j=1

e−2sη(lj ,T
′) |yj,x(lj , T ′)− ỹj,x(lj , T

′)|2

+s−3

∫ T

0

n∑
j=1

φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹttx(lj , t) + c(lj)vxt(lj , t)|2dt

+

∫ T

0

n∑
j=1

s−1φj(lj , t)e
−2sηj(lj ,t)|ξ(lj)ỹtx(lj , t) + c(lj)vx(lj , t)|2dt

 .
This completes the proof of Theorem 2, since ξ(lj)ỹtx(lj) = 0 for j ∈ J1, nK (see (HExt)). □

4 Conclusion

As it was said in the introduction, these results can be extented to general tree-shaped networks:
with boundary measurements at all exterior nodes except one, the root of the tree, or with
internal measurements at all exterior edges of the tree expect one. The key point is in the choice
of the weights in the Carleman estimates. More precisely, we obtain, by integration by parts,
instead of one matrix Aβ defined in Lemma 3, several matrices of the same kind, corresponding
to each interior node. Then, we take second order polynomial functions like (8) for external edges
and affine functions like (7) for all remaining edges. The construction is made by induction in a
similar way as in [3]. The main difficulty here is just to use clear and understandable notations.

However the case of a general network with a cycle remains an open question.
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