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Beyond uniqueness:

Relaxation calculus of junction conditions

for coercive Hamilton-Jacobi equations

N. Forcadel1, R. Monneau2 3

February 5, 2025

Abstract

A junction is a particular network given by the collection of N ě 1 half lines r0,`8q glued together
at the origin. On such a junction, we consider evolutive Hamilton-Jacobi equations with N coercive
Hamiltonians. Furthermore, we consider a general desired junction condition at the origin, given by
some monotone function F0 : RN Ñ R. There is existence and uniqueness of solutions which only
satisfy weakly the junction condition (at the origin, they satisfy either the desired junction condition
or the PDE).

We show that those solutions satisfy strongly a relaxed junction condition RF0 (that we can
recognize as an effective junction condition). It is remarkable that this relaxed condition can be
computed in three different but equivalent ways: 1) using viscosity inequalities, 2) using Godunov
fluxes, 3) using Riemann problems. Our result goes beyond uniqueness theory, in the following sense:
solutions to two different desired junction conditions F0 and F1 do coincide if RF0 “ RF1.

AMS Classification: 35B51, 35F21, 35F31

Keywords : junctions, networks, Hamilton-Jacobi equations, boundary conditions, effective boundary
condition, relaxation.
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1 Introduction

In this paper, we consider Hamilton-Jacobi equations of evolution type posed on junctions. The first
results concerning these equations have been obtained in the convex case in [1, 9] and are closely related
to optimal control. In [8], the authors obtained a strong comparison principle using a PDE approach while
the non-convex case were studied in [10, 11] (see also [5, 6] for a new approach for proving comparison
principle). Many contributions followed these articles and the reader is referred to the book by G. Barles
and E. Chasseigne [3] for an up-to-date state of the art.

It is now well-known that if an equation is posed on a domain, the boundary condition can be in
conflict with the equation and the same phenomena naturally appears when considering equations on
networks. A classical way to handle this difficulty for Hamilton-Jacobi equations is to impose either
the boundary condition (or the junction condition) or the equation at the boundary (or at the junction
point), both in the viscosity sense. Such solutions are called weak (viscosity) solutions.

Concerning Hamilton-Jacobi on junctions and for convex and coercive Hamiltonians, C. Imbert and
the second author [8] show the existence of weak solutions and proved that these weak solutions satisfy
other junction condition in a strong way. These conditions are called relaxed junction conditions and are
parametrized by a single real parameter, called the flux limiter (only for convex Hamiltonians).

When the Hamiltonians is still coercive but not necessarily convex, the situation is much more com-
plicated. The first result in that direction was obtained by J. Guerand [7] in the one-dimensional case (a
very simple junction with only one branch). She proved that, in this situation, it is still possible to relax
the boundary conditions to obtain strong solutions. She showed in particular that the family of relaxed
boundary conditions is much more rich and is characterized by a family of limiter points. In [4], with C.
Imbert, we revisit this characterization and propose a new formula which can be easily derived from the
definition of weak viscosity solutions. We also exhibit a strong connection between this relaxed boundary
condition and Godunov’s fluxes for conservation laws.

The goal of this paper is to extend these results to the case of general junctions with several branches.
In particular we show how to define properly relaxed junction conditions using the definition of weak
viscosity solutions. As for the case of one branch, we show that the relaxation can also be defined in
terms of Godunov’s fluxes (see also [12] for related results). Finally, we also give a third formulation of
the relaxation based on Riemann problems.

Let us emphasise the fact that characterization of relaxed junction conditions is important, because
several junction conditions can lead to the same relaxed junction condition. Hence, even if at first glance,
problems may seem different, they can be exactly the same (see Subsection 5.5). From this point of view,
our analysis goes beyond the classical question of uniqueness of solutions.
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2 Main results

2.1 The junction problem

We begin to describe what is a (one-dimensional) junction. We consider N ě 1 copies of the interval
r0,`8q that we call Jα for α “ 1, . . . , N . We glue all the branches Jα together at the origin such that

Jα X Jβ “ t0u for all α “ β

We call the junction
J “

ď

α“1,...,N

Jα.

where x “ 0 is now the junction point.
For a function u : r0,`8q ˆ J Ñ R whose values are upt, xq, we denote by ut the time derivative of

u, and we define the gradient of u as

uxpt, xq “

"

Bαupt, xq if x P J˚
α :“ Jαz t0u ,

pB1upt, 0`q, . . . , BNupt, 0`qq if x “ 0.

Throughout the paper, we will consider solutions of the following problem
"

ut `Hαpuxq “ 0 for all t P p0,`8q and x P J˚
α , for α “ 1, . . . , N

ut ` F0puxq “ 0 for all t P p0,`8q and x “ 0.
(1)

The second line of (1) is the junction condition (JC) and by abuse of terminology, we will also say that
the junction condition (or junction function) is F0. In the particular case of (1), we call the second line,
a desired junction condition (because as we will see, this condition can not always be truly satisfied).
Here the Hamiltonians Hα for α “ 1, . . . , N are assumed to satisfy

$

&

%

(Continuity) Hα P CpRN q

(Coercivity) Hαppαq Ñ `8 as |pα| Ñ `8.

(2)

When this is the case, also simply say that

H “ pH1, . . . , HNq

satisfies (2). We also assume that the function F0 satisfies
$

&

%

(Continuity) F0 P CpRN q

(Monotonicity) F0 is nonincreasing in each of its arguments.
(3)

For existence results, we will also need an initial condition

up0, xq “ u0pxq for all x P J (4)

that is assumed to be chosen such that

u0 is uniformly continuous on J . (5)

2.2 The relaxation formula

Inspired by [4], in order to define the relaxation operator, we define the sub-relaxation operator with
respect to H by

RF0ppq “ sup
qěp

min tF0pqq, Hminpqqu

and the super-relaxation operator by

RF0ppq “ inf
qďp

max tF0pqq, Hmaxpqqu
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where q ď p means qα ď pα for each α “ 1, . . . , N and

Hmaxppq “ max
α“1,...,N

Hαppαq and Hminppq “ min
α“1,...,N

Hαppαq.

We then have the following theorem which enables to define the relaxation operator R.

Theorem 2.1 (The relaxation operator R). Let H satisfy (2) and F0 satisfy (3). Then

RRF0 “ RRF0 p“: RF0q.

Moreover
RF0 “ RmaxpF0, H´q ě H´,

where
H´ppq “ max

α“1,...,N
Hα

´ppαq with Hα
´ppαq “ inf

qαďpα
Hαpqαq (6)

i.e. Hα
´ is the lower nonincreasing hull of Hα.

In Section 3, we will introduce another relaxation formula using the Godunov’s fluxes while in Section
7, we introduce a third equivalent formulation based on Riemann problems.

2.3 Weak and strong viscosity solutions

As mentioned in the introduction, we can consider two types of solutions for Hamilton-Jacobi equations
on junctions. The first one, called weak viscosity solution requires that either the junction or the equation
is satisfied at the junction point (see Definition 5.1), while the second one, called strong viscosity solutions
requires that the junction condition is always satisfied (see Definition 5.3).

The second main result of the paper is to show that a function is a weak viscosity solution of (1) if
and only if it is a strong viscosity solution of the same equation but with F0 replaced by the relaxation
of F0, namely RF0. We refer to Proposition 5.9 for the precise result.

Organization of the paper In Section 3, we introduce the Godunov relaxation and prove some
properties that will be useful to study the relation of this relaxation with the relaxation operator R. In
Section 4 we show that the Godunov relaxation and the relaxation operator R coincide and we prove
further properties on the relaxation operator. Section 5 is devoted to the study of viscosity solutions for
(1). We show in particular that a function is a F0-weak solution iff it is a RF0-strong solution to the
same equation. In Section 6, we state a comparison principle for (1). Finally, in Section 7, we propose a
third relaxation formula based on Riemann problems and we show that it coincides with the relaxation
operator R.

3 Godunov relaxation

In this section, we introduce the Godunov relaxation. The precise definition is given in Subsection 3.1,
while in Subsection 3.2, we introduce the semi-Godunov relaxation and present some important properties
that will be useful in the sequel, in particular in Section 4 for the study of the relation between Godunov
relaxation and the relaxation operator R.

Il all this section, we will assume that the junction condition satisfies the semi-coercivity assumption:

F0ppq Ñ `8 as min
α“1,...,N

pα Ñ ´8. (7)
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3.1 Definition and properties of the Godunov relaxation

Recall that the Godunov flux associated to the Hamiltonian (or flux) Hα is given for p, q P R by

Gαpp, qq “

$

&

%

min
rp,qs

Hα if p ď q,

max
rq,ps

Hα if p ě q.
(8)

In particular, Gα is non-decreasing in the first variable and non-increasing in the second one. Moreover,
we have Gαpp, pq “ Hαppq. We define next the action of the Godunov flux on a semi-coercive, continuous
and non-increasing function F0.

Proposition 3.1 (Godunov’s relaxation). Let H satisfy (2) and consider F0 satisfying (3) and the
semi-coercivity property (7). Let p P R

N , then the following properties hold true.

(i) There exists at least one q P R
N such that F0pqq “ Gαpqα, pαq for all α “ 1, . . . , N . The common

value is denoted by λq.

(ii) The value λq defined above is independent on q. We denote this unique value by

λ “ λppq “: pF0Gqppq.

Proof. In all the proof, p P R
N is fixed.

We begin to prove (i). In order to get an increasing function, we define for ε ě 0

Kα
ε pqαq “ Gαpqα, pαq ` εp1 ` tanh qαq.

For ε ą 0 and λ ą λε :“ max
αPt1,...,Nu

infKα
ε ě max

α“1,...,N
infKα

0 , we define qαλ,ε as the unique value such that

Kα
ε pqαλ,εq “ λ. Since Kα

ε is increasing, we deduce that λ ÞÑ qαλ,ε is increasing and continuous. We then
define the continuous and increasing function, for λ ą λε

Nεpλq “ λ´ F0pqλ,εq.

Since minαpqαλ,εq Ñ ´8 as λ Ñ λε, we deduce, by semi-coercivity of F0 that limλÑλε
Nεpλq “ ´8. In

the same way, since qαλ,ε Ñ `8 as λ Ñ `8 for all α P t1, . . . , Nu, we deduce that limλÑ`8 Nεpλq ě
limλÑ`8 λ´F0p0q “ `8. We can then define λ˚

ε as the unique value such that Nεpλ˚
ε q “ 0. In particular,

since ε ÞÑ qαλ,ε is decreasing, we deduce that ε ÞÑ Nεpλq is non-increasing and so ε ÞÑ λ˚
ε is non-decreasing.

This implies that λ˚
ε is uniformly bounded for ε ď 1, by a constant depending only on p. We then set

qε “ qλε,ε,

which satisfies

λ˚
ε “ F0pqεq “ Kα

ε pqαε q “ Gαpqαε , p
αq ` εp1 ` tanh qαε q for all α “ 1, . . . , N. (9)

By semi-coercivity of F0 and by the fact that Gpqα, pαq Ñ `8 as qα Ñ `8, we deduce, using also that
λ˚
ε is uniformly bounded, that qε is uniformly bounded. Up to extract a subsequence, we can then assume

that pλ˚
ε , qεq Ñ pλ˚, qq as ε Ñ 0. Passing to the limit in (9), we get, by continuity, that

λ˚ “ F0pqq “ Gαpqα, pαq for all α “ 1, . . . , N,

which proves (i).
We now turn to (ii). Assume that there exists q1, q2 such that λq1 ă λq2 . We then have for all

α P t1, . . . , Nu
F0pq1q “ Gαpqα1 , p

αq “ λq1 ă λq2 “ F0pq2q “ Gαpqα2 , p
αq.

By monotonicity of the Godunov fluxes, we deduce that qα1 ă qα2 for α P t1, . . . , Nu. Using the mono-
tonicity of F0, this implies that

λq1 “ F0pq1q ě F0pq2q “ λq2

which is a contradiction. This ends the proof of the proposition.

In order to study the relation between the relaxation operator R and the Godunov relaxation, we
need to introduce the Godunov semi-fluxes.
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3.2 Godunov semi-fluxes

For α “ 1, . . . , N , we introduce the Godunov semi-fluxes, Gα and G
α
, which are set-valued applications

defined by

Gαpqα, pαq “

$

’

’

’

’

’

&

’

’

’

’

’

%

t´8u if qα ă pα

r´8, Hαppαqs if qα “ pα,
"

max
rpα,qαs

Hα

*

if qα ą pα

and

G
α

pqα, pαq “

$

’

’

’

’

’

&

’

’

’

’

’

%

"

min
rqα,pαs

Hα

*

if qα ă pα,

rHαppq,`8s if qα “ pα,

t`8u if qα ą pα.

As before, we can define the action of these semi-fluxes on non-increasing semi-coercive continuous func-
tions.

Proposition 3.2 (Lower Godunov’s relaxation). Let H satisfy (2) and F0 satisfy (3) and the semi-
coercivity property (7). Let p P R

N , then the following properties hold true.

(i) There exists at least one q P R
N such that F0pqq P Gαpqα, pαq for all α “ 1, . . . , N . The value F0pqq

is denoted by λq. Moreover, all the q satisfying the previous property satisfy q ě p.

(ii) The value λq defined above is independent on q. We denote this unique value by

λ “ λppq “: pF0Gqppq.

Proof. Let p P R
N . If F0ppq ď min

α“1,...,N
Hαppαq, then we can choose qα “ pα for all α “ 1, . . . , N

and we get F0pqq “ F0ppq P Gαpqα, pαq “ r´8, Hαppαqs. If F0ppq ą min
α“1,...,N

Hαppαq, we denote by

I´ :“ tα, F0ppq ď Hαppαqu and by I` :“ tα, F0ppq ą Hαppαqu. For α P I´, we set qα “ pα. In
particular, F0ppq P Gαpqα, pαq for α P I´. Arguing as in the proof of Proposition 3.1, but working only
on the indices α P I`, we can construct qα ě pα such that F0pqq “ Gαpqα, pαq “ max

rpα,qαs
Hα for all α P I`.

Since we also have F0pqq ď F0ppq ď Hαppαq for all α P I´, we get (i).

The proof of (ii) is similar to the one of Proposition 3.1 (ii).

In the same way, we have the following result

Proposition 3.3 (Upper Godunov’s relaxation). Let H satisfy (2) and F0 satisfy (3) and the semi-
coercivity property (7). Let p P R

N , then the following properties hold true.

(i) There exists at least one q P R
N such that F0pqq P G

α
pqα, pαq for all α “ 1, . . . , N . The value F0pqq

is denoted by λq. Moreover, all the q satisfying the previous property satisfy q ď p.

(ii) The value λq defined above is independent on q. We denote this unique value by

λ “ λppq “: pF0Gqppq.

In order to compose the Godunov semi-fluxes, we have to show that F0G and F0G satisfy the same
assumptions as F0.

Proposition 3.4 (Properties of F0G and F0G). Under the same assumptions, F0G and F0G are con-
tinuous, non-increasing and semi-coercive in the sense of (7).
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Proof. We only do the proof for F0G since it is similar for F0G.
We begin to show that F0G is non-increasing. Let p1 and p2 such that p1 ě p2 and assume by

contradiction that pF0Gqpp1q ą pF0Gqpp2q. Let q1, q2 be such that F0pqiq P Gαpqαi , p
α
i q for all α P

t1, . . . , Nu. In particular, we have q1 ě p1, q2 ě p2 and F0pq1q ą F0pq2q. We claim that q1 ě q2. Indeed,
if for some α, we have pα2 ď pα1 ď qα1 ă qα2 , then

Gαpqα2 , p
α
2 q “ F0pq2q ă F0pq1q ď Gαpqα1 , p

α
1 q ď Gαpqα2 , p

α
2 q,

which is a contradiction. This implies that q1 ě q2 and so

pF0Gqpp1q “ F0pq1q ď F0pq2q “ pF0Gqpp2q,

which is a contradiction. This implies that F0G is non-increasing.

We now show that F0G is continuous. Let pn Ñ p and qn ě pn such that

pF0Gqppnq “ F0pqnq P Gαpqαn , p
α
nq for all α P t1, . . . , Nu.

We claim that qn is bounded. Indeed, if (up to a subsequence) qβn Ñ `8 for a certain β P t1, . . . , Nu,
then qβn ą pβn and

F0ppnq ě F0pqnq “ Gβpqβn , p
β
nq ě Gβpqβn , q

β
nq “ Hβpqβnq.

Passing to the limit, we then have F0ppq “ `8, which is absurd. Then qn is bounded, and up to extract
a subsequence, we can assume that qn Ñ q0 ě p.

We claim that F0pq0q P Gαpqα0 , p
αq for all α P t1, . . . , Nu. Indeed, fix α P t1, . . . , Nu and assume

first that qα0 ą pα. We then have qαn ą pαn for n large enough and so F0pqnq “ Gαpqαn , p
α
nq. Passing

to the limit n Ñ `8, we get F0pq0q “ Gαpqα0 , p
αq P Gαpqα0 , p

αq. Assume now that qα0 “ pα. We
distinguish two cases. On the one hand, if there exists a subsequence nj such that qαnj

“ pαnj
, then

F0pqnj
q ď Hαpqαnj

q “ Hαppαnj
q. Passing to the limit, this implies that F0pq0q ď Hαpqα0 q “ Hαppαq

and so F0pq0q P r´8, Hαppαqs “ Gpq0, p0q. On the other hand, if qαn ą pαn for n large enough, then
F0pqnq “ Gαpqαn , p

α
nq. Again, passing to the limit n Ñ `8, we get F0pq0q “ Gαpqα0 , p

αq “ Hαppαq and
so F0pq0q P Gαpqα0 , p

αq.
In all the cases, we then have F0pq0q P Gαpqα0 , p

αq. This implies that pF0Gqppq “ F0pq0q. Since
pF0Gqppnq “ F0pqnq and F0pqnq Ñ F0pq0q, we recover that pF0Gqppnq Ñ pF0Gqppq and so F0G is
continuous.

We end the proof showing that F0G is semi-coercive. We fix α P t1, . . . , Nu and we want to show that
if pα Ñ ´8, then pF0Gqppq Ñ `8. Let M ą 0. By coercivity of Hα and semi-coercivity of F0, there
exists pα0 such that for all p P R

N such that pα ď pα0 , we have

Hαppαq ě M and F0ppq ě M.

Let p be such that pα ď pα0 . Then there exists q ě p such that pF0Gqppq “ F0pqq P Gαpqα, pαq. We
distinguish two cases. If qα ą pα, then

pF0Gqppq “ F0pqq “ Gαpqα, pαq ě Hαppαq ě M.

If qα “ pα, then, since qα ď pα0 , we have pF0Gqppq “ F0pqq ě M . Then, in all the cases, we have

pF0Gqppq ě M

and so pF0Gq is semi-coercive.

The result of the previous proposition allows us to compose the action of G with the action of G. We
now want to prove that the action of G on F0 is in fact the action of G on the action of G on F0. More
precisely, we have the following result

Proposition 3.5 (Composition of Godunov semi-fluxes). Under the same assumptions, we have

pF0GqG “ F0G “ pF0GqG.
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In order to prove this proposition, the following lemma is needed. The proof can be found in [4,
Lemma 5.7], where the result holds independently for each component α.

Lemma 3.6 (Key composition result). (i) For all q, p P R
N , there exists q̃ P R

N such that for all
α P t1, . . . , Nu, G

α
pqα, q̃αq XGαpq̃α, pαq ‰ H. Moreover, for such a vector q̃, we have

G
α

pqα, q̃αq XGαpq̃α, pαq “ tGαpqα, pαqu for all α P t1, . . . , Nu.

(ii) For all q, p P R
N , there exists q̃ P R

N such that for all α P t1, . . . , Nu, Gαpqα, q̃αqXG
α

pq̃α, pαq ‰ H.
Moreover, for such a vector q̃, we have

Gαpqα, q̃αq XG
α

pq̃α, pαq “ tGαpqα, pαqu for all α P t1, . . . , Nu.

We are now turn to the proof of Proposition 3.5.

Proof of Proposition 3.5. The proof is similar to the one of [4, Proposition 5.6], but for the reader’s
convenience we give the details. Let F1 “ F0G. We use successively the definition of F0G, (i) from
Lemma 3.6, the definitions of F0G and of F1G to write,

tF0Gppqu “ tF0pqq for some q s.t. F0pqq P Gαpqα, pαq for all α P t1, . . . , Nuu

“ tF0pqq for some q and q̃ s.t. F0pqq P G
α

pqα, q̃αq XGαpq̃α, pαq for all α P t1, . . . , Nuu

tF1pq̃qu “ tF0Gpq̃qu “ tF0pqq for some q s.t. F0pqq P G
α

pqα, q̃αq for all α P t1, . . . , Nuu

tF1Gppqu “ tF1pq̃q for some q̃ s.t. F1pq̃q P Gαpq̃α, pαq for all α P t1, . . . , Nuu

“ tF0pqq for some q and q̃ s.t. F0pqq P G
α

pqα, q̃αq XGαpq̃α, pαq for all α P t1, . . . , Nuu.

This implies that F0Gppq “ F1Gppq “ pF0GqGppq.
Using (ii) from Lemma 3.6, we can follow the same reasoning and get F0Gppq “ pF0GqGppq.

4 Relaxation operator

This section is devoted to the proof of Theorem 2.1. Conversely to the case of a single branch (see [4]),
we are not able to show directly that RRF0 “ RRF0. To prove this, we will use the link between the
relaxation operators and the Godunov’s semi-fluxes. This is done in Subsection 4.1 in the case where F0

is semi-coercive. In Subsection 4.2 we will give some useful properties of the relaxation operators that will
be used to prove Theorem 2.1 in the general case. Finally, in Subsection 4.3, we give further properties
of the relaxation operators that will be used in the rest of the paper.

We recall that the sub-relaxation operator with respect to H is defined by

RF0ppq “ sup
qěp

min tF0pqq, Hminpqqu

and the super-relaxation operator by

RF0ppq “ inf
qďp

max tF0pqq, Hmaxpqqu

where q ď p means qα ď pα for each α “ 1, . . . , N and

Hmaxppq “ max
α“1,...,N

Hαppαq and Hminppq “ min
α“1,...,N

Hαppαq.

4.1 Link between Relaxation and Godunov fluxes

The goal of this subsection is to show that the relaxation operatorR and the Godunov relaxation coincide
when F0 is semi-coercive. We begin by the following proposition.
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Proposition 4.1 (Semi-relaxations and Godunov’s semi-fluxes). Let H satisfy (2) and F0 satisfy (3)
and the semi-coercivity property (7). Then

RF0 “ F0G and RF0 “ F0G.

Proof. We only prove that RF0 “ F0G, the proof of RF0 “ F0G being similar. The proof is decomposed
into two steps.
Step 1: RF0 ě F0G. Let p P R

N . By Proposition 3.2, there exists q̃ such that F0Gppq “ F0pq̃q P
Gαpq̃α, pαq for all α P t1, . . . , Nu. If q̃α ą pα, we have F0pq̃q “ Gαpq̃α, pαq “ maxrpα,q̃αs H

α and we define
q̄α P rpα, q̃αs such that

Hαpq̄αq “ max
rpα,q̃αs

Hα “ F0pq̃q.

If q̃α “ pα, we set q̄α “ pα, so that, using F0pq̃q P Gαppα, pαq, F0pq̃q ď Hαppαq “ Hαpq̄αq.
Using that q̄ ě p, we then have

RF0ppq “ sup
qěp

minpF0pqq, Hminpqqq ě minpF0pq̄q, Hminpq̄qq. (10)

Since q̄ ď q̃, we have F0pq̄q ě F0pq̃q. Moreover, by definition of q̄, we have Hαpq̄αq ě F0pq̃q. Injecting
these two estimates in (10), we get

RF0ppq ě F0pq̃q “ F0Gppq.

Step 2: RF0 ď F0G. With the same notation as in Step 1, we have, for all q ě q̃

minpF0pqq, Hminpqqq ď F0pqq ď F0pq̃q. (11)

If q̃ “ p, we directly get the result, just taking the supremum on q ě q̃ “ p on the left hand side. We
then assume that q̃ ‰ p. Hence there exists α such that q̃α ą pα. Let q ě p be such that there exists
α P t1, . . . , Nu such that qα ă q̃α. Then

min pF0pqq, Hminpqqq ď Hminpqq ď Hαpqαq ď max
rpα,q̃αs

Hα “ Gαpq̃α, pαq “ F0pq̃q.

Combining this with (11), we finally get

RF0ppq “ sup
qěp

minpF0pqq, Hminpqqq ď F0pq̃q “ F0Gppq.

This ends the proof of the proposition.

A direct consequence of this result, combining with Proposition 3.5, is the following result.

Proposition 4.2 (Definition of RF0 with F0 semi-coercive). Let H satisfy (2) and F0 satisfy (3) and
the semi-coercivity property (7). Then

RRF0 “ RRF0.

The goal of the next section is to generalize this result to the case where F0 doesn’t satisfy the
semi-coercivity assumption. To do that, we will need some additional properties on the semi-relaxations.

4.2 First properties of the semi-relaxations and proof of Theorem 2.1

We begin by the following lemma whose proof is an immediate consequence of the definition.

Lemma 4.3 (Monotonicity of the semi-relaxations). Let H,H 1 satisfy (2) and F0, F
1
0 satisfy (3). If

F 1
0 ď F0, then RF 1

0 ď RF0 and RF 1
0 ď RF0. Moreover, if we denote by RHF0 (resp. RHF0) the sub-

(resp. super-) relaxation of F0 with respect to H, then if H ď H 1, then

RHF0 ď RH1F0 and RHF0 ď RH1F0.
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Lemma 4.4 (R and R as projectors). Let H satisfy (2) and F0 satisfy (3). Then

RpRF0q “ RF0 and RpRF0q “ RF0.

Proof. We do only the proof for R. We set F1 “ RF0. On the one hand, by definition of R and by
monotonicity of F0, we have

RF0ppq “ sup
qěp

minpF0pqq, Hminpqqq ď sup
qěp

F0pqq “ F0ppq. (12)

Similarly, we get RF1ppq ď F1ppq. On the other hand, we have F1ppq “ supqěp minpF0pqq, Hminpqqq and
we assume for simplicity that there exists q˚ ě p such that F1ppq “ minpF0pq˚q, Hminpq˚qq. If such point
does not exist, we simply consider ε-maximizer, which leads classically to the same conclusion in the limit
ε Ñ 0.

By definition and monotonicity of F1, we have

F1ppq ě F1pq˚q ě minpF0pq˚q, Hminpq˚qq “ F1ppq.

Using (12), we get F1pq˚q “ RF0pq˚q ď F0pq˚q. Since RF0pq˚q ě Hminpq˚q, we get that

minpF0pq˚q, Hminpq˚qq “ Hminpq˚q.

Therefore Hminpq˚q “ F1ppq “ F1pq˚q. We then deduce that

RF1ppq ě minpF1pq˚q, Hminpq˚qq “ F1ppq.

which implies that RF1 “ F1 and ends the proof.

The following lemma will enable us to replace F0 by a semi-coercive function.

Lemma 4.5 (Relaxation of maxpF0, H´q). Let H satisfy (2) and F0 satisfy (3). Then

RpmaxpF0, H´qq “ RF0

with H´ defined in (6).

Proof. By definition, we have

RpmaxpF0, H´qq “ inf
qďp

maxpmaxpF0pqq, H´pqqq, Hmaxpqqq “ inf
qďp

maxpF0pqq, H´pqq, Hmaxpqqq “ RF0,

where we use that H´ ď Hmax for the last equality. This ends the proof.

We are now ready to give the proof of Theorem 2.1

Proof of Theorem 2.1. We first claim that

RRF0 “ RRmaxpF0, H´q. (13)

Indeed, by definition of RF0, we have

RmaxpF0, H´qppq “ sup
qěp

min tmaxpF0pqq, H´pqqq, Hminpqqu

ď sup
qěp

max tminpF0pqq, Hminpqqq,minpH´pqq, Hminpqqqu

ď max

"

sup
qěp

minpF0pqq, Hminpqqq, sup
qěp

minpH´pqq, Hminpqqq

*

ď maxpRF0ppq, RH´ppqq.

Since
RH´ppq “ sup

qěp
minpH´pqq, Hminpqqq ď sup

qěp
H´pqq “ H´ppq,
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we finally get
RmaxpF0, H´qppq ď maxpRF0ppq, H´ppqq.

Taking the super-relaxation operation, we get (using Lemma 4.3)

RRF0 ď RRmaxpF0, H´q ď RmaxpRF0ppq, H´ppqq “ RRF0, (14)

where we use Lemma 4.5 for the last equality. This implies (13). Hence, we have

RRF0 “ RRmaxpF0, H´q “ RRmaxpF0, H´q “ RRF0,

where for the second equality we used Proposition 4.2 and for the last one, we used Lemma 4.5.
It just remains to show that RF0 ě H´. Indeed, by (14), we have

RF0 “ RRF0 “ RpmaxpRF0, H´qq ě RH´ ě H´,

since
RH´ppq “ inf

qďp
maxpH´pqq, Hmaxpqqq ě inf

qďp
H´pqq “ H´ppq.

This ends the proof of the theorem.

Remark 4.6. Note that the fact that RF0 ě H´ implies in particular that RF0 is semi-coercive.

4.3 Further properties of the relaxation operator and characteristic points

In this subsection, we give some properties of the relaxation that will be useful in the rest of the paper.
We begin by a characterization of the sub-relaxation.

Proposition 4.7 (Characterization of sub-relaxation). Let H satisfy (2) and F0 satisfy (3). For p P R
N ,

we define p̄ P R
N by

p̄α “

"

pα if Hαppαq ě F0ppq
suptqα ě pα, Hαpq̃αq ă F0ppq for all q̃α P rpα, qαqu if Hαppαq ă F0ppq.

Then F0 is sub-relaxed, i.e. F0 “ RF0, if, and only if, for all p P R
N , we have

F0 “ const “ F0ppq in rp, p̄s, (15)

where rp, p̄s “
śN

α“1rpα, p̄αs.

Proof. We begin to show that RF0 “ F0 implies (15). Let p P R
N be such that

λ “ F0ppq ą Hminppq

(otherwise p̄ “ p and the result is trivial). We claim that

RF0ppq “ sup
qěp̄

tminpF0pqq, Hminpqqqu. (16)

Indeed, let q ě p such that there exists α P t1, . . . , Nu such that qα ă p̄α. Then

minpF0pqq, Hminpqqq ď minpF0pqq, Hαpqαqq “ Hαpqαq ă λ “ F0ppq “ RF0ppq “ sup
q̃ěp

tminpF0pq̃q, Hminpq̃qqu

which proves (16). We then have

λ “ F0ppq “ RF0ppq “ sup
qěp̄

tminpF0pqq, Hminpqqqu ď sup
qěp̄

F0pqq “ F0pp̄q ď F0ppq.

Therefore F0pp̄q “ F0ppq and since F0 is non-increasing, this implies (15).

Conversely, assume that (15) is satisfied for every p P R
N . We then have

F0ppq ě RF0ppq “ sup
qěp

tminpF0pqq, Hminpqqqu ě minpF0pp̄q, Hminpp̄qq “ F0pp̄q “ F0ppq

which implies that F0 “ RF0 and ends the proof of the proposition.
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A direct consequence of this proposition is the following corollary:

Corollary 4.8 (Lower dimension restriction of sub-relaxed F0 are sub-relaxed). Assume that H satisfy
(2) and that F0 satisfy (3). For p P R

N and α P t1, . . . , Nu, we define Fα,p
0 : R ÞÑ R by

F
α,p
0 pqαq “ F0pp1, . . . , pα´1, qα, pα`1, . . . , pNq.

If F0 is sub-relaxed with respect to H, then Fα,p
0 is sub-relaxed with respect to Hα.

We now give the characterization for super-relaxation.

Proposition 4.9 (Characterization of super-relaxation). Let H satisfy (2) and F0 satisfy (3). For
p P R

N , we define p P R
N by

pα “

"

pα if Hαppαq ď F ppq
inftqα ď pα, Hαpq̃αq ą F0ppq for all q̃α P pqα, pαsu if Hαppαq ą F0ppq.

Then F0 is super-relaxed, i.e. F0 “ RF0, if, and only if, for all p P R
N , we have

F “ const “ F ppq in rp, ps, (17)

and
pα ą ´8 if Hαppαq ą F0ppq. (18)

Proof. We begin to show that RF0 “ F0 implies (17) and (18). Let p P R
N be such that

λ “ F0ppq ă Hmaxppq

(otherwise p “ p and the result is trivial). We first show (18). By contradiction, assume that there exists
α such that pα “ ´8 and Hαppαq ą F0ppq. By definition of pα, we have Hαpqαq ą F0ppq for all qα ď pα.

By coercivity of Hα, there exists δ ą 0 such that

Hαpqαq ě δ ` λ for all qα ď pα.

We then have

λ “ F0ppq “ RF0ppq “ inf
qďp

tmaxpF0pqq, Hmaxpqqqu

ě inf
qďp

Hαpqαq ě δ ` λ,

which is absurd. Then (18) is satisfied. We now prove (17). For all q̃ ď p such that there exists
α P t1, . . . , Nu such that q̃α ą pα, we have

maxpF0pq̃q, Hmaxpq̃qq ě Hαpq̃αq ą λ “ F0ppq “ RF0ppq “ inf
qďp

maxpF0pqq, Hmaxpqqq.

Hence
λ “ F0ppq “ RF0ppq “ inf

qďp
tmaxpF0pqq, Hmaxpqqqu ě inf

qďp
F0pqq “ F0ppq ě F0ppq.

Therefore F0ppq “ F0ppq and since F0 is non-increasing, this implies (17).

Conversely, assume that (17) and (18) are satisfied for every p P R
N . We then have

F0ppq ď RF0ppq “ inf
qďp

tmaxpF0pqq, Hmaxpqqqu ď maxpF0ppq, Hmaxppqq “ F0ppq “ F0ppq

which implies that F0 “ RF0 and ends the proof of the proposition.

A direct consequence of this proposition is the following corollary:
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Corollary 4.10 (Lower dimension restriction of super-relaxed F0 are super-relaxed). Assume that H
satisfy (2) and that F0 satisfy (3). For p P R

N and α P t1, . . . , Nu, we define Fα,p
0 : R ÞÑ R by

F
α,p
0 pqαq “ F0pp1, . . . , pα´1, qα, pα`1, . . . , pNq.

If F0 is super-relaxed with respect to H, then Fα,p
0 is super-relaxed with respect to Hα.

We now give an important result concerning the relaxation at crossing points.

Proposition 4.11 (Relaxation at crossing points ). Let H satisfy (2) and F0 satisfy (3). For p P R
N ,

assume that
Hαppαq “ F0ppq for all α P t1, . . . , Nu.

Then
RF0ppq “ RF0ppq “ RF0ppq “ F0ppq.

Proof. We only prove that RF0ppq “ F0ppq, the other one being similar. First, by definition of R, we
have

RF0ppq “ inf
qďp

max tF0, Hmaxu pqq ď max tF0, Hmaxu ppq “ F0ppq

since Hmaxppq “ F0ppq. On the other hand, we have

RF0ppq “ inf
qďp

maxpF0pqq, Hmaxpqqq ě inf
qďp

F0pqq “ F0ppq.

This ends the proof of the Proposition.

We now introduce the notion of characteristic points which play an important role in the sequel.

Definition 4.12 (Characteristic points). (i) p P R
N is a super-characteristic point of F0 if there exists

ε ą 0 such that Hαppαq “ F0ppq and Hαpqαq ą Hαppαq for all qα P ppα, pα ` εq and for all
α “ 1, . . . , N . We denote by χpF0q the set of super-characteristic points.

(ii) p P R
N is a sub-characteristic point of F0 if there exists ε ą 0 such that Hαppαq “ F0ppq and

Hαpqαq ă Hαppαq for all qα P ppα ´ ε, pαq and for all α “ 1, . . . , N . We denote by χpF0q the set
of sub-characteristic points.

(iii) The set of all characteristic points is denoted by χpF0q, i.e. χpF0q :“ χpF0q Y χpF0q.

The following proposition will be useful for the reduction of test functions.

Proposition 4.13 (Properties of relaxation). Let H satisfy (2) and F0 satisfy (3). Then

RF0 ď RF0 ď F0 on χpRF0q (19)

and
RF0 ě RF0 ě F0 on χpRF0q. (20)

Proof. We only prove (19), the proof of (20) being similar. Let p P χpRF0q. By Theorem 2.1, we have

RF0ppq “ RRF0ppq “ sup
qěp

minpRF0pqq, Hminpqqq ď sup
qěp

RF0pqq “ RF0ppq

where we used the monotonicity of RF0 for the last equality. Note also that this inequality is true for all
p P R

N , and not only for p P χpRF0q.
It just remains to show that

RF0ppq ď F0ppq. (21)

Assume by contradiction that F0ppq ă RF0ppq. Since p P χpRF0q, we have Hmaxppq “ Hminppq “ RF0ppq
and

Hmaxppq “ RF0ppq ď RF0ppq ď maxpF0ppq, Hmaxppqq “ Hmaxppq.
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Hence RF0ppq “ RF0ppq and p P χpRF0q. This implies that there exists ε ą 0 such that

Hmaxpqq ă RF0ppq for all q P
ź

α“1,...,N

ppα ´ ε, pαq.

By continuity of F0, we can find q̄ P
ś

α“1,...,N ppα ´ ε, pαq such that F0pq̄q ă RF0ppq. We then have

F0pq̄q ă RF0ppq and Hmaxpq̄q ă RF0ppq.

Using the definition of RF0, we get

RF0pq̄q “ inf
qďq̄

maxpF0pqq, Hmaxpqqq ď maxpF0pq̄q, Hmaxpq̄qq ă RF0ppq,

which contradicts the fact that RF0 is non-increasing. This proves (21) and ends the proof of the
proposition.

Lemma 4.14 (Constant sub-relaxed and super-relaxed F0 in a box). Let H satisfy (2) and F0 satisfy
(3). If RF0pp

0
q ą Hmaxpp

0
q for some p

0
P R

N , then there exists p
1

ą p
0
(i.e. such that pα

1
ą pα

0
for all

α P t1, . . . , Nu), such that
p
1

P χpRF0q and RF0pp
0
q “ RF0pp

1
q.

In the same way, if RF0pp0q ă Hminpp0q for some p0 P R
N , then there exists p1 ă p0 (i.e. such that

pα1 ă pα0 for all α P t1, . . . , Nu), such that

p1 P χpRF0q and RF0pp0q “ RF0pp1q.

Proof. We just show the first part of the lemma, since the second one can be prove in a similar way (using
moreover the general fact that RF0 ě H´). For α P t1, . . . , Nu, we set

pα
1

“ suptpα ě pα
0
, Hαpqαq ă RF0pp

0
q @qα P rpα

0
, pαsu.

Since Hα is coercive, pα
1
is well defined. Moreover, by continuity, we have

Hminpp
1
q “ Hαppα

1
q “ RF0pp

0
q and Hα ă RF0pp

0
q on rpα

0
, pα

1
q.

Since RF0pp
0
q ą Hmaxpp

0
q ě Hαppα

0
q for all α, we also have pα

1
ą pα

0
.

Using that RpRF0q “ RF0, we get

RF0pp
0
q “ sup

qěp
0

minpRF0pqq, Hminpqqq. (22)

Now let q ě p
0
such that qα ă pα

1
for some α. We then have

Hminpqq ď Hαpqαq ă RF0pp
0
q “ Hminpp

1
q.

This implies, for all such q, that minpRF0pqq, Hminpqqq ă Hminpp
1
q “ RF0pp

0
q. Hence, by (22), we get

RF0pp
0
q “ sup

qěp
1

minpRF0pqq, Hminpqqq “ RF0pp
1
q.

In particular, p
1

P χpRF0q. This ends the proof of the lemma.

5 Viscosity solutions and relaxation

5.1 Weak and strong solutions

We now introduce our two notions of viscosity solutions: weak and strong viscosity solutions. Every
strong solution will be a weak solution. So, if not specified, any solution can be understood as a weak
solution.
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For T ą 0, we set JT “ p0, T q ˆ J and we consider the class of test functions on JT

C1pJT q “
 

ϕ P CpJT q, the restriction of ϕ to p0, T q ˆ Jα is C1 for α “ 1, . . . , N
(

.

We recall the definition of upper and lower semi-continuous envelopes u˚ and u˚ of a function u

defined on r0, T q ˆ J ,

u˚pt, xq “ lim sup
ps,yqÑpt,xq

ups, yq and u˚pt, xq “ lim inf
ps,yqÑpt,xq

ups, yq.

Definition 5.1 (Weak viscosity solution). Assume that H, F0 and u0 satisfy respectively (2), (3) and
(5), and let u : r0,`8q ˆ J Ñ R. We say that u is a weak F0-subsolution (resp. weak F0-supersolution)
of (1) in p0, T q ˆ J if u˚ is locally bounded from above (resp. u˚ is locally bounded from below) and for
all test function ϕ P C1pJT q touching u˚ from above (resp. u˚ from below) at pt0, x0q P JT , we have

ϕt `Hαpϕxq ď 0 presp. ě 0q at pt0, x0q if x0 P J˚
α

and
ϕt ` min tF0pϕxq, Hminpϕxqu ď 0 at pt0, x0q,

presp. ϕt ` max tF0pϕxq, Hmaxpϕxqu ě 0 at pt0, x0qq,
(23)

if x0 “ 0.

We say that u is a weak F0-subsolution (resp. weak F0-supersolution) of (1), (4) on r0, T q ˆ J if
additionally

u˚p0, xq ď u0pxq presp. u˚p0, xq ě u0pxqq for all x P J.

We say that u is a weak F0-solution if u is both a weak F0-subsolution and a weak F0-supersolution.

Notice that the first line of (23) means for subsolutions that either the desired junction subsolution
inequality is satisfied, or the PDE inequality is satisfied for at least one branch Jα. The remark is similar
for supersolutions. A good property of this notion of relaxed solutions is its stability. For instance the limit
of a sequence of weak F0-subsolutions (resp. weak F0-supersolutions) uε is still a weak F0-subsolution
(resp. weak F0-supersolution).

Another application of the notion of relaxed solution is an existence result, easily obtained adapting
Perron’s method, so we skip the proof (indeed the interested reader may look at [8, Theorem 2.14] where
the proof only uses the monotonicity of F0 and the continuity of the Hamiltonians):

Theorem 5.2 (Existence of relaxed solutions). Assume that H, F0, u0 satisfy respectively (2), (3) and
(5). Then there exists a relaxed solution u to (1) with initial data (4).

We now give a second definition which requires more on the solution.

Definition 5.3 (Strong viscosity solution). The definition of strong F0-subsolutions, strong F0-supersolutions
and strong F0-solutions is exactly the same word by word as in Definition 5.1, except that we replace con-
dition (23) by the following one

ϕt ` F0pϕxq ď 0 at pt0, x0q,
presp. ϕt ` F0pϕxq ď 0 at pt0, x0qq.

(24)

From the definition itself, we see that any strong solution is a weak solution, but the converse is false
in general. We will show in the next subsections that the reverse is true if the junction condition F0 is
self-relaxed, i.e. satisfies F0 “ RF0.
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5.2 Weak continuity condition at the junction

We now introduce the weak continuity condition that will play an important role for reducing the set of
test function. We say that u satisfies the weak continuity condition if

upt, 0q “ lim sup
ps,yqÑpt,0q, yPJ˚

α

ups, yq for all t ą 0 and for each α “ 1, . . . , N. (25)

Here the choice of the lim sup (instead of the lim inf) is due to the fact that the Hamiltonians Hα are
coercive.

We now state the following result whose proof is done in [8] (see there Lemma 2.3, where the proof
does not use other properties than the coercivity of the Hamiltonians to bound the gradient term, and
the semi-coercivity of the junction condition to get a contradiction with a possible discontinuity of the
subsolution at the junction):

Lemma 5.4 (”Weak continuity” condition at the junction point; [8])). Let H satisfy condition (2), and
let F0 satisfy (3) and the semi-coercivity condition (7). Let u be a weak subsolution to (1). Then u

satisfies for all t ą 0

u˚pt, 0q “ lim sup
ps,yqÑpt,0q, yPJ˚

α

ups, yq for each α P t1, . . . , Nu .

5.3 Reducing the set of test functions

We consider functions satisfying a Hamilton-Jacobi equation on Jz t0u:

ut `Hαpuxq “ 0 for pt, xq P p0, T q ˆ J˚
α . (26)

Proposition 5.5 (Reducing the set of test functions for subsolutions). Assume that H satisfies (2) and
that F0 satisfies (3). For any p P χpRF0q, let us fix a time independent test function φppxq satisfying
Bαφpp0q “ pα. We then consider the class of test functions of the form

ϕpt, xq “ ψptq ` φppxq (27)

with φp fixed for each p as above and ψ a C1 function of time. Let u be a function u : p0, T q ˆ J Ñ R,
upper semi-continuous which is a subsolution of (26). Given t0 P p0, T q, we assume that

upt0, 0q “ lim sup
ps,yqÑpt0,0q, yPJ˚

α

ups, yq for each α “ 1, . . . , N.

If for any test function of the class (27), touching u from above at pt0, 0q we have

ϕt `RF0pϕxq ď 0 (28)

then u is a strong RF0-subsolution at pt0, 0q.

We will use the following result whose proof is done in [8, Lemma 2.10] (where the proof does not
use other properties than the continuity of the Hamiltonians and the coercivity of the Hamiltonians to
bound the gradient term):

Lemma 5.6 (Subsolution property for the critical slopes on each branch; [8]). Let u : p0, T q ˆJα Ñ R be
an upper semi-continuous subsolution of (26) for some α P t1, . . . , Nu. Let φ be a test function touching
u from above at some point pt0, 0q with t0 P p0, T q. Consider the following critical slope

pα “ inf tpα P R, Dr ą 0, φpt, xq ` pαx ě upt, xq for pt, xq P pt0 ´ r, t0 ` rq ˆ r0, rq with x P Jαu

If
upt0, 0q “ lim sup

ps,yqÑpt0,0q, yPJ˚
α

ups, yq

then pα ą ´8, and we have

φt `HαpBαφ` pαq ď 0 at pt0, 0q with pα ď 0.
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Proof of Proposition 5.5. Let u be a subsolution of (26) such that for any test function of the class (27),
touching u from above at pt0, 0q, (28) holds. Let φ be a test function touching u from above at pt0, 0q.
We want to show that

φtpt0, 0q `RF0pφxpt0, 0qq ď 0. (29)

Notice that, by Lemma 5.6, there exists ´8 ă pα ď 0 for each α “ 1, . . . , N such that

φtpt0, 0q `HαpBαφ` pαq ď 0 at pt0, 0q. (30)

We set p0 “ φxpt0, 0q and p
0

“ p0 ` p ď p0. If RF pp0q ď Hmaxpp
0
q, then (30) implies

φtpt0, 0q `RF0pp0q ď φtpt0, 0q `Hmaxpp
0
q ď 0,

which gives the desired result.
We then assume that RF0pp0q ą Hmaxpp

0
q. We then have RF0pp

0
q ě RF0pp0q ą Hmaxpp

0
q, and

Lemma 4.14 implies the existence of some p
1

ě p
0
, with pα

1
ą pα

0
such that RF0pp

0
q “ RF0pp

1
q and

p
1

P χpRF0q. Since pα
1

ą pα
0

“ pα0 ` pα for all α, we have by definition of the critical slope pα that

ϕpt, xq :“ φpt, 0q ` φp
1

pxq ě upt, xq

in a neighborhood of pt0, 0q with equality at pt0, 0q and with φp
1

satisfying Bαφp
1

p0q “ pα
1
. Then ϕ is a

test function of the class (27), touching u from above at pt0, 0q. By assumption, we then have

0 ě ϕtpt0, 0q `RF0pp
1
q “ φtpt0, 0q `RF0pp

0
q ě φtpt0, 0q `RF0pp0q

which shows (29). This ends the proof of the proposition.

As far as strong supersolutions are concerned, it is not necessary to impose a weak continuity assump-
tion, and we show similarly the following result.

Proposition 5.7 (Reducing the set of test functions for supersolutions). Assume that H satisfies (2)
and that F0 satisfies (3). For any p P χpRF0q, let us fix a time independent test function φppxq satisfying
Bαφpp0q “ pα. We then consider the class of test functions of the form

ϕpt, xq “ ψptq ` φppxq (31)

with φp fixed for each p as above and ψ a C1 function of time. Let u be a function u : p0, T q ˆ J Ñ R,
lower semi-continuous which is a supersolution of (26). Given t0 P p0, T q, if for any test function of the
class (31), touching u from below at pt0, 0q we have

ϕt `RF0pϕxq ě 0 (32)

then u is a strong RF0-supersolution at pt0, 0q.

5.4 Weak F0-solutions are strong RF0-solutions

In this section, we will show that u is a weak F0-solution if and only if u is a strong RF0-solution. This
result justifies the introduction of the relaxation operator. We begin by the following lemma.

Lemma 5.8 (Weak F0 sub/supersolutions are strong RF0{RF0 sub/supersolutions). Assume that H
satisfies (2) and that F0 satisfies (3).

(i) Let u be upper semi-continuous. Then u is a weak F0-subsolution of (1) if and only if u is a strong
RF0-subsolution of (1).

(ii) Let u be lower semi-continuous. Then u is a weak F0-supersolution of (1) if and only if u is a
strong RF0-supersolution of (1).
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Proof. We only do the proof for subsolutions since the case of supersolutions is treated similarly.

Step 1: weak implies strong. Let u be a weak F0-subsolution of (1) and φ be a test function touching
u from above at pt0, 0q. Let q P R

N , q ě 0. We set

ψpt, xq “ φpt, xq ` qαx if x P Jα.

In particular ψ is a test function touching u from above at pt0, 0q. Hence

ψtpt0, 0q ` min tF0, Hminu pψxpt0, 0qq ď 0

i.e., for all q ě 0, we get
φtpt0, 0q ` min tF0, Hminu pφxpt0, 0q ` qq ď 0.

Taking the supremum over q :“ φxpt0, 0q ` q, we finally get

φtpt0, 0q ` sup
qěφxpt0,0q

min tF0, Hminu pqq ď 0

and so u is a strong RF0-subsolution.

Step 2: strong implies weak. Let u be a strong RF0-subsolution of (1) and φ be a test function
touching u from above at pt0, 0q. Hence

φtpt0, 0q ` min tF0, Hminu pφxpt0, 0qq ď φtpt0, 0q ` sup
qěφxpt0,0q

min tF0, Hminu pqq ď 0,

which implies that u is a weak F0-subsolution. This ends the proof of the lemma.

Since we may have RF0 ă RF0, Lemma 5.8 is not completely satisfactory, because we would like to
have the same boundary function for sub- and supersolutions. This is achieved in the following results
where the common boundary function is RF0.

Proposition 5.9 (Weak F0 sub/supersolutions are strong RF0 sub/supersolutions). Assume that H
satisfies (2) and that F0 satisfies (3). Let u be an upper semi-continuous function.

(i) If u is a weak F0 subsolution of (1) and if u satisfy the weak continuity condition (25), then u is a
strong RF0-subsolution of (1).

(ii) If u is a strong RF0-subsolution of (1), then u is a weak F0-subsolution of (1).

Let v be a lower semi-continuous function.

(i) If v is a weak F0 supersolution of (1), then v is a strong RF0-supersolution of (1).

(ii) If v is a strong RF0-supersolution of (1), then v is a weak F0-supersolution of (1).

Proof. We only do the proof for the subsolution. We set F :“ RF0. Let u be a weak F0 subsolution of
(1)satisfying the weak continuity condition (25) and let φ be a test function touching u from above at
pt0, 0q with t0 ą 0. We set λ “ φtpt0, 0q and p “ φxpt0, 0q. We then have

λ` minpF0ppq, Hminppqq ď 0.

Since, by Lemma 4.4, we have F “ RF , we know from Proposition 5.5 that we can assume that p P χF .
By Proposition 4.13, we then have Hminppq “ F ppq “ RF0ppq ď F0ppq and so λ ` RF0ppq ď 0. This
implies that u is a strong RF0-subsolution.

We now assume that u is a strong F -subsolution. Since F “ RRF0 ě RF0, we deduce that u is also
a strong RF0-subsolution. By Lemma 5.8 (i), we then deduce that u is a weak F0-subsolution.
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5.5 Different junction conditions leading to the same problem

In this short subsection, we give a simple example limited to a single branch (N “ 1), in order to simplify
the presentation. We will introduce different boundary conditions (i.e. junction conditions here). We
consider the convex Hamiltonian H : R Ñ R given by Hppq :“ |p|, and define its nonincreasing envelope
H´ppq :“ maxp0,´pq. We consider the following equation

"

ut `Hpuxq “ 0 on p0,`8qt ˆ p0,`8qx
u “ u0 on t0ut ˆ r0,`8qx

(33)

where the initial data u0 is assumed to be Lipschitz continuous.
Given a flux limiter, i.e. a parameter A ě 0 “ minH , we consider the following boundary condition

ut ` max
 

A,H´puxq
(

“ 0 on p0,`8qt ˆ t0ux . (34)

Now we consider the following three other boundary conditions

ut `A “ 0 on p0,`8qt ˆ t0ux (35)

or
ut ` 2A´ ux “ 0 on p0,`8qt ˆ t0ux (36)

or
´ux “ ´A on p0,`8qt ˆ t0ux . (37)

Then we have the following result.

Lemma 5.10. (Same effective boundary condition)
Under the previous assumptions and say, for continuous weak solutions u : r0,`8q2 Ñ R, the four
following problems are equivalent: problem (33),(34), problem (33),(35), problem (33),(36) and problem
(33),(37).

Remark 5.11. At the boundary x “ 0, recall that weak subsolutions satisfy either the boundary subsolu-
tion inequality or the PDE subsolution inequality (and similarly for supersolutions).

Proof. Each desired boundary condition (34), (35), (36) writes

ut ` F0puxq “ 0. (38)

Moreover the point A satisfies χpF0q “ tAu. It is then easy to check that RF0 “ min tA,H´u and to
conclude to the equivalence.

Condition (37) is slightly different and requires more attention. Let us define the maximal monotone
(nonincreasing) graph

F0ppq :“

$

&

%

t`8u if p ă A

r´8,`8s if p “ A

t´8u if p ą A

Then subsolutions and supersolutions of (37) can be rewritten at the junction point x “ 0 as

"

there exists µ P F0puxq such that ut ` µ ě 0 (supersolution)
there exists µ P F0puxq such that ut ` µ ď 0 (subsolution).

This formulation is now closer to formulation (38). Notice also that such F0 can be seen as a certain
limit as ε Ñ 0 of Fεppq “ A ´ ε´1pp ´ Aq. Moreover the point A satisfies tp P R, Hppq P F0ppqu “ tAu
(and χpFεq “ tAu). It is then easy to check that RFε “ min tA,H´u. With a certain abuse of definition,
we can also write χpF0q “ tAu and RF0 “ min tA,H´u. Then along the same lines (and skipping the
technicalities specific to that case), it is also possible to check that problem (33),(37) is equivalent to
problem (33),(34). This ends the proof of the lemma.
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6 Comparison principle

Theorem 6.1 (Comparison principle). Assume that H satisfies (2) and that F0 satisfies (3) and (7).
Assume also that u0 is bounded and Lipschitz continuous. Let u : r0, T q ˆ J Ñ R (resp. v) be a bounded
upper semi-continuous weak viscosity F0-subsolution (resp. bounded lower semi-continuous weak viscosity
F0-supersolution) of (1)-(4). If up0, ¨q ď u0 ď vp0, q in J , then

u ď v in r0, T q ˆ J.

Remark 6.2. Notice that in Theorem 6.1, semi-coercivity of F0 in condition (7) can be replaced by the
weak continuity of the subsolution u at the junction, using Proposition 5.9 and replacing F0 by RF0.

The proof of the theorem is very closed to the one of [5, Theorem 1] (see also [6]) and we skip it. The
key point is to replace [5, Corollary 1] by the following proposition which proof is a very simple extension.

Proposition 6.3 (Junction viscosity inequalities). We consider two sets of functions u, v : J Ñ R Y
t´8,`8u with u upper semi-continuous and v lower semicontinous satisfying

up0q “ 0 “ vp0q with u ď v on J. (39)

For α “ 1, . . . , N , we define

pα :“ lim sup
J˚
α QxÑ0

upxq

x
, pα :“ lim inf

J˚
α QxÑ0

vpxq

x
. (40)

We also set aα :“ min
 

pα, pα
(

, bα :“ max
 

pα, pα
(

and

ra, bs X R
N :“

ź

α“1,...,N

praα, bαs X Rq .

For γ “ 1, 2, consider continuous functions Hα
γ : R Ñ R and Fγ : RN Ñ R with Hα

1 coercive and F1

semi-coercive. For p “ pp1, . . . , pNq P R
N , we set

Hγ;minppq “ min
α“1,...,N

Hα
γ ppαq, Hγ;maxppq “ max

α“1,...,N
Hα

γ ppαq.

We also assume that we have the following viscosity inequalities for some η ą 0
$

’

’

’

’

&

’

’

’

’

%

Hα
1 puxq ď 0 on Jα X t|u| ă `8u for α “ 1, . . . , N

min tF1, H1;minu puxq ď 0 on t0u X t|u| ă `8u

Hα
2 pvxq ě η on Jα X t|v| ă `8u for α “ 1, . . . , N

max tF2, H2;maxu pvxq ě η on t0u X t|v| ă `8u .

(41)

Then there exists p “ pp1, . . . , pN q P ra, bs X R
N “ H such that

"

either Hα
1 ppαq ď 0 ă η ď pHα

2 ´Hα
1 qppαq for some α P t1, . . . , Nu

or maxpF1, H1;maxqppq ď 0 ă η ď pF2 ´ F1qppq.
(42)

7 A third relaxation formula using Riemann problem

The goal of this section is to give a third relaxation formula. This formula is based on Riemann problem,
defined for p P R

N by
$

&

%

ut `Hαpuxq “ 0 on p0,`8q ˆ J˚
α , for α “ 1, . . . , N

ut ` F0pB1upt, 0`q, . . . , BNupt, 0`qq “ 0 on p0,`8q ˆ t0u,
up0, xq “ u0pxq “ px on t0u ˆ J,

(43)

where the initial condition u0pxq “ px means that

u0pxq “ pαx for all x P Jα and α “ 1, . . . , N.

We then have the following result concerning the properties of the solution to the Riemann problem.
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Theorem 7.1 (Properties of the Riemann problem). Assume that H satisfies (2) and that F0 satisfies
(3). Then for every p P R

N there exists a unique weak F0-solution u to problem (43) satisfying the weak
continuity condition (25) and such that, for any T ą 0 there exists CT ą 0 such that

|upt, xq ´ u0pxq| ď CT for all pt, xq P t0, T q ˆ J.

Moreover, u is self-similar, i.e. it satisfies

upµt, µxq “ µupt, xq for all µ ą 0 and pt, xq P r0,`8q ˆ J

and u is globally Lipschitz continuous and convex or concave in pt, xq on each branch r0,`8q ˆ Jα, the
convexity/concavity depending on the branch α “ 1, . . . , N .

Proof. We set F “ RF0, which is semi-coercive because of Remark 4.6.
Step 1: Existence of a solution to (43). Let

C ě maxpmax
α

|Hαppαq|, |F ppq|q.

Then pt, xq ÞÑ u0pxq ` Ct and pt, xq ÞÑ u0pxq ´ Ct are respectively super and subsolution to (43) with
F0 replaced by F . Using Perron’s method, we deduce that there exists a weak F -solution u to (43),
satisfying the following barriers

u0 ´ Ct ď u ď u0 ` Ct. (44)

Then the comparison principle implies that u˚ ď u˚ which shows that u is continuous. Then, using
RF “ F “ RF , Lemma 5.8 implies that u is a strong F -solution. Now Proposition 5.9 implies that u is
a weak F0-solution.

By Proposition 5.9, we deduce that u is also a F0-strong solution and a F0-weak solution.

Step 2: u is globally Lipschitz continuous. For h ą 0, we set uhpt, xq “ upt ` h, xq ´ Ch. From
(44), we deduce that uh is solution to the same equation and satisfies

uhp0, xq “ uph, xq ´ Ch ď u0pxq.

The comparison principle then implies that

upt` h, xq ´ Ch “ uhpt, xq ď upt, xq.

In the same way, we have that
upt` h, xq ` Ch ě upt, xq,

which implies that u is Lipschitz continuous in time. Since Hα is coercive, the equation satisfied by u
implies that u is also globally Lipschitz continuous on each open branch p0,`8q ˆ J˚

α , and then on the
whole r0,`8q ˆ J .

Step 3: u is self-similar and convexe or concave. Let µ ą 0 and set uµpt, xq “ 1
µ
upµt, µxq. Then

uµ is solution to the same equation and satisfies

uµp0, xq “
1

µ
up0, µxq “ px “ up0, xq.

Then, by uniqueness, we get that

u “ uµ “
1

µ
upµt, µxq for all µ ą 0,

which show that u is self-similar.
We now fix α P t1, . . . , Nu. Since u is self-similar, there exists W : Jα Ñ R such that

upt, xq “ tW
´x

t

¯

.
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We want to prove that W is either convex or concave on Jα. We have that W is a viscosity solution of

W ´ ξBαW pξq `HαpBαW pξqq “ 0 if ξ P J˚
α . (45)

For 0 ă a ă b with a, b P J˚
α , we define

Sα
a,b :“

!

pt, xq P p0,`8q ˆ Jα; a ă
x

t
ă b

)

.

We then set

p̄ :“
W pbq ´W paq

b´ a
, λ̄ :“

bW paq ´ aW pbq

b´ a

and
vpt, xq “ λ̄t ` p̄x

so that
vpt, xq “ upt, xq for any pt, xq P BSα

a,b.

Since v is self-similar, there exists Wa,b such that vpt, xq “ tWa,b

´x

t

¯

. We define W̃ :“ W ´Wa,b which

satisfies W̃ “ 0 on Bra, bs. Using that λ̄ “ vtpt, xq “ Wa,b pξq ´ ξBαWa,b pξq for ξ :“ x
t
, we deduce that

W̃ ´ ξBαW̃ “ W ´ ξBαW ´ tWa,b ´ ξBαWa,bu “ ´HαpBαW q ´ λ̄ “ ´H̃αpBαW̃ q

with H̃αppq :“ Hαpp` p̄q ` λ̄.

We now distinguish two cases. If H̃p0q ě 0, we assume by contradiction that

max
ξPJα, ξPra,bs

W̃ “ W̃ pξ̄q ą 0 with ξ̄ P pa, bq.

Then the equation satisfied by W̃ implies that

W̃ pξ̄q ` H̃αp0q ď 0

which is absurd. Therefore
W̃ “ W ´Wa,b ď 0 on pa, bq Ă J˚

α ,

i.e.

W pξq ďWa,bpξq “ λ̄` p̄ξ

“
bW paq ´ aW pbq

b´ a
` |ξ|

W pbq ´W paq

b´ a

“W paq ` pξ ´ aq

ˆ

W pbq ´W paq

b´ a

˙

:“ ca,bpξq (46)

In the same way, if H̃p0q ď 0, we can show that

W ě ca,bpξq on pa, bq Ă J˚
α (47)

We can easily check that this implies that we have either (46) for all choices b ą a ą 0 or we have (47)
for all choices b ą a ą 0. This means that W is either convex or concave on Jα and so u is convex or
concave on each branch.

We are now ready to give the third relaxation formula:

Theorem 7.2 (Relaxation through Riemann problem). Assume that H satisfies (2) and that F0 satisfies
(3). For p P R

N , let u be the unique F0-relaxed solution to problem (43) given by Theorem 7.1. Then the
relaxation operator is given by

RF0ppq “ ´utpt, 0q for all t ą 0.
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Moreover the restriction of u on each branch has a derivative at x “ 0 and satisfies

uxpt, 0`q “ p̂ for all t ą 0

where p̂ P R
N and is given by (with F “ RF0)

p̂α “

$

’

’

’

’

&

’

’

’

’

%

pα if Hαppαq “ F ppq,

sup tqα ě pα, Hαpq1αq ă F ppq for all q1α P rpα, qαqu if Hαppαq ă F ppq,

inf tqα ď pα, Hαpq1αq ą F ppq for all q1α P pqα, pαsu if Hαppαq ą F ppq,

Moreover F pp̂q “ F ppq and then in particular pF pp̂q, p̂q belongs to the associated germ

G “
 

pλ, qq P R ˆ R
N , λ “ F pqq “ Hαpqαq for all α “ 1, . . . , N

(

Therefore, we have

F ppq “ F pp̂q “ Gαpp̂α, pαq “ Hαpp̂αq for all α “ 1, . . . , N

Proof. The idea of the proof is to give another construction of the solution to the Riemann problem.
This solution is constructed on each branch separately (Step 1) and glued at the junction (Step 2). By
uniqueness, we will get that this solution is in fact equal to the solution u given by Theorem 7.1.

We fix p P R
N and we set F :“ RF0.

Step 1: Construction on each branch separately. Given p P R
N , we fix α P t1, . . . , Nu and we

want to construct a solution w to
$

&

%

wt `Hαpwxq “ 0 on p0,`8q ˆ J˚
α

wt ` Fα
p pwxq “ 0 on p0,`8q ˆ t0u,

wp0, xq “ pαx for all x P Jα

(48)

where Fα
p pqαq “ F pp1, . . . , , pα´1, qα, pα`1, . . . , pN q. Using the same arguments as in the proof of Theorem

7.1, we deduce that there exists a unique solution w. For β “ 1, . . . , N , we define

pβ “ maxppβ , p̂βq and pβ “ minppβ , p̂βq.

Recall that F is relaxed with respect to H . From the characterization of relaxed junction conditions
(Proposition 4.7 and 4.9), we deduce that F is constant on the box rp, ps. In particular, we get

Fα
p pp̂αq “ Fα

p ppαq “ F ppq.

Notice that it can also be seen from Corollaries 4.8 and 4.10 for Fα
p which is then also relaxed with respect

to Hα. We now distinguish two cases.
Case 1: p̂α ď pα. We then have

Hαppαq ě F ppq “ Fα
p ppαq “ Fα

p pp̂αq “ F pp̂q “ Hαpp̂αq. (49)

We claim that
p̂α ď wx ď pα. (50)

Since the arguments are rather classical, we juste give the sketch of the proof. Let us prove the first
inequality. By contradiction, we assume that

M :“ sup
ttPr0,T s, x,yPJα, xěyu

twpt, yq ´ wpt, xq ´ p̂αpy ´ xqu ą 0.

Hence, for every δ ą 0 small enough, we have

Mδ :“ sup
ttPr0,T s, x,yPJα, xąyu

"

wpt, yq ´ wpt, xq ´ p̂αpy ´ xq ´
δ

2
px2 ` y2q

*

ą 0.
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Note that all maximizers pt̄, x̄, ȳq satisfy x̄ ą ȳ (otherwise the maximum is negative) and, by classical
arguments, δx̄, δȳ Ñ 0 as δ Ñ 0. We now duplicate the time variable and consider, for η, ε ą 0,

Mε,δ :“ sup
tt,sPr0,T s, x,yPJα, xąyu

"

wpt, yq ´ wps, xq ´ p̂αpy ´ xq ´
δ

2
px2 ` y2q ´

|t´ s|2

2ε
´

η

T ´ t

*

ą 0.

This maximum is reached at some point denoted by ptε, sε, xε, yεq which satisfies tε, sε Ñ t̄, xε Ñ x̄ and
yε Ñ ȳ, where pt̄, x̄, ȳq is a maximum point of Mδ. In particular, xε ą yε for ε small enough and we
assume that xε ą 0 “ yε, the other cases being treated in a similar (and even simpler) way. Using the
viscosity inequality satisfied by w (which is a strong F -solution to (48)), we then have

tε ´ sε

ε
`

η

pT ´ tεq2
` Fα

p pp̂α ` δyεq ď 0

and
tε ´ sε

ε
`Hαpp̂α ´ δxεq ď 0.

Subtracting these two inequalities, we then get

η

T 2
ď Hαpp̂α ´ δxεq ´ Fα

p pp̂α ` δyεq.

Passing to the limit ε Ñ 0 and then δ Ñ 0, we then obtain

η

T 2
ď Hαpp̂αq ´ Fα

p pp̂αq ď 0,

where for the last inequality, we used (49). Contradiction. Hence M ď 0 and then wx ě p̂.
In the same way (using that Hαppαq ě Fα

p ppαq), we can prove the second inequality in (50).

We now want to prove that

wxpt, 0q “ p̂α and ´ wtpt, 0q “ F ppq. (51)

Note that since w is convex or concave, these derivatives exist. For all t0 ą 0, we then set

wxpt0, 0q “ p̌α with p̂α ď p̌α ď pα

and
λ “ ´wtpt0, 0q “ Fα

p pp̌αq “ F ppq “ F pp̂q.

Making a blow up at pt0, 0q, we see that

ε´1 twpt0 ` εt, εxq ´ wpt0, 0qu Ñ W pt, xq :“ ´λt ` p̌αx as ε Ñ 0.

By stability of viscosity solutions, we get that W is still a solution and then satisfies for x P J˚
α

Wt `HαpWxq “ 0

i.e.
´λ`Hαpp̌αq “ 0.

We conclude that
Fα
p pp̌αq “ Hαpp̌αq “ F ppq with p̌α P rp̂α, pαs

which implies that p̌α “ p̂α and so (51).

Case 2: Hαppαq ď F ppq. A proof similar to the one of Case 1 gives again (51).

Step 2: Gluing all together. In step 1, the function w has been constructed on each branch separately,
but satisfies ´wtpt, 0q “ λ “ F ppq, i.e.

wpt, 0q “ ´λt
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Therefore w is continuous at x “ 0, as defined on each branch Jα for each α “ 1, . . . , N . We simply have
to check that w satisfies the junction condition at x “ 0, i.e.

wt ` F pB1wpt, 0q, . . . , BNwpt, 0qq “ 0.

Using (51), this is equivalent to show that

F ppq “ F pp̂q

which is true since F is constant on the box rp, ps and p, p̂ P rp, ps. Therefore w is solution to Riemann
problem, and by uniqueness of this solution, we conclude that w “ u. This ends the proof of the theorem.

A Appendices

In these appendices, we give some interesting results concerning relaxation, which are not necessary for
our paper. Since these results seem important, we only give the statement without giving the proof.

A.1 Further properties of the relaxation

We begin by a simple characterization of the relaxation at the characteristic points.

Proposition A.1 (Characterization of effective junction conditions)). Let H satisfying (2) and F0, F
satisfying (3). Then F “ RF0 is characterized by the following properties

$

’

’

’

’

&

’

’

’

’

%

F “ RF “ RF,

F ě F0 on χpF q,

F ď F0 on χpF q,

As an application of Godunov relaxation formula to standard Hamilton-Jacobi equations, we can
easily prove the following result. We consider here a standard Hamilton-Jacobi equation for a single
Hamiltonian H̃ : R Ñ R

ũt ` H̃pũxq “ 0 for all pt, xq P p0, T q ˆ Ω with Ω “ pa, bq Q 0 (52)

Then we have the following result

Theorem A.2 (Classical viscosity solutions are solutions at a single point). Assume that H̃ satisfies
condition (2), and let GH̃ be the Godunov flux associated to H̃, defined as in (8).
i) (Subsolutions) Let ũ : p0, T q ˆ Ω Ñ R be a subsolution to (52). Then ũ satisfies for all t P p0, T q

ũtpt, 0q `GH̃pũxpt, 0´q, ũxpt, 0`qq ď 0 (53)

ii) (Supersolutions) Let ũ : p0, T qˆΩ Ñ R be a supersolution of (52). Then ũ satisfies for all t P p0, T q

ũtpt, 0q `GH̃pũxpt, 0´q, ũxpt, 0`qq ě 0 (54)

A.2 Refined gradient estimates on a junction

In this subsection, we state a result concerning Lipschitz estimates for the solution on the junction.

Theorem A.3 (Refined gradient estimates on a junction). Assume that H satisfies condition (2) and
that F0 satisfies (3) on the box

Q “
ź

α“1,...,N

rmα,Mαs
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Let the initial data u0 be Lipschitz continuous and satisfy the following gradient estimate

mα ď pu0qx ď Mα a.e. on J˚
α for each α “ 1, . . . , N (55)

with mα ă Mα. If these bounds satisfy the following inequalities
"

HαpMαq ě F0pm1, . . . ,mα´1,Mα,mα`1, . . . ,mN q,
Hαpmαq ď F0pM1, . . . ,Mα´1,mα,Mα`1, . . . ,MNq,

ˇ

ˇ

ˇ

ˇ

for all α “ 1, . . . , N (56)

then there exists the solution u to (1), (4) is globally Lipschitz continuous, with upt, ¨q satisfying moreover
the following gradient estimate for all t ě 0

mα ď uxpt, ¨q ď Mα a.e. on J˚
α for each α “ 1, . . . , N

The result is particularly interesting and the proof follows easily from the construction using an
implicit scheme which mimics the PDE. We do not know how to recover (even heuristically) conditions
(56) directly from the PDE, without using the scheme.

A.3 Explicit relaxation: the finite dimensional manifold of limiters

There is a good case, where the relaxation formula can be constructed explicitly, and the set of effective
junction conditions is parametrized by a finite-dimensional set A. To this end, we assume that H satisfies
(2) and we assume moreover that each Hamiltonian Hα has a finite number of minima and maxima.
Then we show how we can parametrize explicitly all effective boundary conditions by a finite dimensional
manifold A of limiters.

For α “ 1, . . . , N , we call mα
k for k “ 1, . . . nα, the increasing sequence of points of minima of Hα and

Mα
k for k “ 1, . . . , nα ´ 1 the increasing sequence of points of maxima of Hα, such that

mα
0 “ Mα

0 :“ ´8 ă mα
1 ă Mα

1 ă mα
2 ă ¨ ¨ ¨ ă Mα

nα´1 ă mα
nα

ă `8 “:Mα
nα

“ mα
nα`1.

For each index I “ pi1, . . . , iN q, we assume that

max
α“1,...,N

Hαpmα
iα

q “: A0
I ď B0

I :“ min
α“1,...,N

HαpMα
iα

q

with the convention that Hαp˘8q “ `8 for α “ 1, . . . , N . We also denote by pe1, . . . , eNq the orthonor-
mal basis of RN .

Definition of limiters associated to F0.
We now give the recipe to construct flux limiters A given a general function F0 : RN Ñ R satisfying (3).
Notice that mI ă MI (if none of the indices iα is equal to zero), and then F0pMIq ď F0pmIq.

Given F0, we now define a tensor A “ pAIqI P R
n1ˆ¨¨¨ˆnN where the AI are the associated limiters

given by

AI :“

$

’

’

&

’

’

%

minpA0
I , min

α“1,...,N
AI´eαq if F0pmIq ă A0

I ,

maxpB0
I , max

α“1,...,N
AI`eαq if F0pMIq ą B0

I ,

F0ppIq “ HαppαI q for all α “ 1, . . . , N if A0
I ď F0pmIq and F0pMIq ď B0

I ,

where pI “ pp1I , . . . , p
N
I q is the unique solution satisfying pαI P rmα

I ,M
α
I s. Here we use the convention

that the tensor A is assumed to be extended for all I P
ś

α“1,...,N t0, . . . , nαu by AI “ `8 if there exists
some α such that iα “ 0, and for all I P

ś

α“1,...,N t1, . . . , nα ` 1u by AI “ ´8 if there exists some α
such that iα “ nα ` 1. They satisfy in particular AI ě AI1 if I ď I 1.

Parametrization of the level sets of F :“ RF0.
We define p´

I pµq “ pp1´
i1

pµq, . . . , pN´
iN

pµqq with

pα´
k pµq :“

$

&

%

Mα
k´1 if µ ą HαpMα

k´1q,
mα

k if µ ă Hαpmα
k q,

pα´
k P

“

Mα
k´1,m

α
k

‰

with Hαppα´
k q “ µ if µ P

“

Hαpmα
k q, HαpMα

k´1q
‰

.
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We use the convention that pα´
1 p`8q “ ´8 and pα´

nα`1p`8q “ `8. For g P t´1, 0u
N
, we define the

quadrant

Qg :“
ź

α“1,...,N

∆α with ∆α :“

"

p´8, 0s if gα “ ´1,
r0,`8q if gα “ 0.

Theorem A.4 (Explicit relaxation for Hamiltonians Hα with nα minima). Under the previous assump-
tions, we associate to each function F0, a tensor of limiters A “ pAIqI P R

n1ˆ¨¨¨ˆnN which is generically
parametrized by a manifold A of dimension at most equal to n1 ˆ ¨ ¨ ¨ ˆ nN .

Then the relaxed junction function F :“ RF0 only depends on the tensor A and is given as follows.
For all p P

ś

α“1,...,N

“

Mα
iα´1,M

α
iα

‰

, we have

F ppq “ inf
 

µ P R, p P p´
I pµq ` SIpµq

(

with SIpµq :“
ď

gPt´1,0uN , AI`gďµ

Qg.
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